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## Preface

Pharmaceuticals are becoming increasingly important in modern society. In most cases, active pharmaceutical ingredients (APIs) are formed through crystallisation but need to be combined with excipients to form a tablet, or with carriers to form an oral suspension. The formation of tablets requires several secondary processing steps, such as milling of the API and mixing with excipients (often involving granulation) before finally being tabletted. Due to the differences in physical and mechanical properties that individual APIs and excipients exhibit, these secondary processing steps are often fraught with challenges. This Special Issue comprises 11 research articles and 1 review which outline the recent advances in secondary processing of pharmaceutical powders, and aims to enhance our understanding of powder behaviour and help us tackle these challenges. Through careful experimentation and the application of sophisticated computational techniques, the authors of these papers demonstrate advances in our understanding of many of the processing steps for pharmaceutical products. With this Special Issue, I hope to engage a broad readership in order to spark new ideas to further advance our knowledge of powder processing and to optimise production.

## Colin Hare

Editor
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#### Abstract

The crystallization of peptides offers a sustainable and inexpensive alternative to the purification process. In this study, diglycine was crystallised in porous silica, showing the porous templates' positive yet discriminating effect. The diglycine induction time was reduced by fivefold and three-fold upon crystallising in the presence of silica with pore sizes of 6 nm and 10 nm , respectively. The diglycine induction time had a direct relationship with the silica pore size. The stable form ( $\alpha$-form) of diglycine was crystallised in the presence of porous silica, with the diglycine crystals obtained associated with the silica particles. Further, we studied the mechanical properties of diglycine tablets for their tabletability, compactability, and compressibility. The mechanical properties of the diglycine tablets were similar to those of pure MCC, even with the presence of diglycine crystals in the tablets. The diffusion studies of the tablets using the dialysis membrane presented an extended release of diglycine through the dialysis membrane, confirming that the peptide crystal can be used for oral formulation. Hence, the crystallization of peptides preserved their mechanical and pharmacological properties. More data on different peptides can help us produce oral formulation peptides faster than usual.
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## 1. Introduction

Peptides are a category of biomolecules usually with a molecular weight of 500-5000 Da. They closely mimic natural pathways and can exhibit increased potency and high selectivity $[1,2]$. The development of novel synthesis strategies to produce peptides with modulated pharmacokinetic properties and target-specificity has resulted in more accessible pharmaceutical-grade peptides [3]. Since the synthesis of the first therapeutic peptide, human insulin (a peptide with 51 amino acids), in 1921, more than 80 peptide-based therapeutics have been approved by different drug agencies and have been launched on the market, while more than 500 peptides are in pre-clinical development and 150 in clinical trials [1,4]. As a result of the increased investment and research efforts in the field of peptides, the maturing of peptide synthesis technology, the success of biologics, and pressure on the pharmaceutical industry to maintain approval rates for new drugs, we anticipate peptide therapeutics to continue growing and expanding. Thus, the development of peptide drugs is the most emergent topic in pharmaceutical research.

Regardless of whether a peptide is formed synthetically or expressed using recombinant technology, the purification and/or isolation of peptides are often the bottlenecks of the manufacturing process [5]. High-performance liquid chromatography (HPLC) is the most common technique used for purification and ion exchange. However, the large amount of aqueous/organic waste generated from the purification process makes it an unsustainable process. Alternatively, precipitation can be used to purify and isolate peptides, but precipitation can result in amorphous solids or significant solvent-adsorbed volumes.

Therefore, crystallization is often viewed as an environmentally friendly and economically advantageous substitute to chromatographic separations since it uses much less solvent [6]. In addition, crystallization offers us the opportunity to improve particle attributes, such as crystal shape, size, and form. However, the flexible nature of the peptide molecules poses a challenge to their crystallization, therefore requiring researchers to improve the peptide crystallization process $[7,8]$.

The presence of templates (either soft or hard) has been shown to control the crystallization of proteins, such as insulin [9] and lysozymes [10,11], but sometimes it also decelerates the crystallization process by delaying the induction time [12]. Link and Heng have demonstrated the influence of dissolved amino acids acting as soft templates for insulin crystallization. The intermolecular interactions between insulin and the l-arginine molecule in their study led to insulin stabilization, resulting in an improvement in the crystal occurrence compared to that of l-glycine [9]. Similarly, Li et al. confirmed that the presence of silica particles facilitated the crystallization of lysozymes with an improved induction time and crystal yield [11]. Furthermore, the presence of glass beads accelerated the nucleation of glycine, diglycine, and triglycine. This was potentially due to the enhanced number of probable non-covalent interactions between the hydrogen bond donor of glycine and its homopeptides and the hydrogen bond acceptor of the glass beads. This was further corroborated with the molecular dynamics simulations, which confirmed the enhanced residence time of triglycine on the surface of the glass beads due to an increased number of hydrogen bond interactions [13,14].

Although crystallization could potentially improve the purification and isolation of peptides, the use of peptide crystals in drug products is far from a reality. In addition to the advantage of target specificity and selectivity, the unfavourable physicochemical properties of peptides, such as large molecular weight, inactivation by gastric pH values, hydrophilicity, low intestinal permeability, and susceptibility to digestive enzymes, work against successful oral peptide delivery [15]. Therefore, the most widely used route of peptide administration is the parenteral route, which is generally inconvenient, painful, and requires medical knowledge. Although, many drugs other than peptides, such as proteins, monoclonal antibodies, small molecule drugs, etc., are administered parenterally, it is estimated that $\sim 5 \%$ of the population strongly prefers other routes of drug administration [16]. Therefore, the oral delivery route is considered as the preferred route of administration as it is non-invasive and has a high level of patient compliance. Additionally, it provides a chance to extend the patent life of expiring injectable peptides with novel formulations.

The oral delivery of peptides is influenced by food and water intake [17]. Further, the inherent physical and chemical properties of peptides, such as molecular size, proteolytic stability, hydrophilicity, and ionic charge, also influence their oral absorption [18]. Although oral peptides and proteins face barriers to delivery, the number of formulations that have been launched or are in clinical trials is steadily increasing. There are multiple strategies for improving the oral delivery of peptides, including permeation enhancers (PEs), multiparticle systems, targeted particles, nanotechnology, enzyme inhibitors, colonic delivery methods, and modifications to the peptides themselves (cyclisation or the use of nonnatural amino acids) [19-23]. Since the publication of the first paper reporting the use of alcohol to improve the oral absorption of insulin in 1923 [24], other researchers have also attempted to develop peptide oral formulations. This led to the approval of Sandimmune ${ }^{\circledR}$, the first oral formulation of a cyclic peptide, cyclosporin A, by the FDA in 1990, followed by the approval of Neoral ${ }^{\circledR}$ developed by Novartis, which was an updated formulation of Sandimmune ${ }^{\circledR}$ [22]. Later, oral semaglutide (Rybelsus ${ }^{\circledR}$ in 2019) and oral octreotide (Mycapassa ${ }^{\circledR}$ in 2020) were approved by the FDA. These formulations demonstrated that the oral delivery of peptides is feasible if the peptides and formulations are optimized for the routes of administration. Crystallization offers peptide stability, therefore diversifying the potential formulations for various routes of administration, including oral dosage. Additionally, it offers the controlled release of the peptide from the polymeric encapsulation, leading to an improvement in the half-life of peptides [25]. Peptide crystals further allow
for high-concentration doses without increasing the viscosity of the suspension as well as the ability to reach a concentration greater than $200 \mathrm{mg} / \mathrm{mL}$ in the final dosage form, leading to a higher bioavailability and lower dosage requirement [25]. Hence, peptide crystallization offers great applicability for oral doses of the current peptide molecules on the market.

At present, oral formulations are available for several hormones, including insulin, vasopressin, somatostatin, calcitonin, parathyroid hormone (PTH), uroguanylin, thyroid hormone-releasing hormone, and GLP1. These treatments can be classified into two categories based on their intended action within the body-those that require oral absorption and those that require retention in the gastrointestinal tract [26,27]. All of these formulations use one of the above-mentioned strategies; more specifically, well-known permeation enhancers such as sodium caprate (C10; also known as decanoic acid) and sodium N-[8-(2-hydroxybenzoyl)amino] caprylate (SNAC; also known as salcaprozate sodium) improve the transcellular and paracellular permeation [20]. However, there has not yet been a report of an oral formulation of the peptide using just the peptide crystals on their own. This is potentially due to the fact that no peptide drug is small enough to be compliant with Lipinski's rule of five (MW $<500 \mathrm{~g} / \mathrm{mol}, \mathrm{H}$-bond donors $<5$ and H-bond acceptors $<10$, $\log P<5$, rotatable bonds $<10$, and total polar surface area $<140 \AA^{2}$ ) for predicting good absorption and permeation [28]. Surprisingly, the peptides that have been identified as having good oral activity and that could be potential candidates for oral formulations, in addition to the one in the clinical trial, are mostly cyclic [29]. This suggests that further research is needed to explore more cyclic peptides with good oral activity.

This work focuses on improving the crystallization of peptides using the templated crystallization approach, already established by the authors [9,10,13,14]. The templates interact with the crystallising solute through functional group complementarity, allowing the sequestration of solute molecules on the surface of the templates with h-bond interactions for a long enough time to achieve a fully grown crystal. This was recently complemented with a molecular dynamics simulation, as mentioned earlier in the section [14]. In this work, diglycine was crystallised in the presence of different pore sizes of silica particles to examine the effect of template pore size on the crystallization time and rate. Diglycine is made by combining the simplest amino acid, i.e., glycine, with itself though a peptide bond, making it the smallest known peptide, which behaves similarly to a small molecule due to the lack of degrees of freedom, defined unit cell, and well-defined intermolecular contacts. The crystallised peptide was later blended with a widely used pharmaceutical excipient, microcrystalline cellulose (MCC) [30], to obtain an oral formulation. The formulation was later compressed to form tablets, which were studied to obtain the tabletability, compressibility, and compactibility for the peptide tablets. This is the first study reporting the tablet properties of a peptide formulation. The tablets were later studied to obtain the permeability rate of different formulations.

## 2. Materials and Methods

### 2.1. Materials

Diglycine (Digly, $>99 \%$ by titration) and microcrystalline cellulose (MCC, Avicel ${ }^{\circledR}$ PH-101, $50 \mu \mathrm{~m}$ particle size) were supplied by Sigma-Aldrich and used as received. Deionized (DI) water was supplied by a Sartorius Arium ${ }^{\circledR}$ Advance (Göttingen, Germany). Silica particles $(40-63 \mu \mathrm{~m})$ of different pore sizes ( $6 \mathrm{~nm}, 10 \mathrm{~nm}, 30 \mathrm{~nm}$, and 50 nm ) were purchased from Element and used as received.

### 2.2. Isothermal Colling Crystallization Experiments

Mettler-Toledo EasyMax 102 was used for the cooling crystallization experiments, allowing for precise control over experimental variables, such as reactor temperature, stirring rate, and heating and cooling rates. A diglycine solution (concentration of $284.28 \mathrm{mg} / \mathrm{mL}$, total volume of 40 mL , and saturation temperature of $40^{\circ} \mathrm{C}$ ) was prepared in DI water, as per the diglycine solubility data published previously by our group [31]. The satu-
rated diglycine solution was heated to $5^{\circ} \mathrm{C}$ above the saturation temperature for complete dissolution of diglycine. This solution was cooled to $32.7^{\circ} \mathrm{C}$ to induce crystallization at relative supersaturations of 1.20 , which is in the metastable zone width limit, enabling us to capture the effect of templates on heterogenous nucleation of diglycine. The change in concentration upon nucleation of diglycine in the absence and presence of porous silica particles ( $(10 \% w / w$ loading) was captured using Mettler-Toledo ReactIR 15 system, an in situ Fourier transform infrared (FTIR) probe. Each experiment was carried out at least twice to ensure the reproducibility of the results. The induction time was accessed from the desupersaturation curves using the tangent method that was previously used by the authors [14].

### 2.3. Dynamic Light Scattering (DLS)

DLS was carried out to measure the hydrodynamic radii of diglycine in water. A dilute solution of glycine was prepared, filtered using a disposable syringe filter with a pore size of $0.2 \mu \mathrm{~m}$, and analysed using Zetasizer $\mu \mathrm{V}$ (Malvern, UK). Samples with a polydispersity index lower than 0.10 were used for the size measurements.

### 2.4. Solid State Characterization of Isolated Solids

2.4.1. Powder X-ray Diffraction (PXRD)

PXRD was recorded for the diglycine porous silica composites isolated after the isothermal cooling crystallization experiments using a PANalytical Empyrean diffractometer (Malvern Panalytical, Malvern, UK) with a Cu radiation source ( $\lambda=1.541 \mathrm{~nm}$ ) at 40 mA and 30 kV . Scans were performed between 5 and $35^{\circ} 2 \theta$ at a scan rate of $0.013^{\circ} 2 \theta / \mathrm{min}$.

### 2.4.2. Scanning Electron Microscopy (SEM)

The as-received and isolated samples from the crystallization experiments were analysed for the surface morphology and crystal habit using SEM (Zeiss LEO Gemini 1525, Cambridge, UK) at a working distance (WD) of 5-8 mm and a voltage of 5 kV .

### 2.4.3. True Density Measurement

The Micromeritics ${ }^{\circledR}$ Accupyc II helium gas displacement pycnometer was used to measure true density of the samples at ambient temperature $\left(25^{\circ} \mathrm{C}\right)$ based on USP 699 standard procedure. True density measurements were perfomed using the $1 \mathrm{~cm}^{3}$ sample cell and 20 purge cycles.

### 2.5. Tabletting of the Diglycine-Silica-MCC Composite

The diglycine-silica-MCC composite tablets were compressed using a Gamlen Rseries compaction simulator (Gamlen Tableting Limited, Beckenham, UK). Composite tablets of 100 mg ( 22.5 mg diglycine, 2.5 mg silica, and 75 mg MCC) were prepared using a cylindrical 6 mm punch die at a punch speed of $10 \mathrm{~mm} / \mathrm{min}$. All the samples were compacted at compaction pressures of $1-3 \mathrm{kN}$ with a step increase of 0.5 kN to thoroughly study the compaction behaviour of diglycine-silica-MCC composite powder. MCC was also compressed at the same compaction pressure as the composite and acted as the positive control. The tensile strength of the tablets was measured using the EZ50 equipment (Lloyd Instruments, Bognor Regis, UK) equipped with a load cell on 10 N and an operating speed of $0.1 \mathrm{~mm} / \mathrm{min}$. The tabletability, compactability, and compressibility of the powder were evaluated to assess its mechanical properties.

### 2.5.1. Tablet Porosity

Equation (1) was used to calculate tablet porosity.

$$
\begin{equation*}
\text { Tablet porosity }=1-\frac{\rho_{\text {app }}}{\rho_{\text {true }}} \tag{1}
\end{equation*}
$$

The $\rho_{\text {true }}$ is the true density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ calculated using the helium pycnometer mentioned in Section 2.4.3, while $\rho_{\text {app }}$ is the apparent density calculated by dividing tablet weight by its volume.

### 2.5.2. Tabletability

The tabletability of a material is represented by the relationship between its tensile strength and the compaction pressure applied. Tabletability is expressed by a linear relation between tensile strength and compaction force, as given by Newton et al. [32] and presented in Equation (2).

$$
\begin{equation*}
\sigma_{t}=C_{p} P+b \tag{2}
\end{equation*}
$$

where $P$ is the compaction pressure, $C_{p}$ is the tabletability parameter, and $b$ is a constant.

### 2.5.3. Compactability

An exponential relation between the tensile strength and porosity expresses the compactability of a composite. Ryshkewitch-Duckworth proposed a mathematical equation to understand compactability, as shown in Equation (3) [33].

$$
\begin{equation*}
\sigma_{t}=\sigma_{t 0} e^{(-b P)} \tag{3}
\end{equation*}
$$

where tablet tensile strength ( MPa ) is represented by $\sigma_{t}$ and tablet tensile strength at zero porosity (MPa) by $\sigma_{t 0}$. The tablet porosity is given by $P$, while $b$ is an empirical constant representing bonding capacity, in which stronger bonding between primary particles is expressed by higher $b$ value [34].

### 2.5.4. Compressibility

Compressibility profile shows the change in the tablet porosity with the increasing compaction pressure. A tablet with low porosity is associated with the capping problem and can result in slow tablet dissolution. Compressibility can be assessed by change in tablet porosity with compaction pressure as expressed by Heckle's model according to Equation (4).

$$
\begin{equation*}
-\ln \varepsilon=\ln \left(\frac{1}{1-D}\right)=k P+A \tag{4}
\end{equation*}
$$

The compressibility of a powder can be indicated by the values of the Heckle coefficient $(k)$ and its reciprocal giving yield pressure $\left(P_{y}\right)$. In the Heckle's model, tablet density, relative tablet density, compression pressure, and intercept are represented by $\varepsilon, D, P$, and $A$, respectively.

### 2.6. In Vitro Diffusion Studies

The diffusion profile of diglycine forming the composite tablets was studied using a dialysis tube as a substitute for the intestinal membrane [35]. Diffusion tests were completed using the Pur-A-Lyzer ${ }^{\text {TM }}$ Maxi Dialysis Kit-Maxi 6000 (Sigma-Aldrich Co., LLC, London, UK) with a molecular weight cut-off of $6-8 \mathrm{kDa}$ and volume capacity of $0.1-3 \mathrm{~mL}$. The diffusion was performed in 100 mL water in a Duran flask, at $37^{\circ} \mathrm{C}$ in a water bath, and stirred at 100 rpm . The dialysis tubes were soaked in the diffusion media for 30 min before adding the tablet. The dialysis tube contained 2 mL water and the composite tablet, while the flask contained 98 mL water, making a total volume of 100 mL . All the diffusion experiments were repeated at least three times on different days to exclude human error. Samples of 1 mL aliquots were withdrawn from the diffusion flask at fixed times of $1,3,5$, $10,15,30,45,60,90,120$, and 1440 min , and were analysed by UV spectrophotometry at 215 nm . A calibration curve was previously made at this wavelength with an R2 value of 0.99 and was used for the determination of concentration.

## 3. Results and Discussion

The induction time of the diglycine crystallised in the absence and presence of the porous silica templates is presented in Figure 1. The silica templates have a positive yet discriminating effect in that they reduce the time required for crystallising diglycine at a supersaturation of 1.20. The significant reduction in the induction time (the time required to observe a significant change in the solution concentration from the isothermal holding time at the crystallization temperature) [30] of diglycine was observed when it was crystallised in the presence of silica with a pore size of 6 nm .


Figure 1. Comparison of \% desupersaturation curves of diglycine in the absence and presence of porous silica at $S=1.20$; volume $=40 \mathrm{~mL} ; \mathrm{T}_{\text {sat }}=40^{\circ} \mathrm{C} ; \mathrm{T}_{\text {cry }}=32.7^{\circ} \mathrm{C}$.

The reduction in the induction time in the presence of porous silica has a direct relation with the pore size. The smallest silica with a pore size of 6 nm exhibited a five-fold reduction in the induction time compared to that of the homogeneous nucleation, as presented in Table 1. This was followed by silica with pore sizes of $10 \mathrm{~nm}, 30 \mathrm{~nm}$, and 50 nm , which had 3 -fold, 2 -fold, and 1.5 -fold reductions, respectively.

Table 1. Average induction time of diglycine in the absence and presence of porous silica at $S=1.20$; volume $=40 \mathrm{~mL} ; \mathrm{T}_{\text {sat }}=40^{\circ} \mathrm{C} ; \mathrm{T}_{\text {cry }}=32.7^{\circ} \mathrm{C}$.

| Pore Diameter | Induction Time (min) |
| :---: | :---: |
| Homogeneous | $145 \pm 7$ |
| 6 nm pore | $29 \pm 5$ |
| 10 nm pore | $43 \pm 17$ |
| 30 nm pore | $72 \pm 3$ |
| 50 nm pore | $115 \pm 7$ |

This direct relation of pore size to the reduction in the induction time is potentially due to the diglycine cluster size matching of pore sizes. DLS data suggest a hydrodynamic radius of 0.94 nm for diglycine in water, while a unit cell of diglycine contains four diglycine molecules [13], bringing the diglycine cluster size in the range of silica with a 6 nm pore size. A pore size (length) of 6 nm is sufficient to sequester a critical size cluster of diglycine, creating local supersaturation and resulting in the nucleation of diglycine in the pores. Similar results were obtained by Shah et al. [36] when different-molecular-weight proteins
were crystallised using the templates with engineering pores with an optimum size similar to their hydrodynamic radius. Further, an antibody named anti-CD20 was crystallised using the specifically designed porous silica template with a pore size in the range of the molecular diameter of the antibody [37,38]. Silica with a 10 nm pore size also influenced the diglycine induction time; 6 nm and 10 nm pores are significantly not different, and hence are also able to crystallise diglycine and reduce the induction time. Due to the large pore size of the other pores' silica, the diglycine induction time was not affected much by the other pores' silica compared to the silica with a pore size of 6 nm .

Figure 2 presents a solid-state analysis of the isolated composite solids from the desupersaturation experiments in the presence of different-pore-size silicas. The PXRD graphs in Figure 2A show the crystallization of diglycine stable form ( $\alpha$-form) in the presence of porous silica. There is a preferred orientation observed for the peaks at (100) and (20-2) when crystallised in the presence of porous silica. This is potentially due to the non-interaction between the functional groups (-COO, carboxyl group) present on these surfaces with the silica hydroxyls. Figure 2B presents the SEM micrographs of the isolated solids along with the bare silica and diglycine. The diglycine crystals obtained in the presence of porous silica seem to be associated with the silica particles, as observed in the SEM micrographs, suggesting the crystallization of diglycine either on the silica surface or the pores. The particle size of the diglycine crystals obtained is in the range of 20-100 $\mu \mathrm{m}$.


Figure 2. (A) Powder X-ray diffraction spectra of the diglycine-silica composite solids isolated upon complete desupersaturation of diglycine in the presence of porous silica at $S=1.20$, along with the diglycine patterns; (B) Scanning electron microscopy images of diglycine, porous silica, and isolated solids after the desupersaturation experiments in the presence of porous silica.

The physicochemical and pharmacodynamic behaviours of pharmaceutical tablets are influenced by their mechanical strength $[39,40]$. A comparison of the tabletability, compressibility, and compactability profiles of the diglycine-silica-MCC composite tablets was conducted. This is the first study reporting the mechanical properties of the simplest peptide of glycine, diglycine. Tabletability is a function of tensile strength and compaction force. The tabletability profile of the diglycine-silica-MCC composite along with the pure MCC is presented in Figure 3 (top). As a widely used pharmaceutical excipient, MCC
has been extensively studied and reported in the literature, and can be easily compressed with an excellent tensile strength. Hence, MCC was selected as the excipient to be used in this study [41]. Due to its easy compressibility, the tensile strength of MCC is $>2 \mathrm{MPa}$ at any compression force, while the tensile strength of the diglycine composite is $>2 \mathrm{MPa}$ after 2 kN , irrespective of the silica pore size. Pharmaceutical tablets exhibiting a tensile strength greater than 2 MPa are considered as passing the standard requirements for manufacturability, quality, and biopharmaceutical performance [42]. The tabletability parameter $\left(C_{p}\right)$ of the tablets can be obtained using the Newton equation [32]. The $C_{p}$ value of 1.61 exhibited by MCC is the highest (reported in Table 2) compared to that of the diglycine composite, indicating tablets for the diglycine composite are less stable compared to MCC. This is due to the presence of glycine crystals in the composite tablets.


Figure 3. (Top) Tabletability, (Middle) compactability, and (Bottom) compressibility profiles of the $25 \%$ loading blend of diglycine-silica-MCC composite tablets prepared along with MCC alone (blue squares, PH101). Red circles, blue upwards triangles, green downwards triangles, and pink rhombuses represent diglycine crystallised using silica with pore sizes of $6 \mathrm{~nm}, 10 \mathrm{~nm}, 30 \mathrm{~nm}$, and 50 nm as templates, respectively, with $\mathrm{n} \geq 3$ ( n is the number of experiments).

Table 2. Summary of the mechanical parameters obtained from the curve fitting of tabletability, compressibility, and compactability curves for diglycine-silica-MCC composites and bare MCC tablets ( $C_{p}$ is the tabletability parameter, $\sigma_{t 0}$ is the tablet tensile strength at zero porosity, $b$ is an empirical constant representing bonding capacity, $k$ is the Heckle Coefficient, and $P_{y}$ is the yield pressure)

| Sample | Tabletability |  | Compactability |  | Compressibility |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{C}_{\boldsymbol{p}}$ | $\sigma_{t 0}$ | $-\boldsymbol{b}$ | $\boldsymbol{k}$ | $\boldsymbol{P}_{\boldsymbol{y}}(\mathbf{k N})$ |  |
| MCC | 1.61 | 7.98 | 3.30 | 0.54 | 1.84 |  |
| Digly-6 nm pore size Silica-MCC | 1.33 | 10.40 | 5.82 | 0.34 | 2.90 |  |
| Digly-10 nm pore size Silica-MCC | 1.26 | 7.95 | 5.16 | 0.43 | 2.32 |  |
| Digly-30 nm pore size Silica-MCC | 1.41 | 8.34 | 5.38 | 0.44 | 2.27 |  |
| Digly-50 nm pore size Silica-MCC | 1.10 | 7.60 | 5.19 | 0.38 | 2.64 |  |

Figure 3 (middle) presents a tensile strength vs. porosity graph, representing the compactability of the tablets. Compactability is the ability of a powder to reduce porosity under an applied pressure. The curve-fitting parameters obtained (reported in Table 2) using the Ryshkewitch-Duckworth equation [43] were used to analyse the compactability of the composite tablets. The tensile strength at zero porosity $\left(\sigma_{t 0}\right)$ is higher for all the composite samples except for the silica composite with a 50 nm pore size compared to that of MCC. This suggests that the porosity of the composite tablets is less than that of MCC. The composite with silica with a 50 nm pore size could potentially have more agglomerated samples, resulting in a high porosity in the tablets. Further, a higher value of the constant ' $b$ ' represents a stronger bonding between the primary particles [34]. The value of ' $b$ ' is higher for all the composite samples compared to that of MCC, suggesting that the interparticle bonding is higher in the composite tablets than the MCC tablets, which is due to the presence of silica in the composite tablets filling the interparticle distance, as also observed in the SEM micrographs (Figure 2B) with the silica particles associated with the diglycine crystals.

The compressibility of the powders was assessed using the Heckle equation. The values for the Heckle coefficient, $k$, which were obtained from the slope of the Heckle plot, and its inverse values, i.e., the yield pressure, $\left(P_{y}\right)$, for the different composite systems along with that of pure MCC are presented in Table 2. The high value of $k$ and the low value of $P_{y}$ suggests the good plasticity of MCC. On the contrary, the diglycine composite exhibit an inverse behaviour to that of pure MCC, with low values for $k$ and higher values for $P_{y}$, indicating poor plasticity and low compressibility properties. This is due to the presence of diglycine crystals, which exhibit poor compressibility, leading to high porosity in the tablets.

There were no differences observed in the flow properties of the formulations, and this potentially was due to the presence of $75 \% w / w$ microcrystalline cellulose (MCC) in the formulation mixture. This made the formulation mixture flow more like pure MCC. The silica tested in the study were mostly identical from outside in terms of their shape, size, and functionality, while the only difference was in their internal pore diameter. Due to the identical nature of the silica tested, there was no obvious difference in the flow properties. Moreover, variations in the particle size distribution of the crystallised diglycine will also influence the flow properties of the formulation mixture. Particles with a larger crystal size distribution are more likely to have poor flow properties due to the plate-shaped diglycine crystals resisting a smooth flow, whereas this may not be the problem with crystals of a smaller size distribution. However, this was not observed with the crystals in this work, as all the crystalline particles obtained from the templated crystallization had a similar size distribution, as can be seen in the SEM micrographs in Figure 2B. A similar phenomenon was observed by a group member in the past, confirming that elongated needles were more cohesive than hexagonal crystals, which is due to the combined effects of surface
energy and surface area leading to poor flow behaviour due to the high cohesivity of the crystals [44].

The diglycine-silica-MCC tablets were subjected to the diffusion test using the dialysis tube to observe their diffusion rate from the dialysis membrane. Diglycine is readily dissolved in water based on its solubility data, which have already been published in the literature [31], and hence, performing the dissolution study is futile. In contrast, the low intrinsic permeability of peptides is a bottleneck in the oral delivery of peptides. The oral absorption of peptides in the body occurs through three possible pathways: [18]
i. paracellular, involving passing in between enterocyte cells, only allowing smaller peptides with a low molecular weight;
ii. transcellular, involving passage through the enterocyte cell with the help of other cells;
iii. ligand-assisted transport, allowing transportation through the intestinal mucosal membrane using a permeation enhancer.

The molecular weight, flexibility, and hydrophilic nature of smaller peptide-based drugs provide them the advantage of paracellular passage in between cells [18]. This phenomenon was later confirmed by Foger et al. [45] in a report that illustrated that the peptide permeability increases as the molecular weight decreases, but only for peptides with a molecular weight up to 1.4 kDa .

Figure 4 presents the diffusion of diglycine over a period through the permeation membrane with a molecular weight cut-off of $6-8 \mathrm{kDa}$. The diffusion rate experiments were performed using the diglycine composite tablets compressed at 2.5 kN , as the tablets had the desired tensile strength of more than 2 MPa at this compression force. All the tablets exhibited an extended-release profile, confirming their easy diffusion through the permeation membrane with approximately a $50 \%$ diffusion achieved in the first hour and a complete dissolution in 12-16 h . This steady diffusion suggests that permeation enhancers are not required for small peptides, as mentioned by Klepach et al. [18].


Figure 4. \%diffusion of diglycine from the diglycine, silica, and MCC composite tablet compressed at 2.5 kN . The diffusion medium was water; volume $=100 \mathrm{~mL}$; and stirring $=100 \mathrm{rpm}$.

Although diglycine was crystallised in the presence of different-pore-size silica, except for influencing the induction time of diglycine, the porous silica had a minimal impact on the mechanical properties of the tablets. The presence of silica improved the tablet properties by reducing the tablet porosity, thereby increasing the tensile strength of the tablets. Therefore, templated crystallization using pharmaceutical excipients as the templates could
potentially not only improve the downstream processing time, but also improve the particle attributes, such as crystal size, shape, and form, also improving the mechanical properties of the tablets. However, more work is needed in this area to prove the ability of templates to crystallise larger peptides and formulate them in oral tablets to study their mechanical properties.

## 4. Conclusions

In this study, diglycine, the simplest glycine homopeptide, was crystallised in the presence of porous silica, presenting a template-assisted crystallization of peptides. The induction time of diglycine was significantly reduced in the presence of silica with 6 nm and 10 nm pore sizes due to the size complementarity in the cluster size of diglycine and the pores. The induction time of diglycine had a direct relationship with the silica pore size. The induction time increased with the increase in the silica pore size, but the presence of silica had a positive and discriminating effect. Further, our PXRD graphs suggested the crystallization of a stable $\alpha$-form in the presence of porous silica, while all the crystals were seen to be associated with the silica particles in our SEM micrographs. The mechanical properties of the diglycine-silica-MCC tablets were accessed through tabletability, compactability, and compressibility curves. The mechanical properties of the tablets remained uninfluenced by the presence of diglycine-silica and presented similar tablet properties as those of MCC alone. Lastly, our diffusion analysis of the diglycine composite tablets presented an extended release with a constant flux of diglycine through the membrane. The oral formulation of peptides is not limited to diglycine, and hence more research is needed in the oral delivery of peptides.
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#### Abstract

Spiral jet mills are ubiquitous in the pharmaceutical industry. Breakage and classification in spiral jet mills occur due to complex interactions between the fluid and the solid phases. The study of these interactions requires the use of computational fluid dynamics (CFD) for the fluid phase coupled with discrete element models (DEM) for the particle phase. In this study, we investigate particle dynamics in a $50-\mathrm{mm}$ spiral jet mill through coupled CFD-DEM simulations. The simulations showed that the fluid was significantly decelerated by the presence of the particles in the milling chamber. Furthermore, we study the particle dynamics and collision statistics at two different operating conditions and three different particle loadings. As expected, the particle velocity was affected by both the particle loading and operating pressure. The particles moved slower at low pressures and high loadings. We also found that particle-particle collisions outnumbered particle-wall collisions.


Keywords: spiral jet mills; discrete element models; computational fluid dynamics

## 1. Introduction

Particle size reduction is an important step in the design, development, and processing of active pharmaceutical ingredients (API). Spiral jet mills are the preferred comminution devices for ultra-fine grinding where particles less than $10 \mu \mathrm{~m}$ diameter are desired [1,2]. Since spiral jet mills were first patented in the 1930s [3], their design has remained relatively unchanged. Their design consists of a short cylindrical (or elliptical) milling chamber into which high velocity gas is pushed through several nozzles (called the grinding nozzles), which are at an angle to the mill perimeter. The gas jets entering through these nozzles create a vortex in the milling chamber.

Solid feed particles are fed to an injector, which delivers the feed to the vortex, wherein they are accelerated by the gas flow. The momentum gathered by the particles due to the high velocity gas jets leads to high energy particle-particle and particle-wall collisions, which cause breakage. The centrifugal forces in the vortex retain the coarse particles within the milling chamber. The centrifugal forces and the radial drag forces acting on the particles in the vortex depend on the particle size $(x)$. As the size decreases due to breakage, centrifugal force $\left(\sim x^{3}\right)$ reduces faster than the radial drag forces $\left(\sim x^{2}\right)$.

When the radial drag force acting on a particle exceeds the centrifugal force, the particle is entrained out of the milling chamber via an outlet in the centre of the mill. Although the energy consumption of spiral jet mills is relatively high, they provide various advantages. Due to the absence of any moving parts and the self-classifying nature of the mill, contamination can be completely avoided [4]. Moreover, the expansion of fluid from the jet into the grinding chamber leads to a cooling effect, which makes spiral jet mills attractive for heat sensitive materials [5].

The popularity of the jet mills arises from the simplicity of its operation. In general, only three parameters are needed to control the operation of the jet mills: the injector nozzle
pressure (IP), the grinding nozzle pressure (GP), and the solid feed rate (FR). Of these, the GP and FR have a significant impact on the milling performance, while the impact of IP is not large [6]. The kinetic energy within the jet mill is directly related to the GP. Higher kinetic energy leads to enhanced acceleration of the particles and hence higher impact collisions.

A large number of studies assessing the influence of the GP (or in some cases the gas flow rate) on milling performance arrived at the same conclusion: increasing the GP leads to a decrease in the output median particle size [7-11]. As the IP has a negligible impact on the mill performance, it is usually maintained at a pressure that is slightly higher than the GP. Increasing the FR makes the output particle size coarser. Although the frequency of collisions increases with increasing FR [12], the high particle concentration within the mill causes the fluid energy in the mill to dissipate faster [13]. This leads to low energy collisions.

A systematic mathematical description of the spiral jet mill is desirable for predictive purposes. A validated model can reduce the need for extensive experimentation with an expensive API. Moreover, a model-based process understanding is also a key element of the Quality by Design paradigm adopted by the Food and Drugs Authority in the United States. Despite the prevalence of spiral jet mills in the pharmaceutical industry, modelling studies are relatively sparse. Some of these studies rely on the force and energy balance approach [14-16], some on the population balance approach [17-19], and a few on computational fluid dynamics $[15,20,21]$.

The energy and force balances equate the two opposing forces acting on the particles: the centrifugal force and the radial drag force. Based on the balance, a particle cut size that depends on the ratio of tangential and radial particle velocities (called the spin number) is derived. Under idealistic assumptions of Archimedes spiral flow, Tanaka [16] derived expressions that defined the tangential and radial velocity in a mill as a function of the mill parameters. Rodnianski et al. [15], on the other hand, used CFD simulations to obtain the spin number and radial velocity. They described the spin number as a general function of mill's geometric and operational parameters. An important conclusion from the CFD analysis of Rodnianski et al. [15] is that the gas flow rate does not affect the spin number. MacDonald et al. [14] built upon the previous results and derived a cut size equation by incorporating the energy balance. In all the above derivations, the particle tangential velocity was assumed to be the same as the gas velocity.

Population balance modelling (PBM) has also been used to describe breakage is described with empirical breakage distribution functions. As the fully described PBM is a complex integro-differential set of equations, numerical methods are commonly utilized to obtain a solution [22]. Gommeren et al. [17] presented a compartmentalized PBM describing three zones within the grinding chamber: the comminution zone, central (feed) zone, and the classifier zone. The model was then used to determine the residence time distribution, hold up, and closed-loop control. However, no discussion on the estimation of the parameters involved in the model was provided.

An highly empirical steady-state PBM was also described in Starkey et al. [18]. However, the algebraic equation set only considered six discrete size classes to describe the particle size distribution of the product. A major drawback in the PBM approach is the need for estimating the breakage parameters from experimental data. Although a variety of approaches have been proposed for this inverse problem, they cannot be applied directly to the spiral jet mill models. Bhonsale et al. [23] performed an identifiability analysis of a discretized spiral jet mill PBM, and showed that the convolution between classification and breakage in the jet mill led to non-identifiable parameters in the breakage kernels.

Computational fluid dynamics (CFD) relies on the numerical solution of the NavierStokes equations to resolve the fluid flow field within the mill. The CFD simulations of Kozawa et al. [20] showed that coarse particles near the upper wall could escape the mill easily. Similarly, Rodnianski et al. [15] reported the invariability of the spin number with gas mass flow rates. However, as the operation of the jet mill involves a complex interplay
between the fluid and particle phases, simulations solely via CFD can be misleading. When the influence of particle phase cannot be ignored completely, a coupled CFD-Discrete Element Method (DEM) approach needs to be adopted. The DEM approach solves the Newtonian kinematic equations for individual particles to determine their trajectories. Given the computational limitations, the CFD-DEM approach cannot be used for very fine particles undergoing breakage. Thus, its application to modelling spiral jet mills requires simplifying assumptions.

Han et al. [24] reported the influence of the feed rate, feed nozzle angle, and the gas flow rate on the product particle size based on two dimensional CFD-DEM simulations. Levy and Kalman [21] presented three-dimensional simulations of particle motion in an industrial scale jet mill. Although particle breakage and particle-particle interactions are completely ignored, the simulations provide interesting insights into the flow field in the jet mill. Teng et al. [12] included particle-particle interactions but ignored particle breakage. With simulations involving only 1000 particles, they reported the influence of the GP on the particle velocity distribution. Along with an increase in the particle velocity, increasing the GP also led to an increased width of the particle velocity distribution.

Moreover, particle-particle collisions were shown to be the primary cause of breakage. By identifying the collision patterns, they concluded that the majority of collisions had a much larger tangential component, which would lead to abrasion rather than fragmentation. Brosh et al. [25] adopted the breakage model developed by Kalman et al. [26] to incorporate comminution in the simulations. To avoid an excessive number of particles in the simulation, particles that fell below $10 \mu \mathrm{~m}$ were removed from the simulation.

Bnà et al. [27] presented a thorough CFD-DEM simulation study. The cut size determined by their simulations is in good agreement with the previous studies by Dobson and Rothwell [4]. They also highlighted the influence of the product hold up inside the mill. They concluded that the fluid deceleration caused by the presence of the particle phase was responsible for the classification efficiency of the mill. However, only a one-way coupling between CFD-DEM was used. In such a coupling approach, the effect of the fluid phase on the particulate phase was considered; however, the effect of the particulate phase on the fluid was ignored.

Given the importance of hold up, Bnà et al. [27] recognized this limitation and underlined the need for a four-way coupling between CFD and DEM. Scott et al. [28] presented such a simulation study using a four-way CFD-DEM coupling. Their simulation reported a decrease in the tangential velocity component with increasing hold up. They also showed that most energy was dissipated along the bed surface and in front of each jet.

Although the use of CFD-DEM models for predictive purposes is limited by computational restrictions, they provide useful insight into the particle dynamics of a mill. In this paper, a coupled CFD-DEM simulation is used to analyse the particle dynamics in the spiral jet mill. Unlike the coupling used by Bnà et al. [27], the coupling used here considers both the influence of fluid on particles and particles on fluid. In the subsequent sections, the CFD-DEM approach is described, followed by the simulation results and conclusions.

## 2. Numerical Methods

The mill geometry used for the simulations is based on the Hosokawa AS50 spiral jet mill. However, the geometry is based on an in-house drawing made at the University of Leeds and shown in Figure 1 [28,29]. The milling chamber is 50 mm in diameter and has four jets angled at $50^{\circ}$ from the radius. A special feature of the AS50 is its classifier design. The milling gas spirals up into the classifier section where a vortex finder reverses the flow direction. Figure 1a shows the CAD geometry of the mill used. Following Dogbe [29], an annular manifold for gas distribution was included around the milling chamber as this influences the fluid flow field within the chamber.

The numerical simulation of the process proceeds in three stages. The fluid field is resolved by CFD (using ANSYS Fluent v19), the particle phase is resolved by DEM (using EDEM 2019), and the coupling responsible for exchanging information on solid-fluid forces
is achieved by EDEM's coupling tool. For the fluid field resolution, the gas is assumed to behave ideally. The $k-\omega$ shear stress transport (SST) [30] was used as the turbulence model. For its simplicity, the Morsi-Alexander correlation [31] was used to compute the fluid drag on the particles.

There are several other drag laws available in the literature, and the choice influences the results of the simulation. Although an evaluation of drag laws is out of the scope of this paper, a few other studies have made the comparisons in the context of coupled CFD-DEM [32-34]. The CFD simulations were carried out using the commercial softwareANSYS Fluent v19 with the first-order upwind approach used to solve the individual equations. The convergence tolerances were set at $10^{-4}$ for all the equations. All the boundary conditions were set to pressure type boundaries. For the 'feed hopper inlet' and the 'mill outlet', atmospheric conditions were assumed.

The 'injector inlet' and 'milling inlet' were set at the desired operational conditions. Two operating conditions were considered: 1 bar IP and GP, and 3 bar IP and GP (based on gauge pressure). A tetrahedral mesh was used with its size determined by the particle size was used in the DEM simulation. The mesh size was constrained to be $40 \%$ larger than the particle diameter [35]. A mesh convergence study was performed by recording the velocity gradient across the milling chamber. Following Norouzi et al. [35], the time step for the CFD simulations was set to 50 times the DEM time step (i.e., at $1 \times 10^{-5} \mathrm{~s}$ ).


Figure 1. The isometric view (a) of the CAD geometry used for CFD-DEM simulations of the jet mill [28,29]. The red section in the top (b) and front (c) view of the geometry depicts the particle factory in which the initial particle bed is generated. The green section in the front view (c) depicts the particle factory through which particles are dynamically fed once the initial particle bed is dispersed.

For the DEM simulations, the particles were considered to be monosized perfect spheres of $200 \mu \mathrm{~m}$ diameter. The particle properties used in the simulations are listed in Table 1. The CFD-DEM coupling was handled by EDEM's coupling tool, which is based on the approach described by Tsuji et al. [36]. The mass of particles in the cell was decomposed into a weighted volume so that the pressure calculation could be performed. The respective velocity was then returned to EDEM to update the drag force acting on each individual
particle. The Hertz-Midlin model was used to model the contact forces. The integration time step was fixed to $20 \%$ of the Rayleigh timestep. For the particle size and particle properties used in the simulation, the time step used was $2 \times 10^{-7} \mathrm{~s}$.

To evaluate the effect of the hold up, three different particle loadings were considered: 10,000 particles $(\approx 0.06 \mathrm{~g}), 40,000$ particles $(\approx 0.25 \mathrm{~g})$, and 100,000 particles $(\approx 0.63$ g ). In reality, the particles dropped into the feed hopper inlet are sucked into the milling chamber by the injector gas flow. To avoid extensive simulation times, a particle bed was pre-generated in a ring shape factory placed inside the milling chamber as depicted in red in Figure 1b. Once the particle bed is dispersed by the flow and has reached a steady state, 10,000 particles are fed to the mill via the injector factory (coloured green in Figure 1c) at a feed rate of $1.8 \mathrm{~kg} / \mathrm{h}$. It takes about 0.128 s to finish feeding the particles. The particle and collision data were collected for 0.15 s from the start of the feeding phase.

Table 1. The particle properties used in the DEM simulations [28,29,37].

| Particle Property | Value |
| :---: | :---: |
| Diameter | $200 \mu \mathrm{~m}$ |
| Density | $1525 \mathrm{~kg} / \mathrm{m}^{3}$ |
| Young's Modulus | $2.7 \times 10^{8} \mathrm{~Pa}$ |
| Poisson's Ratio | 0.35 |
| Coefficient of Restitution | 0.5 |
| Coefficient of Static Friction | 0.5 |
| Coefficient of Rolling Friction | 0.01 |

## 3. Results

### 3.1. Fluid and Particle Dynamics

Figure 2 illustrates the velocity magnitude within the milling chamber at the mid plane. These contours are plotted once the pre-generated particle bed is completely dispersed. Although the fluid velocity reaches a magnitude of around $300 \mathrm{~m} / \mathrm{s}$, the contour plot is clipped at $150 \mathrm{~m} / \mathrm{s}$ to emphasize the lower velocity areas. The areas with low fluid velocities are coloured blue, and high fluid velocities are coloured red. Once the pregenerated particle bed is dispersed, particles form a bed on the mill periphery along which they circulate. For all three loadings, the periphery of the mill along which the particles circulate had the lowest velocity.

This particle bed is locally dispersed by the high velocity jet streams emitting from the nozzles. As higher particle loadings lead to a thicker circulating particle bed, the low velocity region around the wall increases in size. Moreover, the jets dispersing the particle bed loose energy much faster when the particle bed is thick. Thus, the length of the jet stream reduces with increasing particle load. This also leads to much lower fluid velocities in the entire mill. This decrease in jet penetration length was also reported by Scott et al. [28] for an even higher particle loading. It is evident that higher particle loadings lead to a larger dampening of the fluid velocity. The velocity magnitude increases radially toward the centre in all cases.


Figure 2. The velocity magnitude contours at the midplane for three particle loadings.

Snapshots of particle motion in the jet mill for the case with 100,000 particles and 3 bar pressure are presented in Figure 3. At the time of 0.0 s , the pre-generated particle bed is intact, and the CFD-DEM simulation is started. The particles start dispersing as the large tangential component of the velocity accelerates them towards the wall. A steady state is reached around 0.015 s , and a thick layer of particles is formed at the mill periphery, which moves along the wall at a very low velocity. Meanwhile, the jet streams disperse the particles when they approach the nozzles. Once the steady state has been achieved, 10,000 new particles are fed through a factory created in the injector nozzle at rate of $1.8 \mathrm{~kg} / \mathrm{h}$, taking roughly 0.128 s .


Figure 3. Particle motion in the jet mill for 100,000 particles and 3 bar pressure.
The evolution of the fluid field as the particles disperse is illustrated in Figure 4. As can be deduced from the blue ring in the contour plot at time 0.00035 s , the pre-generated particle bed slows the fluid notably. The particle bed, shown by the blue area, is pushed to the wall as it is dispersed. Once the steady state is reached, the velocity profile does not vary greatly. Even when new particles are fed, the velocity profile stays consistent. Thus, it
can be said that the particles being entrained into the milling chamber from the feeder do not affect the fluid field in the mill. However, over time, as the particles build up in the mill, the fluid behaviour will be affected. This is evident from Figure 2. The presence of a particle bed circulating along the wall periphery has been reported in previous experimental and numerical studies [6,12,28].


Figure 4. Evolution of fluid field in the jet mill along the mid plane for 100,000 particles with an operating pressure of 3 bar.

Figure 5 displays heat maps of the particle velocities. The figure maps every particle for 0.15 s from the time particle feeding starts. All the particles are coloured according to their velocity at the given time. The prominence of the slow moving particle bed on the mill periphery is evident for all three particle loadings. Similar to the observations from
the fluid fields, the increase in the thickness of this bed with particle loading is clear. In all cases, particles with the highest velocity lie along the jet trajectory.


Figure 5. Particle velocity heat map for 0.15 s from the start of the feeding.
Figure 6a,b illustrate the effect of particle loading on the particle velocity distribution. For both operating pressures, the particle velocity distribution shifts to the left with increasing particle loading. The average and maximum particle velocities also decrease with increasing particle loading. At low particle loadings, the mean free path (distance travelled without colliding) of a particle is much larger. Thus, the particle can be accelerated over a larger distance. Moreover, more fluid kinetic energy per unit particle mass is available for the acceleration.


Figure 6. Probability distribution and box plot for particle velocity with increasing particle loading and two operating pressures

The effect of operating pressure can be discerned from Figure $6 \mathrm{c}, \mathrm{d}$ wherein the particle velocity distribution and box plot are depicted for 100,000 particles at the two operating pressures. Increasing the operating pressure leads to a slight rightwards shift in the particle velocity distribution while a much larger increase is noticed in the average and maximum particle velocity. The increase in the velocity distribution is due to the much higher kinetic energy provided by the fluid at higher operating pressures.

The motion of the particles fed into the jet mill via the injector is illustrated by the streamlines plotted in Figure 7. The image on the left depicts the three particle loadings at 3 bar operating pressure, and the image on the right depicts the streamlines for the two operating pressures with 100,000 particles. With higher particle loading, the particles are ejected from the bed by the jet stream move more towards the centre of the mill. Similarly, the particles travel closer to the classifier at higher operating pressure. In all cases, no particles escape the mill via the classifier.

As Bnà et al. [27] indicated, particle classification is a function of the fluid deceleration caused by the particle phase. At the current particle concentrations, very small particles could be entrained. The cut size can be derived by a force balance between the centrifugal and radial forces [4,14-16]. However, the particle size used in the current study is much larger. Thus, no classification was observed from the simulations. Even with around 250,000 particles (some as small as $160 \mu \mathrm{~m}$ ), Scott et al. [28] could not observe classification in their four-way coupled simulations. This highlights the importance of the solid hold up within the mill on the final particle size of the milled and classified product.
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Figure 7. Streamlines of first five particles fed to the mill while describing their motion in the mill for 0.15 s after the feeding. Case (a) depicts the streamlines for three particle loadings at 3 bar operating pressure, and case (b) depicts the streamlines at two operating conditions and particle loading of 100,000 particles.

### 3.2. Particle Collision Statistics

Breakage in jet mills occurs when the particles accelerated by the fluid collide with other particles or the wall. If the dissipated energy due to the collisions is higher than a threshold, then the particle breaks. Particles that do not break may experience significant weakening. Previous studies proposed the use of a "fatigue function" to account for this weakening $[26,38]$. Although this study does not explicitly consider particle breakage, this section presents some results on the collision statistics of particles in the jet mill for all the case studies. All the collision statistics were collected for a time of 0.15 s after the feeding of 10,000 particles begins.

In Figure 8, the particle-particle and particle-wall collisions are presented as a percentage of the total number of collisions for the given case. The black dots (connected by the solid black lines) lying on the bars corresponding to the simulation cases represent
the total number of collisions for those cases as a percentage of the maximum number of collisions observed across all the case studies. In general, increased particle loading led to an increase in the number of collisions.

In all the cases considered, particle-particle collisions were prevalent. At low particle loading, a significant fraction of the collisions occurred between the particle and the wall. The effect of the operating pressure on the number of collisions was prevalent at high loadings. For 100,000 particles, 1 bar operating pressure led to only around $60 \%$ of the collisions as 3 bar pressure. For 10,000 particles, increased pressure also led to a slight increase in the fraction of particle-wall collisions.


Figure 8. The number of particle-particle ( $\mathrm{P}-\mathrm{P}$ ) and particle-wall ( $\mathrm{P}-\mathrm{W}$ ) collisions as a percentage of the total collisions for three loadings and two operating pressures. The total number of collisions as a normalized percent of the maximum collisions across all conditions. Collision data collected over 0.15 s after the start of particle feeding.

Figure 9 reports the number of collisions per particle for increasing particle loading and the two operating pressures. Again, increased pressure and increased loading both led to an increase in the number of collisions experienced by a particle.


Figure 9. The total number of collisions per particle for the three loadings and two operating pressures over 0.15 s after the start of the feeding phase.

The distribution of collision velocities is illustrated in Figure 10. For both particleparticle and particle-wall collisions, increasing particle load leads to a reduction in the impact velocities. This can be explained by the fact that, at lower particle concentrations,
each particle travels on a longer mean free path, thus, accelerating to higher velocities before the collision. The high impact collisions at low loading and high operating pressure will lead to a higher degree of breakage. This is corroborated by experimental studies that showed that finer product was obtained at low feed rates and high operating pressures [7,8,11,12].


Figure 10. Collision velocity distribution for particle-particle ( $\mathrm{P}-\mathrm{P}$ ) and particle-wall ( $\mathrm{P}-\mathrm{W}$ ) collision for all cases. Collision data collected over 0.15 s after the start of particle feeding.

As the study by Bnà et al. [27] involved only a one-way coupling in which particles mostly followed the fluid streamlines, they reported particle-wall collision velocities of around $40-100 \mathrm{~m} / \mathrm{s}$. These were much higher than the collision velocities observed in this study. Moreover, in contrast to the findings in this study, they reported no significant effect of particle loading on the particle-wall collision velocity distribution. This shows the importance of the fluid deceleration by particle phase for breakage as well as classification.

Figure 11 shows the scatter plots of the tangential component against the normal component of the particle-particle and particle wall collision velocities. As already mentioned, in all cases, the particle-particle collisions are prevalent. Increasing the particle loading led to a decrease in the velocity magnitudes of both the components while increasing the operating pressure led to an increase. At higher particle loadings, the particle-wall collisions were characterized by a high tangential component, while the particle-particle collisions had a much higher normal component.

This contradicts the findings of both Bnà et al. [27] and Teng et al. [12]. Both studies reported a higher tangential component for all collisions. As mentioned, the study by Bnà et al. [27] used only a one-way coupling scheme and, thus, ignored the fluid deceleration by the particle phase. The study by Teng et al. [12], although a two-way coupling, only considered 1000 particles. Such a low particle concentration cannot decelerate fluid to the extent observed in the current study.


Figure 11. Scatter of the tangential component and normal component of the collision velocity for all cases studied. Collision data collected over 0.15 s after the start of particle feeding.

## 4. Conclusions

We analysed the effect of particle loading and the operating pressure on the fluid and particle dynamics in a spiral jet mill through coupled CFD-DEM simulations. Three particle loadings and two operating pressures were considered in the study.

We found that the particles significantly decelerated the fluid. The particles dispersed from the pre-generated bed formed a new bed along the mill periphery along which they moved at very slow velocities. The reduction in the fluid velocities was at the maximum in this area. The velocity profile increased monotonically along the radius from the wall toward the mill centre. The particle loading and operating pressure had a much higher impact on the tangential velocity than on the radial velocity. At increasing particle loading and decreasing pressure, the particles experienced more radial forces, which led to the entrainment of coarser particles.

The particle velocity also followed the same trend as the fluid velocity. The particles in the bed moving along the mill periphery were ejected with force by the jet streams. The highest particle velocities were observed directly in front of the jets. Higher operating pressure and low loading led to higher particle velocities and, subsequently, higher impact velocities. In all cases, substantially more particle-particle collisions were reported compared with particle-wall collisions. Most high impact collisions occurred at the surface of the circulating particle bed.

The results show that the particle loading had a profound effect on the fluid field, which, in turn, influenced both the breakage and classification. The computational method and the results presented provide a valuable tool-process optimisation for industrial applications of spiral jet mills.
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#### Abstract

In the pharmaceutical industry, the coating of particles is a widely used technique to obtain desired surface modifications of the final product, e.g., controlled release of the active agents. The production of round, coated particles is particularly important, which is why fluidized bed rotor granulators (FBRG) are often used for this process. In this work, Computational Fluid Dynamics (CFD) coupled with the Discrete Element Method (DEM) is used to investigate the wet particle dynamics, depending on the properties of the coating liquid in a FBRG. The DEM contact model was extended by liquid bridge model to account for capillary and viscous forces during wet contact of particles. The influence of the relative contact velocity on the maximum length of the liquid bridge is also considered in the model. Five different cases were compared, in which the particles were initially wetted, and the liquid loading as well as the surface tension and viscosity of the liquid were changed. The results show that increasing viscosity leads to a denser particle bed and a significant decrease in particle rotational velocities and particle motion in the poloidal plane of the FBRG. Reducing the liquid loading and surface tension results in increased particle movement.
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## 1. Introduction

For various products in the pharmaceutical, chemical and food industries, the coating of particles is an important processing step in order to obtain desired surface modification of the final product $[1,2]$. Numerous coating equipment exists for this purpose. The coating devices can be distinguished according to their method of introducing kinetic energy into a particle bed, between a purely mechanical input (e.g., mixer, disc and drum granulators) and a fluidization induced by the energy of the process gas flow (e.g., fluidized bed or spouted bed systems). Particularly in the pharmaceutical industry, fluidized bed rotor granulators (FBRG) are widely used to produce round coated pellets for oral drug delivery with a narrow size distribution, high strength, smooth surface and high sphericity [3-7]. This is achieved by the special design of a FBRG. It consists of a rotating circular rotating base plate and a stationary cylindrical wall. The fluidization gas flow passes through an annular gap between the rotating plate and the cylindrical wall. This combination enables the individual process steps of spheronization, coating and drying to be carried out in the same unit [8].

Although the technology of a FBRG is widely used, the particle dynamics are still not fully understood due to the complex micro mechanisms in the process. Several experimental studies can be found in the literature that describe some mechanisms during the granulation process [4,6,9-11]. However, the knowledge in this field is mainly empirical and all the
particle interactions are not yet fully understood. A detailed knowledge of the particle motion on the micro level is required to better understand the coating process in the rotor granulator. Numerical simulations are particularly suitable for this purpose [5,8]. The widely used Euler-Lagrange approach can be applied to simulate the multiphase flow, where Computational Fluid Dynamics (CFD) is coupled with the Discrete Element Method (DEM) [12,13]. In CFD, the flow field of the gas in the process is calculated treating the fluid phase as a continuum. For the DEM, the interactions of each particle are determined based on contact models describing the physical properties of the particles, such as adhesion, and their mechanical behavior under slow, fast and repeated loading. In two-way CFD-DEM coupling, both the influence of the gas phase on the particle phase and the influence of the particle phase on the gas phase are considered [13-17], while in one-way coupling, only the influence of the gas phase on the particles is taken into account [5].

The particle dynamics in a rotor granulator were first investigated by Muguruma et al. [18] numerically with DEM and experimentally with Particle Tracking Velocimetry (PTV). They studied the influence of liquid on particle motion, but considered only capillary and not viscous contact forces, and did not vary the properties of the liquid. Weis et al. [19,20] used DEM simulations to obtain the particle dynamics and mixing behavior, as well as the contact frequency of the particles in a spheronizer that, in contrast to a rotor granulator, works without fluidization air and usually at higher rotation velocities of the structured friction plate. In addition, they extended the DEM approach to consider particle rounding during this process. Recently, Grohn et al. [21] investigated numerically the multiphase flow of cylindrical particles in a FBRG with CFD-DEM simulations. A significant influence of the particle shape on the particle dynamics was found. Neuwirth et al. [4,22] performed an experimental study of the particle dynamics in a FBRG under dry and wet conditions using magnetic particle tracking (MPT). The comparison with the CFD-DEM simulations showed good agreement with the experiments for the dry case. However, the experiments were performed with particles of $6-\mathrm{mm}$ diameter, which are not representative for real applications in FBRG. This particle size was required by the MPT measurement equipment available at that time. In our last study [8], the dynamics of initially wetted particles in the FBRG was investigated numerically by CFD-DEM simulations and experimentally by an improved MPT measurement system. In the numerical simulations, the capillary forces due to the presence of liquid on particles were considered based on the model of Israelachvili [23] and the viscous forces were calculated according to the models of Lian et al. [24] and Popov [25]. In addition, a new model was implemented to describe the velocity-dependent rupture length of liquid bridges [8,26]. With the improved MPT equipment, the particle dynamics of spherical particles with a minimum diameter of 2.8 mm could be measured. It was possible to validate contact models used in simulations of dry particles and particles wetted with water, and a good agreement was found.

Since in real applications, both the liquid spray rate and thus, the liquid loading of the particles and the properties of the coating solution vary, the influence of these parameters on particle dynamics and contact behavior in the FBRG are investigated in this work using the model previously validated in [8]. On the one hand, the influence of the liquid loading of 1 vol. $-\%$ and 5 vol. $-\%$ with water is investigated. On the other hand, the liquid properties are varied three times at a constant liquid loading of $5 \mathrm{vol} .-\%$. The basis of this liquid is a coating solution frequently used in the pharmaceutical industry, consisting of distilled water with 6 mass-\% PHARMACOAT ${ }^{\circledR} 606$ (hydroxypropyl methylcellulose, Shin-Etsu Chemical Co., Ltd., Chiyoda-ku, Tokyo, Japan) [5]. This coating solution is characterized by a reduced surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ compared to water and a strongly increased viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$. The three other variants thus result from: a reduction of the surface tension to the value of the coating solution while the viscosity of water remains unchanged, the surface tension of water remains unchanged but the viscosity is increased to the value of the coating solution, and both the surface tension and the viscosity are changed to the values of the coating solution. To analyze the influence of the studied liquid parameters on the particle dynamics, the distributions of solid volume fraction, tangential, poloidal
and rotating particle velocities are compared. For a deeper understanding of the process, the particle contact phenomena, such as the resulting aggregate size, are investigated with DEM.

## 2. Model Description

### 2.1. CFD Modeling

In the CFD, the gas flow field is calculated by solving the volume-averaged NavierStokes equations [27]. For this purpose, the flow domain for the CFD simulation must first be discretized by mesh cells. In order to take the influence of the particulate phase on the gas flow into account, the volume fraction of the gas phase $\varepsilon_{g}$ in each mesh cell is included in the volume-averaged Navier-Stokes equation. Therefore, the governing equations of the mass and momentum conversation can be given as follows:

$$
\begin{gather*}
\frac{\partial\left(\varepsilon_{\mathrm{g}} \rho_{\mathrm{g}}\right)}{\partial t}+\nabla \cdot\left(\varepsilon_{\mathrm{g}} \rho_{\mathrm{g}} \vec{u}_{\mathrm{g}}\right)=0,  \tag{1}\\
\frac{\partial\left(\varepsilon_{\mathrm{g}} \rho_{\mathrm{g}} \vec{u}_{\mathrm{g}}\right)}{\partial t}+\nabla \cdot\left(\varepsilon_{\mathrm{g}} \rho_{\mathrm{g}} \vec{u}_{\mathrm{g}} \vec{u}_{\mathrm{g}}\right)=-\varepsilon_{\mathrm{g}} \nabla p+\nabla \cdot\left(\varepsilon_{\mathrm{g}} \vec{\tau}_{\mathrm{g}}\right)-\overrightarrow{\mathrm{S}}_{\mathrm{p}}+\varepsilon_{\mathrm{g}} \rho_{\mathrm{g}} \overrightarrow{\mathrm{~g}} \tag{2}
\end{gather*}
$$

where, $p$ represents the pressure, $\rho_{\mathrm{g}}$ describes the density, $\vec{u}_{\mathrm{g}}$ and $\vec{\tau}_{\mathrm{g}}$ are the velocity and the stress tensor of the gas phase, respectively. For the calculation of the volume fraction of the gas phase $\varepsilon_{\mathrm{g}}$ in each CFD mesh cell, the volume fraction $x_{\mathrm{i}}$ of each particle volume $\mathrm{V}_{\mathrm{p}, \mathrm{i}}$ within the cell were determined using the so-called sample points approach. The principle of this method, where the volume of all particles $z$ in a grid cell with the volume $V_{\text {cell }}$ is approximated by cubic sample volumes, was first presented by Hoomans et al. [28]. In the used framework of CFDEM ${ }^{\circledR}$ coupling [29], the particle is divided into 29 non-overlapping regions of equal volume, each with one sample point [30]. At each time step, the algorithm checks which of the sample cubes are located in which mesh cell:

$$
\begin{equation*}
\varepsilon_{\mathrm{g}}=1-\left(\sum_{i=0}^{z} x_{\mathrm{i}} V_{\mathrm{p}, \mathrm{i}}\right) \frac{1}{V_{\text {cell }}} . \tag{3}
\end{equation*}
$$

To consider the interactions between the particulate phase and the gas phase, the momentum balance is extended by the momentum sink term $\vec{S}_{\mathrm{p}}$. The momentum sink term can be determined from the drag forces $\vec{F}_{\mathrm{d}, \mathrm{i}}$ of all particles $\mathrm{n}_{p}$ in the mesh cell with the volume $V_{\text {cell }}$ :

$$
\begin{equation*}
\vec{S}_{\mathrm{p}}=\frac{1}{V_{\text {cell }}} \cdot \sum_{\mathrm{i}=0}^{\mathrm{n}_{p}} \vec{F}_{d, \mathrm{i}} \tag{4}
\end{equation*}
$$

Various gas-solid models can be found in the literature that describe the drag forces acting on the particles in a fluidized bed [12,31]. As in our previous work [8], the drag forces are calculated according to the widely used model of Di Felice [32], which describes the entire porosity range and for particle Reynold numbers $R e_{p, i}$ up to $10^{6}$ with a continuous function. Here, the drag force counteracts the relative velocity of a particle in a fluid $\left(\vec{u}_{\mathrm{g}}-\vec{u}_{\mathrm{p}}\right)$ :

$$
\begin{equation*}
\vec{F}_{\mathrm{d}, \mathrm{i}}=\frac{1}{8} C_{\mathrm{D}, \mathrm{i}}\left(\operatorname{Re}_{\mathrm{p}}\right) \rho_{\mathrm{g}} \pi d_{\mathrm{p}, \mathrm{i}}^{2}\left(\vec{u}_{\mathrm{g}}-\vec{u}_{\mathrm{p}}\right)\left|\vec{u}_{\mathrm{g}}-\vec{u}_{\mathrm{p}}\right| \varepsilon_{\mathrm{g}}^{2-\beta} . \tag{5}
\end{equation*}
$$

The drag force is considerably influenced by the drag coefficient $C_{D, i}$. This coefficient is related to the Reynolds number of the particles, which takes into account the superficial velocity differences between particles and the surrounding fluid [33,34]:

$$
\begin{equation*}
C_{\mathrm{D}, \mathrm{i}}=\left(0.63+\frac{4.8}{\sqrt{R e_{\mathrm{p}, \mathrm{i}}}}\right)^{2}, \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
R e_{\mathrm{p}, \mathrm{i}}=\frac{\varepsilon_{\mathrm{g}} \rho_{\mathrm{g}} d_{\mathrm{p}, \mathrm{i}}\left|\vec{u}_{\mathrm{g}}-\vec{u}_{\mathrm{p}}\right|}{\eta_{\mathrm{f}}}, \tag{7}
\end{equation*}
$$

where, $\eta_{\mathrm{f}}$ is the dynamic viscosity of the fluid. The influence of the particle concentration in a mesh cell on the drag force in Equation (5) is modeled with a function [32]:

$$
\begin{equation*}
\beta=3.7-0.65 \exp \left[-\frac{\left(1.5-\log _{10}\left(\operatorname{Re}_{\mathrm{p}, \mathrm{i}}\right)\right)^{2}}{2}\right] . \tag{8}
\end{equation*}
$$

### 2.2. DEM Modeling

In order to simulate the motion of particles, the equations of motion for translation and rotation according to Newton and Euler are solved. For this purpose, the Discrete Element Method (DEM), firstly described by Cundall and Strack [35], is applied, which also allows for an investigation of the mechanical interactions between particles and between particles and walls. For the consideration of the influence of the gas phase on the particles in the simulations, the multiphase flows have to be calculated with the two-way CFD-DEM coupling. Therefore, in this coupling method, the model of Cundall and Strack [35] is extended to incorporate the drag force, pressure gradient force $\vec{F}_{\nabla \mathrm{p}, \mathrm{i}}$ and viscous force in gas $\vec{F}_{\vec{\tau}, \mathrm{i}}[12,33,36]$ :

$$
\begin{gather*}
m_{\mathrm{p}, \mathrm{i}} \frac{\mathrm{~d} \vec{v}_{\mathrm{p}, \mathrm{i}}}{\mathrm{~d} t}=\vec{F}_{\mathrm{d}, \mathrm{i}}+\vec{F}_{\nabla \mathrm{p}, \mathrm{i}}+\vec{F}_{\tau, \mathrm{i}}+\vec{F}_{\mathrm{g}, \mathrm{i}}+\sum_{\mathrm{j}=0}^{\mathrm{k}} \vec{F}_{\mathrm{c}, \mathrm{ij}}+\vec{F}_{\mathrm{vis}, \mathrm{ij}}+\vec{F}_{\mathrm{cap}, \mathrm{ij}}  \tag{9}\\
J_{\mathrm{p}, \mathrm{i}} \frac{\mathrm{~d} \vec{\omega}_{\mathrm{p}, \mathrm{i}}}{\mathrm{~d} t}=\sum_{\mathrm{j}=0}^{\mathrm{k}}\left(\vec{M}_{\mathrm{t}, \mathrm{ij}}+\vec{M}_{\mathrm{r}, \mathrm{ij}}\right) \tag{10}
\end{gather*}
$$

The gravitational force $\vec{F}_{\mathrm{g}, \mathrm{i}}$ and the sum of the contact forces $\vec{F}_{\mathrm{c}, \mathrm{ij}}$, which act on the particle due to interactions with other particles $j$ or the walls, are modeled to determine the translational velocity of each particle $\vec{v}_{p, i}$ with the mass $m_{p, i}$. Similar to our latest work [8], the particles are initially wetted. Therefore, viscous forces $F_{\mathrm{vis}, \mathrm{ij}}$ and capillary forces $F_{\text {cap,ij }}$ act during a particle contact. Both forces are described in detail in the following Section 2.2.2. The sum of the torques $\vec{M}_{\mathrm{t}, \mathrm{ij}}$ caused by the tangential forces acting on the particle and the torques $\vec{M}_{\mathrm{r}, \mathrm{ij}}$ due to rolling friction if the particle rotates are calculated to determine the angular velocity $\vec{\omega}_{p, i}$ of each particle with the moment of inertia $J_{p, i}$.

### 2.2.1. Contact Forces

The contact forces are calculated according to the well-known Hertz-Mindlin model, which is described in detail in the literature [37-39]. The contact force is decomposed into a normal and tangential component, index n and t , respectively, and are expressed as:

$$
\begin{gather*}
F_{\mathrm{c}, \mathrm{n}, \mathrm{ij}}=-k_{\mathrm{n}} \delta_{\mathrm{n}}^{\frac{3}{2}} n_{\mathrm{ij}}-\eta_{\mathrm{n}} u_{\mathrm{p}, \mathrm{n}, \mathrm{ij}},  \tag{11}\\
F_{\mathrm{c}, \mathrm{ij}, \mathrm{t}}=\left\{\begin{array}{cc}
-k_{\mathrm{t}} \delta_{\mathrm{t}} t_{\mathrm{ij}}-\eta_{\mathrm{t}} u_{\mathrm{p}, \mathrm{t}, \mathrm{ij}} & \text { if }\left|-k_{\mathrm{t}} \delta_{\mathrm{t}} t_{\mathrm{ij}}-\eta_{\mathrm{t}} u_{\mathrm{p}, \mathrm{t}, \mathrm{ij}}\right| \leq \mu\left|F_{\mathrm{c}, \mathrm{n}, \mathrm{ij}}\right| \\
-\mu\left|F_{\mathrm{c}, \mathrm{n}, \mathrm{ij}}\right| t_{\mathrm{ij}} & \text { if }\left|-k_{\mathrm{t}} \delta_{\mathrm{t}} \mathrm{t}_{\mathrm{ij}}-\eta_{\mathrm{t}} u_{\mathrm{p}, \mathrm{tij}}\right|
\end{array}>\mu\left|F_{\mathrm{c}, \mathrm{n}, \mathrm{i}}\right|\right. \tag{12}
\end{gather*}, .
$$

where $k$ describes the spring stiffness coefficient, $\delta$ represents the displacement, $n_{\mathrm{ij}}$ as well as $t_{\mathrm{ij}}$ are normal and tangential unit vectors, $u_{\mathrm{p}, \mathrm{n}, \mathrm{ij}}$ and $u_{\mathrm{p}, \mathrm{t}, \mathrm{ij}}$ are the normal and tangential component of the contact velocity vector of the particle with another particle or a wall. The sliding friction coefficient is represented by $\mu$. The energy dissipation due to viscoelastic deformation behavior of the material is taken into account by the damping factor $\eta_{n, t}$ for the normal and tangential direction:

$$
\begin{equation*}
\eta_{\mathrm{n}}=2 \alpha \sqrt{m^{*} k_{\mathrm{n}}} \delta_{\mathrm{n}}^{1 / 4}, \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{\mathrm{t}}=2 \alpha \sqrt{m^{*} k_{\mathrm{t}}} \delta_{\mathrm{t}}^{1 / 4} \tag{14}
\end{equation*}
$$

where, $\alpha$ represents a function of the restitution coefficient, and $m^{*}$ is the reduced mass of the contact partners. A more detailed description can be found in Heinrich et al. [17] and Salikov et al. [37].

### 2.2.2. Capillary and Viscous Forces

During a wet particle contact, additional adhesive forces need to be considered. Capillary forces act due to the surface tension of the liquid, and viscous forces act due to the relative motion of particles and liquid in the liquid bridge. A wet contact begins as soon as the liquid layers on the contact partners touch and ends as soon as the maximum liquid bridge length is reached. During this contact time, the capillary and viscous forces must be taken into account [8,26]. In the literature, several models describe the capillary forces for symmetric pendular bridges $[18,23,38-40]$ on the basis of the total liquid bridge energy and the pressure difference across the liquid bridge. The numerical simulation method validated in our last study [8] is also used in this work. Therefore, the capillary forces are calculated according to Israelachvili [23]. Thus, the capillary force acting between two particles $F_{\text {cap,pp }}$ and the capillary force acting between a particle and a wall $F_{\text {cap,pw }}$ are given by the following expressions:

$$
\begin{align*}
& F_{\mathrm{cap}, \mathrm{pp}}=\frac{-4 \pi R^{*} \gamma \cos (\theta)}{1+\left(\sqrt{1+\frac{V_{\mathrm{b}}}{\pi R^{*} h^{2}}}-1\right)^{-1}},  \tag{15}\\
& F_{\mathrm{cap}, \mathrm{pw}}=\frac{-8 \pi R^{*} \gamma \cos (\theta)}{1+\left(\sqrt{1+\frac{V_{\mathrm{b}}}{\pi R^{*} h^{2}}}-1\right)^{-1}}, \tag{16}
\end{align*}
$$

where, $\gamma$ represents the surface tension, $\theta$ is the wetting angle, $V_{\mathrm{b}}$ describes the volume of the liquid bridge and $h$ is the shortest distance between the particles or the particle and the wall. $R^{*}$ represents the effective contact radius, which is expressed as:

$$
\begin{equation*}
R^{*}=\frac{r_{\mathrm{i}} r_{\mathrm{j}}}{r_{\mathrm{i}}+r_{\mathrm{j}}} \tag{17}
\end{equation*}
$$

where, $r_{\mathrm{i}}$ and $r_{\mathrm{j}}$ are the radii of the two contact partners. The assumption is made that the liquid on the particles forms a uniform thin film over the particle surface. During a wet particle contact, a liquid bridge is formed between the contact partners in the rebound phase. Shi and McCarthy's [41] distribution model is used to determine the liquid volume of these liquid bridges for particle-particle contacts. The distribution model ensures that the liquid on the particle surface contributes to only one liquid bridge (Figure 1a). However, this approach is only valid for monodisperse systems. The liquid volume $V_{\mathrm{b}, \mathrm{i}}$ that particle $i$ contributes to the liquid bridge is then calculated as follows:

$$
\begin{equation*}
V_{\mathrm{b}, \mathrm{i}}=\frac{L_{\mathrm{i}}}{2} \cdot\left(1-\sqrt{1-\frac{r_{\mathrm{j}}^{2}}{\left(r_{\mathrm{i}}+r_{\mathrm{j}}\right)^{2}}}\right), \tag{18}
\end{equation*}
$$

where, $L_{\mathrm{i}}$ is the total liquid volume present on particle $i$. The contributed liquid volume from particle $j$ is determined in a similar manner:

$$
\begin{equation*}
V_{\mathrm{b}, \mathrm{j}}=\frac{L_{\mathrm{j}}}{2} \cdot\left(1-\sqrt{1-\frac{r_{\mathrm{i}}^{2}}{\left(r_{\mathrm{i}}+r_{\mathrm{j}}\right)^{2}}}\right) . \tag{19}
\end{equation*}
$$

(a)

(b)



Figure 1. Determination of (a) the volume of liquid used to form the liquid bridge according to the model of Shi and McCarthy [41] and (b) the volume of liquid passing from a wetted grid cell of the wall to the liquid bridge.

Figure 1 b shows the contact case between a particle and a wetted wall. The volume of liquid contributed by the wall depends on the virtual liquid layer thickness $h_{\text {wall }}$ on the surface grid cell of the wall geometry in contact. The layer thickness is calculated by the liquid volume associated with the wetted wall grid cell divided by its surface area. Often, the 2D surface grid cells of the geometry are of different sizes and often much larger than the particle surfaces. Therefore, it is assumed that only the liquid in the region corresponding to the projection area of the contacting particle needs to be considered. In Figure 1b, this area is marked with a red circle. Thus, the amount of liquid in the wall grid cell that contributes to the formation of the liquid bridge is expressed as:

$$
\begin{equation*}
V_{\mathrm{b}, \mathrm{j}}=h_{\mathrm{wall}} \pi r_{\mathrm{i}}^{2} . \tag{20}
\end{equation*}
$$

The final volume of the liquid bridge is then the sum of both contributed liquid volumes:

$$
\begin{equation*}
V_{\mathrm{b}}=V_{\mathrm{b}, \mathrm{i}}+V_{\mathrm{b}, \mathrm{j}} \tag{21}
\end{equation*}
$$

As the particles rebound, the liquid bridge is stretched until it ruptures at a critical distance between the contact partners. This critical distance, also called the maximum liquid bridge length, is described by various models [38,39,42-45]. All models have in common that they do not consider the significant influence of the impact velocity on the bridge length, which was found in our recent experimental study [26]. In this work, three different experimental setups were developed to investigate the maximum liquid bridge length in a velocity range from $0.0001 \mathrm{~s} \cdot \mathrm{~m}^{-1}$ to $4 \mathrm{~s} \cdot \mathrm{~m}^{-1}$ for particle-particle as well as particle-wall contact. Based on our experimental results, we extended the model of Mikami et al. [39] to account for the strong influence of the impact velocity $u_{\mathrm{im}, \mathrm{ij}}$ on the maximum liquid bridge length. For particle-wall contact, the maximum bridge length was expressed as:

$$
\begin{equation*}
l_{\mathrm{max}, \mathrm{pw}}=(0.95+0.22 \theta) V_{\mathrm{b}}^{0.32}\left(1+C_{\mathrm{pw}} u_{\mathrm{im}, \mathrm{ij}}\right)^{\frac{2}{3}} \tag{22}
\end{equation*}
$$

where, $C_{p w}$ represents a constant parameter with was found in [26] to have a value of $4.424 \mathrm{~s} \cdot \mathrm{~m}^{-1}$. For particle-particle contact, the maximum liquid bridge length was calculated as:

$$
\begin{equation*}
l_{\max , \mathrm{pp}}=(0.99+0.62 \theta) V_{\mathrm{b}}^{0.34}\left(1+C_{\mathrm{pp}} u_{\mathrm{im}, \mathrm{ij}}\right)^{\frac{2}{3}} \tag{23}
\end{equation*}
$$

where, $C_{p w}$ is a constant parameter with the value of $6.266 \mathrm{~s} \cdot \mathrm{~m}^{-1}$. The end of the contact is indicated by the rupture of the liquid bridge. The volume of the liquid bridge is then distributed evenly among the contact partners.

In addition to the capillary forces, viscous forces are also considered. They slow down the contact velocity during the approach phase as well as the velocity of the rebound phase after contact. Based on the Reynolds lubrication theory [46], Adams and Perchard [47]
developed a model to describe the viscous force in the normal direction, which is often used in DEM simulations [24,41,48,49]. In the model, two particles are assumed to be in a liquid layer and move with a relative velocity in the normal direction. The viscous forces in normal direction $F_{\text {vis,n }}$ between the particles can then be calculated by the Reynolds lubrication equation:

$$
\begin{equation*}
F_{\mathrm{vis}, \mathrm{n}}=\frac{6 \pi \eta_{1} R^{* 2} u_{\mathrm{p}, \mathrm{i}, \mathrm{n}}}{h}, \tag{24}
\end{equation*}
$$

where, $\eta_{1}$ is the dynamic viscosity of the liquid, $u_{\mathrm{p}, \mathrm{ij}, \mathrm{n}}$ represents the relative velocity of the colliding particles or particle with a wall in normal direction and $h$ is the shortest distance between the surfaces of the contact partners. Similar to DEM studies from other authors $[48,50,51]$, a minimum distance between the contact partners is set for the calculation of the viscous forces as it is physically limited by the roughness of the respective surfaces. The viscous force in tangential direction is calculated according to the model of Popov [25]. It describes the tangential force acting on a spherical particle moving along a plate wetted with a liquid film:

$$
\begin{equation*}
F_{\mathrm{vis}, \mathrm{t}}=2 \pi \eta_{\mathrm{f}} R^{*} u_{\mathrm{p}, \mathrm{i}, \mathrm{t}} \ln \left(1+\frac{R^{*}}{2 h}\right), \tag{25}
\end{equation*}
$$

where, $u_{\mathrm{p}, \mathrm{ij}, \mathrm{t}}$ describes the relative velocity of the colliding particles or particle with a wall in tangential direction.

## 3. Simulation Setup

### 3.1. Geometry of the Fluidized Bed Rotor Granulator

In this study, a FBRG is investigated, whose dimensions are inspired by the commercially used rotor granulator Rotor 300 (Glatt GmbH, Binzen, Germany). In Figure 2, the geometry of the apparatus is shown. The diameter of the cylindrical process chamber is 295 mm ; thus, the radius $R_{\text {FBRG }}$ is 147.5 mm (Figure 2b). FBRG has an unstructured rotating plate with a diameter of 268 mm located in the middle of the apparatus. In addition, the gas flows vertically into the particle bed via a two-millimeter-wide annular gap between the rotor plate and the apparatus wall. Due to the small inflow surface of the annular gap, the gas enters the process chamber with a much higher velocity than in conventional fluidized beds. The direction of the air flow in the apparatus is shown by blue arrows and the rotation of the plate is represented by green arrows. In real applications, an additional nozzle is often placed above the plate to coat the particles, but in the simulated cases in this study, only initially wetted particles are examined.
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Figure 2. (a) Dimensions of the fluidized bed rotor granulator (blue arrows indicate the air flow and the green arrows the direction of rotation of the plate) and (b) its STL 3D geometry for the simulations.

### 3.2. Simulation Setup

For the CFD, the geometry of the FBRG was discretized into around 100,000 hexagonal mesh cells. The open-source software OpenFOAM ${ }^{\circledR}$ [52] was used to solve the Navier-Stokes equations with a pressure implicit with splitting of operator algorithm (PISO method) [53]. Turbulence was included using a k- $\varepsilon$ turbulence model [54] and the CFD time-step was $5 \times 10^{-6} \mathrm{~s}$. The fluidization gas was air at $20^{\circ} \mathrm{C}$. An operation point was simulated, where the inlet flow was $200 \mathrm{~m}^{3} \cdot \mathrm{~h}^{-1}$, which corresponded to an inlet velocity of $1.21 \mathrm{~m} \cdot \mathrm{~s}^{-1}$. The air velocity in the annular gap was about $32 \mathrm{~m} \cdot \mathrm{~s}^{-1}$, which is 20 times higher than the minimal fluidization velocity of the particles. The rotor plate rotated with 100 rpm . The CFD simulation parameters are listed in Table 1.

Table 1. Gas properties for the CFD simulation.

| Parameters of the Gas | Unit | Value |
| :---: | :---: | :---: |
| Fluid | - | air |
| Fluid temperature | ${ }^{\circ} \mathrm{C}$ | 20 |
| Fluid kinematic viscosity | $\mathrm{kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-1}$ | $1.58 \times 10^{-5}$ |
| Fluid density | $\mathrm{kg} \cdot \mathrm{m}^{-3}$ | 1.2 |
| Inlet gap velocity | $\mathrm{m} \cdot \mathrm{s}^{-1}$ | 32 |

The particulate phase was calculated with DEM using the open-source software LIGGGHTS ${ }^{\circledR}$ [55] and coupled with the CFD by the open-source software CFDEM ${ }^{\circledR}$ coupling [29]. Similar to previous studies, round particles with a diameter of 2.8 mm consisting of a ceramic core and a shell of polyvinyl butyral (PVB) were investigated [5,8,26,56]. Initially wetted particles with a total mass of 1 kg were generated above the rotor plate. It was assumed that the liquid on the particles was evenly distributed on the particle surface with a layer of equal thickness. Similar to our previous work [5,8], different setups were used to obtain the particle properties needed for the contact model in DEM. With a free-fall device $[26,56]$, the restitution coefficient was determined. A Nanoindenter (Hysitron TI Premier, Bruker Corporation, Billerica, Massachusetts, USA) was used to measure the Young's modulus, and with a Texture Analyser ${ }^{\circledR}$ (TA.XTplus, Stable Micro Systems, Godalming, United Kingdom), the static as well as the rolling friction coefficients were obtained [34]. The contact angle of water was determined with a camera setup and evaluated by a MATLAB script [26]. The DEM time-step was $1 \times 10^{-7} \mathrm{~s}$. The initial liquid loading of the particles in the bed is varied from 1 vol. $-\%$ to 5 vol. $-\%$ distilled water. In addition, the surface tension and viscosity of the liquid are varied three times at 5 vol. $-\%$. The basis is a coating solution frequently used in the pharmaceutical industry, consisting of distilled water with 6 mass-\% PHARMACOAT ${ }^{\circledR} 606$ (hydroxypropyl methylcellulose, Shin-Etsu Chemical Co., Ltd., Chiyoda-ku, Tokyo, Japan) [8]. This coating solution is characterized by a reduced surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ compared to water and a strongly increased viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$. The three other cases thus result from a reduction in surface tension with no change in the viscosity of the coating liquid, no change in the surface tension of the coating liquid but an increase in viscosity, and both the change in surface tension and viscosity to the values of the coating solution. The DEM parameters can be seen in Table 2 and the performed simulation cases are listed in Table 3.

Table 2. Material properties for the DEM simulation.

| Parameter | Unit | Value/Variation Range |
| :---: | :---: | :---: |
| Particle | - | ceramic cores coated with PVB |
| Particle bed mass | kg | 1.0 |
| Particle density | $\mathrm{kg} \cdot \mathrm{m}^{-3}$ | 3485 |
| Particle diameter | mm | 2.8 |
| Young's modulus particle | GPa | 1.69 |
| Young's modulus walls | GPa | 3.0 |
| Poisson ratio | - | 0.3 |
| Restitution coefficient | - | 0.89 |
| Static friction particle-particle | - | 0.23 |
| Static friction particle-wall | - | 0.46 |
| Rolling friction particle-particle | - | 0.075 |
| Rolling friction particle-wall | - | 0.065 |
| Liquid volume on particle | $\mathrm{vol}-\%$ | $1-5$ |
| Surface tension | $\mathrm{mN} \cdot \mathrm{m}^{-1}$ | $42.5-72.8$ |
| Liquid dynamic viscosity | $\mathrm{Pa} \cdot \mathrm{s}$ | $0.001-0.619$ |
| Liquid density | $\mathrm{kg} \cdot \mathrm{m}^{-3}$ | 1000 |
| Contact angle particle-particle | $\circ$ | 25 |
| Contact angle particle-wall/rotor | $\circ$ | 45 |

Table 3. The five simulation cases with different liquid loading and properties at a fluidization flow of $200 \mathrm{~m}^{3} \cdot \mathrm{~h}^{-1}$, a rotation velocity of the rotor plate of 100 rpm and a bed mass of 1 kg .

| Case | Liquid Properties |
| :---: | :---: |
| (a) 1.0 vol. $-\%$ | 1 vol. $-\%, \gamma=72.8 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=1 \mathrm{mPas}$ |
| (b) $5.0 \mathrm{vol} .-\%$ | $5 \mathrm{vol} .-\%, \gamma=72.8 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=1 \mathrm{mPas}$ |
| (c) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ | $5 \mathrm{vol}-.\%, \gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=1 \mathrm{mPas}$ |
| (d) $\eta=61.9 \mathrm{mPa} \cdot \mathrm{s}$ | $5 \mathrm{vol} \%,. \gamma=72.8 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=61.9 \mathrm{mPas}$ |
| (e) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=61.9 \mathrm{mPa} \cdot \mathrm{s}$ | $5 \mathrm{vol} \%,. \gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=61.9 \mathrm{mPas}$ |

## 4. Results

The particle dynamics and contact behavior in the fluidized bed rotor granulator obtained with CFD-DEM simulations for the five cases with different liquid loading, as well as different liquid viscosity and surface tension, are compared in the following sections.

### 4.1. Particle Solid Volume Fraction

First, the poloidal distribution of the solid volume fraction is analyzed (Figure 3). Figure 2b shows how the internal volume of the apparatus was discretized into $2.8 \mathrm{~mm} \times 2.8 \mathrm{~mm}$ squares in the axial and radial directions to calculate the solid volume fraction. Every 10 ms during the steady-state periods of the simulations from 1.5 s to 2 s , the volume of particles located within this regular poloidal discretization grid was determined and averaged. In the last step, it was divided by the volume of the associated ring cell. Weis et al. [19] also evaluated the particle dynamics in a spheronizer in the same way.

The zones with high concentrations are located in the center of the particle bed, with a maximum in the area of 10 mm above the rotor plate. The increase in liquid loading from 1 vol.-\% (Figure 3a) to the second case with 5 vol.- \% water (Figure 3b) leads to an increase of the region with a high solid volume fraction. In the third case (Figure 3c), the decrease in surface tension also results in a reduction of the zone with high particle concentration. The poloidal distributions of the solid volume fraction in the first and third cases are very similar (Figure 3a,c). It can be seen that the two cases with a high viscosity (Figure 3d,e) differ the most from the other three cases. Here, the region with high solid volume fraction is the largest. Due to high viscosity, this region has expanded towards the apparatus wall and thus, there is also a high particle concentration in the area between 20 mm and 30 mm above the annular gap near the wall. Thereby, the particle bed has expanded the lowest in
the case of the increased viscosity at constant surface tension of water (Figure 3d) and is therefore the densest. However, the particle concentration is highest at high axial positions. The reason is that the particles adhere to the wall over time and, unlike in the other cases, very rarely come off. Therefore, the concentration here increases over time. It can be clearly seen that with high liquid loading, surface tension and viscosity, and thus, high liquid bridge forces, the particle bed becomes denser.


Figure 3. Poloidal distribution of solid volume fraction for studied cases (Table 3): (a) liquid loading of 1 vol. $-\%$, (b) liquid loading of $5 \mathrm{vol} .-\%$, (c) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$, (d) viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$, and (e) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ and viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$.

### 4.2. Particle Velocity

Figure 4 shows the differential distributions of the absolute particle velocities in the fluidized bed at different liquid loading conditions and different liquid properties. All distributions are multimodal. The first peak is at very low velocities of less than $0.01 \mathrm{~m} \cdot \mathrm{~s}^{-1}$. These are particles that are in contact with the stationary wall of the process chamber. A second peak is between $0.5 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ and $0.6 \mathrm{~m} \cdot \mathrm{~s}^{-1}$. These are particles located in the upper half of the particle bed. The third peak at $1.2 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ represents the particles interacting with the rotor plate. Again, a clear difference can be seen between the cases with high viscosity (curves (d) and (e)) and the other three variants with lower viscosity (curves (a)-(c)). The distributions for the first three cases are very similar (curves (a)-(c)). The liquid bridge forces decrease with lower liquid bridge volume as well as lower surface tension; therefore, less kinetic energy is dissipated during the particle contacts. Nevertheless, the average velocity of the particles with 1 vol. $-\%$ loading is $4.0 \%$ lower than that of the particles with 5 vol.- \%. Also compared to the case with 5 vol. $-\%$ of water, the average particle velocity decreases by about $4.1 \%$ in the third case with a surface tension of $42.9 \mathrm{mN} \cdot \mathrm{m}^{-1}$. The reason is the increased slip of the particles on the rotating plate. As a result, the energy
input from the rotor to the bed is lower and the mean velocity of the particles in the bed decreases slightly. This leads to a small difference between the three cases.


Figure 4. Differential distributions of the absolute particle velocity for a liquid loading of 1 vol. $-\%$, a liquid loading of 5 vol. $-\%$, a surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$, a viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$, and a surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ and a viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$.

The increased viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$ in the fourth case (curve (d)) again leads to a lower slip, slightly increasing the mean particle velocity by $2.3 \%$, compared to 5 vol. $-\%$ water. It can be seen that the proportion of velocities between $0.5 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ and $0.6 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ increases significantly. In the last case (curve (e)), the positive effect that the increased viscosity has on the slip of the particles on the rotation plate is counteracted by the negative effect of the lower surface tension. As a result, the average particle velocity only changes by less than $1 \%$.

The tangential velocity distribution in the poloidal plane as a function of radial and axial position at a different liquid loading and at different liquid properties is shown in Figure 5. Although in all five cases, the acting liquid bridge forces differ, their velocity profiles are quite similar. The highest tangential velocities can be seen in the region directly above the rotating plate caused by transfer of momentum into the particle bed. Due to liquid bridges and, therefore, acting adhesive forces, there is a significant reduction in particle velocity near the wall in all cases investigated, as the particles repeatedly adhere to the wall. Thus, the particles are strongly decelerated and have a tangential velocity of $0 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ directly at the wall. It can be seen that with an increase in the liquid bridge forces in cases (b), (d) and (e), the zone with low tangential velocities near to the stationary apparatus wall decreases. The particles are more strongly connected to each other, which improves the energy input through the rotor plate to the entire particle bed.

More pronounced differences between the five cases can be seen in the poloidal velocity distribution (Figure 6). The poloidal velocity is the velocity component composed of the z-velocity and the radial velocity [8]. It can be clearly seen that the poloidal velocities of the particles are significantly lower than their tangential velocities. The direction of particle motion in the poloidal plane is evident from the velocity vectors. Due to the rotation of the plate and the axial acceleration above the annular gap caused by the fluidization air, the particles obtain a circular movement in the poloidal plane of the particle bed. The highest poloidal velocities can be observed near the wall directly above the annular gap due to the high inflow velocity of the fluidization air. In addition, the particles have a high poloidal velocity at the surface of the particle bed, where the particles fall down by gravity. In contrast to the center of the particle bed, as well as near the apparatus wall, the particles move very slowly. The particles in the two cases with increased viscosity (Figure 6d,e) have the lowest poloidal velocities. The increased viscous forces, due to the higher viscosity of the liquid, lead to higher energy dissipation, and as a result, the poloidal velocity of the particles decreases. For the first and third case (Figure 7a,c), it can be seen that the poloidal particle velocities are slightly higher compared to the case with 5 vol.-\% water (Figure 7b).

Here, the lower capillary forces due to the smaller amount of liquid or the lower surface tension are responsible for the reduced energy dissipation.


Figure 5. Poloidal distribution of tangential particle velocity at (a) liquid loading of 1 vol. $-\%$, (b) liquid loading of 5 vol. $-\%$, (c) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$, (d) viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$, and (e) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ and viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$.


Figure 6. Poloidal distribution of poloidal particle velocity at (a) liquid loading of 1 vol. $-\%$, (b) liquid loading of 5 vol.- $\%$, (c) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$, (d) viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$, and (e) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ and viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$.


Figure 7. Poloidal distribution of rotational particle velocity at (a) liquid loading of 1 vol. $-\%$, (b) liquid loading of 5 vol.- \%, (c) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$, (d) viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$, and (e) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ and viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$.

For a useful description of the particle dynamics, the particle rotation number (PRN) and the radial movement proportion (RMP) can be calculated. Both parameters were developed in our previous study [8]. The particle rotation number is defined as the number of 360-degree rotations of the all particles around the central vertical axis of the process chamber per second. If, in a later case, a nozzle is installed in the wall of the process chamber to coat the particles, this key number describes how many times per second the particles pass the wet zone of the nozzle. The second number RMP describes the proportion of the radial velocity to the total velocity of the particles in the xy-plane. The higher this value, the more the kinetic energy of the particles goes into their radial motion in the bed. The values of the PRN and RMP for all simulated cases are given in Table 4. Due to the increased slip at lower liquid loading and lower surface tension (cases (a) and (c), the PRN decreases by $3.9 \%$ compared to the case (b) with 5 vol. $-\%$ of water. In contrast, it increases by $14.5 \%$ with increased viscosity (cases (d) and (e). All five cases have a significantly lower rotational speed than the rotor plate, which rotates at $1.67 \mathrm{~s}^{-1}$. This is mainly due to the fact that it is an unstructured plate, where the energy transfer is not as good as with structured plates [57]. Looking at the RMP, it is clear that a reduction in liquid loading leads to an increase in radial motion. This is even more pronounced for the case with reduced surface tension. In both cases, the lower capillary forces compared to 5 vol.- $\%$ water lead to a greater freedom of movement of the particles and thus to an increased poloidal velocity. As already seen in Figure 6, the velocities are lower in the poloidal plane when the viscosity is increased to $61.9 \mathrm{mPa} \cdot \mathrm{s}$. The reason is due to the significant increase in viscous forces, the particles are slowed down more during contacts. As a consequence, the RMP also decreases more significantly. A lower surface tension in case e) with 6 mass-\% PHARMACOAT ${ }^{\circledR}$

606 solution, and thus lower capillary forces, lead to reduced energy dissipation, which again slightly increases the RMP compared to the fourth case.

Table 4. The particle rotation number and the radial movement proportion for the five simulation cases.

| Case | PRN in 1/s | RMP in \% |
| :---: | :---: | :---: |
| (a) 1.0 vol. $-\%$ | 0.73 | 6.86 |
| (b) $5.0 \mathrm{vol} .-\%$ | 0.76 | 6.01 |
| (c) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ | 0.73 | 7.21 |
| (d) $\eta=61.9 \mathrm{mPa} \cdot \mathrm{s}$ | 0.87 | 4.58 |
| (e) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=61.9 \mathrm{mPa} \cdot \mathrm{s}$ | 0.87 | 5.14 |

### 4.3. Rotational Particle Velocity

Another important kinematic parameter to analyze the particle dynamics is the rotational particle velocity, which describes the rotation of the particles around their center of mass. Figure 7 shows the poloidal distribution for the rotational velocity of the particles as a function of radial and axial position at different liquid loading and at different liquid properties. Directly above the rotor plate near the annular gap, the highest rotational velocities can be seen. This is due to the fact that, on the one hand, the circumferential velocity of the rotor is highest in this zone and, on the other hand, the solid volume fraction is low due to the inflowing fluidization air (Figure 3). The highest rotation velocities of the particles can be obtained in the case with 1 vol.-\% water (Figure 7a). Increasing the amount of liquid as well as the viscosity increases the liquid bridge forces, which reduces the rotation velocity of the particles, whereas reduced surface tension counteracts this.

In the fourth case (Figure 7d), where the liquid bridge forces are highest, the region with high rotational velocities is smallest. The reason for this is the comparatively densest particle bed, since the mean free path length of the particles is smallest there. This in turn leads to higher adhesion rates and thus to a reduction in the rotational velocity of the particles.

### 4.4. Particle Contacts

In Table 5, the contact rates and average numbers of contact partners can be compared for the cases with different liquid loading of water as well as different liquid properties. All cases lead to a decrease in the average contact rate compared to case (b) with 5 vol. $-\%$ water. However, no significant differences can be identified between the cases. In general, a lower liquid loading as well as surface tension results in smaller liquid bridge forces. As a consequence, the particle bed is slightly less densely packed and the mean free path length, and thus the time until contact occurs again, is increased. At the same time, the average number of contact partners decreases, since the adhesive forces that lead to the formation of aggregates decrease. In the fourth case (d), with a high viscosity and unchanged surface tension, the viscous forces slow down the particle contact velocity, while capillary forces remain strongly attractive. This leads to an increase in the average number of contact partners compared to the case (b) with 5 vol.- $\%$ water, since the aggregates remain longer stable. However, this reduces the average contact rate of the individual particles. At high viscosity and lower surface tension in case (e) with 6 mass-\% PHARMACOAT ${ }^{\circledR}$ 606 solution, both effects counteract each other. The result is a minimally higher contact rate of the particles compared to the third case (c) and a slightly lower average number of contact partners compared to the fourth case.

Table 5. Contact rate and average number of contact partners for the five simulation cases.

| Case | Contact Rates/- | Average Numbers of <br> Contact Partners/- |
| :---: | :---: | :---: |
| (a) 1.0 vol.-\% | 2.14 | 3.23 |
| (b) $5.0 \mathrm{vol} .-\%$ | 2.96 | 3.45 |
| (c) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ | 2.21 | 3.34 |
| (d) $\eta=61.9 \mathrm{mPa} \cdot \mathrm{s}$ | 2.56 | 3.76 |
| (e) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}, \eta=61.9 \mathrm{mPa} \cdot \mathrm{s}$ | 2.24 | 3.43 |

For a more detailed analysis of the aggregates formed during the process, the differential distributions of the number of simultaneous contact partners for all five cases are shown in Figure 8. While the distributions at 1 vol.-\% water (Figure 8a) and a reduced surface tension (Figure 8c) differ only slightly from the case with 5 vol.-\% water, significant differences can be seen between the two cases with increased viscosity. In the fourth case (Figure 8d), the proportion of aggregates consisting of two or three particles decreases by $3.7 \%$, while the proportion of aggregates consisting of more than seven particles increases by $4.8 \%$. In the last case studied (Figure 8e), the proportion of aggregates consisting of two or three particles increases by $4.1 \%$, and the proportion of aggregates of more than nine particles increases slightly as well. In all cases, the large aggregates form in the upper region of the particle bed, where the poloidal and tangential particle velocities are lowest. Since the poloidal velocities are lowest in the cases with increased viscosity, the large aggregates can exist here for the longest time before the particles separate from each other again due to shear forces.


Figure 8. Differential distribution of the number of simultaneous contact partners for a (a) liquid loading of 1 vol.- $\%$, (b) liquid loading of 5 vol. $\%$, (c) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$, (d) viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$, and (e) surface tension of $42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ and viscosity of $61.9 \mathrm{mPa} \cdot \mathrm{s}$.

In Figure 9, the differential distribution of the time-averaged contact velocities can be seen. For this purpose, the contact velocities were counted in intervals of $0.01 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ and divided by the total number of contacts. Since the distribution of the contact velocities is wide, the velocity range is shown up to $0.2 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ for clearer visualization. In addition, the shown range represents $98 \%$ of the occurring impact velocities. As expected, the significantly higher viscosity in the last two cases (d) and (e) leads to an increase in the proportion of low contact velocities of less than $0.05 \mathrm{~m} \cdot \mathrm{~s}^{-1}$, while the proportion of higher contact velocities decreases accordingly. The reason is the stronger viscous forces, which always oppose the motion of the particles and thus slow them down in the approach phase during contact. This can also be confirmed by the capillary number, which, in these cases, is in the range of $10^{-2}$, whereas in the other cases (a)-(c), it is in the range of $10^{-4}$. The reduction of the liquid loading (curve a)) or the surface tension (curve (c)) leads to a decrease in the attractive capillary forces. Therefore, the particles' movement, for example PRN and RMP, in the bed is higher (Table 4). As a result, the fraction of contact velocities of more than $0.05 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ is slightly greater than for case b) with 5 vol.- $\%$ water, but less than for the two cases with high viscosity.


Figure 9. Differential distribution of the contact velocities for the five simulation cases.
Table 6 summarizes all average contact velocities with variation of liquid loading and liquid properties. As could already be seen from the differential distribution of the contact velocities (Figure 9), with increasing coating liquid viscosity, the fraction of low contact velocities grows. This can also be seen when looking at the average contact velocities. The highest contact velocities occur during interactions of the particles with the rotating rotor plate. In wet particle contacts, both contact forces due to viscoelastic deformation and contact forces due to liquid bridges are existent. In the FBRG, however, the contacts in which only a liquid bridge force acts predominate. Table 6 shows that the mean particleparticle contact forces, mainly contributed by liquid bridge forces, increase in both normal and tangential directions for the highly viscous cases (d) and (e). In the normal direction, the contact force increases by $14.3 \%$ for the fourth case (d) and by $4.1 \%$ for the fifth case (e) compared to the case (b) with 5 vol. $-\%$ water. When comparing the tangential force for particle-particle contacts, an even more significant increase of $76.9 \%$ in the fourth case (d) and $65.4 \%$ in the fifth case (e) is noticeable. The reason is that the viscous force increases proportionally with the viscosity of the liquid (Equations (24) and (25)). Since the capillary force is also proportionally dependent on the surface tension (Equations (15) and (16)), the mean contact force decreases when the surface tension is reduced. The average particleparticle contact forces in the normal and tangential directions in the case (a) with reduced liquid loading and in the case (c) with lower surface tension are smaller than for 5 vol. $\%$ water (case (b)). The ratio of the normal to the tangential contact force changes significantly for the last two cases (d) and (e) and decreases. This influence is most clearly seen for the particle-rotor contacts. Thus, the high viscosity with simultaneously reduced surface tension of the 6 mass- $\%$ PHARMACOAT ${ }^{\circledR} 606$ solution (case (e)) leads to a ratio of normal
to tangential contact force of less than one. The explanation for this is the lower capillary forces acting only in the normal direction, with a simultaneous sharp increase in the viscous forces in the tangential direction. The results for case (a) with a reduced liquid loading and case (c) with a reduced surface tension differ only slightly from the second case with 5 vol.- \% water.

Table 6. Average contact velocities and forces for the five simulation cases in contacts between particles ( $\mathrm{P}-\mathrm{P}$ ), particles with the cylindrical wall ( $\mathrm{P}-\mathrm{W}$ ) and particles with rotor plate ( $\mathrm{P}-\mathrm{R}$ ).

| Contact Partners | Contact <br> Velocity/m $\cdot \mathrm{s}^{-1}$ | Normal Contact Force/mN | Tangential Contact Force/mN |
| :---: | :---: | :---: | :---: |
| (a) 1.0 vol. $\%$ |  |  |  |
| P-P | 0.040 | 1.40 | 0.25 |
| P-W | 0.046 | 1.52 | 0.62 |
| P-R | 0.208 | 4.01 | 1.36 |
| (b) 5.0 vol. $\%$ |  |  |  |
| P-P | 0.041 | 1.47 | 0.26 |
| P-W | 0.066 | 1.58 | 0.63 |
| P-R | 0.217 | 3.89 | 1.34 |
| (c) $\gamma=42.5 \mathrm{mN} \cdot \mathrm{m}^{-1}$ |  |  |  |
| P-P | 0.045 | 1.24 | 0.22 |
| P-W | 0.079 | 1.18 | 0.46 |
| P-R | 0.230 | 3.29 | 1.16 |
| (d) $\eta_{1}=61.9 \mathrm{mPa} \cdot \mathrm{s}$ |  |  |  |
| P-P | 0.033 | 1.68 | 0.46 |
| P-W | 0.039 | 1.32 | 0.77 |
| P-R | 0.205 | 3.59 | 2.88 |
| $\text { (e) } \begin{aligned} \gamma & =42.5 \mathrm{mN} \cdot \mathrm{~m}^{-1}, \\ \eta_{1} & =61.9 \mathrm{mPa} \cdot \mathrm{~s} \end{aligned}$ |  |  |  |
| P-P | 0.037 | 1.53 | 0.43 |
| P-W | 0.069 | 1.12 | 0.82 |
| P-R | 0.222 | 3.27 | 3.73 |

## 5. Conclusions

In this work, the dynamics of wet particles in a fluidized bed rotor granulator was investigated using CFD-DEM simulation. A liquid bridge model was implemented in DEM to account for the acting physical adhesion mechanisms due to the capillary and viscous forces. In general, the dynamics of the wet particles are affected by the rotation of the plate; therefore, the particles are located near the apparatus wall. The particle concentration is highest in the center of the particle bed and lowest directly above the annular gap. In addition, in the region above the annular gap, due to the inflowing gas, the poloidal velocity of the particles is highest. For the tangential and rotational velocities, the region with high velocities is mainly directly above the rotation plate.

The following findings regarding the influence of liquid loading and liquid properties on the particle dynamics and interactions were obtained:

- Increasing the viscosity to the value of a 6 mass- $\%$ PHARMACOAT ${ }^{\circledR} 606$ coating solution results in a denser particle bed. In addition, the particle rotation velocities and the particle movement in the poloidal plane are reduced.
- A reduced liquid loading in the bed as well as a reduced surface tension of the coating liquid lead to lower capillary forces, and thus, to increased particle movement.
- The fraction of high contact velocities increases at low liquid loading or low surface tension, while it decreases at high viscosity. On the other hand, the average contact force increases significantly with high viscosity.
- Based on the proportional dependence of capillary force on surface tension or viscosity force on viscosity, it was found that an increase in viscosity leads to an increase in aggregate size, whereas a reduction in surface tension results in a decrease.
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#### Abstract

In this study, a hybrid modeling framework was developed for predicting size distribution and content uniformity of granules in a bi-component wet granulation system with components of differing hydrophobicities. Two bi-component formulations, (1) ibuprofen-USP and micro-crystalline cellulose and (2) micronized acetaminophen and micro-crystalline cellulose, were used in this study. First, a random forest method was used for predicting the probability of nucleation mechanism (immersion and solid spread), depending upon the formulation hydrophobicity. The predicted nucleation mechanism probability is used to determine the aggregation rate as well as the initial particle distribution in the population balance model. The aggregation process was modeled as Type-I: Sticking aggregation and Type-II: Deformation driven aggregation. In Type-I, the capillary force dominant aggregation mechanism is represented by the particles sticking together without deformation. In the case of Type-II, the particle deformation causes an increase in the contact area, representing a viscous force dominant aggregation mechanism. The choice between Type-I and II aggregation is determined based on the difference in nucleation mechanism that is predicted using the random forest method. The model was optimized and validated using the granule content uniformity data and size distribution data obtained from the experimental studies. The proposed framework predicted content non-uniform behavior for formulations that favored immersion nucleation and uniform behavior for formulations that favored solid-spreading nucleation.


Keywords: wet granulation; multicomponent; population balance model; content uniformity

## 1. Introduction

The modeling of wet granulation process provides better insight into its process dynamics, which then can be used for efficient process control and scale-up if required [1,2]. The simultaneous, interacting mechanisms in the wet granulation process make it a difficult unit operation to model. Various techniques are used for the modeling of granulation (based on time scale and length scale). The population balance model (PBM) or PBM coupled with particle-level models such as discrete element method (DEM) and continuous fluid dynamics (CFD) are extensively used for this purpose [3-5]. Although PBM captures multi-dimensional properties of granules such as size, composition, and porosity, the model predictions are restricted to the experimental design space due to the large number of fitting parameters involved. DEM is a physics-based model that tracks the particle positions based on collisions between particles and therefore is not impacted by design space changes. However, DEM is unable to independently simulate particle property changes resulting from various mechanisms in the wet granulation process. A coupled or hybrid DEMPBM is found to be useful for comprehensively representing wet granulation at all scales (micro-meso scale using DEM and meso-macro scale using PBM). The macro-scale models the overall particle property change, the meso-scale represents property change within a granule ensemble, and the micro-scale represents individual particle or constituent powder dynamics.

A significant number of modeling studies have been conducted for the prediction of a single-component wet granulation process, and this includes both nucleation and growth kinetics [6-9]. Although most of the wet granulation process involves more than one solid component, there are not many models reported that consider a multi-component process. Building a formulation-dependent constitutive equation requires the understanding of the effects of primary particle properties such as maximum pore saturation, material yield strength, cohesiveness, and primary particle size, on the final product granule attributes.

Matsoukas et al. [10,11] and Marshall Jr et al. [12] applied a multi-component PBM for modeling a bi-component aggregation using a composition-dependent aggregation kernel. In their work, two components, solute and solvent, are considered. The internal coordinates of the granule or particle were determined by the total mass of the granule and the mass of solute in it. In the Matsoukas et al. [10] model, the solute is soluble in the solvent, and the bivariate distribution of number density is shown as the product of the size distribution, with a Gaussian compositional distribution. In an insoluble system, the Gaussian compositional distribution function that is used to represent the relative concentration of one component to another may not be applicable. Matsoukas et al. [11] represented a size-dependent aggregation kernel with a composition-dependent multiplicative factor. They defined an adjustable interaction parameter that describes the attraction or repulsion between the two components. The model was able to demonstrate the extent of blending with positive and negative interaction parameters.

The granule growth (aggregation/coalescence), however, is expressed nearly always as a semi-empirically based $[4,13]$ kernel or as a function of the particle collision information obtained from DEM modeling [14,15]. Some of the limitations of the existing coalescence models for representing granule growth are that they neglect capillary force interaction and use the static yield strength analyses of the powder bed to calculate the granule strength during the collision. A multi-dimensional population balance [16] that accounts for size, solid content, surface liquid, and deformability needs to be used to couple "aggregation" and "layering" granule growth mechanisms.

Another mechanism to consider is the nucleation process at the start of the liquid addition phase during granulation, that impacts the granule growth mechanism and the final granule quality attributes. There are two important aspects of nucleation modeling: the kinetics of nuclei formation and the physical attributes such as size, porosity, and content uniformity of the nuclei. In the case of immersion nucleation, kinetic models were developed by Hounslow et al. [17], Hapgood et al. [18]. These kinetic models provide the nuclei size distribution as model output and which can be used for predicting the final granule size distribution [19]. The time scale of the nucleation process is relatively faster than the rest of the granulation rate mechanisms [20], and thus, it is not necessary to incorporate the dynamics of the nucleation process into the granulation modeling. However, the internal properties of nuclei such as size, deformability, surface liquid content, and content uniformity affect the granulation growth kinetics, and the final granule quality attributes [21,22]. Thus, it is important to have an experimental or modeling framework to predict the properties of the initial nuclei to simulate granule properties other than size distribution using PBM.

Physics-based models for simulating nuclei require complicated multi-phase simulations. Washino et al. [23] presented a coupled DEM and constrained interpolation profile (CIP) for simulating the nuclei during the wet granulation process. The effect of surface tension on the liquid binder flow was modeled depending on the relative position of the fluid interfaces to the solid particles, i.e., the model on the outside, inside, or on the surface of the powder bed corresponds to a free surface, capillary action, and bed surface wetting. Washino et al. [24] showed the CFD-DEM simulation of nuclei generation in a dynamic powder bed. These studies consider a particle system with good wettability or spreading coefficient [25]. In the case of powder mixture with hydrophobic powders, the nuclei formed are solid-spread nuclei, and the physics-based approach developed for immersion nuclei is not suitable for such systems. Due to the complexities of nucleation
mechanisms that can be either an immersion or solid-spread nuclei based on the wettability of the constituent material on the droplet vicinity during binder addition, the currently available models fall short of representing the nucleation mechanism and nuclei property in such systems.

Hybrid modeling has been demonstrated to have various advantages of improving process understanding with the incorporation of empirically based statistical models with mechanistic models [26-28]. A hybrid model consisting of both statistical correlations and physics-based models is often used to simplify the computational efforts and incorporate complex mechanisms into the model. Such models can overcome the disadvantages of both purely data-driven and physics-based models [27]. A hybrid model such as PBM with artificial neural network (ANN) was developed to substitute for the high-fidelity PBM-DEM model by Barrasso et al. [29].

The objectives of this study are as follows:

1. Incorporate the nuclei particle characteristics in the population balance model based on the classification model result from Muthancheri et al. [30].
2. Develop a composition-dependent PBM framework for bi-component wet granulation process with a large binder droplet for predicting the granule quality attributes with change in percentage formulation.

## 2. Model Development

### 2.1. Population Balance Model

The population balance equation as shown in Equations (1) and (3) are used in this work to predict the particle size distribution, liquid distribution, and component distribution or the content uniformity [31]. In this work, the liquid volume of the granules is considered to be a lumped parameter under the assumption that all granules of the same size with the same composition of solids and pore volume have the same average liquid content. Such a reduced-order model was compared with higher-order models and was reported to have a significant time saving without compromising much on accuracy in previous studies [32].

$$
\begin{align*}
& \frac{\partial F}{\partial t}+\frac{\partial}{\partial s_{1}}\left(F \frac{d s_{1}}{d t}\right)+\frac{\partial}{\partial s_{2}}\left(F \frac{d s_{2}}{d t}\right)+\frac{\partial}{\partial p}\left(F \frac{d p}{d t}\right)=\Re_{n u c}+\Re_{a g g}++\Re_{b r k}  \tag{1}\\
& \frac{\partial L_{i}}{\partial t}=\Re_{n u c, l_{i}}+\Re_{a g g, l_{i}}+\Re_{b r k, l_{i}}+F \frac{d l_{i}}{d t}  \tag{2}\\
& \frac{\partial L_{e}}{\partial t}=\Re_{n u c, l_{e}}+\Re_{a g g, l_{e}}+\Re_{b r k, l_{e}}+F \frac{d l_{e}}{d t} \tag{3}
\end{align*}
$$

where $F=F\left(s_{1}, s_{2}, p, t\right)$ is the number of particles with API volume $s_{1}$ and excipient volume $s_{2}$, pore volume $p$ at time $t . L_{e}=L_{e}\left(s_{1}, s_{2}, p, t\right)$ and $L_{i}=L_{i}\left(s_{1}, s_{2}, p, t\right)$ is the average external liquid volume and average internal liquid volume of particles with API volume $s_{1}$ and excipient volume $s_{2}$, pore volume $p$ at time $t$, respectively. Table 1 represents the dependent and independent variables. The rate mechanisms $\frac{d s_{1}}{d t}, \frac{d s_{2}}{d t}, \frac{d l_{i}}{d t}, \frac{d l_{e}}{d t}, \Re_{n u c}, \Re_{a g g}$, and $\Re_{b r k}$ are detailed in the next section.

The relationship between the variables in Table 1 are summarized in the following equations. The total granule volume $v$ is obtained by Equation (4).

$$
\begin{equation*}
v=s_{1}+s_{2}+l_{e}+p \tag{4}
\end{equation*}
$$

The surface area of the particles can be derived from the granule total volume as shown in Equation (5)

$$
\begin{equation*}
a=\pi^{\frac{1}{3}}(6 v)^{\frac{2}{3}} \tag{5}
\end{equation*}
$$

The porosity and content uniformity can be calculated using Equations (6) and (7), respectively.

$$
\begin{align*}
\epsilon & =\frac{p}{v}  \tag{6}\\
q & =s_{1} / v \tag{7}
\end{align*}
$$

Table 1. Variables in the PBM to describe granule.

| Description |  | Notation |
| :--- | :--- | ---: |
|  | Independent variables |  |
| API solid volume |  | $s_{1}$ |
| Excipient solid volume | $s_{2}$ |  |
| External liquid volume | $l_{e}$ |  |
| Internal liquid volume | $l_{i}$ |  |
| Pore volume | $p$ |  |
|  | Dependent variables |  |
| Total granule volume |  | $v$ |
| Surface area | $a$ |  |
| Porosity | $\epsilon$ |  |
| Content uniformity |  | $q$ |

### 2.2. Mechanisms Involved in the Model

The rate mechanisms during wet granulation determine the final characteristics of a granule. The following rate mechanisms are considered in the current model:

1. Immersion nucleation
2. Solid-spread nucleation of hydrophobic API
3. Granule surface wetting during liquid addition
4. Granule surface growth due to solid-spread nuclei
5. Hydrophilic excipient layering
6. Particle aggregation
7. Particle breakage
8. Compaction

### 2.2.1. Immersion Nucleation

Immersion nucleation kinetics are assumed to be instantaneous, with the nuclei being formed as soon as the drop hits the powder bed. The number of immersion nuclei generated $N_{i m}$ is calculated by Equation (8).

$$
\begin{equation*}
N_{i m}=P_{i m} \frac{\dot{Q}_{\text {spray }} \times \Delta t}{v_{d}} \tag{8}
\end{equation*}
$$

where $Q_{\text {spray }}$ is the volumetric spray rate of binder liquid and $v_{d}$ is the volume of a single drop calculated from the nozzle opening. $P_{i m}$ is the probability of immersion nucleation to happen for the given percentage composition of API powder bed (calculated from the classification model from Muthancheri et al. [30]). All the immersion nuclei is assigned to the first bin of same percentage composition as that of the powder bed and pore volume close to the volume of single droplet.

The mass of API ( $M_{s_{1}}$ ) and excipient $\left(M_{s_{2}}\right)$ available is calculated at every time step based on the mass balance of nuclei generated and excipient particle layering. The volume of immersion nuclei $\left(v_{i m}\right)$ at the end of nucleation can be estimated from the equation derived by Hounslow et al. [17] (Equation (9)).

$$
\begin{align*}
v_{i m} & =v_{d}\left(1+\frac{1-\phi_{c p}}{\phi_{c p}}\right)  \tag{9}\\
v_{i m, s} & =v_{d}\left(\frac{1-\phi_{c p}}{\phi_{c p}}\right) \tag{10}
\end{align*}
$$

where $\phi_{c p}$ is the critical-packing liquid volume fraction, which is kept constant at 0.2 in this study. $v_{i m, s}$ is the solid volume in the nuclei. Total mass of solid component $M_{i m, s i}$, where $i=1,2$ for API and excipient, respectively, utilized to form immersion nuclei at $\Delta t$ can be calculated as follows:

$$
\begin{align*}
M_{i m, s i} & =f_{i} N_{i m} m_{i m, s}  \tag{11}\\
& =f_{i} N_{i m} \rho_{s} v_{i m, s} \tag{12}
\end{align*}
$$

where $m_{i m, s}$ is the solid mass in a single immersion nuclei and $\rho_{s}$ is the weighted true density of the solid components. $f_{i}$ is the fraction of solid component present in the powder bed ( $i=1,2$ for API and excipient, respectively).

### 2.2.2. Solid-Spread Nucleation

In the current model, the hydrophobic API is considered to form solid-spread nuclei, and the number of solid-spread nuclei $\left(N_{S S}\right)$ is calculated as shown in Equation (13).

$$
\begin{equation*}
N_{s s}=\left(1-P_{i m}\right) \frac{\dot{Q}_{\text {spray }} \times \Delta t}{v_{d}} \tag{13}
\end{equation*}
$$

Assuming that in the solid-spread nucleation the liquid drop (diameter $d_{d}$ ) is surrounded by hydrophobic API particles of diameter $\left(d_{p}\right)$ (Figure 1 ), the approximate solidspread nuclei volume ( $v_{s s}$ ) and the volume of API particles in a solid-spread nuclei ( $v_{s s, s 1}$ ) can be calculated as follows:

$$
\begin{align*}
v_{s s} & =\frac{\pi}{6}\left(d_{d}+2 d_{p}\right)^{3}  \tag{14}\\
v_{s s, s 1} & =\frac{\pi}{6}\left(d_{d}+2 d_{p}\right)^{3}-v_{d} \tag{15}
\end{align*}
$$

The total mass of API particles that form solid-spread nuclei at time $\Delta t$ can be calculated as shown in Equation (17).

$$
\begin{align*}
M_{s s, s 1} & =f_{1} N_{s s} m_{s s, s 1}  \tag{16}\\
& =f_{1} N_{s s} \rho_{s 1} v_{s s, s 1} \tag{17}
\end{align*}
$$

where $m_{s s, s}$ is the solid mass in a single solid-spread nuclei and $\rho_{s 1}$ is the weighted true density of the API.


Figure 1. Solid-spread nuclei schematic.

### 2.2.3. Granule Surface Wetting during Liquid Addition

Rewetting of the granule surface during granulation is incorporated in the model in the $\frac{d l_{e}}{d t}$ term. The rewetting depends on the volume of granule in comparison with the total volume of granule present in the system.

$$
\begin{equation*}
\left.\frac{d l_{e}}{d t}\right|_{\text {rewetting }}=\frac{\dot{Q}_{\text {spray }} \times v}{\sum_{s_{1}} \sum_{s_{2}} \sum_{p} F v} \tag{18}
\end{equation*}
$$

### 2.2.4. Granule Surface Growth Due to Solid-Spread Nuclei

As the pore volume of solid-spread nuclei are larger than that of the immersion nuclei, they are not directly added to the PBM equation. Instead the rate of change of number density of solid-spread nuclei $\left(F_{S S}\right)$ is tracked using a differential equation. When two solid-spread nuclei aggregate, the resulting volume is divided proportionally between the $F_{s s}$ and $F$ distribution using two class PBM approaches discussed by Jeong and Choi [33]. The depletion of solid-spread nuclei $\left(F_{s S}\right)$ due to nuclei-nuclei aggregation and nucleigranule surface growth is formulated as shown in Jeong and Choi [33] (Equation (19)).

$$
\begin{equation*}
\left.\frac{d s_{1}}{d t}\right|_{\text {surfacegrowth }}=k_{s g} v^{2 / 3} \tag{19}
\end{equation*}
$$

Planchette et al. [34] studied the transition of liquid marble onto solid surfaces. They studied three mechanisms involved when solid-spread nuclei collide on a surface. The drop extension of the solid-spread nuclei is related to the impact velocity as $\left(D_{\max }-D\right) / D \approx$ $0.12 \sqrt{ }(W e)$, where $D_{\max }$ is the diameter of the disk shape the solid-spread nuclei takes before rupture, $D$ is the diameter of the solid-spread nuclei $\left(=d_{d}+2 d_{p}\right)$, and $W e$ is the Weber number during collision. This equation gives the minimum size $\left(=f\left(D_{\max }\right)\right)$ of the granule upon which, when the solid-spread nuclei collide, the impact results in the surface growth of $s_{1}$ particles, as shown in Figure 2.


Figure 2. Solid-spread nuclei interaction with granule resulting in surface growth.

### 2.2.5. Hydrophilic Excipient Layering

Hydrophilic excipient layering is modeled as an increase in granule size as fine excipient powder particles adhere to the wet surfaces. The rate of increase in excipient volume of a granule $\left(\frac{d s_{2}}{d t}\right)$ is assumed to be proportional to the granule surface area (Equation (5)) and the total mass of excipient powder left $\left(m_{s 2}\right)$ in the granulator as shown in the following equations.

$$
\begin{equation*}
\frac{d s_{2}}{d t}=\frac{k_{\text {layer }} \times a \times m_{s 2}}{\rho_{s 2}} \tag{20}
\end{equation*}
$$

It is modeled such that only the granules with surface wetness $\left(l_{e} \neq 0\right)$ experience layering. As a result, the increase in consolidation has a secondary effect on layering. The depletion of excipient fines is given by Equation (21).

$$
\begin{equation*}
\frac{d m_{s 2}}{d t}=\rho_{s 2} \int_{0}^{s 1} \int_{0}^{s 2} \int_{p_{0}}^{p} F \frac{d s_{2}}{d t} d s_{1} d s_{2} d p \tag{21}
\end{equation*}
$$

### 2.2.6. Particle Aggregation

Goodson et al. [16] developed a PBM framework for characterizing the granule based on three properties: (1) size (big or small), (2) liquid content (wet or dry), and (3) strength (hard or soft). Figure 3 shows the two extremes of granule interactions. Two granules of high strength, less deformability, and lower capillary number are assumed to conserve
surface area upon collision (Type I) and two granules of low strength, high deformability, and higher capillary number are assumed to conserve pore volumes upon collision.

Capillary force dominated layering


Viscous force dominated aggregation


Figure 3. Representation of soft and hard granule growth.
The solid volumes are conserved during the aggregation. The resulting aggregate solid volume is a sum of the two colliding particle solid volume. The pore volume and liquid volume undergo a different transformation rule. Depending on the deformability of the colliding particles, the final granule pore volume is an interpolation of the two extremes in Figure 3. The resulting pore volume can be written as,

$$
\begin{array}{r}
a=\zeta\left(a_{A}^{\frac{3}{2}}+a_{B}^{\frac{3}{2}}\right)+(1-\zeta)\left(a_{A}+a_{B}\right), 0<\zeta<1 \\
p=\frac{a^{\frac{3}{2}}}{6 \sqrt{\pi}}-s_{1}-s_{2}-l_{e} \tag{23}
\end{array}
$$

where $\zeta$ represents the relative softness or deformability of the granule (a function of coefficient of restitution, $\zeta=1-e_{\text {coag }}$ from Equation (36)). This internal coordinate representation was shown to provide differences in critical properties such as granule porosity, despite the similar granule size predictions [16].

The rate of particle aggregation is calculated as shown below.

$$
\begin{equation*}
R_{a g g}\left(s_{1}, s_{2}, p, t\right)=R_{a g g}^{f o r m}\left(s_{1}, s_{2}, p, t\right)-R_{a g g}^{d e p}\left(s_{1}, s_{2}, p, t\right) \tag{24}
\end{equation*}
$$

where $R_{a g g}^{\text {form }}$ and $R_{a g g}^{d e p}$ are the rates of formation of larger particles (Equation (26)) and rate of depletion of smaller particles (Equation (27)), respectively.

$$
\begin{align*}
& R_{a g g}^{f o r m}\left(s_{1}, s_{2}, p, t\right)=\frac{1}{2} \int_{0}^{s_{1}} \int_{0}^{s_{2}} \int_{p_{0}}^{p} \beta\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}\right) \times  \tag{25}\\
& F\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right) F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) d s_{1}^{\prime} d s_{2}^{\prime} d p^{\prime} \\
& R_{a g g}^{\operatorname{dep}}\left(s_{1}, s_{2}, p, t\right)=F\left(s_{1}, s_{2}, p, t\right) \int_{0}^{s_{1, \max }-s_{1}} \int_{0}^{s_{2}, \max -s_{2}} \int_{p_{0}}^{p_{\max }-p}  \tag{26}\\
& \beta\left(s_{1}, s_{1}^{\prime}, s_{2}, s_{2}^{\prime}, p, p^{\prime}\right) \times F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) d s_{1} d s_{2} d p
\end{align*}
$$

The rate of aggregation $R_{a g g, l_{i}}$ and $R_{a g g, l_{e}}$ in Equations (2) and (3) are the rates at which the internal and external liquid volumes are transferred between particles due to aggregation. Similar to the formation and depletion of what was discussed above, these rates can be calculated as shown in Equations (28) and (29).

$$
\begin{align*}
R_{a g g, l_{i}}\left(s_{1}, s_{2}, p, t\right) & =\frac{1}{2} \int_{0}^{s_{1}} \int_{0}^{s_{2}} \int_{p_{0}}^{p} \beta\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}\right) \times  \tag{27}\\
& F\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right) F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) \\
& \left(l_{i}\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right)+l_{i}\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)+l_{e \rightarrow i}\right) d s_{1}^{\prime} d s_{2}^{\prime} d p^{\prime} \\
& -L_{i}\left(s_{1}, s_{2}, p, t\right) \int_{0}^{s_{1, \text { max }}-s_{1}} \int_{0}^{s_{2, \text { max }}-s_{2}} \int_{p_{0}}^{p_{\max }-p} \\
& \beta\left(s_{1}, s_{1}^{\prime}, s_{2}, s_{2}^{\prime}, p, p^{\prime}\right) \times F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) d s_{1} d s_{2} d p \\
R_{a g g, l_{e}}\left(s_{1}, s_{2}, p, t\right) & =\frac{1}{2} \int_{0}^{s_{1}} \int_{0}^{s_{2}} \int_{p_{0}}^{p} \beta\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}\right) \times  \tag{28}\\
& F\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right) F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) \\
& \left(l_{e}\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right)+l_{e}\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)-l_{e \rightarrow i}\right) d s_{1}^{\prime} d s_{2}^{\prime} d p^{\prime} \\
& -L_{e}\left(s_{1}, s_{2}, p, t\right) \int_{0}^{s_{1, \text { max }}-s_{1}} \int_{0}^{s_{2, m a x}-s_{2}} \int_{p_{0}}^{p_{\max }-p} \\
& \beta\left(s_{1}, s_{1}^{\prime}, s_{2}, s_{2}^{\prime}, p, p^{\prime}\right) \times F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) d s_{1} d s_{2} d p
\end{align*}
$$

The transfer of external liquid volume to internal liquid volume due to aggregation (represented as $l_{e \rightarrow i}$ in Equations (28) and (29)) can be computed as discussed by Braumann et al. [31].

$$
\begin{align*}
& l_{e \rightarrow i}=\left[l_{e}\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right) l_{e}\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)\right]^{\frac{1}{2}}  \tag{29}\\
& \times\left[1-\sqrt{1-\left(\frac{\sqrt[3]{v\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right)-l_{e}\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right)}}{\sqrt[3]{v\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right)}+\sqrt[3]{v\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)}}\right)^{2}}\right]^{\frac{1}{2}}  \tag{30}\\
& \times\left[1-\sqrt{1-\left(\frac{\sqrt[3]{v\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)-l_{e}\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)}}{\sqrt[3]{v\left(s_{1}-s_{1}^{\prime}, s_{2}-s_{2}^{\prime}, p-p^{\prime}, t\right)}+\sqrt[3]{v\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right)}}\right)^{2}}\right]^{\frac{1}{2}}
\end{align*}
$$

The aggregation kernel $\beta$ depends on the properties of the colliding particle $\mathbf{A}\left(s_{1}, s_{2}, p\right)$ and $\mathbf{B}\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}\right)$ (as shown in Figure 3). $\beta(\mathbf{A}, \mathbf{B})=\beta_{0} \beta^{*} \mathbf{A}, \mathbf{B} . \beta_{0}$ is independent of the colliding particle properties and is an optimized parameter in this work. $\beta^{*}$ is the efficiency of particle collision which can be determined based on the following model proposed by Balakin et al. [35]. The model accounts for both capillary and viscous forces during particle collision. The efficiency is determined as a ratio of the total work of forces within the liquid bridge to the kinetic energy of the particle.

$$
\begin{equation*}
\beta^{*}=\frac{W_{c}+W_{d}}{E_{k}} \Psi \tag{31}
\end{equation*}
$$

where $W_{c}$ and $W_{d}$ are the work of the capillary and dissipative forces, respectively. $E_{k}$ is the kinetic energy calculated from the mean relative velocity ( $v_{r}$ ), mass ( $m$ ), and coefficient of restitution (e, Equation (37)) of particle before collision, as shown in Equation (32). The relative velocity is calculated from the granular temperature $(\Theta)$, as given by Equation (33).

$$
\begin{align*}
E_{k} & =\frac{1}{2} m e^{2} v_{r}^{2}  \tag{32}\\
v_{r} & =\frac{3}{2} \sqrt{\pi \Theta}  \tag{33}\\
\Theta & =\frac{(5 \pi / 96) \gamma^{2} d^{2}}{12 \phi_{p}^{2}\left(1-\left(\frac{\phi_{p}}{1-\phi_{p}}\right)^{2}\right)} \tag{34}
\end{align*}
$$

where $\phi_{p}$ is the volume fraction of particle in the granulator, $\gamma$ is the shear rate, and $d$ is the granule diameter. The work of dissipative force is calculated using the following equation.

$$
\begin{equation*}
W_{d}=\frac{3 \pi \mu \tilde{d}^{2} e_{\text {coag }} v_{r}}{4} \ln \left(\frac{h}{h_{a}}\right) \tag{35}
\end{equation*}
$$

where $\tilde{d}$ is the harmonic mean diameter of the colliding two particles and $\mu$ is the viscosity of the binder. $h$ is the binder layer thickness calculated from the external liquid content $\left(l_{e}\right)$ and $h_{a}$ represents the granule surface asperities. The resulting aggregated particle coefficient of restitution ( $e_{\text {coag }}$ ) is represented as a function of coefficient of restitution of the constituent material properties by Braumann et al. [31] by the following equations:

$$
\begin{array}{r}
e_{\text {coag }}=\sqrt{e_{\mathbf{A}} e_{\mathbf{B}}} \\
e_{i}=\frac{\sum_{\alpha} e_{\alpha} m_{\alpha}}{\sum_{\alpha} m_{\alpha}}, i \in\{\mathbf{A}, \mathbf{B}\} \tag{37}
\end{array}
$$

where $\alpha \in\left\{s_{1}, s_{2}, p\right\}, m$ is the mass of colliding granule and $e$ is the ratio of rebound energy to impact energy. It takes a value between 0 (totally plastic impact) and 1 (totally elastic impact). $e$ for pore is assumed to be 0 .

The work of capillary force $\left(W_{c}\right)$ is experimentally determined from the regime map analysis carried out Muthancheri and Ramachandran [22]. Figure 4 plots the capillary number which is the ratio between capillary force and viscous force as a function of API fraction. The equation determined from the experiment analysis is used to provide a composition dependent work of capillary force in the model.


Figure 4. Change in capillary numbers with increase in API fraction. (a) Ibuprofen and MCC101 formulation, (b) Acetaminophen (APAP) and MCC101 formulation.

### 2.2.7. Compaction

Compaction of granules occur during collision and result in porosity reduction of the granules.

$$
\Delta \epsilon= \begin{cases}k_{c o n} U\left(\epsilon-\epsilon_{\min }\right) & \text { if } \epsilon-\Delta \epsilon \geq \epsilon_{\min }  \tag{38}\\ 0 & \text { otherwise }\end{cases}
$$

where $k_{\text {con }}$ is the consolidation rate constant, $U$ is the particle collision velocity, and $\epsilon_{\text {min }}$ is the minimum porosity. Two conditions are modeled in this study. A non-squeeze case: if no internal liquid is transferred to the external surface. In this case, there is only pore volume reduction due to consolidation (Equation (39)). The next scenario is a squeeze case. Some liquid is transferred from internal to external liquid volume (Equation (40)). This occurs if the porosity after consolidation is smaller than a critical porosity. In this scenario, the pore volume is completely occupied by internal liquid volume ( $l_{i}=p$ ).

$$
\begin{array}{r}
\frac{d p}{d t}=-\left(\frac{1}{1-(\epsilon-\Delta \epsilon)}\left(s_{1}+s_{2}+l_{e}\right)-v\right) \\
\frac{d p}{d t}=-\left((1+(\epsilon-\Delta \epsilon))\left(s_{1}+s_{2}+l_{e}\right)+(\epsilon-\Delta \epsilon) l_{i}-v\right) \tag{40}
\end{array}
$$

### 2.2.8. Particle Breakage

The particle breakage occurs when a large particle disintegrates into two or more daughter (or smaller) particles. The net particle breakage rate is modeled using the method described in Barrasso and Ramachandran [32]. The details of the model are provided in the Appendix A.

### 2.3. Hybrid Modeling

Figure 5 depicts the hybrid modeling framework. The data-driven classification model presented in the previous literature [30] is used to predict the probability of nucleation $(P)$. Based on that probability, the number of immersion nuclei and solid-spread nuclei is determined. The porosity and size of the initial nuclei effects the granule growth through the aggregation kernel and API surface growth discussed in Section 2.2.


Figure 5. Hybrid modeling framework.

### 2.4. Numerical Solution

The ordinary differential equations (ODE) obtained after discretization for different particle size combinations are integrated simultaneously using the first-order explicit Euler
integration technique, which is popularly used to solve PBMs [5,9,36-38]. The numerical stability of a PBM is complex due to the presence of multiple dimensions and the inherent possibility of instability involved with the time-step of the integration. The integration time-step was thus chosen, such that the rate of particles leaving a particular size class (bin) is not higher than the number of particles in that size class at any time-step based on the Courant-Friedrichs-Lewy (CFL) condition [8,39]. The partial derivatives with respect to internal coordinate volume $\left(u \in\left(s_{1}, s_{2}, p\right)\right)$ and time $(t)$ were discretized using a nonlinear grid $\left(u_{i}=u \times(4)^{i-1}\right)$. Here, $i$ represents the bin number in one dimension, and $u$ indicates the volume of particle in the smallest bin. The smallest particle size is $31.5 \mu \mathrm{~m}$, and the largest particle size is $6000 \mu \mathrm{~m}$. There is a total of 20 bins or grid points. A cell average technique discussed by Chaudhury et al. [7] is utilized in this study to distribute the particles that are formed in the intermediate range of two bins, into the adjacent bins. The computations were performed in MATLAB 2020a on an Intel(R) Core(TM) i7-8700 CPU (3.20 GHz) with 16 GB RAM.

### 2.5. Sensitivity Analysis

A sensitivity study was performed to investigate the effect of adjustable parameters on the simulation results. The optimized values of parameters were perturbed from $-20 \%$ to $20 \%$ with a step size of $10 \%$, and the results were compared to the base value. The sensitivity is measured using Equation (41).

$$
\begin{equation*}
\text { Sensitivity }=\left|\frac{Y_{0}^{j}(t)-Y_{i}^{j}(t)}{Y_{0}^{j}(t)}\right| \tag{41}
\end{equation*}
$$

where $Y_{i}^{j}(t)$ is the value of granule property of interest in the $i$ th perturbation of the $j$ th parameter and $Y_{0}^{j}(t)$ is the base value for the $j$ th parameter.

Figure 6 illustrates that the sensitivity of parameters on $\mathrm{d}_{10}, \mathrm{~d}_{50}$, and $\mathrm{d}_{90}$ simulation. It shows that growth parameters ( $k_{\text {layer }}$ and $k_{s g}$ ) are much less sensitive than the aggregation and consolidation parameters when the variables are perturbed $\pm 20 \%$. The average diameter is found to be highly sensitivity toward the coefficient of restitution of API $\left(e_{s 1}\right)$. The study shows a decrease in average diameter with an increase in $e_{s 1}$. A decrease in $e_{s 1}$ indicates that the API is very deformable, resulting in smaller average granule size. The aggregation rate constant, $\beta_{0}$, has a positive impact on the granule size, showing an increase in the rate constant increasing the average granule size. The consolidation rate equation has a negative term (Equations (39) and (40)), which means the increase in $k_{\text {con }}$ results in a decrease in consolidation rate. In Figure 6c, it can be seen that a decrease in consolidation rate to $20 \%$ results in larger granules.

Similarly, Figure 7 shows the effect of the adjustable parameters on the average porosity and API content of the granules. The sensitivity of parameters to granule API content is similar to that of the granule size. Aggregation rate constant, coefficient of restitution, and consolidate rate were found to be most significant in impacting the granule API content. A decrease in $e_{s 1}$ results in a decrease in aggregation rate and thus results in granules with less $s_{1}$ or API content. Average porosity of granule is most impacted by the consolidation rate. It can be seen that with increase in consolidation (or decrease in consolidation rate constant) the average granule porosity decreases.


Figure 6. Effect of changes in adjustable parameter values on $\mathrm{d}_{10}, \mathrm{~d}_{50}$, and $\mathrm{d}_{90}$. Sensitivity to (a) $\mathrm{d}_{10}$, (b) $\mathrm{d}_{50}$, (c) $\mathrm{d}_{90}$.


Figure 7. Effect of changes in adjustable parameter values on porosity and API content. (a) Sensitivity to average API content, (b) Sensitivity to granule average porosity

## 3. Results and Discussions

### 3.1. Optimization and Parameter Estimation

Experimental data from Muthancheri and Ramachandran [22] is used to estimate the unknown parameters in the model. The cumulative granule size fraction and content uniformity measurements were used for the estimation. For the multi-objective optimization for minimizing the error for both size and content uniformity, a Pareto optimal solution techniques was used. The method provides an optimal solution when one objective function cannot decrease without increasing the other objective function [40].

The tuned parameters are aggregation constant $\left(\beta_{0}\right)$, coefficient of restitution of API $\left(e_{s 1}\right)$ and excipient $\left(e_{s 2}\right)$, consolidation rate constant $\left(k_{c o n}\right)$, excipient layering rate constant ( $k_{\text {layer }}$ ), and rate of surface growth $\left(k_{s g}\right)$. Out of the six experimental runs, four were used for
parameter estimation, and two were used to validate the calibrated model. The optimized values of the variables are provided in the Table 2.

Table 2. Optimized parameters.

| Parameters | Notation | Value |
| :--- | ---: | ---: |
| Aggregation rate constant | $\beta_{0}$ | $4.34 \times 10^{-10}$ |
| Ibuprofen coefficient of restitution | $e_{s 1, i b u}$ | 0.162 |
| APAP coefficient of restitution | $e_{s 1, a p a p}$ | 0.103 |
| MCC101 coefficient of restitution | $e_{s 2}$ | 0.07 |
| Consolidation rate constant | $k_{c o n}$ | $1.67 \times 10^{-3}$ |
| Excipient layering rate constant | $k_{l a y e r}$ | $2.01 \times 10^{-8}$ |
| Surface growth rate constant | $k_{s g}$ | $4.59 \times 10^{-11}$ |

### 3.2. Model Training and Validation

The model was trained and validated using the experiment data from Muthancheri and Ramachandran [22]. In the aforementioned study, two formulations were considered such that there exists a wettability differential between the two components in a formulation. The two cases were (1) ibuprofen-USP and micro-crystalline cellulose and (2) micronized acetaminophen (APAP) and micro-crystalline cellulose. The $40 \%$ and $60 \%$ cumulative size distributions of formulations were used for model training (Figures 8 and 9). The 50\% cumulative size distributions of formulations were used for model validation (Figure 10). This validation helps to concur the assumptions and theories considered in the model. The predicted values had a strong relationship with the experimental values. The overall accuracy of the model was estimated to be 0.89 (Overall accuracy $=1-$ sum of square error).

An increase in API percentage composition from $40 \%$ to $60 \%$ experimentally resulted in an overall increase in granule size or a shift in the distribution curve to the right for both case-I and -II formulation. The model was able to accurately predict this increase in granule size (and distribution) at a high API percentage composition. This dependency of the API composition was reflected in the model through the composition dependent aggregation kernel and nucleation probability.


Figure 8. Model prediction for $40 \%$ API formulation.


Figure 9. Model prediction for 60\% API formulation.


Figure 10. Model validation using 50\% API formulation.
The content uniformity of the granules were evaluated using the demixing potential (DP) introduced by Thiel and Nguyen [41] to quantify the distribution of a solid component as a function of particle size. DP can be calculated using the following equation:

$$
\begin{equation*}
\mathrm{DP} \%=\frac{100}{\bar{x}} \sqrt{\sum w(x-\bar{x})^{2}} \tag{42}
\end{equation*}
$$

where $x$ is the API content in a particular size range, $\bar{x}$ is the average API content, and $w$ is the weight fraction of granule in each size range. The quantity is similar to the relative standard deviation used for non-uniformity in mixing by Oka et al. [42]. The larger the value of de-mixing potential, the larger the extent of deviation from the mean of the API across granule size classes. Figure 11 shows the ability of the presented hybrid-modeling framework to predict the change in de-mixing potential with an increase in percentage API. The model predicted a decrease in the extend of de-mixing with increase in percentage API for ibuprofen formulation and an increase in the extent of de-mixing with increase in percentage API for APAP formulation.


Figure 11. Comparison between model prediction and experimentally obtained de-mixing potential.

### 3.3. Model Applications

### 3.3.1. Effect of Change in Formulation on Dynamic Granule Formation

Muthancheri and Ramachandran [22] studied the effect of increase in hydrophobic API percentage on the granule size. It was shown that in an insoluble system (all constituent materials were insoluble in the binder liquid), an increase in hydrophobic component results in an overall increase in granule size.

Figure 12 shows that when the percentage API is varied from $30 \%$ to $60 \%$ the average particle size was found to increase. Here, the liquid-to-solid ratio was kept the same as that during the model optimization ( 0.6 liquid-to-solid ratio).


Figure 12. Cumulative volume fraction prediction with change in percentage composition of API and 0.6 liquid-to-solid ratio.

The effect of formulation or hydrophobicity in the dynamic granule formation can be observed in Figure 13. At $40 \%$ hydrophobic content, the probability of solid-spread nuclei formation was very low, resulting in a high initial immersion nuclei and consequent granule formation. At $50 \%$ hydrophobic component, the probability of solid-spread nuclei is modeled to be 0.67 (calculated from the classification model [30]). This resulted in a small secondary peak at the start of liquid addition (Figure 13b). At a high hydrophobic content of $60 \%$, the high probability of solid-spread nuclei formation led to an increase in granule growth and larger final granules (Figure 13c).


Figure 13. Granule size distribution with increase in granulation time at a varying degree of hydrophobic content (ibuprofen). (a) Granule size distribution with increase in granulation time at $40 \%$ hydrophobic component (ibuprofen), (b) granule size distribution with increase in granulation time at $50 \%$ hydrophobic component (ibuprofen), and (c) granule size distribution with increase in granulation time at $60 \%$ hydrophobic component (ibuprofen).

At 50\% composition of ibuprofen in the formulation made of ibuprofen and MCC-101, the classification model predicted a probability of immersion nucleation to be 0.67 . This scenario is further evaluated in Figure 14 in terms of dynamic evolution of granule size as granulation progress. It can be seen that due to wet massing, the solid-spread nuclei combine together to form larger granules and then combine with the immersion nuclei to form a wider distribution of granules.


Figure 14. Model predicted granule size distribution with an increase in wet massing time (50\% API content).

### 3.3.2. Effect of Change in Formulation on Granule API Content

Muthancheri and Ramachandran [22] study showed that as the API content increased from $40 \%$ to $60 \%$, the granule content non-uniformity decreased. Figure 15 shows a similar trend. As the hydrophobic API content increased from low to high, the $\Delta q$, which is the difference between the powder blend API content and average granule API content, became near zero. Smaller granules of high API content were also found during the experiment study, validating the high API content prediction at the start of granulation process.


Figure 15. Model predicted granule API content with increase in wet massing time.

### 3.3.3. Effect of Change in Formulation on Average Granule Porosity

Next, the average granule porosity prediction with change in the percentage API is evaluated. The average porosity prediction is within the porosity range reported previously in the high shear wet granulation model study [43]. The envelop density of the granules obtained in the Muthancheri and Ramachandran [22] was carried out to verify the trend of porosity predicted in Figure 16a.

The envelop density (Figure 16b) was measured using a graphite powder quasi-fluid, known as Dryflo (Micromeritics, Norcross, GA, USA) [44]. The porosity of granule is inversely related to the envelop density. Figure 16b shows the influence of increase in API percentage on the envelop density. Based on the envelop density trend, it is concluded that the decrease in average porosity predicted using the developed model is fairly accurate.


Figure 16. Change in granule micro-structure with increase in API content. (a) Model predicted average porosity, (b) Experimental envelop density.

### 3.3.4. Effect of Change in Formulation on Average Liquid Fraction

The change in average liquid fraction with an increase in API percentage is shown in Figure 17. The range of liquid fraction is similar to that reported in Chaudhury and Ramachandran [43]. The increase in liquid content is primarily due to increase in solidspread nucleation, which results in surface growth. Surface growth of solid-spread nuclei increases the API content as well as liquid content on the granules. The liquid contant also increases due to decrease in hydrophilic excipient. Hydrophilic excipient reduced the available liquid due to the transfer of liquid from the external surface to inside the particles.


Figure 17. Model predicted average liquid fraction.

## 4. Conclusions

In this study, a hybrid model (Random Forest-PBM) is developed to describe the bi-component high shear wet granulation process. The model incorporates immersion and solid-spread nucleation based on the change in percentage API. The probability of each nucleation mechanism to occur, for a given formulation, is obtained from the random forest model. The probability is incorporated into the PBM framework such that the rate equations are impacted by the availability of immersion and solid-spread nuclei. It was found that the aggregation and consolidation rate are more sensitive to the granule critical quality attribute predictions. The model predictions are qualitatively in agreement with profiles obtained in the literature [22,43]. The discussed methodology and presented model could be used for predicting various aspects of the granulation process and controlling the transient behavior during the process. As an example, we have provided the average particle size, porosity, liquid content, and demixing-potential of the granules with change in API percentage. The developed model is an improvement to the existing mechanistic modeling framework, such that it incorporates the effect of hydrophobicity to track the granule critical quality attributes.
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## Appendix A

Equation (A1) represents the breakage rate equation.

$$
\begin{equation*}
R_{b r k}\left(s_{1}, s_{2}, p, t\right)=R_{b r k}^{f o r m}\left(s_{1}, s_{2}, p, t\right)-R_{b r k}^{d e p}\left(s_{1}, s_{2}, p, t\right) \tag{A1}
\end{equation*}
$$

where $R_{b r k}^{\text {form }}$ and $R_{b r k}^{d e p}$ are the rates of formation of smaller particles and rate of depletion of larger particles.

$$
\begin{gather*}
R_{b r k}^{f o r m}\left(s_{1}, s_{2}, p, t\right)=\int_{s_{1}}^{s_{1, \max }} \int_{s_{2}}^{s_{2, \max }} \int_{p}^{p_{\max }} b\left(s_{1}, s_{2}, p, s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}\right) K_{b r k}\left(s_{1}, s_{2}, p\right) \times  \tag{A2}\\
F\left(s_{1}^{\prime}, s_{2}^{\prime}, p^{\prime}, t\right) d s_{1}^{\prime} d s_{2}^{\prime} d p^{\prime} \\
R_{b r k}^{\text {dep }}\left(s_{1}, s_{2}, p, t\right)=K_{b r k}\left(s_{1}, s_{2}, p\right) F\left(s_{1}, s_{2}, p, t\right) \tag{A3}
\end{gather*}
$$

where $K_{b r k}$ is the breakage rate constant and $b$ is the probability distribution function of daughter particles. For the purposes of this study, a uniform probability distribution was assumed for all possible daughter particles [32].
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#### Abstract

Discrete Element Method (DEM) simulations have the potential to provide particle-scale understanding of twin-screw granulators. This is difficult to obtain experimentally because of the closed, tightly confined geometry. An essential prerequisite for successful DEM modelling of a twinscrew granulator is making the simulations tractable, i.e., reducing the significant computational cost while retaining the key physics. Four methods are evaluated in this paper to achieve this goal: (i) develop reduced-scale periodic simulations to reduce the number of particles; (ii) further reduce this number by scaling particle sizes appropriately; (iii) adopt an adhesive, elasto-plastic contact model to capture the effect of the liquid binder rather than fluid coupling; (iv) identify the subset of model parameters that are influential for calibration. All DEM simulations considered a GEA ConsiGma ${ }^{\mathrm{TM}} 1$ twin-screw granulator with a $60^{\circ}$ rearward configuration for kneading elements. Periodic simulations yielded similar results to a full-scale simulation at significantly reduced computational cost. If the level of cohesion in the contact model is calibrated using laboratory testing, valid results can be obtained without fluid coupling. Friction between granules and the internal surfaces of the granulator is a very influential parameter because the response of this system is dominated by interactions with the geometry.
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## 1. Introduction

Wet granulation is a process used to create larger stable agglomerates (granules) from fine powders. This has many desirable outcomes such as improving flowability, compactibility and homogeneity. Granulation is commonly employed in the food, pharmaceutical, detergent and fertilizer industries. Despite its widespread adoption, it is often inefficiently operated [1,2], with high recycle ratios in continuous processes and high rejection rates in batch processes [3]. Wet granulation is the most common type of granulation and, in pharmaceutical applications, it is a critical step in tablet manufacturing that affects the uniformity and compactibility of the final dosage form.

Traditionally, batch granulation was the favoured granulation approach in the pharmaceutical industry due to the challenges associated with continuous processing such as the changeover cost and inability to monitor product quality reliably. Since the introduction of Quality by Design (QbD) and Process Analytical Technology (PAT) by the FDA in 2003 [4] and due to recent advances in continuous monitoring, there has been a move from traditional batch towards continuous processing. Although tremendous efforts have been made to gain scientific insight into the granulation process [5-12], a fundamental understanding of wet granulation is still lacking due to the complexity of the mechanisms involved, i.e., governing rate processes of wetting and nucleation, aggregation and consolidation (or consolidation and coalescence), breakage and attrition, and layering [1,9].

Twin-screw granulation developed from early work on single- [13] and twin-screw extruders [14] in the late 1980s. It has become popular within the pharmaceutical industry
in the past decade due to the many advantages it offers over high shear and fluidised bed granulators including limited or no scale-up requirement, lower space requirements, continuous operation with monitoring and higher throughput. Since a patent was awarded to Ghebre-Sellassie et al. [15], there has been increased adoption of this method of granulation in industry.

A twin-screw granulator (TSG) consists of three main components: the powder feed, liquid addition mechanism and two intermeshed screws, which may be either co- or counter-rotating, enclosed in a barrel. The powder is fed into the screw barrels at one end and exits the open end of the barrel. This is in contrast to twin-screw extruders where the granulated product is forced through a die or plate at the end of the barrel. Twinscrew granulators are often described by their length-to-diameter (L/D) ratio [16] with extruder lengths in the range of $12-50 \mathrm{~L} / \mathrm{D}$ common in industry [17]. Screws are required to tightly fit within the bore of the barrel to create a closely confined flow path for materials. Researchers have reported that the confinement offered by the low clearance between the screws and barrel ensures a similar shear history for all particles, which helps produce more consistent granules than batch granulation processes [17,18]. Screws typically operate part-filled, with solid fraction dependent on screw geometry, material feed rate and screw speed [16]. The screws are modular in nature and comprise elements of different types to give the required configuration.

In general, there are four element types: conveying elements, kneading elements, chopping elements and comb mixer elements (not considered in this paper). Multiple elements are combined to form a block; multiple alternating blocks form the complete screw. Kneading blocks impart high mechanical energy to the wetted material, producing high shear forces, compaction and distributive mixing. Further details on screw elements, profiles and configuration can be found in the literature [16-22].

Depending on the angle of offset, kneading blocks can produce forwarding or reversing flow [23,24]. Reversing kneading blocks force material back against the direction of flow, which leads to areas of high pressure and compaction. Although this allows strong granules to be formed, there is a high likelihood of blockages [25]. Chopping elements are shortened kneading elements whose purpose is to break up oversized agglomerates at the end of the screw.

Twin-screw granulation has been studied in much detail in recent years [16,17]. Several experimental studies have investigated the effects of key process variables [26-37], screw configurations [24,25,38-42] and formulation variables [26,36,40], and have resulted in a regime map [43] of the twin-screw granulator. However, these experimental studies cannot provide any insight into the micro-scale phenomena that govern granulation processes. Particle-scale simulations have the potential to provide this insight. The Discrete Element Method (DEM) has become the dominant particle-scale simulation tool in the last 20 years. DEM has been applied to investigate various wet granulation processes, e.g., Mishra et al. [44] and Liu et al. [45] investigated granulation in a rotating drum; Goldschmidt et al. [46] and Kafui et al. [47,48] simulated fluidised bed granulation; Gantt and Gatzke [49], Hassanpour et al. [50], Nakamura et al. [51], Watson et al. [52], Tamrakar et al. [53] and Börner et al. [54] studied high shear granulation. Researchers have also explored granulation processes by coupling DEM and population balance modelling [55-59]. However, there are few prior DEM studies of twin-screw granulation. Dhenge et al. [29] studied the effect of binder amount and binder viscosity at varying powder feed rates on the granulation behaviour and final granule properties. Due to the large computational cost, their simulations use conveying screws only within a 16 mm periodic domain. They also do not include cohesion between particles in the simulations. Only a qualitative visual comparison was made to the experimental results. Recently Zheng et al. [60] have used DEM to study residence time distributions for dry, cohesionless, mono-sized elastic spheres of various sizes for a fixed configuration of conveying elements with two blocks of kneading elements at various operating RPMs. Zheng et al. [61] extended the study further to include the effect of particle shape in the TSG. Spherical particles were observed to have
slightly lower mean residence times than particles of other shapes, which were largely the same, regardless of shape. The influence of the many DEM parameters on the residence time has not been investigated in these studies, which only considered dry cohesionless materials. Kumar et al. [62] used mono-disperse periodic DEM simulations to study liquid distributions within the mixing zone of a GEA ConsiGma 25 TSG; however, this zone was only one kneading element thick ( $8 \times$ particle diameters). While liquid transfer and associated agglomeration could be observed, the limited domain means no longitudinal travel or transfer from conveying elements were considered in this model, providing a somewhat isolated overview of the dynamics within a TSG.

The objectives of this research study are threefold:

- To develop and verify computationally efficient reduced-scale DEM models that closely match full-scale simulations of the entire granulator;
- To carry out a comprehensive sensitivity study to explore how operating parameters and DEM model parameters affect the performance of a TSG, and thereby identify the subset of influential parameters requiring calibration (noting that this study does not attempt to perform a full calibration of the granular material against a real solid);
- To demonstrate that the effect of liquid binder can be captured using an adhesive, elasto-plastic contact model.
In order to create a numerical model that is capable of producing numerical predictions that can be validated against experimental results, it is necessary to first verify that the conceptual model is operating in the correct manner, similar to its real-life counterpart. As such, the operation of the TSG model is verified by comparing the particle dynamics, flow characteristics and residence time distributions against previously reported sources. Validation is concerned with establishing the predictive capability of the computational model in relation to the real system. Computational results should be compared with independent experimental results, and a computational model will be considered validated once the discrepancy between the simulation and experimental result of interest falls within pre-determined bounds. This discrepancy must be evaluated against the degree of uncertainty in both the validation experiment and the multiscale model. Validation of the model outputs against careful experimental measurements such as granule porosities and granule size distributions is not part of this study.


## 2. Twin-Screw Granulator Model

The test apparatus chosen is a ConsiGma ${ }^{\mathrm{TM}} 1 / 25$ continuous tableting line (CTL) manufactured by GEA. The ConsiGma 1/25 granulator consists of two co-rotating screws, each housed within a 25 mm diameter barrel. The dimensions of the TSG and screws are summarised in Tables 1 and 2, respectively. A key figure is the free barrel fraction of 0.4731 , i.e., around $47 \%$ of the total volume of the granulator barrels is free space for particles to occupy. The ConsiGma 1/25 granulator uses three types of screw element: conveying, kneading and chopping. CAD models of these individual elements were constructed in 3D, as shown in Figure 1. All elements consist of the same cross-section. Conveying elements of three different lengths were formed with a helical extrusion, and kneading and chopping elements with simple extrusions. The key difference between kneading and chopping elements is the depth, with kneading elements being 6.25 mm deep and chopping elements being just 4.167 mm deep.

Table 1. Key ConsiGma 1/25 Dimensions.

| Property | Value |
| :---: | :---: |
| Barrel Diameter, D [mm] | 25 |
| Channels [-] | 2 |
| Channel Depth [mm] | 2.58 |
| Centre line Distance [mm] | 19.31 |
| Barrel-Screw Clearance [mm] | 0.440 |
| Screw-Screw Clearance [mm] | 0.175 |
| Area of Double Intermeshed Barrels [mm $\left.{ }^{2}\right]$ | 920.0 |
| Free Barrel Area [mm ${ }^{2}$ ] | 435.26 |
| Free Barrel Fraction | 0.4731 |

Table 2. Key ConsiGma Screw Properties.

| Property | Value |
| :---: | :---: |
| Screw Radius-Outer, R $[\mathrm{mm}]$ | 12.06 |
| Screw Radius—Inner, r $[\mathrm{mm}]$ | 6.90 |
| Screw Diameter Ratio | 1.75 |
| Screw Transition Radius, R +r $[\mathrm{mm}]$ | 18.96 |
| Screw Length, L [mm] | 500 |
| Screw Lead, S [mm] | 25 |
| Screw Section Perimeter [mm] | 59.56 |
| Screw Section Area [mm $\left.{ }^{2}\right]$ | 242.37 |
| Screw Transition Angle | $38.15^{\circ}$ |
| Screw Tip Angle | $13.72^{\circ}$ |



Figure 1. CAD model of ConsiGma 1 screw. Top row, from left to right: (i) Conveying element of length 37.5 mm (ii) Kneading element (iii) $6 \times 60 \mathrm{R}$ block of kneading elements; Bottom row: (iv) $6 \times 60 \mathrm{R}$ block of kneading elements with adjoining conveying elements.

### 2.1. DEM Model Configuration

DEM simulations of the ConsiGma TSG were carried out with the commercial code EDEM [63]. The CAD model described in the previous section was imported into EDEM (Figure 2). A high level of precision was used during import to ensure that no unnatural edges existed in the intermeshing region where screw clearances are very tight. Twin-screw granulators are operated at steady state: the total mass entering the system is equal to the mass leaving the system. In the simulations, three mass flow sensors were included along the barrel to assess when the granulator reached a steady state during operation.


Figure 2. Full-scale DEM model of ConsiGma 1/25.
The stainless-steel barrel and screws were modelled as rigid bodies in EDEM. Appropriate rotational dynamics were added for the chosen screw speed. The screw configuration used in the simulations is that of a typical experimental setup, summarised in Figure 3, which consists of two blocks of six kneading elements with a $60^{\circ}$ offset in a reversing configuration, separated by a 1.5D conveying element. Two chopping elements were located at the screw exit to break up any oversized agglomerates that may have formed.


Figure 3. Typical experimental screw configuration, as used in the full-scale DEM simulations. CH represents a chopping element, C 1.5 represents a conveying element of length 1.5 times the screw lead and $K$ denotes a kneading element.

Both cohesionless and cohesive systems were studied. Cohesionless systems are first introduced to study the effect of parameters such as friction and restitution, in recognition of the fact that most DEM simulations of twin-screw granulators still adopt simple cohesionless models. The subsequent inclusion of cohesion allows its influence to be distinguished from the other parameters.

In the absence of cohesion, a conventional Hertz-Mindlin contact model was used. For cohesive interparticle interactions, the Edinburgh Elasto-Plastic Adhesion (EEPA) model $[64,65]$ (Figure 4) was used: an adhesive, elasto-plastic contact model that captures the key characteristic behaviour for agglomerates. This non-linear model is used to capture the role of the liquid binder in the TSG. It is based on the physical phenomena observed in adhesive contact between micron-sized particles or small agglomerates [66]. The EEPA model accounts for both the elastic-plastic contact deformation and the contact-areadependent adhesion. Key parameters of this model are the constant pull-off force ( $f_{0}$ ), the slope exponent ( $n$ ) and the contact plasticity ratio, which relates the unloading/reloading stiffness $k_{2}$ to the loading stiffness $k_{1}$. The EEPA model has been successfully used to model the behaviour of wet iron ore fines [64,67,68], detergent powders [69,70], powder mixing [71] and cohesive soils [72]. The self-cleaning nature of intermeshing, co-rotating screws means that the cohesionless Hertz-Mindlin contact model was used for all particlegeometry contacts.


Figure 4. Force-displacement behaviour of the Edinburgh Elasto-Plastic Adhesion model.
Breakage of the primary particles was not considered in the model. However, agglomerates formed by cohesion were able to break and reform, similar to real agglomeration behaviour. Liquid migration was not considered in the model to reduce the computational cost. Values of key input parameters used for the cohesionless simulations are given in Table 3. These parameters form the reference case for the sensitivity study presented later. The chosen bulk density is that of a typical pharmaceutical solid: paracetamol. The remaining parameters are chosen as typical median values that are representative of a cohesive powder. The "standard deviation" of 0.05 in Table 3 defines the width of the normal Gaussian distribution in particle diameter, about a mean value of $400 \mu \mathrm{~m}$. This distribution is truncated at an upper and lower limit $(0.5 x-1.5 x)$, relative to the mean. The effect of cohesion in the TSG is considered through a set of cohesion parameters that result in high levels of cohesion (given later in Table 4). These parameters have not been calibrated for any specific material or level of liquid binder and are simply to explore the effect of cohesion in the system and its relative importance.

Table 3. Reference values of the DEM input parameters.

| Property | Particles | Geometry |
| :---: | :---: | :---: |
| Poisson's ratio, $v$ | 0.25 | 0.25 |
| Shear modulus, Pa$)$ | $1.7 \times 10^{7}$ | $1 \times 10^{8}$ |
| Coefficient of restitution, $\chi$ | 0.5 | 0.5 |
| Static friction, $\mu_{\mathrm{s}}$ | 0.5 | 0.5 |
| Rolling friction, $\mu_{\mathrm{r}}$ | 0.01 | 0.01 |
| Density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ | 1263 | 7850 |
| Mean particle radius $(\mathrm{m})$ | 0.0002 |  |
| Standard deviation | 0.05 |  |
| Normalised truncation limits | $(0.5,1.5)$ |  |
| Gravitational acceleration | 9.81 |  |
| $\left(\mathrm{~m} / \mathrm{s}^{2}\right)$ |  |  |

Table 4. Variations from the reference case defined in Table 3, where $\chi, \mu_{\mathrm{s}}$ and $\mu_{\mathrm{r}}$ apply to both particle-particle and particle-geometry interactions.

|  | Reference | Variations |
| :---: | :---: | :---: |
| Coefficient of restitution, $\chi$ | 0.5 | $0.1,0.9$ |
| Static friction, $\mu_{\mathrm{s}}$ | 0.5 | 0.1 |
| Rolling friction, $\mu_{\mathrm{r}}$ | 0.01 | 0.2 |
| Relative Standard | 0.05 | 0.2 |
| Deviation | Cohesionless | $\operatorname{High}\left(\gamma=15 \mathrm{~J} / \mathrm{m}^{2}, f_{0}=-0.001 \mathrm{~N}\right)$ |
| Cohesion |  |  |

The main processing parameters in twin-screw granulation include the liquid-tosolid (L/S) ratio, the feed rate, the screw speed, the screw configuration and the barrel temperature. The combination of screw speed and feed rate leads to the development of a specific fill level or porosity on each element type, with a lower porosity typically found on kneading elements. The stress state developed is largely determined by the screw speed in combination with the geometric clearances in relation to particle size. A higher powder feed rate increases the degree of compaction and densification of the powder in the TSG barrel. The feed rate chosen for the simulations is a typical value of approximately $14.4 \mathrm{~kg} / \mathrm{h}$. A single screw speed of 600 RPM was chosen. The level of cohesion in the simulations was used to capture the effect of liquid in the system. The level of cohesion could be calibrated against flowability measurements from experimental characterisation tests, e.g., direct shear or uniaxial tests, for the various L/S ratios used. Thermal effects and barrel temperature were not considered in these DEM simulations.

### 2.2. Numerical Instabilities

There are various instabilities that can develop in a numerical model, which require careful consideration to avoid unwanted effects on the simulation results. Numerical instabilities in DEM simulations can arise from various sources, but the most common source of errors is the integration timestep. The sensitivity of the results to the integration timestep was checked independently for $1 \%, 10 \%$ and $20 \%$ of the critical Rayleigh timestep and no significant variation in results was noted. As such, all simulations were carried out with a timestep of $5 \times 10^{-7} \mathrm{~s}$, which is $10 \%$ of the critical Rayleigh timestep for $400 \mu \mathrm{~m}$ particles or $20 \%$ for $200 \mu \mathrm{~m}$ particles. This timestep is sufficiently low to ensure that the contacts are identified accurately in this highly dynamic environment. Although a reduced shear modulus has been chosen to reduce the computational time, it is kept large enough to ensure numerical accuracy [73,74].

Given the tight tolerances at play in a twin-screw granulator and the generally large L/D ratios for the barrel, the accuracy of geometry discretization as well as the choice of elements is also of importance here. The curvature of the screw and barrel needs to be sufficiently captured to ensure particles are not getting "pinched" in gaps that are
artefacts of the discretistation of the CAD geometry. It is also important to ensure that small, well-shaped meshes are used and to avoid any stretched triangles, especially in the barrel, as this could cause some strange effects.

Finally, adding large amounts of cohesion to the system can cause many problems such as creating excessive overlaps at collisions to forming a single agglomerate containing all particles in the simulation. It should also be noted that even if the amount of cohesion used is not excessive, it can still lead to the build-up of material in the kneading elements that would cause jamming of the real granulator. In this numerical situation, rather than the screws stopping, the particles will just be forced through the barrel walls.

### 2.3. Full-Scale vs. Reduced Domain Models

In this study a comparison is made between a full-sized domain model of the granulator and a more computationally efficient reduced domain model to investigate whether it is possible to use computationally efficient models without affecting the correctness and reliability of the simulation results.

### 2.3.1. Full-Size Computational Domain

This simulation captures the continuous flow through the granulator where transitions between different element types lead to different phenomena. The full length of the TSG has been modelled from inlet feed to outlet. It was observed that due to the consistent behaviour of particles on conveying elements (which serve only a transport purpose before liquid injection), the particle generation point could be moved to mid-way along the granulator to element number 7 on Figure 3 (immediately before the liquid inlet points on the physical TSG) without any observable difference in results. The computational cost of simulating all of these elements is high and moving the particle generation location reduced the required run-time by approximately $40 \%$. It is important to note that the measured residence time for the shortened granulator would need to be adjusted for experimental comparisons where the granulator length cannot be reduced.

### 2.3.2. Reduced Domain Models

The computational cost of running the full simulations is considerable: from start-up to steady state, and then operation at steady state for several seconds, require millions of particles over a typical 10-20 s simulation. To reduce this cost, the twin-screw granulator can be broken down into different sub-domains of interest, such as a block of conveying elements, a block of kneading elements or a block of conveying and kneading elements.

A reduced domain model can be created to focus on the specific sub-domain of interest and can be created with either periodic boundaries at each end of the domain in the direction of flow (termed periodic) or with particle generation at one end of the screw and the standard domain from which particles will exit at the other (termed non-periodic). These reduced domain models are numerically efficient as the number of particles is considerably reduced. This can allow greater fidelity in the models through the use of smaller particles or the implementation of more complex physics for the same computational cost as the full-size granulator. Selecting the elements for the reduced domain model requires consideration of the key zones in the full granulator. The mixing zones containing the kneading elements are significantly more important to the granulation process than the conveying elements. As such, these mixing zones are the focus of the reduced models in this study.

At this point it is worth considering some of the limitations of the two types of reduced domain models. A periodic sub-domain model cannot consist only of kneading elements since these elements are mixing elements rather than transport elements, and without sufficient transport elements there would be little or no forward flow in the periodic sub-domain model. This would lead to residence times that would tend towards infinity as there is no longitudinal flow being provided. The length of the periodic sub-domain model must be such that that the same screw position is matched on the start and the end screw profiles to prevent loss of particles and ensure a clean and error-free recycling
of the particles. This can make periodic sub-domain models longer than non-periodic sub-domain models, which do not need to recycle particles. Periodic sub-domain models will have a fixed number of particles, which means they cannot enforce a fixed flow rate, whereas non-periodic sub-domain models utilise dynamic particle generation and can be used to study the granular behaviour under fixed flow rates. Periodic sub-domain models cannot be used to study the developing granule size distribution as formed granules would be recycled through the initial flow boundary instead of virgin feed. In this type of study some models with continuous generation would be required.

### 2.3.3. Implemented Reduced Domain Model

An equivalent periodic model that comprises a full block of kneading elements (six elements) and the adjoining conveying elements was developed to investigate the complex behaviour within a kneading block. This is shown in Figure 5. The extent of the simulation domain, which is periodic in the x-direction, is outlined in red. The kneading elements in the centre of the system are outlined in green, with one kneading element zone, which is the same thickness as a kneading element, highlighted. The extent of the adjoining conveying elements for analysis purposes is marked by the blue zones. The difference between the simulation domain (red) and the analysis domain (blue) creates buffer zones where the particles are not considered for analysis, as they may be affected by some backflow or particles oscillating at the periodic boundary. The average mass of particles from the full-sized simulation, for the full duration at steady state in the same domain, was generated statically in the free space around the screws as the starting point for the periodic system. The simulation was then run for a short period of time to reach a steady state—approximately the time taken for a single particle to circulate through the system ( $0.5-0.75 \mathrm{~s}$ )-to allow particles to distribute naturally along the elements. All data analysis was carried out after this initial start-up time. This setup produces a very good qualitative match to the flow patterns observed in the full-scale simulations.


Figure 5. Periodic simulation zones at steady state.

### 2.3.4. Comparison to Full-Scale Simulation

The full-scale DEM simulation was run for 2 s after steady state operation had been achieved. Particle streamlines were extracted for a random selection of particles and are shown in Figure 6. These streamlines and resulting residence times correlate well with those measured experimentally using PEPT (positron emission particle tracking) [7,75].


Figure 6. Particle streamlines for full granulator.
Cross-sections of the temporally ( 5 screw revolutions) and spatially averaged solid fraction are shown in Figure 7 for the two main element types: conveying and kneading elements. The figure shows that there are three main transport locations for the conveying element: between the screws in the intermeshing zone and at the bottom of each screw bore. The kneading elements show a different pattern due to their flat nature and tend to only push particles around the plane of the element. The DEM simulations predict more material in one bore of the conveying elements, where the driving screw is located, than the other. This matches previous experimental observations [76].

(a) Conveying element

Figure 7. Cont.


Figure 7. Transport locations in different element types.
The Residence Time Distribution (RTD) for the full TSG simulation was extracted, which shows a mean total residence time of approximately 3 s . This is in the region of what has been measured experimentally for a free-flowing material in similar equipment $[7,27,28,39]$. RTDs for the full-size DEM simulation and the periodic simulation in the same domain, over a 1 s period at steady state, are compared in Figure 8. The periodic simulation is capturing the same behaviour as the full-size simulation. For the total residence time, the periodic results include a spike at 0 s , which is an artefact due to the re-circulation of particles through the periodic domain and the time they spend in the buffer zone at each end. The agreement is also excellent for the RTD sy element type.


Figure 8. Comparison of the Residence Time Distributions (RTDs) for the full model and periodic simulation.

Figure 9 shows a comparison between various temporally-averaged measured quantities (residence time, solid fraction, average velocity magnitude and average longitudinal $(\mathrm{X})$ velocity) per element for the two model types. The results from both model types are in excellent agreement, verifying that the periodic system is capable of reproducing the same phenomena observed in the full-size simulation and can safely be used in the sensitivity study to investigate the effect of the various DEM parameters. Both models show that there is a strong link between the residence time and solid fraction for each element as the largest residence time per unit length is found where the highest solid fractions exist. It should be noted that the measured region of the conveying elements is longer (approx. $3.5 x$ ) than the kneading elements. Figure 9 also shows the velocity magnitude and longitudinal velocity comparisons for the two models. The axial velocities show a strong connection to
the respective solid fractions and residence time values, whereas this is less clear for the velocity magnitudes, which are similar across all kneading elements. The velocity magnitude, resulting from the longitudinal and in-plane movement, is, however, much higher for kneading elements than for conveying elements due to the rotational path enforced by the geometry and is, therefore, heavily influenced by the screw RPM.


Figure 9. Comparison between periodic and full-scale simulations for various measured quantities.

### 2.4. Influence of Particle Size

The mean particle diameter was varied from a reference value of $400 \mu \mathrm{~m}$ to values in the inclusive range between $200 \mu \mathrm{~m}$ and $1500 \mu \mathrm{~m}$, all with the same truncated normal size distribution with the same standard deviation. The total mass of particles generated in the domain is the same for all particle sizes, being obtained from the steady-state mass in the same elements in the full-size model. The effects of the change in mean particle size on the solid fraction, velocity and residence time are shown in Figure 10. Figure 11 shows the snapshots at the same steady-state time instant for all simulations.


Figure 10. Effect of particle size on solid fraction, velocity and residence time.


Figure 11. Particle snapshots at steady state as the mean particle diameter is varied. The particle colour indicates longitudinal velocity in the direction parallel to the screws; a negative velocity indicates the movement of particles towards the outlet of the granulator.

The solid fraction results on conveying elements fall into three separate classes for small ( $<500 \mu \mathrm{~m}$ ), medium ( $500-1000 \mu \mathrm{~m}$ ) and large ( $>1000 \mu \mathrm{~m}$ ) particles. Large particles lead to the lowest solid fraction on conveying elements due to the geometric constraints of
the screw geometry: larger spheres cannot occupy the space around the screws as efficiently as smaller spheres. The kneading block of six elements appears to act as two blocks of three elements, with significantly different behaviours observed on the first three and the last three kneading elements. In the last three elements, the observed solid fractions are largely the same for all particle sizes, apart from the large $1500 \mu \mathrm{~m}$ particles. The first three kneading elements show significant variation with the larger particles generally having a higher solid fraction.

For the longitudinal $(\mathrm{X})$ velocity of the particles along the barrel, the largest particles have the lowest longitudinal velocity on the kneading elements, suggesting that these particles experience more obstructions by geometrical constraints at the transitions between elements, hampering their path through the granulator. All particle sizes follow the same general trend where there is a significant velocity decrease at the transfer from conveying to kneading elements. However, the magnitude of the retardation is heavily dependent on particle size, with the larger particles reduced to the lowest velocity. The $1500 \mu \mathrm{~m}$ particles do not follow the general trend of significantly increasing longitudinal velocity as the particles progress through the kneading block, with the velocity remaining almost constant until the last kneading element before an increase is noted. All other sizes show a clearer velocity increase along the kneading block and have returned to the original screw translational velocity by the time they have left the kneading block.

Figure 10 also shows a consistent trend of increasing velocity magnitude with increasing size, with an almost constant value for each element type. Interestingly, there is a large variation in the velocity magnitudes for differently sized particles in the conveying elements, with larger particles having larger velocities. This appears to be a result of the number of particles in the system. As the size of the particles increases, the number of particles in the system decreases, which can lead to decreasing levels of particle-particle collisions in the system. With only several large particles able to sit on a conveying element at once, there are relatively few interparticle contacts, leading to lower energy dissipation. This results in the larger particles being more active in the screw elements.

A similar trend of high velocity magnitude for larger particles is also observed in the kneading elements. Within the kneading zone, the increased velocities can also be attributed to the reduction in particle numbers. In the kneading zone, particle collisions play a significant role in helping particles progress along the screw. Without the particle collisions to help "nudge" particles onto the next element, the larger particles have a tendency to remain circulating in-plane, being pushed around by the flat lobes of the kneading elements. There is also a geometric constraint at play in the kneading zone, with the larger particles more likely to collide with the next kneading element and remain on the current element than smaller particles, which are less likely to be constrained in this manner. These factors contribute to the reduced longitudinal velocity in the larger particles, which is also reflected in the observed residence times that are highest for the largest particles.

Pradhan et al. [77] found from experiments and geometrical analysis on static 3D CAD models that particle breakage was related to the maximum void space on an element, with $20 \%$ of particles on mixing elements broken at just $60 \%$ of the maximum size and all particles suffering some breakage at less than the maximum size. This geometrical breakage constraint was recently implemented in a new population balance model kernel for particle breakage [78] and should be considered when choosing particle sizes for simulations so as to not adversely affect the simulation results. The simulation results in the current study suggest the existence of a critical ratio of particle diameter to the screw void space (effectively the difference between the screw's root and outer radii) for unhindered particle flow that is significantly less than the breakage limit identified by Pradhan et al. [77]. For the configuration used in this study, the maximum dimensions within the void spaces are approximately 5.5 mm and 6.25 mm for conveying and kneading elements, respectively, suggesting a diameter-to-void limit of approximately $10-20 \%$ for unhindered particle flow. This limit may also be affected by both the offset angle and
direction of the kneading/mixing elements, which could reduce the maximum dimensions within the void spaces below the figures quoted here.

The significance of the particle size in relation to the screw-barrel clearance can also be observed in Figure 10. This critical clearance is $440 \mu \mathrm{~m}$ (Tables 1 and 2) in this model, which means approximately half of the particle sizes studied will not pass through this outer region. With the exception of kneading element 1 , the particle behaviour that is dominated by collisions in the central intermeshing region, there is little difference between the particle sizes that fit through this outer gap $(200 \mu \mathrm{~m}, 400 \mu \mathrm{~m})$ and those that are too large ( $1500 \mu \mathrm{~m}$ particles excluded) to pass through. This suggests that the screw-barrel clearance is not a significant concern when choosing particle size.

Finally, it is worth considering the qualitative particle dynamics when investigating particle size effects. Figure 11 compares the snapshots at the same time instant for all simulations. For the $1500 \mu \mathrm{~m}$ particles, there is no clear or obvious pattern in the particle dynamics due to the low number of particles, with just under 1200 existing at this particle size. However, a flow pattern starts to appear when the particle size is decreased to $1000 \mu \mathrm{~m}$ (approximately 4100 particles). At $800 \mu \mathrm{~m}$ and $600 \mu \mathrm{~m}$, this " $x$-shaped" crossover pattern becomes increasingly well defined. Further reductions in particle size do not significantly enhance this flow pattern. This was checked for particles as small as $100 \mu \mathrm{~m}$ (Figure 11 g ). The $400 \mu \mathrm{~m}$ reference case is a good compromise between computational efficiency and capturing the particle dynamics of the system, and $400 \mu \mathrm{~m}$ has been selected as the reference size for the study. Omitted from the comparison in Figure 10 were $100 \mu \mathrm{~m}$ particles due to the large number of particles (approx. 4.1 M in total) and limited simulation time limiting the amount of available data.

## 3. Sensitivity Study of DEM Input Parameters

The results of a sensitivity study on the mean particle diameter are presented in Figures 10 and 11. For the remaining parameters, the sensitivity study employs a univariate approach to quantify the effect of a DEM parameter relative to the reference case defined in Table 3. In cases where the reference value is an intermediate value, both extreme high and low values were tested; when the reference value is already an extreme value, an opposite extreme value was tested without an intermediate value. Variations from the reference case are given in Table 4.

For the cohesive case, the contact plasticity ratio, tangential stiffness multiplier $\left(\zeta_{\mathrm{tm}}\right)$, slope exponent $(n)$ and tension exponent $(x)$ were fixed at $0.8,0.667,1.5$ and 20 , respectively. The contact plasticity ratio was arbitrarily chosen as a value suitable for a highly compressible cohesive powder and the adhesion energy is chosen as $15 \mathrm{~J} / \mathrm{m}^{2}$ and $f_{0}=-0.001 \mathrm{~N}$. Both $n$ and $\zeta_{\text {tm }}$ are consistent with the non-linear Hertz model used for the cohesionless simulations.

### 3.1. Particle Size Distribution

Two different size distributions with the same mean $(400 \mu \mathrm{~m})$ were considered, with both distributions truncated at $200 \mu \mathrm{~m}$ and $600 \mu \mathrm{~m}$. Adopting the broader distribution yields far more large and small particles in a simulation than the narrower distribution. Figure 12 shows the effect of the size distribution on the various measured quantities for each element. In general, the spread of the size distribution has little effect. The exception is the first kneading element at which there is approximately a $10 \%$ difference in the solid fractions. The transition from the conveying elements to the first kneading element is a highly chaotic region, with much backflow from other kneading elements meeting the forward flow from the conveying. This can lead to large fluctuations at this element when there is a large variation in particle sizes. A broader size distribution leads to a slightly reduced average longitudinal velocity in the kneading elements, while the conveying elements, which are typically plug flow due to the geometric constraint, have almost identical velocities despite the variation in size distribution. This correlates well with the solid fraction: the slightly reduced longitudinal velocity increases the solid fraction and,
hence, the observed residence times at the same mass flow rate. The average velocity magnitude, which includes the in-plane particle movement, remains almost identical for both distributions.


Figure 12. Effect of particle size distribution on solid fraction, velocity and residence time.

### 3.2. Coefficient of Restitution

The effect of damping in the simulations has been considered in terms of both particleparticle and particle-geometry collisions to establish which has the greater influence on the results. Figure 13 shows the effect of damping on the various quantities computed. Reducing the coefficient of restitution, $\chi$, (increasing damping) from the reference value of 0.5 to 0.1 for either interparticle or particle-geometry contacts has little effect on the averaged solid fraction. Increasing $\chi$ to 0.9 for interparticle contacts similarly has little effect.


Figure 13. Effect of coefficient of restitution on solid fraction, velocity and residence time.
However, increasing $\chi$ for both the particle-geometry contacts and the interparticle contacts leads to a significant effect on the average solid fraction for both kneading and conveying elements. Low particle-geometry damping leads to more chaotic behaviour as less energy is dissipated. The increased chaotic behaviour appears to be preventing particles from freely moving axially through the granulator, shown by the reduced axial velocity for kneading elements in Figure 13, which in turn leads to higher residence times for the kneading elements. While the longitudinal velocity is decreased when the particlegeometry coefficient of restitution is increased, the opposite trend is seen in the average velocity magnitude. This shows that there is significantly increased in-plane velocities, which leads to the larger velocity magnitude. Provided that a sensible value is chosen, the TSG model is relatively insensitive to the amount of damping between particles or geometries, with the particle-geometry coefficient of restitution being the more influential. This effect is likely to be relative to the screw speed, with higher screw speeds likely to exaggerate the effect.

### 3.3. Static $\mathcal{E}$ Rolling Friction Coefficients

The static friction coefficient, $\mu_{\mathrm{s}}$, is often a key parameter as it makes a significant contribution to the generation of shear strength in DEM simulations. The reference case
used a relatively high value of $\mu_{\mathrm{s}}=0.5$. Increasing $\mu_{\mathrm{s}}$ beyond this value will not cause very large changes as the effect of particle friction tends to saturate. This limited study investigated the effect of friction by decreasing $\mu_{\mathrm{s}}$ to 0.1 for both particle-particle ( $\mu_{\mathrm{s}, \mathrm{pp}}$ ) and particle-geometry $\left(\mu_{\mathrm{s}, \mathrm{pg}}\right)$ contacts, individually and in tandem. When the averaged solid fraction for the four cases is studied (Figure 14), the results fall into two distinct groups distinguished by the $\mu_{\mathrm{s}, \mathrm{pg}}$ values. A lower friction coefficient leads to significantly lower solid fractions across all elements, particularly for the kneading elements. The trend is less well defined for the first and second kneading elements due to the nearby transition from conveying to kneading. The division into two groups defined by $\mu_{\mathrm{s}, \mathrm{pg}}$ is even more apparent in the longitudinal velocity (also in Figure 14). Larger $\mu_{\mathrm{s}, \mathrm{pg}}$ leads to much lower longitudinal velocities as the increased friction leads to increased shear along the barrel surface, retarding flow. This also increases the residence time for the higher $\mu_{\mathrm{s}, \mathrm{pg}}$. As particles' longitudinal velocity reduce and they spend longer on each element, the in-plane velocity also increases due to the longer time spent being rotated by the element. This leads to an increase in the velocity magnitude, especially for the kneading element at which the longitudinal velocity is the lowest. In general, $\mu_{\mathrm{s}, \mathrm{pp}}$ has minimal influence in the TSG, which appears to be a system dominated by geometry interactions and geometry dynamics.


Figure 14. Effect of static friction coefficient on solid fraction, velocity and residence time.

Rolling friction is a commonly used DEM approach to incorporate the effect of particle shape without the computational expense of simulating non-spherical particles. It works by applying an additional torque to resist particle rolling. The reference case used a minimal value of 0.01 as the rolling friction coefficient. In the same manner as for static friction, the opposite extreme is explored for particle-particle ( $\mu_{\mathrm{r}, \mathrm{pp}}$ ) and particle-geometry ( $\mu_{\mathrm{r}, \mathrm{pg}}$ ) coefficients to assess the effect on the TSG model.

Figure 15 shows that rolling friction has a minimal effect on the average solid fraction on most elements, except for the first and second kneading elements. More particles are held up on these elements when either rolling friction coefficient increases. Increasing rolling friction leads to reduced longitudinal velocities across all elements. Increasing $\mu_{\mathrm{r}, \mathrm{pp}}$ and $\mu_{\mathrm{r}, \mathrm{pg}}$ has a similar effect, although the former seems to have a greater significance: the longitudinal velocity reduced more for particle-particle contacts than for particle-geometry contacts. The combination of both leads to the largest reduction in velocity. The average residence time (Figure 15) is strongly linked to the average longitudinal velocity and displays the same trends, with $\mu_{\mathrm{r}, \mathrm{pp}}$ having the most significant effect.


Figure 15. Effect of rolling friction coefficient on solid fraction, velocity and residence time.

### 3.4. Effect of Cohesion

The introduction of cohesion into the system is required to capture the behaviour of the real material, which will have significant levels of cohesion arising from the added liquid binder. The additional cohesion leads to dramatically different behaviour (Figure 16) in comparison to the previously explored cohesionless material as agglomerates begin to form in the granulator. There is a significant increase in the measured solid fraction for the first two kneading elements; thereafter, the solid fraction reduces to be much closer to the cohesionless reference case. The conveying elements show a significant decrease in solid fraction, which is a consequence of the mass balance requirement of a periodic system. With the initial mass fixed (based on the cohesionless steady-state mass), a significant increase in solid fraction in one area must be compensated by decreases in solid fraction elsewhere. In this case, cohesion has significantly decreased the mass flow rate on the conveying element from the expected $14.4 \mathrm{~kg} / \mathrm{h}$.


Figure 16. Effect of level of cohesion on solid fraction, velocity and residence time.

The average longitudinal velocities also decrease when cohesion is introduced, as it is now more difficult for particles to flow forward individually. The effect of cohesion on the longitudinal velocity may also be enhanced as a side-effect of the periodic system. As the mass balance requirements have led to a drop in the mass flow rate on the conveying input section, there is now less forward momentum pushing particles through the kneading zone, which leads to the significant drop in longitudinal velocity. As a result of the reduction in longitudinal velocities, the average residence times (Figure 16) increase significantly with increasing cohesion.

In terms of solid distribution on the elements, which is displayed in Figure 7 for the reference case of $400 \mu \mathrm{~m}$ cohesionless particles, a preliminary study on $200 \mu \mathrm{~m}$ particles (not included in this paper) indicates that, for the conveying elements, the introduction of cohesion reduces the amount of material transported along the bottom of the barrel. With cohesion, a greater proportion of the material is caught on the intermeshing region between the screws due to the formation of agglomerates. The kneading elements have the same flow patterns with and without cohesion. However, the solid fraction increases on average across the section, particularly at the outer extremes of the element and at the intermeshing zone due to the greater amount of material build-up on these elements.

As previously mentioned, in order to study the formation of granules, a non-periodic reduced domain model is required to prevent recycling of formed granules. This process is shown in Figure 17 where virgin material is generated at the rightmost side of the domain. In this model some small agglomerates are formed on the intermeshing region of the screws and transported towards the kneading elements. The kneading elements create a build-up of material and lead to significant consolidation in this zone, helping to create dense agglomerates. As these dense agglomerates leave the kneading zone, there is a slight chopping action of the screw element in the intermeshing region, which helps break up the dense agglomerates and create some independent agglomerates. These agglomerates are still quite large at this point and would most likely be significantly reduced in size by the chopping elements (not included in this reduced domain model) normally included at the TSG outlet. The inclusion of cohesion in the model is highly significant in capturing the natural formation of granules in a TSG.


Figure 17. Agglomerate formation in the non-periodic reduced domain model (direction of flow: right to left).

Capturing the formation of agglomerates within the TSG is a key aspect of the model, and this is accomplished though the inclusion of the cohesive forces, which represent the liquid binder in the real granulator. No changes in primary particle sizes occur in the model; instead, primary particles agglomerate because of the cohesive forces.

## 4. Discussion

In this study, the reference case was the full-scale, cohesionless system, which had a mass flow rate set at $14.4 \mathrm{~kg} / \mathrm{h}$. The initial mass of the periodic system was calculated from the steady-state operation of the full-size model. The computationally efficient periodic system is then used extensively to assess how the DEM input parameters would influence the behaviour in the granulator. The results in Section 3 have considered how the particle dynamics in the various elements were affected in terms of velocity, solid fraction and residence time. However, due to the periodic system having a fixed mass, it is possible to measure the change in mass flow rate on the conveying elements at the inlet and outlet of the periodic domain. Any significant changes to the bulk behaviour will result in variations in the observed mass flow rates and a difference from the full-scale model value, which can be used to assess the magnitude of a parameter effect. The larger the difference is, the more influential that parameter is.

To consider this effect and the sensitivity of the mass flow rate to the parameters, the mass flow rates were calculated at sensors (MFS_1 and MFS_2) at each end of the periodic system and plotted for each case in Figure 18. Steady state exists in the system when the averaged mass flow rate is approximately equal for both the inlet and outlet sensor.


Figure 18. Observed changes in mass flow rate in the periodic system.
For a changing size distribution and low restitution, there is almost no change from the expected $14.4-14.6 \mathrm{~kg} / \mathrm{h}$ mass flow rate. The decrease in damping at $\chi=0.9$ leads to slightly higher solid fractions being observed for the kneading elements, which had the effect of slightly reducing the mass flow to $13.7-14.1 \mathrm{~kg} / \mathrm{h}$.

The reduction in static friction $\left(\mu_{\mathrm{s}}\right)$ led to reduced solid fractions, which manifested as a significant increase in the mass flow rate of approximately $5 \mathrm{~kg} / \mathrm{h}$ to just over $20 \mathrm{~kg} / \mathrm{h}$. Increasing rolling friction, $\mu_{\mathrm{r}}$, led to an increase in solid fraction for some elements, which led to a reduction in the mass flow rate to approximately $12-13.3 \mathrm{~kg} / \mathrm{h}$ depending on the combination of parameters used. The effect of cohesion is the most dramatic, with the mass flow rates reduced by just over $10 \mathrm{~kg} / \mathrm{h}$ for the cohesive case. This is due to the significant agglomeration and build-up of solids on the kneading elements, which reduces
the circulating mass in the periodic system. The dominant effect of cohesion explains why it was considered separately from other parameters, allowing the relative importance of each to be quantified without being outweighed by the more dominant parameters.

## 5. Conclusions

Discrete Element Method (DEM) simulations were used in this study of the particle dynamics that occur in a twin-screw granulator comprising both conveying and kneading elements. Both full-scale and reduced periodic models were used.

The DEM simulations for a cohesionless system provide a mean residence time-a key characteristic of a TSG-that is in line with expectations when compared to experimental results with various different granulators and cohesive materials. The residence time increased, as expected, when an adhesive, elasto-plastic contact model was used to capture the effect of liquid binder and the resulting agglomeration in the granulator.

The significant computational expense of the full-scale simulations was reduced through (carefully defined) periodic simulations. Results show that the residence time distributions across elements in a periodic simulation are almost identical to their counterparts in the full-scale simulation. These reduced domain models allow the key particle dynamics to be captured at a much lower computational cost, making larger studies more feasible in the future. These models, combined with a DEM contact model that includes cohesion, are an effective way to simulate and investigate the wet granulation process.

A sensitivity study showed that the level of cohesion is a key determinant of granule size and must be carefully calibrated using experiments. An important finding is that the size of the fundamental particles in the simulation may be larger than in reality while still capturing the correct dynamics for the TSG. The results suggest the existence of a critical ratio of particle diameter to the screw void space (effectively the difference between the screw's root and outer radii). Once the particle size is below a certain threshold, the velocity, solid fraction and residence time are largely unaffected by particle size, with the exception of the first kneading element where there is the transition from the conveying elements. This is a highly chaotic region that appears to be heavily influenced by particle size. This effect was also noted when a broader particle size distribution was used; the increased numbers of larger particles lead to slightly increased solid fractions and residence times on the first kneading element only. The effect of the screw-barrel clearance is also found to be negligible with particles that are both smaller and larger than this critical size behaving the same in most locations in the granulator.

The effect of restitution coefficient (damping) was relatively insignificant for materials not considered to be elastic materials. The particle-geometry damping is more influential than the particle-particle damping, which is a feature of a system where geometries are moving at very high speeds, leading to high relative impact velocities. Similar trends were seen for static friction: reducing the particle-geometry static friction leads to significant changes in the solid fraction and residence times. Rolling friction has a lesser effect than static friction, in general. Increased cohesion leads to increased solid fractions and residence times on kneading elements. The results suggest that the TSG is a system that is dominated by geometry interactions, with velocities very much controlled by the screw speed and pitch.
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#### Abstract

With the emergence of quality by design in the pharmaceutical industry, it becomes imperative to gain a deeper mechanistic understanding of factors impacting the flow of a formulation into tableting dies. Many flow characterization techniques are present, but so far only a few have shown to mimic the die filling process successfully. One of the challenges in mimicking the die filling process is the impact of rheological powder behavior as a result of differences in flow field in the feeding frame. In the current study, the rheological behavior was investigated for a wide range of excipients with a wide range of material properties. A new parameter for rheological behavior was introduced, which is a measure for the change in dynamic cohesive index upon changes in flow field. Particle size distribution was identified as a main contributing factor to the rheological behavior of powders. The presence of fines between larger particles turned out to reduce the rheological index, which the authors explain by improved particle separation at more dynamic flow fields. This study also revealed that obtained insights on rheological behavior can be used to optimize agitator settings in a tableting machine.


Keywords: powder flow; die filling; powder rheology; dynamic cohesive index; excipients; tableting; continuous manufacturing; quality by design

## 1. Introduction

Powders are used in many industries and in a broad range of processes and applications. Often understanding powder behavior is crucial to properly design the process and equipment [1]. In a continuous manufacturing line for example, consistent and continuous flow through the system is a critical requirement for finished product quality [2]. Flow is also relevant for manufacturing efficiency for batch processes. It determines for example whether bins can be used or hand scooping is required, to what extend product is scraped at the beginning or end of a run, and the allowable production rate of products [3].

In pharmaceutical processing, insufficient flow can lead to product quality failures, due to large weight or dosage variations [4]. Weight variations in the final dosage form can occur when the flowability of the final formulation limits the separation of small quantities of powder from the larger mass of powder. Because of powder flow limitations in this step, a slow-speed process that works well may not work at all when rates are increased [3]. The production capacity of a tablet press is directly determined by the rotation frequency of the die table and limited by powder flow into the dies $[5,6]$.

Predicting how powder will flow into the dies is however not easy, as flowability is a complex, multidimensional property. Flowability is the result of material physical properties and the equipment used for handling, storing or processing the material [3]. The forces that influence material flowability depend on the flow field and stress state as well as on external factors, like equipment design and material, temperature, and humidity. This also explains why flow behavior (and ranking) of powders can be different between different measurement methods and applications.

Many different characterization techniques to measure flow have been developed and correlated to the powder flow behavior in different processing units [1,7]. Pharmaceutical compendial flow characterization methods include angle of repose [8,9], compressibility index [10,11], flow through an orifice [12], rotating drum [13,14], powder rheometers [15], and several variants of the shear cell tester [16]. The different flow characterization methods quantify powder flow differently, due to the differences in flow field and degree of stresses applied during measurement [17]. Stavrou et al. [18] for example showed differences in powder flow behavior when different stress levels were employed.

Although many different characterization techniques have been developed, care must be taken to select the most suitable characterization technique for a specific approach [1]. Simple flow measurements tend to fail in the prediction of powder flow into tableting dies, due to a lack of simulation of the right flow field and stress state. So far, only a few characterization techniques have been developed with specific focus to mimic the die filling process. Wu et al. [19] for example used transparent dies and moving feeding shoes to study the powder flow of different metallurgical powder components in air and vacuum. He showed that powder characteristics, shoe speed, and die geometry play an important role in the die filling process. Mendez et al. [20] used a fixed frame and a moving die disc system to examine the effect of blend composition, shoe properties and die parameters on uniformity of die filling. Mehrotra et al. [21] simulated the die filling process for cohesive materials. He concluded that cohesive powder take longer to fill dies and hence could be a potential cause of tablet weight variability.

Described research has shown to predict the tablet die filling process from a die shoe well. A common practical challenge of the described studies however, is that they all studied the die filling process with simplified systems. The effect of different flow fields in the feeding frame has not been considered. This factor can be very important in the prediction of die filling, especially when powder fluidity is influenced by the presence of paddle feeders, wipers, or agitator arms [3].

With the emergence of quality by design (QbD), it becomes imperative to gain a deeper mechanistic understanding of how different materials respond to differences in flow field [22]. The aim of this research is to investigate the effect of rheological behavior during powder flow into tablet dies. A wide range of excipients with a broad range of material properties was evaluated. A new parameter for rheological behavior is introduced, which is a measure for the change in dynamic cohesive index upon changes in stress state and flow field. The objective of this study is to identify which material properties do have an impact on this rheological index parameter. In addition, the fidelity of the rheological index was validated by correlating it to tableting performance in a rotary tablet press with agitators.

## 2. Materials and Methods

### 2.1. Materials

Anhydrous lactose (Lactopress ${ }^{\circledR}$ anhydrous, SuperTab ${ }^{\circledR} 21$ AN, SuperTab ${ }^{\circledR} 22$ AN, SuperTab ${ }^{\circledR} 24$ AN), sieved lactose monohydrate (Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ ), milled lactose monohydrate (Pharmatose ${ }^{\circledR} 150 \mathrm{M}$, Pharmatose ${ }^{\circledR} 200 \mathrm{M}$, Pharmatose ${ }^{\circledR} 450 \mathrm{M}$ ), modified lactose monohydrate (SuperTab ${ }^{\circledR} 11$ SD, SuperTab ${ }^{\circledR} 14$ SD, SuperTab ${ }^{\circledR} 50$ ODT, SuperTab ${ }^{\circledR}$ 30 GR), microcrystalline cellulose (Pharmacel ${ }^{\circledR} 101$, Pharmacel ${ }^{\circledR} 102$ ), and superdisintegrants (Primojel ${ }^{\circledR}$, Primellose ${ }^{\circledR}$ ) were obtained from DFE Pharma (Goch, Germany).

### 2.2. Material Characterization

An overview of the characterization techniques, with corresponding physical properties and abbreviations is provided in Table 1.

Table 1. List of material characterization techniques, the material properties they measure and corresponding abbreviations of the measured material properties

| Characterization Technique | Physical Property | Abbreviation | Range of Values | Unit |
| :---: | :---: | :---: | :---: | :---: |
| Visual observation by scanning electron microscopy | Shape | Shape | - | - |
| Particle size distribution (PSD) by laser diffraction | $10 \%$ cumulative undersize of volumetric PSD | $\times 10$ | 3.0-77.6 | $\mu \mathrm{m}$ |
|  | $50 \%$ cumulative undersize of volumetric PSD | $\times 50$ | 18.3-243 | $\mu \mathrm{m}$ |
|  | $90 \%$ cumulative undersize of volumetric PSD | $\times 90$ | 49.4-406 | $\mu \mathrm{m}$ |
|  | Span of the volumetric PSD* | Span | 1.22-2.83 | - |
| Karl fisher titration | Total moisture content | KF | 0.1-5.8 | \%w/w |
| Thermogravimetric balance | Loss on drying | LOD | 0.0-9.3 | \%w/w |
| Brunauer-Emmett-Teller analysis with Krypton | Specific surface area | SSA | 0.1-5.1 | $\mathrm{m}^{2} / \mathrm{g}$ |
| Graduated cylinder | Bulk density | BD | 0.35-0.79 | $\mathrm{g} / \mathrm{mL}$ |
|  | Tapped density | TD | 0.49-0.98 | $\mathrm{g} / \mathrm{mL}$ |
|  | Hausner ratio | HR | 1.15-1.60 | , |
| Ring shear cell tester | Flow function coefficient at 4 kPa pre-consolidation pressure | ffc | 2.4-17.3 | - |
| Electric charge analyzer | Initial charge density | q0 | -1.5-0.2 | $\mathrm{nC} / \mathrm{g}$ |
|  | Final charge density | qf | -1.5-0.2 | $\mathrm{nC} / \mathrm{g}$ |
|  | Tribo-charging density variation | $\Delta \mathrm{q}$ | -5.0-0.1 | $\mathrm{nC} / \mathrm{g}$ |
| Gas pycnometer | True density | TrD | 1.52-1.58 | $\mathrm{g} / \mathrm{mL}$ |
| Heckel testing by compaction simulation | Yield pressure at 0.01 $\mathrm{mm} / \mathrm{s}$-slow | PyS | 78-229 | MPa |
|  | $\begin{gathered} \text { Yield pressure at } 300 \\ \mathrm{~mm} / \mathrm{s} \text {-fast } \end{gathered}$ | PyF | 80-236 | MPa |
|  | Strain Rate Sensitivity | SRS | 0-48 | \% |
| Rotating drum | Rheological index | RI | -0.54-0.86 | $\mathrm{rpm}^{-1}$ |

### 2.2.1. Shape

Scanning electron microscopy (SEM) images were recorded using a Phenom ProX scanning electron microscope (Thermo Fischer Scientific, Waltham, MA, USA). Prior to the measurements, samples were coated with a gold layer with a thickness of 4 nm . Images were recorded at an acceleration voltage of 10 kV . The shape of particles is defined by visual observation.

### 2.2.2. Laser Diffraction

Particle size distributions (PSD) were determined ( $\mathrm{n}=3$ ) by dry laser diffraction (Helos/KR, Sympatec, Clausthal-Zellerfeld, Germany). A dry dispersion unit with a feed rate of $50 \%$ and an air pressure of 0.5 bar was used. The particle size was reported as a volume equivalent sphere diameter. The $10 \%, 50 \%$, and $90 \%$ cumulative undersize of the volumetric distribution was described as $\times 10, \times 50$, and $\times 90$ respectively. The span of the volumetric particle size indicates the width of the particle size distribution and was calculated from the indicated parameters with the equation

$$
\begin{equation*}
\text { Span }=(\times 90-\times 10) / \times 50 \tag{1}
\end{equation*}
$$

### 2.2.3. Moisture Content

The total moisture content (KF) was determined $(\mathrm{n}=2)$ via Karl-Fisher titration. The loss on drying (LOD) is determined $(\mathrm{n}=2)$ with a Sartorius MA150 Q moisture analyzer (Sartorius AG, Göttingen, Germany). Samples are measured according to the Ph. Eur. Methods.

### 2.2.4. Specific Surface Area

Specific surface area (SSA) is determined $(\mathrm{n}=2)$ with a Tristar II physisorption instrument (Micromeritics, Norcross, USA) based on a static volumetric technology. Samples are degassed at $40^{\circ} \mathrm{C}$ for 2 h under nitrogen flow before analysis. Krypton is used as adsorption gas to analyze samples of $1-2 \mathrm{~g}$. Isotherm data were elaborated with Tristar II 30202.02 software (Micromeritics, Norcross, GA, USA) using a Brunauer-Emmett-Teller analysis (BET) model.

### 2.2.5. Bulk and Tapped Density

Bulk and tapped density were measured $(\mathrm{n}=2)$ according to Ph. Eur. Method 1.100 g of powder was poured into a 250 mL graduated cylinder mounted on an automatic tapping device STAV 2003 stampfvolumeter (Engelsmann, Ludwigshafen am Rhein, Germany). The Hausner ratio (HR) was calculated as the quotient of the tapped density (TD) and the bulk density (BD)

$$
\begin{equation*}
\mathrm{HR}=\mathrm{TD} / \mathrm{BD} \tag{2}
\end{equation*}
$$

### 2.2.6. Ring Shear Testing

A ring shear tester (RST-XS, Dietmar Schulze, Wolfenbuttel, Germany) was used to measure ( $n=2$ ) the flow function coefficient (ffc). The ffc is defined as the ratio of the consolidation stress and the unconfined yield strength. Powders were measured at a pre-consolidation stress ( $\sigma_{\text {pre }}$ ) of 4 kPa and normal stresses of 1,2 , and 3 kPa were used for shear to failure.

### 2.2.7. Charge Density

Triboelectric charging of powders was measured $(n=3)$ with a GranuCharge (GranuTools, Awans, Belgium). The initial charge was measured by introducing the powder inside the Faraday cup connected to an electrometer. The initial charge density $\left(\mathrm{q}_{0}\right)$ was calculated by dividing the net charge by the mass of the powder sample. After this measurement, powders were fed into V-shaped stainless-steel 316 L tubing using a vibratory feeder. At the end of the tubing system, samples were collected inside a Faraday cup connected to an electrometer to determine the final charge density $\left(\mathrm{q}_{\mathrm{f}}\right)$. The tribo-charging density variation $(\Delta q)$ was calculated as the difference between final $\left(q_{f}\right)$ and initial charge density $\left(q_{0}\right)$

$$
\begin{equation*}
\Delta q=q_{f}-q_{0} \tag{3}
\end{equation*}
$$

### 2.2.8. True Density and Heckel Testing

The true density (TrD) of samples was determined $(n=2)$ with an AccuPyc II 1340 Helium pycnometer (Micromeritics, Norcross, USA). The equilibrium rate was 0.02 psig and the number of purges 5 .

A compaction simulator (Phoenix, Brierley Hill, UK) with a V-shaped compaction profile and 10 mm round flat faced punches was used to perform Heckel analysis $(n=3)$. The punch speed for the slow evaluation was set to $0.01 \mathrm{~mm} / \mathrm{s}$ and the fast at $300 \mathrm{~mm} / \mathrm{s}$. Data were analyzed by the compaction analysis software program to generate values for yield pressure ( $\mathrm{P}_{\mathrm{y}}$ ) using the Heckel equation with the relative density of the compact (D), the applied pressure $(\mathrm{P})$, and the gradient of the line in the linear region $(\mathrm{k})$

$$
\begin{equation*}
\ln (1 /(1-\mathrm{D}))=\mathrm{kP}+\mathrm{A} \tag{4}
\end{equation*}
$$

The strain rate sensitivity (SRS) is calculated by comparing the yield pressure at high speed (PyF) and slow speed (PyS)

$$
\begin{equation*}
\% \mathrm{SRS}=\left(\mathrm{P}_{\mathrm{y}} \mathrm{~F}-\mathrm{P}_{\mathrm{y}} \mathrm{~S}\right) /\left(\mathrm{P}_{\mathrm{y}} \mathrm{~S}\right) \times 100 \tag{5}
\end{equation*}
$$

### 2.3. Preparation of the Blends

A fine lactose grade (Pharmatose ${ }^{\circledR} 450 \mathrm{M}$ ) is blended with a coarse sieved lactose (Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ ) in a Turbula blender T2 at 96 rpm for 8 min . Amounts of fines were increased in steps of $5 \% \mathrm{w} / \mathrm{w}$ between $0 \%$ and $40 \% \mathrm{w} / \mathrm{w}$ fines, and in steps of $20 \% \mathrm{w} / \mathrm{w}$ between $40 \%$ and $100 \% \mathrm{w} / \mathrm{w}$ fines.

### 2.4. Rotating Drum Method

The rheological behavior of different excipient grades and blends is evaluated ( $n=2$ (Note that blends with $5 \% \mathrm{w} / \mathrm{w}, 10 \% \mathrm{w} / \mathrm{w}, 15 \% \mathrm{w} / \mathrm{w}, 25 \% \mathrm{w} / \mathrm{w}$, and $40 \% \mathrm{w} / \mathrm{w}$ fines were measured once ( $n=1$ ) instead of in duplicate. Replicates on other batches ensure robustness and repeatability of measurements)) with the rotating drum method GranuDrum (GranuTools, Awans, Belgium). Rotational speed is increased from $2-20 \mathrm{rpm}$ in steps of 2 and from $20-60 \mathrm{rpm}$ in steps of 5 rpm . For each rotating speed, 40 snapshots of the powder bed separated by 1 s are taken by a CCD camera. The position of the powder/air interface in these snapshots is detected by an edge detection algorithm. The average interface position is used to compute the flowing angle. The standard deviation from the temporal fluctuations of the interface is used to compute the dynamic cohesive index. A cohesive powder leads to an intermitted flow while a non-cohesive powder leads to a regular flow. Therefore, a dynamic cohesive index close to zero corresponds to a non-cohesive powder. When the powder cohesiveness increases, the cohesive index increases accordingly. The cohesive index measure has been shown in previous work to be relevant to evaluate the powder cohesiveness [23,24].

A rheological index parameter (RI) is defined as the slope of a linear fit of the dynamic cohesive index as function of rotational speed. Positive rheological index indicates shear thickening, while negative rheological index indicates shear thinning. Powder that exhibits shear thickening behavior will have increased cohesiveness at higher stresses, which is associated with a decrease of flowability. Shear thinning indicates opposite behavior.

### 2.5. Multivariate Analyses

Partial least squares (PLS) type MVA models were developed with Simca-P 16 software (Umetris, Umeå, Sweden). Models were developed by regressing the material property descriptors in Table $1(X)$ versus the Rheological Index parameter $(Y)$. The importance of $X$-variables is evaluated by a variable influence on projection (VIP). Values for the material property descriptors that are used to create PLS models are indicated in Supplementary Table S1.

### 2.6. Tableting

For the formulations that are tableted, $99.5 \% \mathrm{w} / \mathrm{w}$ filler is blended with $0.5 \% \mathrm{w} / \mathrm{w}$ MgSt for 2 min in a Turbula blender T 2 at 96 rpm . Blends are compressed on a RoTab rotary tableting press at 25 rpm .9 mm flat beveled punches (iHolland) are used and compaction force is set to 10 kN . The filling depth is set to obtain tablets of 250 mg at 10 rpm agitator (optfiller) speed. The agitator speed is increased from $10-45 \mathrm{rpm}$ in steps of 5 rpm to get different amounts of agitation without changing any further settings.

### 2.7. Tablet Testing

Tablets are analyzed on weight by using an automated tablet tester (Sotax AT50). Twenty tablets are analyzed and the average and standard deviation is reported.

## 3. Results and Discussion

### 3.1. Raw Material Characterization

A range of physical properties of the materials that are evaluated in this study are shown in Table 2. SEM pictures that are used to identify the shape of particles are provided in Supplementary Figure S1. Physical properties shown are expected to be relevant for flow behavior, although a broader set of material properties was used to characterize the materials and to investigate correlations with the Rheological Index in the PCA. Additional parameters that are measured for all materials are provided in Supplementary Table S1.

Table 2. Physical properties such as type, shape and particle size distribution, density and flow properties for the set of excipients that is used in this study

| Grade | Abbreviation | Type | Shape | $\begin{gathered} \times 10 \\ (\mu \mathrm{~m}) \end{gathered}$ | $\begin{gathered} \times 50 \\ (\mu \mathrm{~m}) \end{gathered}$ | $\begin{gathered} \times 90 \\ (\mu \mathrm{~m}) \end{gathered}$ | Span | Bulk Density ( $\mathrm{g} / \mathrm{mL}$ ) | Hausner <br> Ratio (-) | $\begin{aligned} & \mathrm{ffc} @ 4 \\ & \mathrm{kPa}(-) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lactopress ${ }^{\circledR}$ anhydrous | LP anh | Anhydrous lactose | Shards | 16.5 | 133 | 323 | 2.30 | 0.69 | 1.28 | 7.5 |
| SuperTab ${ }^{\text {® }} 21$ AN | 21 AN | Anhydrous lactose | Shards | 24.1 | 180 | 387 | 2.02 | 0.72 | 1.27 | 7.7 |
| SuperTab ${ }^{\text {® }} 22 \mathrm{AN}$ | 22 AN | Anhydrous lactose | Shards | 47.0 | 203 | 359 | 1.54 | 0.68 | 1.17 | 15 |
| SuperTab ${ }^{\text {® }} 24 \mathrm{AN}$ | 24 AN | (Granulated) anhydrous lactose | Granular | 37.0 | 121 | 298 | 2.15 | 0.54 | 1.25 | 13 |
| Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ | 80 M | Lactose monohydrate (sieved) | Tomahawk | 76.6 | 242 | 406 | 1.36 | 0.79 | 1.19 | 13 |
| Pharmatose ${ }^{\circledR} 150 \mathrm{M}$ | 150 M | Lactose monohydrate (milled) | Tomahawk/fines | 7.4 | 68.4 | 189 | 2.66 | 0.72 | 1.36 | 3.8 |
| Pharmatose ${ }^{\text {® }} 200 \mathrm{M}$ | 200 M | Lactose monohydrate (milled) | Tomahawk/fines | 4.4 | 37.7 | 111 | 2.83 | 0.62 | 1.58 | 3.7 |
| Pharmatose ${ }^{\circledR} 450 \mathrm{M}$ | 450 M | $\underset{\text { (milled) }}{\text { Lactose monohydrate }}$ | Fines | 3.0 | 18.3 | 49.4 | 2.54 | 0.50 | 1.60 | 2.4 |
| SuperTab ${ }^{\circledR} 30 \mathrm{GR}$ | 30 GR | Modified lactose monohydrate | Granular | 38.3 | 126 | 297 | 2.05 | 0.63 | 1.24 | 17 |
| SuperTab ${ }^{\circledR} 11$ SD | 11 SD | Modified lactose monohydrate | Spherical | 44.0 | 119 | 223 | 1.51 | 0.63 | 1.19 | 17 |
| SuperTab ${ }^{\circledR} 14$ SD | 14 SD | Modified lactose monohydrate | Spherical | 47.7 | 124 | 227 | 1.44 | 0.62 | 1.15 | 14 |
| SuperTab ${ }^{\text {® }} 50$ ODT | 50 ODT | Modified lactose monohydrate | Spherical | 30.9 | 106 | 199 | 1.58 | 0.71 | 1.17 | 13 |
| Pharmacel ${ }^{\circledR} 101$ | MCC101 | Microcrystalline cellulose | Spherical/Fibers | 20.0 | 62.2 | 137 | 1.89 | 0.34 | 1.45 | 5.9 |
| Pharmacel ${ }^{\circledR} 102$ | MCC102 | Microcrystalline cellulose | Spherical/Fibers | 29.9 | 86.9 | 200 | 1.95 | 0.33 | 1.39 | 7.0 |
| Pharmacel ${ }^{\circledR}$ sMCC90 | sMCC90 | Microcrystalline cellulose, co-processed with silicon dioxide | Spherical/Fibers | 29.4 | 102 | 233 | 1.99 | 0.38 | 1.32 | 9.0 |
| Primojel ${ }^{\text {® }}$ | PJ | Superdisintegrant | Spherical | 21.1 | 42.3 | 72.6 | 1.22 | 0.79 | 1.21 | 12 |
| Primellose ${ }^{\circledR}$ | PL | Superdisintegrant | Fibers | 24.4 | 54.4 | 114 | 1.65 | 0.55 | 1.35 | 7.4 |

The used set of materials covers a large variation in excipient type, particle shape, particle size distribution, density, and powder flow parameters. Four grades (4) of anhydrous lactose are evaluated. SuperTab ${ }^{\circledR} 21 \mathrm{AN}$ and Lactopress ${ }^{\circledR}$ anhydrous have a relatively large proportion of fines, as indicated by the $\times 10$ of $15 \mu \mathrm{~m}$. SuperTab ${ }^{\circledR} 22$ AN contains a smaller proportion of fines and has improved flow properties according to the Hausner ratio and the flow function coefficient. SuperTab ${ }^{\circledR} 24$ AN has also improved flow properties and a slightly different shape and lower density. Four grades of non-modified lactose monohydrate are evaluated. Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ is a sieved tomahawk shaped material, with a relatively large particle size. Pharmatose ${ }^{\circledR} 150 \mathrm{M}$, Pharmatose ${ }^{\circledR} 200 \mathrm{M}$ and Pharmatose ${ }^{\circledR} 450 \mathrm{M}$ are milled materials. Particle size, density, and flow properties of these grades decrease with increasing number. The four evaluated modified lactose monohydrate grades consist of three spray dried grades with slightly different particle size distribution and density, and one granulated lactose monohydrate. Flow parameters of these grades all indicate very good flowability. More irregular shaped particles that are evaluated are microcrystalline cellulose and Primellose ${ }^{\circledR}$. Pharmacel ${ }^{\circledR} 101$ and Pharmacel ${ }^{\circledR}$ 102 are two microcrystalline cellulose grades with spherical morphology consisting of fibers. Particle size of Pharmacel ${ }^{\circledR} 101$ is smaller than for Pharmace ${ }^{\circledR} 102$, which also explains
the reduced flow properties. Pharmacel ${ }^{\circledR}$ sMCC90 is very similar to Pharmacel ${ }^{\circledR} 102$, but has been co-processed with $2 \% \mathrm{w} / \mathrm{w}$ silicon dioxide to increase the specific surface area and improve the flow properties. Primojel ${ }^{\circledR}$ and Primellose ${ }^{\circledR}$ are two superdisintegrants with small particle size and a spherical and fibrous morphology respectively. The good flow indicated by the flow parameters of Primojel ${ }^{\circledR}$, is in line with the expectation from the spherical morphology.

Particle size distribution, particle shape and density are parameters that are known to have an impact on the different forces acting on particles during powder flow. This can be understood by looking at the different driving and drag forces that act on particles and determine the powder flow. One of the driving forces for flowability is gravity. Gravitational forces are higher for larger particles, and for particles with higher (true) density [25]. Drag forces on the other hand, typically include adhesive and cohesive forces, which produce a tendency for particles to stick to each other and to other surfaces. Adhesive and cohesive forces are composed mainly of van der Waals forces, capillary bridging, and electrostatics [26]. The magnitude of these forces depends on the nature of the material and on the available surface. Adhesive and cohesive forces will be higher for smaller or irregular shaped particles, as the available surface for these particles is higher [23]. Irregular shaped particles also can have a negative impact on flowability due to the increased risk for mechanical interlocking [27,28].

### 3.2. Cohesive Index as a Function of Rotational Speed—From Static to Dynamic Regimes

The rheological behavior of the different excipients was evaluated with the rotating drum method GranuDrum. GranuDrum measurements allow to follow the evolution of the flow properties as function of the flow field. At each rotational speed value, the flowing angle is computed from the average interface position, and the dynamic cohesive index is computed from the interface fluctuations. The dynamics of the flowing angle of noncohesive granular materials is well-known and described in literature. In the considered range of rotating speed, non-cohesive materials lead to continuous flow and the shape of the interface is typically flat and easy to analyze [29]. However, in this paper, we also deal with cohesive powders, of which the flow is irregular and more complex [30,31]. In this paper, we therefore do not focus on the flowing angle as a flow parameter, but on the dynamic cohesive index (CI). The value of the cohesive index is close to zero for non-cohesive powders, and increases with the cohesion of the material.

To highlight the influence of the different flow regimes, the cohesive indices at 2 rpm and 60 rpm are compared with other flow parameters Hausner ratio and ffc from shear cell testing. Figure 1 shows the cohesive index obtained by GranuDrum measurements at 2 rpm and 60 rpm rotational speed as function of ffc and Hausner ratio. At rotational speeds of 2 rpm , the powder is close to the quasi-static regime and the flow behavior is dominated by inter-particle forces, often referred to as cohesiveness [23]. The observations and classification of the GranuDrum at this speed are in line with results obtained in the (quasi-)static flow regime in previous work [32]. Within each category of products, flow ranking based on the cohesive index at 2 rpm is in line with the flow ranking according to Hausner ratio and ffc. For anhydrous lactose rotating at 2 rpm , SuperTab ${ }^{\circledR} 21 \mathrm{AN}$ and Lactopress ${ }^{\circledR}$ anhydrous have the highest cohesive index (37-43), while SuperTab ${ }^{\circledR} 22$ AN and SuperTab ${ }^{\circledR} 24$ AN have low cohesive index (18). This is in line with the order indicated by Hausner ratio and the shear cell testing at 4 kPa pre-consolidation strength with ffc values $>10$ for SuperTab ${ }^{\circledR} 22 \mathrm{AN}$ and SuperTab ${ }^{\circledR} 24 \mathrm{AN}$ and around 7.5 for the other two grades. For lactose monohydrate samples a similar trend is observed. Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ has a low cohesive index of 22 at 2 rpm rotational speed, which is in line with a low Hausner ratio and high ffc. The milled lactose monohydrate with smaller particle size all have a cohesive index above 50 at low rotational speed, which is in line with higher Hausner ratio and lower ffc. Modified lactose monohydrate grades all have a cohesive index below 20 at low rotational speeds, which is also in line with low Hausner ratio and ffc $>10$. For irregular shaped excipients like microcrystalline cellulose and Primellose ${ }^{\circledR}$, the cohesive
index is around 30. Primojel ${ }^{\circledR}$ and Pharmacel ${ }^{\circledR}$ sMCC90 have a cohesive index below 20, in line with the lowest Hausner ratio and highest ffc within its category. Also, over the different product groups, the variance in cohesive index at 2 rpm can be explained for over $60 \%$ by linear models of both the Hausner ratio and the flow function coefficient at 4 kPa pre-consolidation strength. The high overlap in powder ranking by these measurements is explained by similarities in the stress state and flow field during these measurements.


Figure 1. Cohesive index values as function of Hausner ratio (left) and flow function coefficient (right) at two different rotational speeds. The obtained cohesive index at low rotational speed (2 rpm) correlated with both measurements, while no correlation is observed for the cohesive index at high rotation speed ( 60 rpm ).

At rotational speed of 60 rpm however, no significant correlation with the Hausner ratio or flow function coefficient can be drawn. Fitted linear models for Hausner ratio and flow function coefficient both explain the variance in cohesive index less than $2 \%$. The lack of overlap in powder ranking by these measurements is explained by differences in the flow fields of these measurements. Hausner ratio and shear cell consider a quasi-static flow field [33], while the cohesive index at 60 rpm measures powder flow in a dynamic flow field. Observed differences are in line with Lumay et al. [23], who showed that different flow regimes were influenced by different material properties. In the quasi-static or plastic regime, velocities are small or zero and the space between neighboring particles is low. Powder behavior is dominated by inter-particle contact forces [30]. In the rapid flow regime, particles are moving so fast that friction can be neglected and only short collisions between particles determine the character of flow [34]. The differences in flow classification due to differences in stress state and flow field was also confirmed by other authors [1,3,11,17,23,26,30,34-36].

Cohesive index values as function of rotational speed for the tested materials are presented in Figure 2. First of all, it is important to mention that no irreversible rheological behavior was observed for any of the powders. This was indicated by the absence of a hysteresis between original curve, taken during the increasing rotational speed sequence (2-60 rpm) and the and the reverse curve, taken during the decreasing rotational speed sequence ( $60-2 \mathrm{rpm}$ ). The reverse curve is not shown for clarity reasons. The reversibility in the rheological behavior indicates that no irreversible changes in material properties are induced by the measurement method.


Figure 2. Cohesive index values as function of rotational speed for anhydrous lactose (top left), lactose monohydrate (top right), modified lactose monohydrate (bottom left) and microcrystalline cellulose/superdisintegrants (bottom right).

Most powders that are evaluated show shear thickening behavior. This indicates that cohesiveness increases with rotational speed, which is associated with more intermittent and irregular flow. This can be concern for the pharmaceutical industry as more cohesive powders can lead to increased variability and mass flow excursions outside the acceptable target range, as demonstrated by Allenspach et al. [37]. Notable is the shear thinning behavior, which is observed for two grades of anhydrous lactose, two grades of lactose monohydrate and microcrystalline cellulose. The shear thinning behavior can be explained by aeration of the powder at higher rotational speeds, which increases the distance between particles and thereby reduces the cohesive surface interactions [36].

The observed differences in cohesive index and rheological index for sieved (Pharmatose ${ }^{\circledR}$ 80 M ) and milled lactose (Pharmatose ${ }^{\circledR} 150 \mathrm{M}$ and Pharmatose ${ }^{\circledR} 200 \mathrm{M}$ ) are in line with findings of Hickey et al. [38] for inhalation grades lactose. These authors reported that an apparent contradiction is present in flow property parameters of milled and sieved powders. Static powder flow measurements (bulk and tapped density, angle of repose) lead to the conclusion that milled powders exhibit poor flow compared to sieved batches. Dynamic rotating drum measurements indicated the reverse, where milled powder flows better than sieved powder.

To evaluate which material properties influence the shear thinning and thickening behavior, a new parameter rheological index (RI) is introduced. The Rheological Index (RI)
is defined as the linear slope of dynamic cohesive index as function of rotational speed between 2 rpm and 60 rpm . Figure 3 shows the RI values for the investigated materials. For Lactopress ${ }^{\circledR}$ anhydrous, SuperTab ${ }^{\circledR} 21$ AN, Pharmatose ${ }^{\circledR} 150$ M, Pharmatose ${ }^{\circledR} 200$ M, and Pharmacel ${ }^{\circledR} 101$ the reduction in cohesiveness due to aeration seems to outweigh the inertial effect, resulting in shear thinning behavior. For Pharmacel ${ }^{\circledR} 102$, Primojel ${ }^{\circledR}$, and Primellose ${ }^{\circledR}$ the rheological index is close to zero.


Figure 3. Rheological index (RI) values for the different materials. A positive rheological index indicates shear thickening behavior, while negative rheological index indicates shear thinning behavior. Different colours represent different types of materials.

### 3.3. Multivariate Analyses to Reveal Drivers for the Rheological Index

A partial least squares (PLS) model was created to identify which material properties impact the rheological index parameter (RI) of powders the most. In the current approach, PLS was used as exploratory technique and no optimization of the model was performed. Figure 4 shows the score and loading plot of the PLS model with two principal components. In the PLS loading plot the parameters $\times 10$ and ffc point in the same direction as the RI, indicating a positive correlation. The parameter span is indicated at the exact opposite direction, suggesting a negative correlation. In the PCA loading plot RI is pointing towards the upright direction in quadrant 1. The four modified lactose monohydrate grades and Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ are located in the PCA scoring plot in quadrant 1 towards the positive direction of rheological index. Pharmatose ${ }^{\circledR} 150 \mathrm{M}$, Lactopress ${ }^{\circledR}$ anhydrous and SuperTab ${ }^{\circledR}$ 21 AN are located in quadrant 3 towards the negative direction of rheological index.


Figure 4. PLS analyses of the dataset with a loading plot (top) and score plot (bottom).
A variable influence on projection (VIP) plot is constructed to evaluate which material properties have the most significant correlation with rheological behavior. From the VIP plot in Figure 5 it can be observed that the parameters that are the most important in this model towards RI are related to the particle size distribution ( $\times 10$, span) and parameters related to powder flow (ffc, HR). No relevant contribution is present for true density, yield strengths, SRS, electrostatics, tapped density, and moisture content.


Figure 5. Variable Influence on Projection (VIP) plot indicating the relevance of terms for explaining the rheological index. Error bars indicate the $95 \%$ confidence interval.

### 3.4. Variation of the Amount of Fines

To test the impact of particle size ( $\times 10$ and span) on the rheological index that was indicated by the PLS, blends with different particle size distributions are further evaluated. Sieved lactose with different amounts of fines added are tested with the rotating drum method. Particle size distribution parameters are indicated in Supplementary Table S2. Figure 6 shows the result of the rotating drum measurements, from which the rheological parameter is derived and summarized in Figure 7. The results of the dynamic flow measurements show that the cohesive index at low rotational speed increases with an increased fraction of fines. This can be understood by looking at the flow regime of the powder. At low rotational speed, the powder is in the quasi-static or plastic regime and the space between neighboring particles is low. Powder behavior is dominated by inter-particle contact forces, like cohesive and adhesive forces [30]. Cohesive and adhesive forces are typically higher with more fine particles present, due to the increased availability of surface and because fines support powder packing $[23,38]$. At the same time, flowability driving gravitational forces that act on small particles are typically lower, due to the lower mass of these particles.

At higher rotational speed, addition of $5-35 \% \mathrm{w} / \mathrm{w}$ of fines resulted in reduced cohesive index. This is also visible in the reduced rheological index when up to $35 \% \mathrm{w} / \mathrm{w}$ fines are added. Negative rheological index is observed for blends with $10-35 \% \mathrm{w} / \mathrm{w}$ fines. Notable is the tipping point between $35 \% \mathrm{w} / \mathrm{w}$ and $40 \% \mathrm{w} / \mathrm{w}$ of fines. At this point the cohesive index at 2 rpm remains constant, but the rheological index suddenly turns from negative to positive, resulting in significantly larger cohesive index at high rotational speeds. A tipping point in flow behavior around $30 \% \mathrm{w} / \mathrm{w}$ of fines was also observed before by Molerus and Nwylt in quasi-static shear cell flow measurements of binary mixtures of coarse and fine limestone particles [39]. They found that flow behavior
at a fines content above $30 \% \mathrm{w} / \mathrm{w}$ was dominated by the behavior of fines. More recently, Pillitery et al. [40] also found a tipping point in compaction of binary granular mixture close to $30-35 \% \mathrm{w} / \mathrm{w}$ of fines. It is expected that, at this level of fines, the coarse particles are completely embedded by the fines, and so flow behavior is governed by interparticle forces between fines. Below this level, contacts between coarse particles dominate flow [41].


Figure 6. Cohesive index as function of rotational speed for sieved lactose with different amounts of fines added.


Figure 7. Rheological index parameter as function of the amount of fines added to the sieved lactose. The marked area at $10-35 \% \mathrm{w} / \mathrm{w}$ fines indicates shear thinning behavior.

The observed differences in cohesive index and rheological index for blends with different amounts of fines, are in line with the earlier mentioned findings of Hickey [38] on inhalation lactose. The authors explained that milled powder flows more readily because of the presence of fines. Stretching the findings of Hickey et al. [38], the current studies shows that the rheological behavior is not only different for milled and sieved materials. It reveals
that the presence of a small amount of fines in a powder with larger particle size distribution can have a positive effect on the dynamic flow properties and rheological behavior.

An explanation for the reduced cohesive index of blends with $10-35 \% \mathrm{w} / \mathrm{w}$ fines at high rotational speeds is found in the flow field. In a more rapid flow regime, the magnitude of forces acting on the particles are different. On the one hand, the inertial effect is stronger, which could lead to increased cohesive index. On the other hand, friction by cohesive and adhesive forces is typically reduced. This is due to the fact that rolling friction is typically much smaller than static or sliding friction [34]. It is the authors hypothesis that the presence of fines even further reduces the friction when particles are moving. This is explained by a reduction of bridge formation in moving powder when small particles are present between larger particles. This improves particle separation, resulting in more readily powder flow. In this study, we find that blends with $10-35 \% \mathrm{w} / \mathrm{w}$ fines correspond to optimal mixtures where the separation of large grains by interstitial fines improves the rheological properties of the blends. Indeed, the cohesive index of the blends with 10-35\% $\mathrm{w} / \mathrm{w}$ fines reduces with the rotational speed, which can be explained by an aeration of the powders leading to a reduction of the cohesive forces acting on the grains. When the fines content increases over $40 \% \mathrm{w} / \mathrm{w}$, the flow behavior is dominated by the fine fraction embedding the coarse particles, and a more cohesive powder is observed. The hypothesis is that for blends of coarse and fine material a tipping point for rheological behavior exist at the point where coarse particles are completely embedded by fines. This tipping point is therefore expected to depend on the particle shape and particle size ratio of the fines and the coarse particles.

### 3.5. Correlating Rheological Behavior to Tableting Performance

To evaluate the practical application of shear thickening and shear thinning, a tableting study was performed based on two excipients that showed these two types of rheological behavior. Direct compression grades were selected with a cohesive index below 50 over the entire range and strong rheological behavior. SuperTab ${ }^{\circledR} 11$ SD showed strong shear thickening with a rheological index of $0.59 \mathrm{rpm}^{-1}$, while SuperTab ${ }^{\circledR} 21$ AN did show shear thinning with a rheological index of $-0.48 \mathrm{rpm}^{-1}$ in the GranuDrum. The mass and mass variability of tablets was evaluated as a measure for powder flow into the dies during a tableting process. The agitator speed was increased in steps of 5 rpm between 10-45 rpm to investigate different flow fields and stress states. Figure 8 shows the average mass and the variability in the mass of tablets that was obtained for tableting with different agitator speeds.


Figure 8. Tableting results $(\mathrm{n}=20)$ on average mass and mass variability (\%RSD) of a shear thinning material (SuperTab ${ }^{\circledR}$ 21 AN ) and a shear thickening material (SuperTab ${ }^{\circledR} 11 \mathrm{SD}$ ). The agitator rotational speed was increased from 10-45 rpm in steps of 5 rpm .

Differences in rheological behavior were also visible during flow into the dies in the tableting process. Increased agitator speed resulted in higher mass tablets with less variability for the formulation with SuperTab ${ }^{\circledR} 21$ AN. This indicates that at low agitator speed, the powder flow into the dies was incomplete and that improvement was obtained by increased flow via adjustment of the flow field. These findings confirm that powders with a negative rheological index exhibit a lower cohesion and better flowability with a more dynamic process. This is especially visible for grades like SuperTab ${ }^{\circledR} 21$ AN, which have as a significant fraction of fines present and a large bridging propensity in the quasi-static state [32]. For SuperTab ${ }^{\circledR} 11$ SD on the other hand, increased agitator speed did not result in higher mass tablets. A slight increase in mass RSD is observed for this formulation, indicating more cohesive powder flow. This is in line with the positive rheological index of SuperTab ${ }^{\circledR} 11$ SD, in line with the sharp particle size distribution and low bridging propensity in the quasi-static state [32]. These results show that rheological index measurements in the lab can be a tool to set-up a tableting process.

## 4. Conclusions

In this study, the effect of rheological behavior during powder flow into tablet dies is investigated. It was shown that a difference in flow field and stress state can have an effect on the cohesive index and die filling of powders. This effect depends on the raw material properties. A new parameter for rheological behavior (RI) was introduced, which is a measure for the change in dynamic cohesive index upon changes in stress state and flow field. Most powders evaluated show shear thickening behavior. However, shear thinning is observed for some materials as well. Of all physical/chemical parameters tested, the particle size distribution $(\times 10)$ was shown to have the largest impact on the rheological behavior of powders. At higher rotational speeds, addition of $5-35 \% \mathrm{w} / \mathrm{w}$ of fines to coarse sieved lactose resulted in a decrease of cohesive index. This is explained by the presence of fines between larger particles, that can improve particle separation thus reducing the cohesive forces acting between grains. The fidelity of the rheological index was validated by correlating it to tableting performance in a rotary tablet press with agitators. It was shown that insights on the rheological index (RI) obtained by rotating drum experiments can be used to optimize agitator settings in a tableting machine.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10 .3390/pharmaceutics13081198/s1. Figure S1. Scanning electron micrographs of the excipients used in this study: (a) Lactopress ${ }^{\circledR}$ anhydrous, (b) SuperTab ${ }^{\circledR} 21$ AN, (c) SuperTab ${ }^{\circledR} 22$ AN, (d) SuperTab ${ }^{\circledR}$ 24 AN, (e) Pharmatose ${ }^{\circledR} 80$ M, (f) Pharmatose ${ }^{\circledR} 150$ M, (g) Pharmatose ${ }^{\circledR} 200$ M, (h) Pharmatose ${ }^{\circledR}$ 450 M, (i) SuperTab ${ }^{\circledR} 30$ GR, (j) SuperTab ${ }^{\circledR} 11$ SD, (k) SuperTab ${ }^{\circledR} 14$ SD, (l) SuperTab ${ }^{\circledR} 50$ ODT, (m) Pharmacel ${ }^{\circledR}$ 101, (n) Pharmacel ${ }^{\circledR}$ 102, (o) Pharmacel ${ }^{\circledR}$ sMCC90, (p) Primojel ${ }^{\circledR}$, (q) Primellose ${ }^{\circledR}$. The scale bars represent $100 \mu \mathrm{~m}$. Table S1: Physical properties for the set of excipients that is used in this study, being total moisture content by Karl-Fisher titration (KF), free moisture content by Loss On Drying (LOD), specific surface area (SSA), tapped density (TD), initial charge density ( $\mathrm{q}_{\mathrm{i}}$ ), final charge density $\left(\mathrm{q}_{\mathrm{f}}\right)$, tribo-charging density variation $(\Delta \mathrm{q})$, true density ( $\operatorname{TrD}$ ), yield pressure at 0.01 $\mathrm{mm} / \mathrm{s}$ (PyS), yield pressure at $300 \mathrm{~mm} / \mathrm{s}$ (PyF), and strain rate sensitivity (SRS). Table S2: Particle size distribution of the blends of different amounts of fines (Pharmatose ${ }^{\circledR} 450 \mathrm{M}$ ) and coarse lactose (Pharmatose ${ }^{\circledR} 80 \mathrm{M}$ ).
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#### Abstract

Particulate amorphous solid dispersions (ASDs) have been recognised for their potential to enhance the performance of various solid dose forms, especially oral bioavailability and macromolecule stability. However, the inherent nature of spray-dried ASDs leads to their surface cohesion/adhesion, including hygroscopicity, which hinders their bulk flow and affects their utility and viability in terms of powder production, processing, and function. This study explores the effectiveness of L-leucine (L-leu) coprocessing in modifying the particle surface of ASD-forming materials. Various contrasting prototype coprocessed ASD excipients from both the food and pharmaceutical industries were examined for their effective coformulation with L-leu. The model/prototype materials included maltodextrin, polyvinylpyrrolidone (PVP K10 and K90), trehalose, gum arabic, and hydroxypropyl methylcellulose (HPMC E5LV and K100M). The spray-drying conditions were set such that the particle size difference was minimised, so that it did not play a substantial role in influencing powder cohesion. Scanning electron microscopy was used to evaluate the morphology of each formulation. A combination of previously reported morphological progression typical of L-leu surface modification and previously unreported physical characteristics was observed. The bulk characteristics of these powders were assessed using a powder rheometer to evaluate their flowability under confined and unconfined stresses, flow rate sensitivities, and compactability. The data showed a general improvement in maltodextrin, PVP K10, trehalose and gum arabic flowability measures as L-leu concentrations increased. In contrast, PVP K90 and HPMC formulations experienced unique challenges that provided insight into the mechanistic behaviour of L-leu. Therefore, this study recommends further investigations into the interplay between L-leu and the physico-chemical properties of coformulated excipients in future amorphous powder design. This also revealed the need to enhance bulk characterisation tools to unpack the multifactorial impact of L-leu surface modification.


Keywords: amorphous solid dispersions; spray drying; L-leucine; bulk powder characterization; particle engineering; flowability enhancement; surface modification

## 1. Introduction

In recent years, there has been substantial interest in the pharmaceutical particle engineering research community for optimising spray-dried formulation powders and conditions to synthesise smaller-sized ( $\leq 10 \mu \mathrm{~m}$ ) amorphous solid dispersions (ASDs) [1,2]. Typically, ASD formulations are used to improve the stability of biomacromolecules [3] and dissolution characteristics of poorly water-soluble active pharmaceutical ingredients (APIs) [4,5]. Because of their small particle size and amorphous physical nature, these spray-dried ASD powders have both a high surface-area-to-volume ratio and high surface energy, which increases the impact of cohesive interparticular forces, such as van der Waals interactions, on bulk behaviours [6]. Most industrially relevant ASD powders
are postprocessed in downstream operations consisting of feeding, blending, filling, and tableting $[7,8]$.

This poses a challenge, as formulated highly cohesive fine ASD powders tend to agglomerate and suffer from low bulk powder flowability. These ramifications include transport issues such as bridging or arching, which results in decreased operational efficiency and reduced yield [9]. Furthermore, benefits in the increased surface area for enhanced dissolution can be lost due to stronger agglomeration. Relatively few publications have explored potential solutions to this issue [10].

One promising avenue is the use of a coprocessing approach to modify the surface characteristics of the ASD powder materials. Zhou et al. demonstrated that the surface coating of fine lactose powders with magnesium stearate using mechanofusion successfully improved powder bulk flowability [11]. However, magnesium stearate has been reported to reduce powder dissolution rates, rendering it a less appealing option [12]. An alternative is the introduction of coexcipient materials during the spray-drying particle formulation process to achieve surface modification. Previous studies have explored the utilisation of amino acids, including arginine, aspartic acid, L-leucine (L-leu), L-isoleucine, and phenylalanine, to enhance pulmonary performance [13]. Among them, L-leu has been consistently found to have a substantial effect on improving the aerosolisation potential, attributed to its surface activity [14].

L-leu is an aliphatic $\alpha$-amino acid with a hydrophobic isobutyl side chain frequently used in inhalation powder formulation research to improve powder dispersibility for pulmonary delivery [15]. In research studies in this area, it was reported and proposed that during the early stages of drying, the relative L-leu droplet surface concentration increased until it reached a supersaturation point, where it underwent a self-assembly process to form the observed partially ordered crystalline layers [16,17]. This shell interrupts the mass transfer of water vapour to the external environment, consequently creating a distinct corrugated morphology [18]. The effectiveness of L-leu was theorised to be related to its observed surface crystallinity, and its initial formulation concentration would be a deciding factor in influencing bulk flowability resulting from surface impact [16].

Published state-of-the-art research reports coformulating L-leu with APIs to leverage its properties as a potential dispersion, stability, and dissolution enhancer [4,5,15,19-21]. Mangal et al. highlighted the potential of developing a universal multifunction tablet excipient platform when their research showed the dramatic impact of different concentrations of L-leu on the flowability of polyvinylpyrrolidone K10 (PVP K10)-based formulations [22]. As a follow-up, this study aimed to explore the potential powder flow enhancement of a coformulation of L-leu with standard amorphous-forming excipients ubiquitously used in the pharmaceutical industry. Therefore, this study addresses this research gap by studying and comparing candidate excipients with differing physico-chemical properties to determine bulk powder outcomes from cospray drying with or without L-leu. The intention was to develop knowledge to underpin potential multifunctional particle-engineered delivery platforms suitable for the ASD powder formulation needs of future APIs.

Mannitol is one of the most used sugar-based excipients in commercial products; consequently, there has been a glut of scientific research exploring its physico-chemical properties and compatibility with L-leu [23,24]. However, mannitol in this form rapidly recrystallises from its initial amorphous nature, making it less attractive for ASD powder formation. Thus, this study will prototype various alternative coprocessed prototypes using emerging excipients from both the food and pharmaceutical industries with greater potential to remain amorphous and then examine the resulting bulk powder behaviours on coformulation with L-leu.

Maltodextrin was selected as a polysaccharide consisting of D-glucose subunits typically used as a binding agent in tableting and carrier during spray drying [25]. Maltodextrin has been successfully formulated as an amorphous carrier to improve the bioavailability of various nutraceutical products [26,27]. Trehalose is a disaccharide nonreducing sugar with a relatively high glass transition temperature and has been proposed as a strong candidate to
remain in a metastable amorphous form. Currently, it is coformulated in several therapeutics such as: Herceptin ${ }^{\circledR}$, Avastin ${ }^{\circledR}$, Lucentis ${ }^{\circledR}$, and Advate ${ }^{\circledR}$ as a protein-stabilising agent [28]. Recently, it has gained academic interest because of its potential as a spray-drying carrier for the effective pulmonary delivery of next-generation APIs [29-31]. Gum arabic is a heterogeneous collection of polysaccharides and glycoproteins with applications as an emulsifying agent, stabilising agent, and tablet binder [32]. Additional interest stems from its reported physico-chemical benefits as an antioxidant and its role in lipid metabolism [33].

PVP, a water-soluble polymer composed of N-vinylpyrrolidone subunits, is a promising amorphous solid excipient. PVP is a nontoxic and stable excipient formulated into a large range of novel controlled delivery systems [34]. PVPs are considered desirable excipients in solid dispersions because of their mucoadhesive properties that prolong their retention time in mucosal membranes [35,36]. Published studies have already shown the effectiveness of L-leu surface modification in improving PVP K10 bulk flowability. To extend our understanding, this study investigated the use of PVP K10 (10,000 Da) and the larger molecular weight PVP K90 (1,300,000 Da), which differ in their viscosity forming characteristics. These PVPs serve as benchmarks from past work to evaluate the flowability changes of other excipient powders.

The last excipients explored were two grades of soluble methylcellulose ether hydroxypropyl methylcellulose (HPMC), which is commonly used as a tablet binder or in amorphous matrices for extended release [37,38]. The two HPMC grades investigated in this study were E5LV and K100M. They differ in their chemical structures because of the different functional groups substituted in their structures. A prominent difference between the two HPMCs is their viscosity. HPMC E5LV has a lower viscosity of $6 \mathrm{mPa} \cdot \mathrm{s}$ than HPMC K 100 M at $100,000 \mathrm{mPa} \cdot \mathrm{s}$. This difference in viscosity can be attributed to the difference in their substitution levels as well as the size and weight of their respective molecules [39].

Currently, conventional approaches for characterising potential ASDs involve understanding their behaviour at the molecular level using thermal and spectroscopic techniques and evaluating their pharmacokinetic behaviour through in vitro and in vivo studies [40,41]. These may provide some insight into the mechanism underlying the coprocessing behaviour with, for example, L-leu, but these techniques do not inform research on the holistic bulk behaviours of these powders $[17,22]$. Therefore, this study evaluates each powder composition formulated with or without L-leu using a range of standard and modified bulk powder tests from the Freeman FT4 powder rheometer, which were selected to gain an understanding of the effect of L-leu on the resulting bulk powder cohesion properties. In addition, scanning electron microscopy (SEM) and particle sizing were used to further differentiate the formulations for a better perception of structure-performance properties from coprocessing, and powder X-ray diffraction (XRD) was employed to examine the crystalline-amorphous nature.

## 2. Materials and Methods

### 2.1. Materials

Maltodextrin DE18 and gum arabic were acquired from the Melbourne Food Depot (Melbourne, Australia). L-leu was purchased from Sigma-Aldrich (Castle Hill, Australia), and trehalose Powder was sourced from Swanson (Melbourne, Australia). Polyvinylpyrrolidone K10 (Average molecular weight 10,000 Da) and K90 (Average molecular weight $90,000 \mathrm{Da}$ ) were sourced from Sigma-Aldrich (Castle Hill, Australia). Hydroxypropyl methylcellulose E5LV (Methocel E5 Premium LV) was purchased from DuPont chemicals (Mississauga, ON, Canada), and hydroxypropyl methylcellulose K100M was purchased from Sigma-Aldrich (Castle Hill, Australia).

### 2.2. Formulation and Spray Drying

Table 1 lists the formulation composition of each excipient. These were dissolved in aqueous solutions in accordance with the desired L-leu concentrations ( $0,2.5,5,7.5$, $10,15,20,25$, and $30 \mathrm{wt} \%$ dry basis). The mass of each component was weighed using
a mass balance to within $\pm 5 \%$ of the ideal target mass, and subsequently mixed with 400 mL of demineralized water ( $\leq 10 \mathrm{ppm}$ total dissolved solids) using a magnetic stirrer ( $800 \mathrm{rpm}, 35^{\circ} \mathrm{C}$ ). Spray drying was conducted using a Büchi B290 mini benchtop spray dryer (Büchi Laboratory Equipment, Flawil, Switzerland) with a standard 0.5 mm two-fluid nozzle. The standard operating conditions were as follows: $\mathrm{T}_{\text {inlet }}, 125^{\circ} \mathrm{C}$; aspirator rate, $35 \mathrm{~m}^{3} / \mathrm{h}$; feedstock flow rate, $7.5 \mathrm{~mL} / \mathrm{min}$; and $\mathrm{T}_{\text {outlet }}, 76 \pm 2^{\circ} \mathrm{C}$. After spray drying, the powders were quickly collected in a sealed container and stored away from direct sunlight to minimise environmental exposure.

Table 1. List of formulation compositions for spray drying.

| Excipient | Abbreviation | Formulation <br> (Excipient/L-Leu Mixture) | L-leucine Content <br> Percentage <br> (L-Leu wt\% Dry Basis) |
| :---: | :---: | :---: | :---: |
| Maltodextrin | MD | MD/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |
| Polyvinylpyrrolidone K10 | PVP K10 | PVP K10/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |
| Polyvinylpyrrolidone K90 | PVP K90 | PVP K90/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |
| Trehalose | Trh | Trh/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |
| Gum Arabic | GA | GA/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |
| Hydroxypropyl <br> methylcellulose E5LV | HPMC E5LV | HPMC E5LV/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |
| Hydroxypropyl <br> methylcellulose K100M | HPMC K100M | HPMC K100M/L-leu | $0,2.5,5,7.5,10,15,20,30 \%$ |

### 2.3. Scanning Electron Microscopy

The surface morphologies of the formulations were imaged using a JSM-IT300 microscope (JEOL, Tokyo, Japan). A small amount of powder was fixed onto carbon tape on an aluminium stub, and the excess powder was removed using compressed air. It was subsequently given a 5 nm platinum coating using an ACE600 sputter coater (Leica, Wetzlar, Germany). The platinum-coated stubs were loaded into the SEM and imaged using an electron voltage of 10 kV at a working distance of 12 mm .

### 2.4. Particle Size Analysis

The particle size distribution data were acquired using a Camsizer X2 with an XDry Module and X-Jet cartridge (Retch Technology GmbH, Haan, Germany). Principally, Camsizer X2 functions based on ISO 1332202, where two cameras (a zoom for smaller particles and a base for larger particles) worked in conjunction with digital image analysis to derive particle size and shape distributions. Briefly, the powder was fed into the system using a hopper mechanism, where it encountered a compressed air stream that dispersed the powder into individual particles flying perpendicular to the sightlines of both cameras. These particles were illuminated using a light source, and the generated shadows were imaged using two cameras. Spray-dried powders generally adopt a spherical morphology; therefore, image analysis was conducted using the Camsizer X2's $\mathrm{X}_{\text {area }}$ protocol. The $\mathrm{X}_{\text {area }}$ protocol determined the particle diameter by calculating the diameter of an equivalent circle with the volume of a sphere of diameter $X_{\text {area }}$ (Equation (1)).

$$
\begin{equation*}
X_{\text {area }}=\sqrt{\frac{4 \mathrm{~A}}{\pi}} \tag{1}
\end{equation*}
$$

Each formulation also had velocity adaptation performed to eliminate the risk of overlapping particle measurements. Three measurements were taken for each formulation and the average value was calculated to obtain the desired volume-based $D_{10}, D_{50}, D_{90}$, and span.

### 2.5. Powder X-ray Diffraction

Powder X-ray diffraction (P-XRD) analysis was performed using a Shimadzu 7000 L X-Ray Powder Diffractometer (Shimadzu, Kyoto, Japan). Scanning was performed from $5^{\circ}$ to $35^{\circ}$ at $2 \theta$. The crystalline status of several formulations was evaluated using diffraction patterns.

### 2.6. Powder Bulk Flowability Characterization

Powder bulk flowability was characterised using a Freeman FT4 powder rheometer (Freeman Technology, Worcestershire, UK). This well-established instrument quantifies powder flowability through accessories, such as blades and shear heads, which are axially inserted into a powder bed while simultaneously rotating them [42]. For analytical purposes, four separate test protocols available for FT4 were used to quantify each spray-dried formulation: shear cell testing, stability and variable flow rate testing, modified stability testing, and permeability testing.

### 2.6.1. Shear Cell Testing

The shear cell test is based on the principle of applying both vertical and rotational stresses using a shear head on a sample powder bed [43]. Initially, an appropriate volume of each formulation was loaded into a standard $25 \times 10 \mathrm{~mL}$ split-ring vessel, where a vented piston was used to precondition the powder bed to 9 kPa . Subsequently, the shear head was lowered into the powder bed until the predesignated normal stresses of $3,4,5,6$, and 7 kPa were reached. Slow rotation was then applied to the powder bed at a set rate until the powder bed experienced incipient flow. The maximum shear stress observed prior to the incipient flow was then recorded for each normal stress examined, and the data were plotted to generate a yield locus (Equation (2)).

$$
\begin{equation*}
\tau=\sigma \tan (\eta)+C \tag{2}
\end{equation*}
$$

where $\tau$ denotes the shear stress, $\sigma$ is the normal stress, $\eta$ is the angle of internal friction (AIF), and $C$ is the cohesion force. For this analysis, the flow function coefficient (ffc), AIF and Cohesion parameters were used to compare each formulation. The cohesion parameter was derived by extrapolating the yield loci to identify the $y$-axis shear-stress intercept, which represents the strength of a powder under zero confining stress [6]. The ffc represents the ratio between the major principal stress (MPS) and unconfined yield strength (UYS). The AIF was defined as the angle of the line drawn from the origin of the shear-stress vs. normal-stress graph towards the preshear data point.

### 2.6.2. Stability and Variable Flow Rate Testing

The stability test was based on the principle of axially inserting a blade into a powder bed while simultaneously rotating it at a set rate and angle. Each formulation was loaded into a $25 \times 25 \mathrm{~mL}$ split-ring vessel and underwent two conditioning cycles prior to testing. The conditioning was intended to return the powder bed to a similar initial compaction stage to minimise errors between runs of the same sample. The protocol dictated that each test comprised 7 identical consecutive test cycles, in which the blade operated at $100 \mathrm{~mm} / \mathrm{s}$. Subsequent cycles were referred to as the variable flow rate test, where the blade speed was varied as $100 \mathrm{~mm} / \mathrm{s}, 70 \mathrm{~mm} / \mathrm{s}, 40 \mathrm{~mm} / \mathrm{s}$, and $10 \mathrm{~mm} / \mathrm{s}$.

Several data metrics were derived from this protocol: the basic flow energy (BFE), specific energy (SE), and flow rate index (FRI). The BFE represents the total aggregated energy required for the blade to progress through the powder bed during its downward motion. This was calculated using the seventh downwards test cycle of the protocol. SE measures the total energy needed to move the blade in an upward direction out of the powder bed; compared to BFE, it does not account for the force exerted to compress the powder bed during downwards motion. SE was calculated using the average value of the total energy required during the upward traverse of conditioning cycles six and seven then
divided by mass. Finally, the FRI is a measure of powder bed sensitivity to changes in shear rate, defined as the ratio between the total energy recorded at a blade speed of $10 \mathrm{~mm} / \mathrm{s}$ vs. $100 \mathrm{~mm} / \mathrm{s}$.

### 2.6.3. Modified Stability Testing

FRI data from the previously mentioned flow rate test highlighted the poor differentiating behaviour between the formulations. A previous review indicated that different formulations experience different shear sensitivities. Therefore, the standard FT4 stability protocol was modified in consultation with Freeman Technology staff to explore this phenomenon. The standard test was altered from using $100 \mathrm{~mm} / \mathrm{s}$ to $60 \mathrm{~mm} / \mathrm{s}$. It should be noted that procedures for data collection, such as BFE and SE, were not altered to ensure that comparison between datasets was possible.

### 2.6.4. Permeability Testing

The permeability testing comprised three initial conditioning steps to ensure identical initial compaction states in the powder beds. Subsequently, a vented piston was used to bring the powder bed to specific normal stresses ( $1,2,4,6,8,10,12$, and 15 kPa ), and the pressure drop incurred from a specific air velocity was measured. The formulations were loaded into a $25 \times 10 \mathrm{~mL}$ split-ring vessel for testing. The air supply module was cleaned and calibrated between every formulation to minimise the impact of powder accumulation Experiments were conducted in triplicate for each formulation, and the reported results are the averaged values.

### 2.6.5. Statistical Analysis

Statistical analyses were performed using Microsoft Excel (Microsoft Corporation, Redmond, WA, USA). Changes in bulk flowability of the different excipient powder coformulations with and without L-leu were evaluated using a one-way ANOVA test with $p<0.05$, regarded as significant.

## 3. Results

### 3.1. Scanning Electron Microscopy

Selected representative electron microscopy images of the formulations are shown in Figures 1-6. Morphologically, the maltodextrin/L-leu formulations displayed the most visually observable changes with increasing leucine concentrations (Figure 1). At $0 \mathrm{wt} \%$ L-leu, a substantial number of the spray dried powders appeared as typical collapsed spheres which could be described as 'blood cells'. The powders physically presented as more agglomerated than those containing L-leu.

At L-leu concentrations of $5 \mathrm{wt} \%$, some unusual structures appeared, notably a unique 'cupcake' morphology not seen in other formulations (Figure 1B). We propose that this resulted from L-leu influencing the mechanical properties of the surface film of the drying droplet. As the internal vapour pressure increased, a localised puncture appears to have occurred, which likely led to an irregular structure. Starting from a $10 \mathrm{wt} \%$ concentration, the powders began to exhibit a more heavily indented and wrinkled morphology, typically associated with L-leu surface-modified powders. However, above $20 \mathrm{wt} \%$, the wrinkled morphology was accompanied by more spherical structures with apparent surface flaking.

PVP K10/L-leu formulations displayed degrees of morphological changes with increasing L-leu, as previously reported (Figure 2). At $0 \mathrm{wt} \%$, the powder exhibited a smooth-dimpled morphology, which progressed to a more corrugated surface at $5 \mathrm{wt} \%$. At concentrations of $\geq 10 \mathrm{wt} \%$, 'collapsed' morphologies were observed. As previously theorised, above a certain concentration threshold, L-leu was able to form an outer shell with sufficient mechanical and transport resistance to entrap the escaping water vapour. This results in an increased internal vapour pressure, leading to expansion and eventual structural failure, resulting in the observed collapsed morphology [22].


Figure 1. Representative SEM images of spray-dried maltodextrin/L-leu formulations: (A) MD/L-leu (0\%), (B) MD/L-leu (5\%), (C) MD/L-leu (10\%), (D) MD/L-leu (20\%).


Figure 2. Representative SEM images of spray dried PVP K10/L-leu formulations: (A) PVP K10/L-leu (0\%), (B) PVP K10/L-leu (5\%), (C) PVP K10/L-leu (10\%), (D) PVP K10/L-leu (20\%).


Figure 3. Representative SEM images of spray-dried PVP K90/L-leu formulations: (A) PVP K90/Lleu (0\%), (B) PVP K90/L-leu (5\%), (C) PVP K90/L-leu (10\%), (D) PVP K90/L-leu (20\%).


Figure 4. Representative SEM images of spray-dried trehalose/L-leu formulations: (A) Trh/L-leu (0\%), (B) Trh/L-leu (5\%), (C) Trh /L-leu (10\%), (D) Trh /L-leu (20\%).


Figure 5. Representative SEM images of spray-dried gum arabic/L-leu formulations: (A) GA/L-leu (0\%), (B) GA/L-leu (5\%), (C) GA/L-leu (10\%), (D) GA/L-leu (20\%).


Figure 6. Representative SEM images of spray dried HPMC E5LV/L-leu formulations: (A) HPMC E5LV/L-leu (0\%), (B) HPMC E5LV/L-leu (5\%), (C) HPMC E5LV/L-leu (10\%), (D) HPMC E5LV /L-leu (20\%).

Unlike PVP K10, PVP K90 demonstrated previously unreported complications with L-leu during spray drying (Figure 3). At concentrations of $2.5-10 \mathrm{wt} \%$, spray drying generated macroscale fibrous byproducts at the spray nozzle which severely affected the yield (Figure 3B,C). In each case, long fibrous spindles of material reminiscent of silk fibres formed within the drying chamber, preventing the recovery of most free powder. Consequently, no powder was recovered at $2.5 \mathrm{wt} \%$ and $7.5 \mathrm{wt} \%$ L-leu concentrations, preventing any bulk powder characterisation of these concentrations. However, no fibrous byproducts were generated at concentrations of $\geq 15 \mathrm{wt} \%$, with the collected powders sharing corrugated morphologies similar to those of the PVP K10 formulations. Notably, these fibrous formations did not occur during the initial feedstock formulation or in the pure PVP K90 spray-drying runs.

Trehalose-based powders displayed a different morphological progression from the other powders (Figure 4). SEM of individual particles did not display an apparent transition from smooth dimpled spheres to corrugated structures. Instead, the powders maintained a mostly lightly dimpled spherical shape from $0 \mathrm{wt} \%$ to $30 \mathrm{wt} \%$. Gum arabic is a heterogeneous material that is composed of polysaccharides and glycoproteins. SEM images showed that gum arabic exhibited a gradual morphological change as L-leu concentration increased (Figure 5). At $0 \mathrm{wt} \%$, it exhibited similar 'blood-cell' like particles, like pure maltodextrin powder. Increasing the L-leu concentration resulted in the same wrinkled corrugated morphologies associated with L-leu. However, unlike homogeneous excipients, gum arabic required a higher L-leu concentration to confer the same morphological shifts.

Finally, electron microscopy showed that there were no discernible morphological differences between spray-dried pure HPMC and those coprocessed with L-leu. At all L-leu concentrations, both the HPMC E5LV and K100M (K100M in Appendix A as Figure A1) powders presented themselves as smooth-dimpled powders (Figure 6).

### 3.2. Particle Size and Size Distribution

The dispersion pressure was optimised through a pressure-titration process, which showed that 100 kPa provided sufficient force to deagglomerate each formulation. All formulations displayed a narrow monomodal particle size distribution; the particle size data are summarised in Table 2. Most spray-dried powders had a relatively small particle size distribution ( $\mathrm{D}_{50}: \sim 4-6 \mu \mathrm{~m}$ ), whereas known viscosity-modifying excipients, such as PVP K90, HPMC E5LV, and K100M, had a relatively larger particle size distribution ( $\mathrm{D}_{50}: \sim 8-10 \mu \mathrm{~m}$ ). Formulating these excipients in the same volume of solvent would result in higher feedstock viscosity. This is believed to impact the atomisation efficiency in the spray nozzle, leading to larger droplet sizes, which increase the mean particle size of the dried powders [44]. There are conflicting reports on the effect on the particle size distribution. Previous reports by Mangal et al. showed that higher L-leu concentrations resulted in larger particle size distributions [22]. However, Ferdynand et al. observed that L-leu decreased the particle size distribution owing to its surfactant properties [45]. This was observed in both HPMC E5LV and K100M, where the particle sizes decreased slightly with more coprocessed L-leu. Furthermore, the particle size is known to play an integral role in powder cohesion. However, the particle size data for nonviscosity influencing excipients showed no substantial difference; therefore, size should play no substantial role in influencing interparticular interactions. Hence, this study can directly attribute any bulk flowability improvement to L-leu surface modification.
Table 2. Particle size data of the spray-dried formulations. Data represent the mean $\pm \mathrm{SD}(n=3)$

| Formulation Code | D10 ( $\mu \mathrm{m}$ ) | D50 ( $\mu \mathrm{m}$ ) | D90 ( $\mu \mathrm{m}$ ) | Span | Formulation Code | D10 ( $\mu \mathrm{m}$ ) | D50 ( $\mu \mathrm{m}$ ) | D90 ( $\mu \mathrm{m}$ ) | Span |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MD/L-leu (0\%) | $3.17 \pm 0.01$ | $4.69 \pm 0.03$ | $8.79 \pm 0.42$ | $1.2 \pm 0.15$ | GA/L-leu (0\%) | $3.78 \pm 0.02$ | $6.55 \pm 0.04$ | $11.61 \pm 0.21$ | $1.2 \pm 0.09$ |
| MD/L-leu (2.5\%) | $3.55 \pm 0.01$ | $5.94 \pm 0.01$ | $11.07 \pm 0.25$ | $1.27 \pm 0.09$ | GA/L-leu ( $2.5 \%$ ) | $3.74 \pm 0.01$ | $6.52 \pm 0.02$ | $11.54 \pm 0.09$ | $1.2 \pm 0.04$ |
| MD/L-leu (5\%) | $3.14 \pm 0.02$ | $4.72 \pm 0.01$ | $8.72 \pm 0.11$ | $1.18 \pm 0.04$ | GA/L-leu (5\%) | $3.67 \pm 0.03$ | $6.17 \pm 0.07$ | $10.76 \pm 0.15$ | $1.15 \pm 0.08$ |
| MD/L-leu (7.5\%) | $3.49 \pm 0.01$ | $5.62 \pm 0.07$ | $10.2 \pm 0.11$ | $1.2 \pm 0.06$ | GA/L-leu (7.5\%) | $3.78 \pm 0.02$ | $6.57 \pm 0.06$ | $11.27 \pm 0.14$ | $1.14 \pm 0.08$ |
| MD/L-leu (10\%) | $3.52 \pm 0.01$ | $5.83 \pm 0.05$ | $10.46 \pm 0.21$ | $1.19 \pm 0.09$ | GA/L-leu (10\%) | $3.48 \pm 0.03$ | $5.38 \pm 0.06$ | $9.55 \pm 0.08$ | $1.13 \pm 0.05$ |
| MD/L-leu (15\%) | $2.92 \pm 0$ | $4.49 \pm 0.01$ | $7.96 \pm 0.13$ | $1.12 \pm 0.05$ | GA/L-leu (15\%) | $3.49 \pm 0.01$ | $5.45 \pm 0.01$ | $9.66 \pm 0.06$ | $1.13 \pm 0.03$ |
| MD/L-leu (20\%) | $2.95 \pm 0.01$ | $4.54 \pm 0.02$ | $8.47 \pm 0.26$ | $1.21 \pm 0.09$ | GA/L-leu (20\%) | $3.58 \pm 0.01$ | $6.28 \pm 0.03$ | $11.23 \pm 0.13$ | $1.22 \pm 0.05$ |
| MD/L-leu (25\%) | $3.08 \pm 0.04$ | $4.71 \pm 0.01$ | $9.23 \pm 0.04$ | $1.31 \pm 0.03$ | GA/L-leu (25\%) | $3.42 \pm 0.01$ | $5.4 \pm 0.02$ | $10.23 \pm 0.08$ | $1.26 \pm 0.04$ |
| MD/L-leu (30\%) | $3.42 \pm 0.02$ | $5.78 \pm 0.11$ | $10.87 \pm 0.22$ | $1.29 \pm 0.12$ | GA/L-leu (30\%) | $3.66 \pm 0.02$ | $6.63 \pm 0.02$ | $16.38 \pm 0.79$ | $1.92 \pm 0.27$ |
| PVP K10/L-leu (0\%) | $3.69 \pm 0.02$ | $6.12 \pm 0.06$ | $10.38 \pm 0.1$ | $1.09 \pm 0.06$ | HPMC E5LV/L-leu (0\%) | $4.05 \pm 0.03$ | $8.1 \pm 0.14$ | $17.77 \pm 0.69$ | $1.69 \pm 0.29$ |
| PVP K10/L-leu (2.5\%) | $3.49 \pm 0.02$ | $5.48 \pm 0.04$ | $9.84 \pm 0.05$ | $1.16 \pm 0.03$ | HPMC E5LV/L-leu (2.5\%) | $4 \pm 0.02$ | $7.95 \pm 0.06$ | $17.01 \pm 0.54$ | $1.63 \pm 0.21$ |
| PVP K10/L-leu (5\%) | $3.19 \pm 0$ | $4.75 \pm 0.02$ | $8.88 \pm 0.07$ | $1.2 \pm 0.03$ | HPMC E5LV/L-leu (5\%) | $4.18 \pm 0.01$ | $9.13 \pm 0.1$ | $19.74 \pm 0.71$ | $1.7 \pm 0.27$ |
| PVP K10/L-leu (7.5\%) | $3.67 \pm 0.03$ | $6.13 \pm 0.02$ | $10.4 \pm 0.06$ | $1.1 \pm 0.04$ | HPMC E5LV/L-leu (7.5\%) | $4.16 \pm 0.06$ | $9.09 \pm 0.13$ | $22.11 \pm 0.94$ | $1.98 \pm 0.38$ |
| PVP K10/L-leu (10\%) | $3.41 \pm 0.02$ | $5.02 \pm 0.05$ | $8.98 \pm 0.08$ | $1.11 \pm 0.05$ | HPMC E5LV/L-leu (10\%) | $3.93 \pm 0.02$ | $7.77 \pm 0.07$ | $17.64 \pm 0.59$ | $1.76 \pm 0.23$ |
| PVP K10/L-leu (15\%) | $3.37 \pm 0.01$ | $5.01 \pm 0.04$ | $9.01 \pm 0.06$ | $1.12 \pm 0.04$ | HPMC E5LV/L-leu (15\%) | $4.08 \pm 0.01$ | $8.33 \pm 0.07$ | $18.82 \pm 0.76$ | $1.77 \pm 0.28$ |
| PVP K10/L-leu (20\%) | $3.42 \pm 0.01$ | $5.02 \pm 0.04$ | $9.04 \pm 0.14$ | $1.12 \pm 0.06$ | HPMC E5LV/L-leu (20\%) | $3.95 \pm 0.02$ | $7.91 \pm 0.1$ | $17.43 \pm 0.42$ | $1.7 \pm 0.18$ |
| PVP K10/L-leu (25\%) | $3.29 \pm 0.01$ | $4.75 \pm 0.01$ | $8.47 \pm 0.12$ | $1.09 \pm 0.05$ | HPMC E5LV/L-leu (25\%) | $3.97 \pm 0.01$ | $7.84 \pm 0.01$ | $17.93 \pm 0.29$ | $1.78 \pm 0.1$ |
| PVP K10/L-leu (30\%) | $3.39 \pm 0.02$ | $4.88 \pm 0.02$ | $8.75 \pm 0.08$ | $1.1 \pm 0.04$ | HPMC E5LV/L-leu (30\%) | $3.89 \pm 0.03$ | $7.57 \pm 0.12$ | $17.66 \pm 1.35$ | $1.82 \pm 0.5$ |
| Trh/L-leu (0\%) | $3.77 \pm 0.09$ | $6.21 \pm 0.15$ | $12.64 \pm 0.54$ | $1.43 \pm 0.26$ | HPMC K100M/L-leu (0\%) | $4.29 \pm 0.01$ | $11.43 \pm 0.15$ | $26.4 \pm 0.49$ | $1.93 \pm 0.22$ |
| Trh/L-leu (2.5\%) | $3.57 \pm 0.04$ | $6.06 \pm 0.07$ | $11.93 \pm 0.48$ | $1.38 \pm 0.19$ | HPMC K100M/L-leu (2.5\%) | $4.39 \pm 0.02$ | $11.01 \pm 0.17$ | $24.97 \pm 0.48$ | $1.87 \pm 0.22$ |
| Trh/L-leu (5\%) | $3.15 \pm 0.03$ | $4.72 \pm 0.04$ | $9.71 \pm 0.53$ | $1.39 \pm 0.2$ | HPMC K100M/L-leu (5\%) | $3.94 \pm 0.01$ | $8.71 \pm 0.11$ | $20.79 \pm 0.33$ | $1.93 \pm 0.15$ |
| Trh/L-leu (7.5\%) | $3.13 \pm 0.06$ | $4.68 \pm 0.04$ | $8.99 \pm 0.14$ | $1.25 \pm 0.08$ | HPMC K100M/L-leu (7.5\%) | $4.29 \pm 0.02$ | $10.75 \pm 0.3$ | $25.28 \pm 1.34$ | $1.95 \pm 0.55$ |
| Trh/L-leu (10\%) | $3.14 \pm 0.02$ | $4.72 \pm 0.01$ | $9.82 \pm 0.22$ | $1.42 \pm 0.08$ | HPMC K100M/L-leu (10\%) | $3.76 \pm 0.02$ | $8.38 \pm 0.19$ | $20.99 \pm 0.95$ | $2.06 \pm 0.39$ |
| Trh/L-leu (15\%) | $3.07 \pm 0.11$ | $4.88 \pm 0.36$ | $13.33 \pm 4.13$ | $2.1 \pm 1.53$ | HPMC K100M/L-leu (15\%) | $4.1 \pm 0.02$ | $9.82 \pm 0.22$ | $24.12 \pm 0.81$ | $2.04 \pm 0.35$ |
| Trh/L-leu (20\%) | $3.36 \pm 0.03$ | $5.28 \pm 0.03$ | $11.11 \pm 0.18$ | $1.47 \pm 0.08$ | HPMC K100M/L-leu (20\%) | $4.07 \pm 0.03$ | $8.99 \pm 0.11$ | $20.62 \pm 1.3$ | $1.84 \pm 0.48$ |
| Trh/L-leu (25\%) | $3.64 \pm 0.03$ | $6.37 \pm 0.06$ | $12.49 \pm 0.24$ | $1.39 \pm 0.11$ | HPMC K100M/L-leu (25\%) | $4.14 \pm 0.02$ | $9.49 \pm 0.09$ | $21.62 \pm 0.47$ | $1.84 \pm 0.19$ |
| Trh/L-leu (30\%) | $3.76 \pm 0.03$ | $6.37 \pm 0.05$ | $11.07 \pm 0.06$ | $1.15 \pm 0.04$ | HPMC K100M/L-leu (30\%) | $4.09 \pm 0.02$ | $9.08 \pm 0.13$ | $20.11 \pm 0.22$ | $1.76 \pm 0.12$ |
| PVP K90/L-leu (0\%) | $3.96 \pm 0.03$ | $7.99 \pm 0.07$ | $16.3 \pm 0.12$ | $1.54 \pm 0.07$ |  |  |  |  |  |
| PVP K90/L-leu (5\%) | $4.32 \pm 0.04$ | $8.93 \pm 0.04$ | $18.13 \pm 0.31$ | $1.55 \pm 0.13$ |  |  |  |  |  |
| PVP K90/L-leu (10\%) | $4.06 \pm 0.66$ | $8.96 \pm 0.62$ | $18.41 \pm 0.91$ | $1.6 \pm 0.73$ |  |  |  |  |  |
| PVP K90/L-leu (15\%) | $3.98 \pm 0.01$ | $8.19 \pm 0.02$ | $16.18 \pm 0.15$ | $1.49 \pm 0.06$ |  |  |  |  |  |
| PVP K90/L-leu (20\%) | $3.98 \pm 0.02$ | $8 \pm 0.04$ | $15.72 \pm 0.23$ | $1.47 \pm 0.09$ |  |  |  |  |  |
| PVP K90/L-leu (25\%) | $4.16 \pm 0.02$ | $8.89 \pm 0.11$ | $18.12 \pm 0.53$ | $1.57 \pm 0.22$ |  |  |  |  |  |
| PVP K90/L-leu (30\%) | $4.09 \pm 0.02$ | $8.27 \pm 0.05$ | $16.41 \pm 0.53$ | $1.49 \pm 0.2$ |  |  |  |  |  |

### 3.3. Powder X-ray Diffraction

The P-XRD diffractogram analysis of several formulations was conducted to evaluate the solid-state characteristics of L-leu (Figure 7). Figure 7I shows the diffractogram of pure unspray-dried L-leu powder, which was apparent based on the existence of several distinctive peaks of its crystalline nature. The spray-dried powders that were not coprocessed with L-leu did not contain any distinct diffraction peaks, indicating that the powder existed in an amorphous form (Figure 7A,C,E,G). A diffuse peak was noted at $10^{\circ}$ for all excipients. We theorise that this diffuse peak likely represents the aggregate chain length of polymeric excipients. This broadening effect was attributed to the random unordered conformations adopted by each individual polymeric chain [46]. Conversely, at a L-leu concentration of $20 \mathrm{wt} \%$, all formulations displayed distinct $6^{\circ}$ and $19^{\circ} 2 \theta$ diffraction peaks along with a diffuse background (Figure 7B,D,F,H). Compared to the profile in Figure 7I, this is indicative of an amorphous core surrounded by a partially ordered L-leu crystalline shell. Sou et al. theorised that L-leu arranges itself into a strong two-dimensional lamellar form, but it failed to fully achieve a three-dimensional order [17]. Unlike other excipients, the HPMCs exhibited a degree of peak broadening in their diffractograms (Figure 7H). We theorise that this was a consequence of the physico-chemical properties of HPMC interfering with L-leu's ability to self-assemble into a coherent crystalline structure.


Figure 7. P-XRD diffractograms of various spray dried formulations: (A) MD/L-leu (0\%), (B) MD/Lleu (20\%) (C) Trh/L-leu (0\%), (D) Trh/L-leu (20\%), (E) GA/L-leu (0\%), (F) GA/L-leu (20\%), (G) HPMC E5LV /L-leu (0\%), (H) HPMC E5LV /L-leu (20\%), (I) Pure unspray-dried L-leu.

### 3.4. Shear Cell

The bulk powder flowability of each formulation under confined stress conditions was evaluated using an FT4 powder rheometer shear cell test, and the results are summarised in Figure 8. The examined data points were cohesion, flow function coefficient (ffc), and AIF.


Figure 8. Visual representation of formulation shear cell data from the Freeman FT4 powder rheometer: (A) cohesion data, (B) flow function coefficient (ffc) data, and (C) angle of internal friction (AIF) data. All data points are displayed as mean $\pm \mathrm{SD}(\mathrm{n}=3)$.

### 3.4.1. Cohesion Data

Cohesion data displayed a differentiation of each powder as L-leu content increased, with two distinct behaviour patterns observed (Figure 8A). Most pure spray-dried excipients displayed a higher degree of cohesiveness, which was expected for micron-sized fine powders (cohesion values $\geq 2 \mathrm{kPa}$ ). The exceptions were the HPMC formulations (E5LV and K100M), which exhibited a relatively low degree of cohesion ( $\leq 1.5 \mathrm{kPa}$ ). For both HPMCs, increasing L-leu concentration did not result in improved flowability. Instead, it slightly increased cohesion values at concentrations $\geq 15 \mathrm{wt} \%$; for all other excipient powders, cohesion values decreased more substantially, indicating flowability improvements directly tied to increases in L-leu concentration.

Both maltodextrin and trehalose formulations achieved the most substantial flowability improvements at L-leu concentrations as low as $2.5 \mathrm{wt} \%(p<0.05)$. These cohesion improvements plateaued at $\geq 5 \mathrm{wt} \%(p<0.05)$ with maltodextrin $(0.74 \pm 0.26 \mathrm{kPa}$ and trehalose ( $0.61 \pm 0.27 \mathrm{kPa}$ respectively). Further increases in concentration did not confer additional benefits, and in the case of trehalose, concentrations $\geq 10 \mathrm{wt} \%$ appeared to gradually decrease its flowability performance from $0.62 \pm 0.053 \mathrm{kPa}$ at $10 \mathrm{wt} \% \mathrm{~L}$-leu to $0.89 \pm 0.04 \mathrm{kPa}$ at $30 \mathrm{wt} \%$ L-leu ( $p<0.05$ ). Additionally, increasing L-leu concentrations led to flowability improvements in PVP K10 formulations, reaching a maximum reduction of cohesion at $7.5 \mathrm{wt} \%$ and reaching a cohesion of $0.56 \pm 0.025 \mathrm{kPa}(p<0.05)$. Consistent with the conclusions reported by Mangal et al., increasing the concentration above $10 \mathrm{wt} \%$ did not result in any further substantial improvement in bulk powder flowability [22]. Although the required concentration of L-leu was relatively higher, the maximum cohesion reduction for PVP K10 formulations marginally exceeded that of maltodextrin and trehalose powders ( $p<0.05$ ). Formulations of both PVP K90 and gum arabic required a greater level of L-leu to achieve similar cohesion value improvements. At L-leu concentrations of $\geq 20 \mathrm{wt} \%$, flowability improvements were comparable to those of other excipients such as maltodextrin, trehalose, and PVP K10 ( $p<0.05$ ).

### 3.4.2. Flow Function Coefficient (ffc)

ffc has been considered a benchmark measure of powder flowability in the materials industry [47], and the most common interpretation of this value is shown in Table 3. In this study, only the preshear consolidation stress of 9 kPa was investigated. This largely followed the same bulk property trend as the cohesion data; in general, an increase in L-leu concentrations resulted in an increase in flowability (Figure 8B).

Table 3. Guidelines correlating ffc values with powder flow characteristics.

|  | Flow Function Coefficient |
| :---: | :---: |
| Ratio | Flowability |
| $<2$ | Very Cohesive |
| $2-4$ | Cohesive |
| $4-10$ | Easy-flowing |
| $>10$ | Free-flowing |

The relationship between cohesion and ffc values was previously reported by Wang et al., who showed that these parameters derived from low-cohesion powders with the same preconsolidation stress had a statistically substantial inverse correlation with low-cohesion powders [48]. The results of this study further support this relationship.

HPMC formulations could be classified under the 'cohesive' category, as the majority of their ffc values remained below four. For maltodextrin, trehalose, and PVP K10, a L-leu concentration of $\geq 5 \mathrm{wt} \%$ could be classified as easily flowing. Gum arabic only became 'easy-flowing' after a concentration of $15 \mathrm{wt} \%$. No powders could be definitively identified as 'free-flowing" owing to the high degree of variability in the recorded data between the different runs.

### 3.4.3. Angle of Internal Friction (AIF)

AIF was derived to represent the bulk friction of a powder bed during incipient flow. It was determined by drawing a linear line of the best fit from the origin of a shear-stress vs. normal-stress graph towards the preshear data point. Contrary to both cohesion and ffc, AIF did not clearly differentiate between formulations (Figure 8C). Increasing the L-leu content resulted in only a slight reduction in the AIF of maltodextrin and trehalose at $\geq 20 \mathrm{wt} \%$. No substantial changes were noted for gum arabic- and HPMC-based formulations. Instead, L-leu had a pronounced impact on the AIF of the PVP K10 formulations. Initially, the AIF increased from $0 \mathrm{wt} \%$ to $2.5 \mathrm{wt} \%\left(25.34^{\circ} \pm 0.18,0 \mathrm{wt} \% \mathrm{vs} .31 .08^{\circ} \pm 1.21,2.5 \%\right)$ and then decreased to a value substantially below its starting point $\left(25.34^{\circ} \pm 0.18,0 \mathrm{wt} \%\right.$ vs. $20.11^{\circ} \pm 1.37,30 \mathrm{wt} \%$ ) ( $p<0.05$ ). In the case of PVP K90, at L-leu concentrations of $5 \mathrm{wt} \%$ and $10 \mathrm{wt} \%$, the fibrous byproduct appeared to have contributed substantially to the frictional resistance of the powder bed, greatly increasing the AIF $\left(25.44^{\circ} \pm 0.39,0 \mathrm{wt} \%\right.$ vs. $\left.41.79^{\circ} \pm 0.89,10 \mathrm{wt} \%\right)(p<0.05)$. This was followed by a significant reduction at concentrations of $\geq 15 \mathrm{wt} \%$, reaching an AIF of $\sim 21^{\circ}(p<0.05)$.

### 3.5. Stability and Variable Flow Rate

### 3.5.1. Basic Flow Energy (BFE)

The BFE data derived for each formulation using the FT4 standard stability test protocol are shown in Figure 9A. The results showed that increasing the L-leu content led to a general decrease in the BFE. The BFE itself was defined as the amount of total energy required by the blade to move through the powder bed in a downward anticlockwise motion. Therefore, the BFE data were effectively the inverse of the bulk flowability. Thus, when the BFE values decreased, the flowability of the powder increased. Unlike the previous shear cell data, the maltodextrin-based formulations experienced a more gradual decrease in BFE. A L-leu concentration of $\geq 10 \mathrm{wt} \%$ was used to achieve the maximum BFE reduction ( $\leq 20 \mathrm{~mJ}, p<0.05$ ). Conversely, PVP K10 required a comparatively lower concentration of L-leu ( $\geq 5 \mathrm{wt} \%$ ) to achieve the same BFE reduction ( $\leq 20 \mathrm{~mJ}, p<0.05$ ). Trehalose powder exhibited the most substantial reduction in BFE, reaching a maximum reduction ( $\leq 20 \mathrm{~mJ}, p<0.05$ ) at concentrations as low as $\geq 2.5 \mathrm{wt} \%$. Gum arabic formulations required a high amount of coprocessed L-leu ( $\geq 20 \mathrm{wt} \%$ ) to achieve a BFE of $\leq 20 \mathrm{~mJ}(p<0.05)$. Interestingly, the BFE was able to differentiate the fibrous byproduct found in PVP K90 powders at L-leu concentrations of $2.5-10 \mathrm{wt} \%$, where BFE values increased to $134 \pm 60 \mathrm{~mJ}$ at $5 \mathrm{wt} \%$ from $53 \pm 4 \mathrm{~mJ}$ of pure spray-dried PVP K90. Initially, it was presumed that the BFE could have provided insight into the formulation behaviour at a lower-stress regime. However, it became apparent that the BFE provided insufficient differentiation between each excipient once sufficiently surface-modified with L-leu. Regardless of excipient or additional L-leu coprocessing, BFE was not able to detect any further improvements below the 20 mJ threshold.

### 3.5.2. Specific Energy (SE)

In contrast to the BFE, the SE measured the upward clockwise motion of the blade as it left the powder bed. In effect, it provided an evaluation of the flow characteristics in unconfined and uncompacted states, unlike the shear test and downwards motion-based BFE value. Therefore, it eliminated the energy component required to compact the bed and represented a different powder characteristic. In addition, it was also normalised for the mass of the powder bed, minimising the impact of differences in the material bulk density on the total energy measured. As a general rule, a low SE value is associated with low material cohesion, with an SE value $<5$ classified as low cohesion.

As shown in Figure 9C, contrary to cohesion data from the shear cell test, under unconfined flow, maltodextrin-based formulations required a noticeably higher concentration of L-leu ( $\geq 10 \mathrm{wt} \% \mathrm{vs} . \geq 5 \mathrm{wt} \%$ ) to achieve low cohesion ( $3.53 \pm 0.45 \mathrm{~mJ} / \mathrm{g}, p<0.05$ ). In contrast, PVP K10 formulations reached low cohesion ( $3.79 \pm 0.16 \mathrm{~mJ} / \mathrm{g}$ ) at a lower L-leu concentration compared to unconfined flow ( $\geq 5 \mathrm{wt} \% \mathrm{vs} . \geq 10 \mathrm{wt} \%$ ). The threshold for
maximum flowability improvement through L-leu coprocessing remained the same for trehalose and gum arabic powders, requiring concentrations of $\geq 5 \mathrm{wt} \%$ and $\geq 20 \mathrm{wt} \%$, respectively. These results highlight the differences in the behaviour of these surface-modified powders under confined and unconfined flow conditions.


Figure 9. Visual representation of formulation stability data from the Freeman FT4 powder rheometer: (A) BFE value derived from the standard protocol; (B) BFE value derived from the modified protocol; (C) SE value derived from the standard protocol; (D) SE value derived from the modified protocol; (E) MD/L-leu stability data from the standard protocol; (F) MD/L-leu stability data from the modified protocol. All data points are displayed as mean $\pm$ SD $(n=3)$.

### 3.5.3. Flow Rate Index (FRI)

FRI is a flow property used to characterise bulk powder sensitivity to variations in the flow rate. Generally, cohesive powders are more sensitive to flow rate changes, with an FRI value of $>3$ associated with high cohesion. Figure 10A shows that coprocessing maltodextrin and trehalose powders with low concentrations of L-leu dramatically increased their FRI values ( $\mathrm{FRI} \geq 3$ at $5 \mathrm{wt} \%$ and $2.5 \mathrm{wt} \%$, respectively). However, the FRI values gradually decreased as the L-leu concentration increased, eventually dipping back to below 3 at $30 \mathrm{wt} \%$. This pattern is apparent in Figure 10B,C, where increasing L-leu in maltodextrin and trehalose powders reduced the gradient of these graphs, signifying a decreasing sensitivity towards flow rate changes.


Figure 10. Visual representation of formulation variable flow rate data from the Freeman FT4 powder rheometer: (A) FRI values of each formulation tested; (B) MD/L-leu powder FRI data; (C) PVP K10/L-leu powder FRI data; (D) PVP K90/L-leu powder FRI data; (E) Trh/L-leu powder FRI data; and (F) GA/L-leu powder FRI data. All data points are displayed as mean $\pm$ SD $(\mathrm{n}=3)$.

L-leu coprocessing mostly did not adversely affect the flowrate sensitivity of the PVP K10 and PVP K90 powders. Figure 10A shows that, at $5 \mathrm{wt} \%$, the PVP K10 powders experienced a substantial increase in the FRI values; however, this value plateaued at its original level at $\geq 10 \mathrm{wt} \%$. Furthermore, Figure 10C highlights PVP K10s with a generally low flowrate sensitivity at most L-leu concentrations. A pattern repeated with PVP K90 powders, regardless of L-leu concentration, flowrate sensitivity, and FRI values, remained consistent (Figure 10F). Conversely, gum arabic powder became increasingly more sensitive to the flowrate as the L-leu concentration increased, reaching a high of $3.82 \pm 0.27$ at $20 \mathrm{wt} \%$ (Figure 10A,F)

It was clear that the flowrate sensitivity was a bulk powder characteristic affected by Lleu coprocessing. Further investigations are required to better understand the mechanistic underpinnings of this phenomenon. This was coupled with another noteworthy behaviour: during the stability test, formulations coprocessed with L-leu required several test cycles before they reached a steady state (Figure 9E). We theorise that this was a consequence of the powders needing to reach a steady state of compaction when exposed to downward motion of the blade. Because the FRI value only took one total energy measurement at every blade speed, it was considered that these powders did not reach a steady state. Therefore, in response to these two observed powder behaviour issues, a modified stability test was conducted to determine whether it could provide a better powder characterisation.

### 3.6. Modified Stability

Here, the standard stability test was modified to run at a lower blade speed; instead of seven cycles operating at $100 \mathrm{~mm} / \mathrm{s}$, they would operate at $60 \mathrm{~mm} / \mathrm{s}$. Maltodextrin powder was used to evaluate the effectiveness of the modified approach. A comparison of Figure 9E,F shows that this blade speed provides better powder differentiation. Figure 9E shows that the original higher flowrate did not distinguish between maltodextrin coprocessed with 10, 20, and $30 \mathrm{wt} \% \mathrm{~L}-\mathrm{le} u$. The same test, operating at lower speeds, was able to distinguish between these concentrations (Figure 9F). In addition, it was confirmed that these formulations still required several test cycles before they provided a steady-state total energy measurement. Altering the flowrates also led to increased differentiation in the extracted BFE and SE values. Trehalose exhibited the most substantial reduction in BFE, reaching a maximum reduction ( $\leq 20 \mathrm{~mJ}$ ) at concentrations as low as $\geq 2.5 \mathrm{wt} \%$. However, at a slower flow rate, the trehalose powders had higher BFEs than the maltodextrin and PVP K10 formulations (Figure 9A,B). A similar result was observed for SE data. The specific energy was derived from the upward motion of the blade during conditioning cycles six and seven, there were no alterations in its flow rate between the original and modified tests. A comparison of Figure 9C,D shows the differences between the measured values. We theorised that this was because the different flowrates during the test cycles led to different consolidation states of the powder, thereby indirectly influencing the specific energy measurement.

### 3.7. Permeability

Permeability testing combines both compaction and air entrapment to characterise each formulation. It provided a relative assessment of the packing efficiency of each powder under different normal-stress regimes, as packing controls the bed porosity and thus the resistance to airflow. Figure 11 summarises the permeability test results for several excipients of interest. It shows two types of bulk behaviour profiles. The first, where the packing efficiency improved from L-leu coprocessing, was more noticeable under higher normal-stress regimes. PVP K10, trehalose, and HPMC were classified under this category. Except for $0 \mathrm{wt} \%$ and $2.5 \mathrm{wt} \%$, PVP K10 formulations experienced a narrow range of pressure drop across the bed ( $8.6 \pm 1.7 \mathrm{mBar}, 25 \mathrm{wt} \%$ to $12.3 \pm 2.1 \mathrm{mBar}$, $10 \mathrm{wt} \%)$. However, as the normal pressure increased, substantial differentiation was observed (Figure 11B). A similar pattern was also observed with the trehalose and HPMC formulations; at low normal pressures $(1 \mathrm{kPa})$, the powders had a narrow range of pressure
drops between the different L-leu concentrations. At higher normal pressures ( 15 kPa ), the recorded pressure drops of each trehalose formulation were distinct from one another (Figure 11C,E). Although relatively modest in its improvement of packing efficiency, data from Figure 11E suggest that L-leu coprocessing had a positive impact on the performance of HPMC powders.


Figure 11. Visual representation of the formulation permeability data from the Freeman FT4 powder rheometer: (A) MD/L-leu powder permeability data, (B) PVP K10/L-leu powder permeability data, (C) Trh/L-leu powder permeability data, (D) GA/L-leu powder permeability data, and (E) HPMC E5LV/L-leu powder permeability data. All data points are displayed as mean $\pm$ SD $(\mathrm{n}=3)$.

The second category of powders had great differentiation between each L-leu concentration, regardless of the applied normal stress. Both maltodextrin and gum arabic powders displayed this behaviour (Figure 11A,D). At both low and high normal pressures, increasing the L-leu concentration generally resulted in a higher pressure drop across the powder bed. From these data, it could be inferred that the larger the increase in pressure drop as the L-leu concentration increased, the greater the improvements conferred towards packing efficiency. Therefore, PVP K10 and gum arabic benefitted the most from L-leu coprocessing.

## 4. Discussion

The recent focus of academic research on L-leu in the coformulation of powders has been on understanding the mechanistic reasons behind its surface deposition and the ongoing self-assembly and crystallisation processes. However, studies have not evaluated its comparative effects when coprocessed into powders with different amorphous-forming excipient groups, especially its effect on powder flow. Therefore, the primary goal of this study was to investigate the effect of L-leu on the bulk flowability of excipients coprocessed at varying levels.

Qualitative observation of the SEM images compiled during this study showed that L-leu surface modification resulted in a wide range of different morphologies based on the level of the coformulated excipient and excipient nature. Many morphologies have been previously observed, while some of our observed morphologies relating to L-leu levels have not been previously reported. The deleterious impact of a low concentration (2.5-10 wt\%) L-leu on PVP K90, forming fibrous spindle byproducts, has not been reported. In addition, the formation of flaky spherical structures in maltodextrin does not conform to the previously reported patterns of a more corrugated or collapsed morphology.

Another example of morphological differences is the comparison between PVP K10 and the trehalose-based formulations. The PVP K10 particles exhibited increased corrugation up to $\geq 10 \mathrm{wt} \%$ L-leu, where the collapsed morphologies became prominent. In contrast, the trehalose powder retained a corrugated dimpled spherical morphology, regardless of L-leu content. The morphological progression of both excipients had been examined in past publications [22,49]. Vehring et al. theorised that spray-dried powder morphology could be predicted using the Péclet number [18]. The Péclet number is defined as the ratio between the droplet surface evaporation rate and the diffusivity of the excipient material within the droplet. Given that spray-drying conditions remained constant for all formulations, the only differences were the excipient physico-chemical properties and L-leu concentrations. PVP K10 has a larger molecular structure than trehalose and is a known film-forming material [50]. Because molecular size affects the diffusivity of a material, PVP-based formulations would have a higher Péclet number than trehalose. Therefore, we theorise that a combination of PVP K10 surface accumulation and a coherent L-leu crystalline shell that forms at $\geq 10 \mathrm{wt} \%$ concentration offers stronger resistance, which restricts the ability of water vapour to escape from the droplet core, leading to collapsed morphologies. In contrast, trehalose is not classified as a film-forming agent. Hence, trehalose should diffuse more readily within the drying droplet, resulting in the formation of more spherical particles.

Increasing the L-leu content substantially improved the bulk flowability performance of the excipients tested, with the notable exception of HPMCs. Two mechanisms of action have historically been used to account for flowability improvements: (a) surface corrugation, which results in decreased particle contact areas, and (b) a coherent L-leu shell, which decreases the surface energy of spray-dried formulations. These mechanisms are not mutually exclusive and can work in complement, but our results presented here indicated that improvements across the different excipients were not simply explained by observed surface corrugation, and that a coherent L-leu shell is a more appropriate explanation for flowability improvements. For example, consider the case of trehalose and HPMC. Increasing the concentration of L-leu did not result in observed morphological changes. However, bulk characterisation data showed that coprocessing improved trehalose flow
characteristics. In contrast, HPMC powders did not exhibit any substantial bulk flowability with increasing L-leu concentration. Therefore, this study highlighted that the relationship between flowability enhancement and morphological changes cannot be consistently predicted or generalised.

Bulk characterisation data have previously shown that above a certain L-leu concentration, flowability improvements reached an optimum and plateaued [22,47], which is supported by our results. However, our results showed that the threshold concentration differed between the excipients. Two flowability tests showed this progression: shear cell and stability tests. Shear cell testing showed the behaviour of these powders in a confined high-stress environment, reminiscent of what could be observed in a hopper feed system [47]. PVP K10, maltodextrin, and trehalose exhibited this plateau behaviour in both the cohesion and ffc data. Finally, the AIF data did not provide substantial insights into the differences between formulations.

The stability test represented the behaviour of these powders in the case of an unconfined powder flow. The BFE obtained from the standard stability test was insufficient to differentiate the formulations. Unlike the shear cell, BFE did not differentiate any formulation once L-leu had sufficiently minimised the interparticular cohesion ( $\leq 20 \mathrm{~mJ}$ ). Therefore, we conclude that SE provides a more representative measure of the flow behaviour of a formulated powder under unconfined stress. As this test measured the blade leaving the powder bed, it did not consider the energy required to compact the bed. The results were normalised by sample mass, eliminating bulk density differences and giving a better account of powder cohesion.

A comparison of both confined and unconfined data shows how these surface-modified powders perform differently under different consolidation conditions. For example, shear cell data showed that coprocessed maltodextrin achieved maximum flowability improvement at a lower L-leu concentration than PVP K10 ( $\geq 5 \mathrm{wt} \% \mathrm{vs} . \geq 10 \mathrm{wt} \%$ ). This trend was reversed in the SE data, where PVP K10 performed better than maltodextrin, achieving an improvement plateau at $\geq 5 \mathrm{wt} \%$ compared to $\geq 10 \mathrm{wt} \%$.

In addition, the FRI data showed how altering L-leu level coprocessing altered the flowrate sensitivity of the powder. This is attributed to the differences in packing behaviour and efficiency of each formulation. At a lower speed, greater sensitivity is shown; therefore, we propose that the slower application of force allowed more time and opportunity for the materials to consolidate and form a bulk resistance towards the blade, increasing the total energy measured. The FRI data showed that PVP K10 was not greatly affected by alterations in blade speed, whereas maltodextrin and trehalose exhibited substantial flowrate sensitivity as a function of blade speed.

To further explore this observation, a modified stability test was used, where the blade speed was reduced from $100 \mathrm{~mm} / \mathrm{s}$ to $60 \mathrm{~mm} / \mathrm{s}$. It showed better differentiation for each formulation at a lower speed. For example, at a faster speed, trehalose displayed the lowest BFE among all the excipients. However, in the lower speed regime, trehalose formulations plateaued at a BFE higher than most other excipients. In addition, the stability test was unable to differentiate maltodextrin formulations in the $10-30 \mathrm{wt} \%$ L-leu range, whereas this modified test could differentiate the powders. We believe that this provides an improved approach to enhance the characterisation and differentiation of these powders based on their flow-rate sensitivities.

The permeability test provided further insights into the compactability and air entrapment efficiency of leucine coprocessed powders. The powders were evaluated under a range of normal-stress regimes. The greatest difference between L-leu modifications occurred in the higher-stress regime ( 15 kPa ). In general, a higher L-leu concentration resulted in an increase in the pressure drop across the powder bed. We attributed this to the increased air resistance and entrapment to their surface state and morphologies, which allowed them to pack more efficiently when subjected to an external force. All of these bulk tests showed that there were multiple exceptions and variations in the generalised preconception that L-leu improves bulk powder flowability.

The excipients maltodextrin, PVP K10, and trehalose were homogeneous in nature and exhibited substantial surface modification from L-leu coformulation. Gum arabic coprocessed with L-leu was the only excipient investigated with a heterogeneous nature, containing a mixture of polysaccharides and glycoproteins [51]. It displayed morphological progression, such as maltodextrin, blood cell-like structures when purely spray dried, and rugose morphologies with substantial ( $\geq 20 \mathrm{wt} \%$ ) L-leu. There was also a gradual increase in flowability at relatively higher L-leu concentrations. It is understood that other amino acids have surface activity similar to that of L-leu; however, they do not display the same degree of flowability improvements [17]. Since gum arabic contains a substantial proportion of amino acids within its composition, it was speculated that this may lead to a degree of interruption in the formation of the historically reported L-leu shell. This example of gum arabic and L-leu formulations highlights the potential challenges and uncertainties in outcomes when coprocessed with heterogeneous formulations, with one or more APIs and other components, which may be expected in pharmaceutical and nutraceutical products.

Larger macromolecule excipients, such as PVP K90 and HPMCs, displayed contrasting results when coprocessed. PVP K90 displayed severe incompatibility at low L-leu concentrations (2.5-10 wt\%) with the formation of fibrous byproducts, which necessitates future investigation. However, observing the morphologies of the free powders showed that they exhibited the same morphologies as the PVP K10 powders. Furthermore, at $\geq 15 \mathrm{wt} \% \mathrm{~L}-\mathrm{leu}$, PVP K90 formulations had bulk characteristics similar to those of PVP K10. This indicated that the large difference in molecular size did not greatly impact the ability of L-leu to modify the powders formed from these excipients.

The HPMC E5LV and K100M formulations displayed contrasting characteristics compared to the other excipients. Morphologically, most bulk flowability tests showed that L-leu had little to no effect on the particles formed. However, XRD analysis showed the presence of the characteristic reported $6^{\circ}$ and $19^{\circ} 2 \theta$ peak, associated with a crystalline L-leu surface shell. These peaks in the HPMC XRDs displayed a degree of broadening compared with the other formulations. This may be consistent with the differences in the L-leu formation and the alternative form on the surface. HPMC is a known viscositymodifying material [44]. Feng et al. reported that viscosity may play a role in hindering the ability of L-leu to form a crystalline shell [16]. The HPMCs used were also the largest molecules examined here and therefore would have a higher Péclet number relative to L-leu. HPMC was also reported to have surface activity, where it was able to improve the flowability of various ASDs in common with L-leu [52]. Therefore, a combination of such factors may result in HPMC having a physico-chemical interaction with L-leu, preventing it from adequately forming a well-ordered crystalline structure. Data from this study showed the contextual interaction between L-leu's mechanism of action and the different physico-chemical characteristics of the coformulated excipients. Furthermore, it highlighted how the different FT4 powder rheometer tests characterised the different physical properties of each formulation.

This study demonstrated the impact of L-leu surface modification on the bulk flowability performance of excipients in spray-dried formulations, but it also raised questions regarding the underlying mechanisms of L-leu surface crystallisation. In future work, to gain a deeper understanding of these mechanisms, we propose that various spectroscopic techniques, such as Fourier-transform infrared spectroscopy, X-ray photoelectron spectroscopy, and time-of-flight secondary ion mass spectrometry, can be used to investigate the surface characteristics of the modified materials. Additional techniques, such as inverse gas chromatography, can also provide insight into the surface characteristics of these surface modified powders. Future studies may focus on gum arabic and HPMC formulations, as their interaction with L-leu may offer insights into their mechanism of action through their disruption. Future work should also incorporate model materials with additional studies to examine aspects such as chemical stability and dissolution to further explore the impact of L-leu surface modification on the behaviour of spray-dried formulations.

## 5. Conclusions

Overall, this study showed the effects of L-leu coprocessing via spray drying on the bulk powder characteristics of different excipient formulations. Effects, such as improved flow and altered compaction, are likely to lead to better control of postprocessability. The addition of L-leu substantially modified the performance of excipients, such as PVP K10, maltodextrin, and trehalose, which may help in the design of potential ASDs. However, we observed novel behaviours of other common excipients, such as PVP K90, HPMCs, and gum arabic, which exhibited differing behaviours. This highlights that L-leu behaviour in particle formation differs with the differing physico-chemical properties of the coformulated excipients and will not be directly predictable for all materials. This work highlights the need for a better understanding of its mechanistic behaviour in multicomponent systems, especially with increasing complexity of the composition. This also demonstrates the variability of results from different standard bulk characteristics of such formulated powders and the importance of suitable test design and control in identifying the nature of bulk character changes due to surface modification with a coexcipient, such as L-leu.
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## Appendix A



Figure A1. Representative SEM images of spray dried HPMC K100M/L-leu formulations: (A) HPMC K100M/L-leu (0\%), (B) HPMC K100M/L-leu (5\%), (C) HPMC K100M/L-leu (10\%), (D) HPMC K100M/L-leu (20\%).

## References

1. Pourshahab, P.S.; Gilani, K.; Moazeni, E.; Eslahi, H.; Fazeli, M.R.; Jamalifar, H. Preparation and Characterization of Spray Dried Inhalable Powders Containing Chitosan Nanoparticles for Pulmonary Delivery of Isoniazid. J. Microencapsul. 2011, 28, 605-613. [CrossRef] [PubMed]
2. Mehanna, M.M.; Mohyeldin, S.M.; Elgindy, N.A. Rifampicin-Carbohydrate Spray-Dried Nanocomposite: A Futuristic Multiparticulate Platform for Pulmonary Delivery. Int. J. Nanomed. 2019, 14, 9089-9112. [CrossRef] [PubMed]
3. Sou, T.; Forbes, R.T.; Gray, J.; Prankerd, R.J.; Kaminskas, L.M.; McIntosh, M.P.; Morton, D.A.V. Designing a Multi-Component Spray-Dried Formulation Platform for Pulmonary Delivery of Biopharmaceuticals: The Use of Polyol, Disaccharide, Polysaccharide and Synthetic Polymer to Modify Solid-State Properties for Glassy Stabilisation. Powder Technol. 2016, 287, 248-255. [CrossRef]
4. Mangal, S.; Nie, H.; Xu, R.; Guo, R.; Cavallaro, A.; Zemlyanov, D.; Zhou, Q. (Tony) Physico-Chemical Properties, Aerosolization and Dissolution of Co-Spray Dried Azithromycin Particles with L-Leucine for Inhalation. Pharm. Res. 2018, 35, 28. [CrossRef]
5. Shetty, N.; Park, H.; Zemlyanov, D.; Mangal, S.; Bhujbal, S.; Zhou, Q. (Tony) Influence of Excipients on Physical and Aerosolization Stability of Spray Dried High-Dose Powder Formulations for Inhalation. Int. J. Pharm. 2018, 544, 222-234. [CrossRef]
6. Shi, H.; Mohanty, R.; Chakravarty, S.; Cabiscol, R.; Morgeneyer, M.; Zetzener, H.; Ooi, J.Y.; Kwade, A.; Luding, S.; Magnanimo, V. Effect of Particle Size and Cohesion on Powder Yielding and Flow. KONA Powder Part. J. 2018, 2018, 226-250. [CrossRef]
7. Démuth, B.; Nagy, Z.K.; Balogh, A.; Vigh, T.; Marosi, G.; Verreck, G.; Van Assche, I.; Brewster, M.E. Downstream Processing of Polymer-Based Amorphous Solid Dispersions to Generate Tablet Formulations. Int. J. Pharm. 2015, 486, 268-286. [CrossRef]
8. Tabor, D. Surface Forces and Surface Interactions; Academic Press, Inc.: New York, NY, USA, 1977.
9. Jain, S. Mechanical Properties of Powders. Bulk Solids Handl. 1988, 8, 615-624.
10. Singh, A.; Van den Mooter, G. Spray Drying Formulation of Amorphous Solid Dispersions. Adv. Drug Deliv. Rev. 2016, 100, 27-50. [CrossRef]
11. Qu, L.; Zhou, Q.; Denman, J.A.; Stewart, P.J.; Hapgood, K.P.; Morton, D.A.V. Influence of Coating Material on the Flowability and Dissolution of Dry-Coated Fine Ibuprofen Powders. Eur. J. Pharm. Sci. 2015, 78, 264-272. [CrossRef]
12. Ariyasu, A.; Hattori, Y.; Otsuka, M. Delay Effect of Magnesium Stearate on Tablet Dissolution in Acidic Medium. Int. J. Pharm. 2016, 511, 757-764. [CrossRef] [PubMed]
13. Seville, P.C.; Learoyd, T.P.; Li, H.Y.; Williamson, I.J.; Birchall, J.C. Amino Acid-Modified Spray-Dried Powders with Enhanced Aerosolisation Properties for Pulmonary Drug Delivery. Powder Technol. 2007, 178, 40-50. [CrossRef]
14. Mah, P.T.; O'Connell, P.; Focaroli, S.; Lundy, R.; O'Mahony, T.F.; Hastedt, J.E.; Gitlin, I.; Oscarson, S.; Fahy, J.V.; Healy, A.M. The Use of Hydrophobic Amino Acids in Protecting Spray Dried Trehalose Formulations against Moisture-Induced Changes. Eur. J. Pharm. Biopharm. 2019, 144, 139-153. [CrossRef]
15. Alhajj, N.; O'Reilly, N.J.; Cathcart, H. Leucine as an Excipient in Spray Dried Powder for Inhalation. Drug Discov. Today 2021, 26, 2384-2396. [CrossRef] [PubMed]
16. Feng, A.L.; Boraey, M.A.; Gwin, M.A.; Finlay, P.R.; Kuehl, P.J.; Vehring, R. Mechanistic Models Facilitate Efficient Development of Leucine Containing Microparticles for Pulmonary Drug Delivery. Int. J. Pharm. 2011, 409, 156-163. [CrossRef] [PubMed]
17. Sou, T.; Kaminskas, L.M.; Nguyen, T.H.; Carlberg, R.; McIntosh, M.P.; Morton, D.A.V. The Effect of Amino Acid Excipients on Morphology and Solid-State Properties of Multi-Component Spray-Dried Formulations for Pulmonary Delivery of Biomacromolecules. Eur. J. Pharm. Biopharm. 2013, 83, 234-243. [CrossRef]
18. Vehring, R. Pharmaceutical Particle Engineering via Spray Drying. Pharm. Res. 2008, 25, 999-1022. [CrossRef]
19. Lu, W.; Rades, T.; Rantanen, J.; Chan, H.K.; Yang, M. Amino Acids as Stabilizers for Spray-Dried Simvastatin Powder for Inhalation. Int. J. Pharm. 2019, 572, 118724. [CrossRef]
20. Chang, R.Y.K.; Chan, H.K. Advancements in Particle Engineering for Inhalation Delivery of Small Molecules and Biotherapeutics. Pharm. Res. 2022, 39, 3047-3061. [CrossRef]
21. Ordoubadi, M.; Shepard, K.B.; Wang, H.; Wang, Z.; Pluntze, A.M.; Churchman, J.P.; Vehring, R. On the Physical Stability of Leucine-Containing Spray-Dried Powders for Respiratory Drug Delivery. Pharmaceutics 2023, 15, 435. [CrossRef]
22. Mangal, S.; Meiser, F.; Tan, G.; Gengenbach, T.; Denman, J.; Rowles, M.R.; Larson, I.; Morton, D.A.V. Relationship between Surface Concentration of L-Leucine and Bulk Powder Properties in Spray Dried Formulations. Eur. J. Pharm. Biopharm. 2015, 94, 160-169. [CrossRef] [PubMed]
23. Malamatari, M.; Somavarapu, S.; Kachrimanis, K.; Buckton, G.; Taylor, K.M.G. Preparation of Respirable Nanoparticle Agglomerates of the Low Melting and Ductile Drug Ibuprofen: Impact of Formulation Parameters. Powder Technol. 2017, 308, 123-134. [CrossRef]
24. Sou, T.; Orlando, L.; McIntosh, M.P.; Kaminskas, L.M.; Morton, D.A.V. Investigating the Interactions of Amino Acid Components on a Mannitol-Based Spray-Dried Powder Formulation for Pulmonary Delivery: A Design of Experiment Approach. Int. J. Pharm. 2011, 421, 220-229. [CrossRef]
25. Hofman, D.L.; van Buul, V.J.; Brouns, F.J.P.H. Nutrition, Health, and Regulatory Aspects of Digestible Maltodextrins. Crit. Rev. Food Sci. Nutr. 2016, 56, 2091-2100. [CrossRef] [PubMed]
26. Sansone, F.; Mencherini, T.; Picerno, P.; D'Amore, M.; Aquino, R.P.; Lauro, M.R. Maltodextrin/Pectin Microparticles by Spray Drying as Carrier for Nutraceutical Extracts. J. Food Eng. 2011, 105, 468-476. [CrossRef]
27. Caliskan, G.; Nur Dirim, S. The Effects of the Different Drying Conditions and the Amounts of Maltodextrin Addition during Spray Drying of Sumac Extract. Food Bioprod. Process. 2013, 91, 539-548. [CrossRef]
28. Ohtake, S.; Wang, Y.J. Trehalose: Current Use and Future Applications. J. Pharm. Sci. 2011, 100, 2020-2053. [CrossRef]
29. Maury, M.; Murphy, K.; Kumar, S.; Shi, L.; Lee, G. Effects of Process Variables on the Powder Yield of Spray-Dried Trehalose on a Laboratory Spray-Dryer. Eur. J. Pharm. Biopharm. 2005, 59, 565-573. [CrossRef]
30. Focaroli, S.; Mah, P.T.; Hastedt, J.E.; Gitlin, I.; Oscarson, S.; Fahy, J.V.; Healy, A.M. A Design of Experiment (DoE) Approach to Optimise Spray Drying Process Conditions for the Production of Trehalose/Leucine Formulations with Application in Pulmonary Delivery. Int. J. Pharm. 2019, 562, 228-240. [CrossRef]
31. Sou, T.; Morton, D.A.V.; Williamson, M.; Meeusen, E.N.; Kaminskas, L.M.; McIntosh, M.P. Spray-Dried Influenza Antigen with Trehalose and Leucine Produces an Aerosolizable Powder Vaccine Formulation That Induces Strong Systemic and Mucosal Immunity after Pulmonary Administration. J. Aerosol Med. Pulm. Drug Deliv. 2015, 28, 361-371. [CrossRef]
32. Osman, M.E.; Williams, P.A.; Menzies, A.R.; Phillips, G. Characterization of Commercial Samples of Gum Arabic. J. Agric. Food Chem. 1993, 41, 71-77. [CrossRef]
33. Ali, B.H.; Ziada, A.; Blunden, G. Biological Effects of Gum Arabic: A Review of Some Recent Research. Food Chem. Toxicol. 2009, 47, 1-8. [CrossRef] [PubMed]
34. Kurakula, M.; Rao, G.S.N.K. Pharmaceutical Assessment of Polyvinylpyrrolidone (PVP): As Excipient from Conventional to Controlled Delivery Systems with a Spotlight on COVID-19 Inhibition. J. Drug Deliv. Sci. Technol. 2020, 60, 102046. [CrossRef] [PubMed]
35. De Caro, V.; Murgia, D.; Seidita, F.; Bologna, E.; Alotta, G.; Zingales, M.; Campisi, G. Enhanced in Situ Availability of Aphanizomenon Flos-Aquae Constituents Entrapped in Buccal Films for the Treatment of Oxidative Stress-Related Oral Diseases: Biomechanical Characterization and In Vitro/Ex Vivo Evaluation. Pharmaceutics 2019, 11, 35. [CrossRef] [PubMed]
36. Malik, S.; Kumar, A.; Ahuja, M. Synthesis of Gum Kondagogu-g-Poly(N-Vinyl-2-Pyrrolidone) and Its Evaluation as a Mucoadhesive Polymer. Int. J. Biol. Macromol. 2012, 51, 756-762. [CrossRef] [PubMed]
37. Deshmukh, K.; Basheer Ahamed, M.; Deshmukh, R.R.; Khadheer Pasha, S.K.; Bhagat, P.R.; Chidambaram, K. Biopolymer Composites with High Dielectric Performance: Interface Engineering; Elsevier Inc.: Amsterdam, The Netherlands, 2017; ISBN 9780081009741.
38. Chowhan, Z.T. Role of Binders in Moisture-induced Hardness Increase in Compressed Tablets and Its Effect on In Vitro Disintegration and Dissolution. J. Pharm. Sci. 1980, 69, 1-4. [CrossRef] [PubMed]
39. Oh, C.M.; Heng, P.W.S.; Chan, L.W. A Study on the Impact of Hydroxypropyl Methylcellulose on the Viscosity of PEG Melt Suspensions Using Surface Plots and Principal Component Analysis. AAPS PharmSciTech 2015, 16, 466-477. [CrossRef]
40. Ma, X.; Williams, R.O. Characterization of Amorphous Solid Dispersions: An Update. J. Drug Deliv. Sci. Technol. 2019, 50, 113-124. [CrossRef]
41. Pandi, P.; Bulusu, R.; Kommineni, N.; Khan, W.; Singh, M. Amorphous Solid Dispersions: An Update for Preparation, Characterization, Mechanism on Bioavailability, Stability, Regulatory Considerations and Marketed Products. Int. J. Pharm. 2020, 586, 119560. [CrossRef]
42. Freeman, R. Measuring the Flow Properties of Consolidated, Conditioned and Aerated Powders-A Comparative Study Using a Powder Rheometer and a Rotational Shear Cell. Powder Technol. 2007, 174, 25-33. [CrossRef]
43. Freeman, R.E.; Cooke, J.R.; Schneider, L.C.R. Measuring Shear Properties and Normal Stresses Generated within a Rotational Shear Cell for Consolidated and Non-Consolidated Powders. Powder Technol. 2009, 190, 65-69. [CrossRef]
44. Jin, C.; Wu, F.; Hong, Y.; Shen, L.; Lin, X.; Zhao, L.; Feng, Y. Updates on Applications of Low-Viscosity Grade Hydroxypropyl Methylcellulose in Coprocessing for Improvement of Physical Properties of Pharmaceutical Powders. Carbohydr. Polym. 2023, 311, 120731. [CrossRef] [PubMed]
45. Ferdynand, M.S.; Nokhodchi, A. Co-Spraying of Carriers (Mannitol-Lactose) as a Method to Improve Aerosolization Performance of Salbutamol Sulfate Dry Powder Inhaler. Drug Deliv. Transl. Res. 2020, 10, 1418-1427. [CrossRef] [PubMed]
46. Jiang, Z.; Bai, X. Effects of Polysaccharide Concentrations on the Formation and Physical Properties of Emulsion-Templated Oleogels. Molecules 2022, 27, 5391. [CrossRef]
47. Schulze, D. Powders and Bulk Solids; Springer: Berlin/Heidelberg, Germany, 2007; Volume 13, ISBN 978-3-540-73767-4.
48. Wang, Y.; Koynov, S.; Glasser, B.J.; Muzzio, F.J. A Method to Analyze Shear Cell Data of Powders Measured under Different Initial Consolidation Stresses. Powder Technol. 2016, 294, 105-112. [CrossRef]
49. Ordoubadi, M.; Gregson, F.K.A.; Wang, H.; Nicholas, M.; Gracin, S.; Lechuga-Ballesteros, D.; Reid, J.P.; Finlay, W.H.; Vehring, R. On the Particle Formation of Leucine in Spray Drying of Inhalable Microparticles. Int. J. Pharm. 2021, 592, 120102. [CrossRef]
50. Franco, P.; De Marco, I. The Use of Poly(N-Vinyl Pyrrolidone) in the Delivery of Drugs: A Review. Polymers 2020, 12, 1114. [CrossRef]
51. Williams, P.A.; Phillips, G.O. Gum Arabic. In Handbook of Hydrocolloids; Elsevier: Amsterdam, The Netherlands, 2021; pp. 627-652.
52. Lin, X.; Chyi, C.W.; Ruan, K.F.; Feng, Y.; Heng, P.W.S. Development of Potential Novel Cushioning Agents for the Compaction of Coated Multi-Particulates by Co-Processing Micronized Lactose with Polymers. Eur. J. Pharm. Biopharm. 2011, 79, 406-415. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and / or the editor(s). MDPI and / or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

# Effect of Mixer Type on Particle Coating by Magnesium Stearate for Friction and Adhesion Modification 

Wei Pin Goh, Ana Montoya Sanavia and Mojtaba Ghadiri *<br>Faculty of Engineering and Physical Sciences, University of Leeds, Leeds LS2 9JT, UK; w.p.goh@leeds.ac.uk (W.P.G.); pm19ams@leeds.ac.uk (A.M.S.)<br>* Correspondence: m.ghadiri@leeds.ac.uk

Citation: Goh, W.P.
Montoya Sanavia, A.; Ghadiri, M. Effect of Mixer Type on Particle Coating by Magnesium Stearate for Friction and Adhesion Modification. Pharmaceutics 2021, 13, 1211
https:/ /doi.org/10.3390/
10.3390/pharmaceutics13081211

Academic Editor: Axel Zeitler

Received: 17 July 2021
Accepted: 2 August 2021
Published: 5 August 2021

Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:/ / creativecommons.org/licenses/by/ 4.0/).


#### Abstract

Glidants and lubricants are often used to modify interparticle friction and adhesion in order to improve powder characteristics, such as flowability and compactability. Magnesium stearate ( MgSt ) powder is widely used as a lubricant. Shear straining causes MgSt particles to break, delaminate, and adhere to the surfaces of the host particles. In this work, a comparison is made of the effect of three mixer types on the lubricating role of MgSt particles. The flow behaviour of $\alpha$-lactose monohydrate, coated with MgSt at different mass percentages of $0.2,0.5,1$, and 5 is characterised. The mixing and coating process is carried out by dry blending using Turbula, ProCepT, and Mechanofusion. Measures have been taken to operate under equivalent mixing conditions, as reported in the literature. The flow resistance of the coated samples is measured using the FT4 rheometer. The results indicate that the flow characteristics of the processed powders are remarkably similar in the cases of samples treated by Turbula and Mechanofusion, despite extreme conditions of shear strain rate. The least flow resistance of samples is observed in the case of samples treated by the ProCepT mixer. High-velocity collisions of particles round off the sharp corners and edges, making them less resistant to flow. The optimal percentage of magnesium stearate is found to be approximately $1 \%$ by weight for all mixer types, as the addition of higher amounts of lubricant does not further improve the flowability of the material.


Keywords: mixing; coating; magnesium stearate; lubricant; Turbula; ProCepT; Mechanofusion; flowability; rheometry; flow energy

## 1. Introduction

Lubricants and glidants are commonly used in powder processing to reduce bulk powder friction in order to promote flowability and impart other desirable attributes, such as tabletability and compactability [1-3]. Good examples are magnesium stearate ( MgSt ) acting as a lubricant [4,5], and nano-particles of silica acting as a glidant [6,7]. Their use is highly desirable for preparing appropriate formulations for further processing, such as compaction and tabletting in the pharmaceutical industry [8]. The coating process is carried out by mixing, for which a wide variety of mixers are available [9]. By adding a small quantity of lubricant/glidant to a powder system, the energetic sites on the host particle surfaces get separated by a thin layer of the lubricant, thereby reducing the van der Waals interactions and sliding friction significantly [10], thus, the term 'flow aid' is used to describe their functionality. Due to the huge size difference between the host and guest particles, the strong intermolecular forces between them cause the guest particles to adhere strongly to the surfaces of the host particles. Moreover, shear straining in the presence of lubricants and glidants modifies the surface characteristics of the host powder, and produces new functionalities and features [11,12]. The quantity of flow aids that is necessary to achieve an optimal flow performance remains unknown to date. Conesa et al. [13] found that at $0.3 \mathrm{wt} \%$, silica-coated polyester-based particles have optimal flowability. Castellanos [14] later converted this gravimetric value into surface area coverage (SAC) and found that it was approximately $20 \%$. The work of Fulchini et al. [15] led to the same
conclusion as that of Castellanos [14]. They used the image analysis technique to quantify the SAC from SEM micrographs of zeolite-coated silanised glass beads, and found that the optimal SAC for maximum flow improvement to be approximately $20 \%$. Beyond this optimal value, the flowabilility decreased, as the system was then dominated by guestguest rather than host-guest particle interactions. However, the work of Jallo et al. [16], on the coating of APIs with nano-silica particles, found an optimal SAC value of $293 \%$ instead, implying a multilayer coating gives rise to better flow performance. Sato et al. [17] coated sugar granules with MgSt powder in a Cyclomix mixer and reported that the guest particles were initially covered discretely, and then formed a film over the surfaces of the host particles. In addition, attrition was induced by excessive operating conditions, which resulted in the worsening of dry coating performance.

Through coating $\alpha$-lactose monohydrate ( $\alpha$-LM) crystals with MgSt using the Mechanofusion device, Zhou et al. [18] found that the optimum SAC to be $64.5 \%$, estimated from X-ray photoelectron spectroscopy and time-of-flight of the secondary ion mass spectrometry (Tof-SIMS). However, MgSt delaminates upon shearing [19-21] and the optimal amount would depend on the mixer type and shearing conditions. Moreover, Hussain et al. [19] propose that a Langmuir-type coating is first achieved with MgSt , followed by a patchy coverage in powder form. Therefore, the characterisation of SAC of MgSt on lactose crystals has yet to be satisfactorily established.

The preparation of a powder formulation is usually carried out on a small scale in a laboratory mixer, and extension to a large-scale operation is very challenging. Therefore, a 'recipe' for mixing equivalency is highly desirable. The attention here is on batch mixing, for which the literature is vast, addressing numerous aspects. These include the evaluation of the performance of various mixer types, assessment of mixing time and operational scale, operating conditions, the optimal amount of flow aids, and the development of models [5,12,22,23]. Horibe et al. [24] recently assessed the effect of mixing time and the concentration of flow aids on the flow properties of the end product. They found that the mixing time has a higher correlation to the flow properties than the concentration of flow aids, signifying the importance of the process and mixing conditions in improving the flow behaviour of a particulate system. As quoted from Bridgwater's review paper [9], process design and operation are largely based on judgement rather than science. Finding the optimal mixing conditions for new materials is often a time-consuming and challenging task. The quality of a mixture depends on the mixer selected. Asachi et al. [25] critically evaluated current techniques for the evaluation of powder mixing. Of special interest here is the work of Barling et al. [26] who carried out an experimental evaluation of various mixer types, and presented a methodology for establishing an 'equivalent extent' of batch mixing amongst various mixer types at different scales. They used fine iron oxide powder as a tracer, and evaluated its spreading over the surfaces of $\alpha$-lactose monohydrate in several batch mixing devices by monitoring the changes in the colour intensity and hue through a colour measurement methodology. The powder blend changed colour as a result of mixing and coating. By quantifying changes in the intensity and hue of the colour of the mixture, the extent of mixing and coating of iron oxide was determined, based on which a mixing 'equivalency' was proposed for different mixer types. It was found that under specific operating conditions, a mixing equivalency could be established among different coating devices, namely Turbula T2F (figure-eight tumbler type), Key International KG5 (high shear mixer, two sizes, 1 L and 5 L ), Hosokawa AMS-MINI Mechanofusion (extreme shear rate), T.K. Fielder high shear mixers (TRV25 and PMA65), and Diosna P100 (high shear mixer type).

In this work, the above equivalency criterion is followed and applied to the coating of $\alpha$-LM by MgSt powder. In particular, samples treated by different mixers, but with equivalent mixing conditions, are prepared and analysed for the effect of MgSt on the flow behaviour of $\alpha$-LM. Three types of mixers, Turbula, Mechanofusion, and ProCepT high shear mixer are used. The last one is close in geometry and operation to the T.K. Fielder TRV25, 1 L high shear mixer. The equivalent mixing conditions, estimated based on the
work of Barling et al. [26], are given in Table 1. The flowability of the coated samples, prepared at different MgSt compositions and mixer types, is then evaluated based on the mechanical work expended to penetrate a rotating impeller into a confined powder bed using the Freeman Technology FT4 rheometer. This will also enable the sensitivity to the shear strain rate to be quantified. The outcome provides a guideline on the amount of MgSt to be used for its effect on the flowability.

Table 1. Mixing speed and time for achieving mixing equivalency adapted from Barling et al. [26], Elsevier, 2015.

| Coating Device | Speed (RPM) | Mixing Time (Minutes) |
| :---: | :---: | :---: |
| Turbula | 72 | 45 |
| TRV25 | 235 | 20 |
| Mechanofusion | 600 | 1 |

## 2. Materials and Methods

## 2.1. $\alpha$-Lactose Monohydrate ( $\alpha$-LM) Crystals

$\alpha$-lactose monohydrate $\left(\mathrm{C}_{12} \mathrm{H}_{22} \mathrm{C}_{11} \cdot \mathrm{H}_{2} \mathrm{O}\right)$ is the hydrate crystal form of lactose sugar, widely used in the pharmaceutical industry as an excipient for tablet formulation as well as a host for the delivery of the active pharmaceutical ingredient (API) in the dry powder inhaler. The $\alpha$-LM crystals used in this work were 'Pharmatose 50M' donated by DFE Pharma. They were first classified by sieving into the size range from 200 to $400 \mu \mathrm{~m}$ using BS410 sieves. Large particles were used deliberately so that the fluid drag of the medium does not affect the flowability testing. The surfaces of $\alpha$-LM are very energetic with heterogeneous energy distribution, referred to as hot spots [27]. They attract a considerable amount of very fine particles of the same material, due to attrition during manufacturing, herein referred to as debris [28]. In fact, for dry powder inhalation, additional fine $\alpha$-LM powder is often added to blind these hot spots, so that the adhesion and detachment of the active pharmaceutical ingredients are more controllable [29]. The crystals were therefore washed and rinsed in a fine sieve to separate the adhered lactose debris with isopropyl alcohol (propa-2-ol, supplied by VWR, Leighton Buzzard, UK). Crystals of $\alpha$-LM are not soluble in this liquid carrier, and the process removes fines that are adhered to the crystal surfaces [30]. Following this stage, the crystals were left in a fume hood to air dry at room temperature prior to further analysis.

### 2.2. Magnesium Stearate (MgSt)

Magnesium stearate, a solid soap with a chemical composition of $\mathrm{Mg}\left(\mathrm{C}_{18} \mathrm{H}_{35} \mathrm{O}_{2}\right)_{2}$, is a white cohesive powder, commonly used as a lubricant in tablet and capsule formulations to reduce friction, and to a lesser extent as a glidant and anti-adherent. In the latter case, it is also used in dry powder inhaler formulations. Pure MgSt is often not available commercially, as it is very cohesive and does not possess the best lubricating properties [20]. Commercial MgSt powder is usually a blend of several different fatty acids (for example stearic acid and palmitic acid), which performs better as a lubricant compared to its unblended counterpart. The MgSt powder (MF-2-V Premium grade, vegetable source) used in this work was donated by Peter Greven (Bad Münstereifel, Germany). It has stearic acid and palmitic acid contents of between $63 \%$ and $27 \%$, respectively. It is in crystalline form and has plate-shaped morphology. It is easily deformed and smeared over surfaces by frictional traction, so its size changes during the mixing.

### 2.3. Coating $\alpha$-Lactose Monohydrate Crystals with Magnesium Stearate Powder

The washed and dried $\alpha$-LM crystals were divided into a series of smaller samples, each having a fixed mass of 30 g . These samples were subsequently subjected to blending with MgSt powder of different weight percentages ( $0.2,0.5,1,2$, and $5 \% \mathrm{w} / \mathrm{w}$ ) through mechanical means using a Turbula T2F mixer (GlenMills, Clifton, NJ, USA), high shear
granulator (ProCepT, Zelzate, Belgium), and Mechanofusion mixer (Hosokawa Micron Ltd., Cheshire, UK). The operating conditions used for these mixing and coating devices (Table 1) were selected according to the 'mixing equivalency' procedure proposed by Barling et al. [26], assuming that the ProCepT design and operation are similar to those of the TRV25 mixer.

Blending of the $\alpha$-LM and MgSt powder mixtures in the Turbula mixer was performed through a three-dimensional harmonic interaction of rotation, translation, and inversion of a 1 L glass vessel, in which they were tumbled around and mixed. The second mixer was the ProCepT high shear granulator. It has a three-bladed impeller in a 250 mL glass vessel. In the Mechanofusion device, the powder is pressed against the wall by centrifugal action and sheared against a press head, by which MgSt is 'smeared' over the surfaces of $\alpha$-LM.

### 2.4. Flowability Measurement Using FT4 Rheometer

The influence of MgSt coating on the flowability of $\alpha$-LM particles was assessed using an FT4 Rheometer (Freeman Technology, Tewkesbury, UK). This is a dynamic powder tester, which measures the mechanical work (commonly referred to as the 'flow energy') expended by a two-bladed impeller, as it rotates and penetrates through a bed of powder of known volume in a glass vessel. In the downward motion, the impeller rotates anticlockwise and applies compressive and shear stresses on the powder bed. Expressing the work per unit mass of the powder, which has undergone shear straining, is termed the specific downward flow energy (SDFE). It is indicative of the ease with which bulk powder flows under compressive and shear stresses. Moreover, as the impeller is retracted from the base to the free surface, whilst cutting and lifting the bed, the associated work per unit mass of the sheared bed is commonly referred to as the specific upward flow energy (SUFE). Under this configuration, the powder bed is relatively unconfined and is subjected to tensile stresses, hence the energy expenditure is highly dependent on the bulk cohesion. Bulk friction and cohesion play a role here, but the former is the more dominant contributor in the downward test, as it will be shown in the difference of the results between SDFE and SUFE later below. Samples of $\alpha$-LM crystals were treated with five different mass percentages of MgSt ( $0.2,0.5,1.0$, and $5.0 \%$ ) using the three mixing technologies described above. Triplicate measurements of both specific downward and upward flow energies were carried out and the results are reported below.

### 2.5. Powder Stability and Sensitivity to Shear Strain Rate

Powder beds may undergo segregation and attrition under shear straining, depending on the mechanical strength and particle size distribution. By repeating the measurement of powder flow energy in a series of consecutive tests a number of times, and comparing the energy recorded for each repetition, the stability of a powder can be inferred. The measurement can also be extended to assess the shear strain rate sensitivity of a powder by varying the impeller speed. A "stable" and "strain rate insensitive" powder should result in little to no change in the flow energy regardless of the number of times the measurement is repeated or different impeller speeds used. The standard procedure, as recommended by Freeman Technology, is followed here [31]. It involves repeating the flow energy measurement of the same sample at an impeller speed of 100 RPM eight times (referred to Test 1 to 8), followed by another three measurements (Test 8 to 11) at decreasing impeller speeds of 70,40 , and 10 RPM, as shown in Figure 1. A conditioning cycle is run between two consecutive measurements to remove any residual strains and stresses in the powder from the previous measurement.


Figure 1. Flow chart of 11 standard FT4 tests (C: Conditioning; $\mathrm{T}_{N}(\mathrm{RPM})$ ): Test number $N$ at specific RPM).

### 2.6. Quantification of Particle Breakage through Sieving

Depending on the stresses experienced, the relative motion of particles, with respect to each other, could cause surface wear, attrition, or even fragmentation if the particles are weak. As the $\alpha$-LM crystals are subjected to different levels of mechanical stresses during the blending process, a certain extent of damage is inflicted. Size classification by sieving of crystals, treated with the three mixing technologies discussed earlier, indicates their breakage of the crystals. In addition to the sieve corresponding to the lower limit of the sieve cuts used to initially classify the crystals ( $200 \mu \mathrm{~m}$ ), two smaller sieve sizes ( 180 and $150 \mu \mathrm{~m})$ were also used to analyse the debris formed. The size analysis was repeated three times for each of the mixing technologies.

## 3. Experimental Results and Discussions

### 3.1. Effect of Washing on the Flow Behaviour of $\alpha$-LM

The presence of fines in a granular assembly changes its flow properties (see for example [32]). The consequences of having fines in a particulate system could be doubleedged. In some cases, fines could provide a gliding effect by three-body rolling [15]. Alternatively, the presence of fines could result in a more compact and cohesive packing of the powder bed, leading to poor flow [33,34]. A comparison of the specific downward flow energy (SDFE) measured for twelve samples is shown in Figure 2; eight samples as supplied, i.e., unwashed, and four washed samples, showing test to test variation. For each sample, eleven consecutive tests were carried out to test their stability and strain rate sensitivity, with the first eight tests conducted at 100 RPM and the rest, i.e., nine to eleven were run at decreasing impeller speeds of 70, 40, and 10 RPM. The SDFE recorded for the unwashed $\alpha$-LM samples (filled symbols) varies widely. The data recorded in Test 1 (cf. Figure 1) for the fresh samples are taken as the most representative of all the tests. The powder bed carries no previous measurement history in this case and has not experienced attrition. Despite this, the SDFE of the eight unwashed samples measured in Test 1 still ranges from approximately $9 \mathrm{~mJ} / \mathrm{g}$ to $\sim 120 \mathrm{~mJ} / \mathrm{g}$, an approximately 12 -fold difference. In addition, the observed trend also varies greatly when the test is repeated (cf. Sample 5). This shows that the presence of fines in $\alpha$-LM samples has an adverse effect on the stability of the powder flow in terms of temporal repeatability of the test results. This could be attributed to the detachment of the debris and its segregation. The strain rate sensitivity tests (Tests 8 to 11) show a fairly consistent upward trend of the SDFE as the impeller speed is reduced from 100 to 10 RPM. Compared to the unwashed samples, washed $\alpha-\mathrm{LM}$ samples (empty symbols) exhibit a more repeatable pattern. Using the same sample, the resistance of the powder bed to flow is found to only increase marginally from Tests 1 to 8 . Decreasing the impeller speed (Tests 9 to 11), the SDFE increases, similar to the trend of the unwashed samples. In general, the SDFE recorded for the washed samples is much lower than that of the unwashed ones, indicating better flowability.


## Sample

 Number 1 2 3 4 5 6 7 8 1 2 3 4FT4 Test Number
Figure 2. Specific downward flow energy of $\alpha$-lactose monohydrate ( $\alpha-\mathrm{LM}$ ) for twelve samples, eight samples as received and unwashed, and four samples washed with isopropyl alcohol, showing sample to sample variation. Data are for eleven consecutively repeated tests for each sample, showing test stability and strain rate sensitivity, the first eight at 100 RPM and the last three at 70, 40, and 10 RPM.

### 3.2. Effect of $M g S t$ on $\alpha$-LM Bulk Flow

Coating of MgSt onto $\alpha$-LM crystals changes the flow behaviour of the powder bed. However, the way coating is carried out is influential, as the interactions are no longer limited to particles of the same kind, but rather a more complex interaction of binary mixture of MgSt and $\alpha$-LM. The effect of mixing MgSt with $\alpha$-LM using the three mixers on the flow behaviour is shown in Figure 3. Note that each data point shown in the plot is a mean value of three measurements taken from Test 1 for every MgSt composition tested, and the associated error bar represents the standard deviation of the three repetitions.

The diamond data point legends $\diamond$ and $\diamond$ in Figure 3a,b represent the specific downward and upward flow energies, respectively, recorded for unwashed and untreated $\alpha$-LM samples (mixing done without the addition of $\alpha-\mathrm{LM}$ ). With the addition of MgSt , the ProCepT-treated samples exhibit the least resistance to flow. Samples treated by Turbula and Mechanofusion exhibit remarkably similar specific flow energy for all MgSt concentrations, despite having undergone extreme shear strain rates. For all mixer types, increasing the composition of MgSt to $1 \mathrm{wt} \%$ improves the flow performance. Above $1 \mathrm{wt} \%$, the specific upward and downward flow energies both converge to asymptotic levels, suggesting that the flow behaviour of the $\alpha$-LM samples has now stabilised and is dominated by MgSt . Notably, the concentration of $1 \mathrm{wt} \% \mathrm{MgSt}$ appears to be the threshold value, beyond which there is no significant improvement in the flow performance of $\alpha$-LM, regardless of the type of mixer used.

An interesting phenomenon is observed in the strain rate sensitivity of the $\alpha$-LM samples when MgSt is added. For $\alpha$-LM samples alone, reducing the impeller speed leads to an increase in the specific flow energies (Tests $8-11$ in Figure 2). The opposite trend prevails for the samples coated with MgSt for all three cases of mixer type, as shown in Supplementary Material, Figures S1-S3.


Figure 3. Specific flow energies of $\alpha$-lactose monohydrate treated with different percentages of magnesium stearate in the three mixers. (a) Downward test; (b) Upward test. Each data point represents the mean specific flow energy of the triplicate FT4 measurements taken from Test 1. The error bar represents the standard deviation. Note: Error bars that cannot be seen are smaller than the symbols.

### 3.3. Effect of Mixer Type on Powder Flow

The operating procedure used for mixing $\alpha$-LM and MgSt follows the work of Barling et al. [26]. According to their work, a mixing equivalency is achieved amongst the three mixers when the mixing is done under the operating conditions specified in Table 1. A comparison of the SDFE and SUFE recorded for the three mixers at different mass percentages of MgSt is shown in Figure 3a,b, respectively. There exists a large difference in the SDFE among the three mixers at $0 \% \mathrm{MgSt}$. The $\alpha$-LM samples treated with Mechanofusion have the highest SDFE ( $\sim 25 \mathrm{~mJ} / \mathrm{g}$ ) and those treated with Turbula have the lowest SDFE $(\sim 10 \mathrm{~mJ} / \mathrm{g})$. The difference among the three mixers diminishes with the MgSt $\mathrm{wt} \%$ and converges at $1 \mathrm{wt} \% \mathrm{MgSt}$. Apart from $0 \% \mathrm{MgSt}$, samples treated with Turbula
and Mechanofusion show almost identical behaviour, suggesting a mixing equivalency is achieved using the proposed operating procedure. Unfortunately, the same remark could not be made for ProCepT-treated samples. In this case, the difference in SDFE between the initial two consecutive cases ( 0 and $0.1 \mathrm{wt} \% \mathrm{MgSt}$ ) diminishes quickly, and then reaches a plateau. The results seem to suggest that ProCepT is a more efficient coating device compared to Turbula and Mechanofusion since a lower amount of MgSt is needed to improve the flow behaviour of the $\alpha$-LM bulk solids. However, the 'improved' flowability seen in ProCepT at low $\mathrm{MgSt} \mathrm{wt} \%$ is likely due to the rounding of the corners and edges of the crystals, rather than the efficiency of the mixer in spreading MgSt over the surfaces of $\alpha$-LM crystals. The latter is most effective when a dense particle bed is strongly sheared. This facilitates the 'smearing' of MgSt particles over the surfaces of the host particles. In the case of the ProCepT mixer, the impeller action aerates the bed, thereby reducing the bulk friction and shear viscosity of the particle bed. The scanning electron microscope images, taken from a Hitachi Benchtop SEM TM3030 Plus, as shown in Figure 4, indicate that chips and fragments are present in ProCepT-treated samples, and, also, to a lesser extent in the case of Mechanofusion, as it can be implicitly inferred from the extent of breakage reported below. The magnification of the images is shown as a line bar with a 1 mm scale.


Figure 4. Scanning electron microscope images of isopropyl-alcohol-washed $\alpha$-lactose monohydrate crystals treated with Turbula, Mechanofusion, and ProCepT with $0.2 \mathrm{wt} \% \mathrm{MgSt}$, showing notable breakage in the case of ProCepT mixer.

In terms of SUFE, the trend of the results of samples treated with MgSt by Turbula and Mechanofusion almost overlap. ProCepT-treated samples generally have much better flow performance compared to Turbula- and Mechanofusion-treated samples at the same MgSt wt\%.

### 3.4. Extent of Breakage

$\alpha$-LM crystals experience different levels of mechanical stresses due to agitation in the three mixers. Vigorous relative motion between the particles during the mixing process damages the particles, and a reduction in particle size is expected. Following the mixing process, a sieving analysis is performed to quantify and compare the extent of size reduction of the $\alpha$-LM particles in the three mixers. The size distributions of the $\alpha$-LM samples treated with Turbula, ProCepT, and Mechanofusion with $0.2 \mathrm{wt} \% \mathrm{MgSt}$ are shown in Table 2. The size of the $\alpha$-LM particles is reduced as a result of mixing, but only to a small extent. The following criterion is adopted to quantify the extent of breakage: the mass of particles collected by a sieve that is two sizes (according to BS410 sieves) below the feed sieve size is used as a breakage indicator. The extent of particle breakage is found to be in the range of $\sim 0.1 \%$. This suggests that the breakage mode of the $\alpha$-LM particles in the three mixers of interest is dominated by attrition and surface abrasion. The amount of debris collected in Turbula-treated samples is the least amongst the three mixers. This is expected as the mixing action is the gentlest amongst the three mixers and involves no moving mechanical part that comes into direct contact with the particles in the mixing chamber.

Table 2. Particle size distribution of $\alpha$-lactose monohydrate particles, treated by Turbula, ProCepT, and Mechanofusion with $0.2 \mathrm{wt} \% \mathrm{MgSt}$ under equivalent mixing conditions according to Barling et al. [26].

|  | \% Mass |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sieve Size, $\mu \mathrm{m}$ | Mechanofusion |  |  |  |  |  |
|  | Mean | SD | Mean | SD | Mean | SD |
|  | 0.13 | 0.03 | 0.19 | 0.10 | 0.08 | 0.05 |
| $<150$ | 0.18 | 0.18 | 0.15 | 0.00 | 0.19 | 0.11 |
| $150-180$ | 0.62 | 0.33 | 1.11 | 0.24 | 0.41 | 0.15 |
| $180-200$ | 99.06 | 0.29 | 98.55 | 0.29 | 99.32 | 0.23 |
| $>200$ |  |  |  |  |  |  |

## 4. Conclusions

The influence of mixer type on the coating of $\alpha$-LM crystals with a small quantity of MgSt powder has been assessed. Three different types of mixers, i.e., Turbula, ProCepT, and Mechanofusion have been used. The assessment method is based on the effect of MgSt coating on flowability, as measured by the mechanical work expended by penetrating a rotating impeller into a powder bed by using an FT4 rheometer. The flowability of $\alpha$-LM crystals is affected by the presence of debris, i.e., fine particles of the same material, adhered to their surfaces, causing a wide sample to sample variation. Washing the $\alpha$-LM crystals using a liquid carrier, which does not dissolve them, reduces the variation as well as the magnitude of the expended work significantly, implying improved flowability. The addition of MgSt to $\alpha$-LM particles further improves the flowability for powders coated in all of the three mixers under equivalent mixing conditions, described in the work of Barling et al. [26]. There exists a threshold at $\sim 1 \mathrm{wt} \% \mathrm{MgSt}$ above which the further addition of MgSt does not improve the bulk flow performance of $\alpha$-LM. Samples coated by both Turbula and Mechanofusion mixers show remarkably similar flow performance, despite extreme shear strain rate. At the same MgSt composition, the ProCepT-treated $\alpha$-LM samples consistently perform better in terms of flow behaviour. This is attributed to collisional impacts in this mixer, rounding off sharp corners and edges. Mixing equivalency is best achieved between the Turbula and Mechanofusion mixers.

A breakage analysis due to mixing is also performed, and the results suggest that $\alpha$-LM samples coated using Turbula experience the least damage. The particle size distribution of the treated samples reveals that attrition and surface abrasion create the dominant breakage mode, particularly in the case of Turbula and Mechanofusion mixers, with their breakage extent being found to be in the range of approximately $0.1 \%$.

Supplementary Materials: The following are available online at https:/ /www.mdpi.com/article/ 10.3390 /pharmaceutics13081211/s1, Figure S1. Specific downward flow energy of $\alpha$-lactose monohydrate coated with different mass percentages of magnesium stearate, prepared by Turbula, for 11 consecutively-repeated tests for each sample. Figure S2. Specific downward flow energy of $\alpha$-lactose monohydrate coated with different mass percentages of magnesium stearate, prepared by ProCepT, for 11 consecutively-repeated tests for each sample. Figure S3. Specific downward flow energy of $\alpha$-lactose monohydrate coated with different mass percentages of magnesium stearate, prepared by Mechanofusion, for 11 consecutively-repeated tests for each sample.
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#### Abstract

The generation and accumulation of an electrostatic charge from handling pharmaceutical powders is a well-known phenomenon, given the insulating nature of most APIs (Active Pharmaceutical Ingredients) and excipients. In capsule-based DPIs (Dry Powder Inhalers), the formulation is stored in a gelatine capsule placed in the inhaler just before inhalation. The action of capsule filling, as well as tumbling or vibration effects during the capsule life cycle, implies a consistent amount of particle-particle and particle-wall contacts. A significant contact-induced electrostatic charging can then take place, potentially affecting the inhaler's efficiency. DEM (Discrete Element Method) simulations were performed on a carrier-based DPI formulation (salbutamol-lactose) to evaluate such effects. After performing a comparison with the experimental data on a carrier-only system under similar conditions, a detailed analysis was conducted on two carrier-API configurations with different API loadings per carrier particle. The charge acquired by the two solid phases was tracked in both the initial particle settling and the capsule shaking process. Alternating positive-negative charging was observed. Particle charging was then investigated in relation to the collision statistics, tracking the particle-particle and particle-wall events for the carrier and API. Finally, an analysis of the relative importance of electrostatic, cohesive/adhesive, and inertial forces allowed the importance of each term in determining the trajectory of the powder particles to be estimated.


Keywords: triboelectric charging; electrostatics; DPI; DEM; inhalation; carrier-based formulation

## 1. Introduction

Pharmaceutical powders are used in various stages of drug manufacturing and are an essential part of the pharmaceutical industry. As for most non-conductive materials, the handling and processing of these powders often leads to the transfer and accumulation of electrostatic charges. This, in turn, can cause issues in drug manufacturing, such as crosscontamination, intermittent powder flow, and even explosion hazards [1]. Poor powder flow can lead to difficulties in powder handling, filling, and packaging processes [2]. The agglomeration of particles can affect the powder's dissolution rate, which can impact the drug's bioavailability [3]. Segregation of the powder blend can result in non-uniformity of the drug content and, consequently, inconsistent dosing [4]. Therefore, understanding the mechanisms of electrostatic charge transfer and accumulation in pharmaceutical powders is crucial for ensuring the safety and quality of drug manufacturing processes.

Tribocharging is the process responsible for the charge transfer between contacting material surfaces, and it takes place upon detachment [5]. Carrier-based inhalation formulations used in Dry Powder Inhalers (DPIs) are composed of two solid components (i.e., the active pharmaceutical ingredient (API) and the carrier) with significantly different sizes and exhibit a complex tribocharging behavior. Effects such as the bipolar charging phenomena, i.e., particles the same material charged both positively and negatively, have been observed [6]. In some cases, experimental studies that focused on the tribocharging phenomenon [7-11] reported somewhat conflicting results, even in the polarity of the reported charge, calling for additional investigations at small scales. The charge polarity of
lactose particles (a widely used carrier and excipient) depends on the chosen inhaler [8], on the material of the containing capsule [12], and even on their manufacturing process; for example, milled lactose tends to charge positively, while sieved lactose tends to charge negatively [8]. Salbutamol sulphate (a commonly used API in inhalation formulations) tends to acquire a positive charge if it is amorphous and a negative charge if it is in its crystalline form [11]. Peart [13] reports that salbutamol charges positively when in contact with PVC, while lactose charges negatively. However, when salbutamol particles detach from lactose, the opposite polarity is measured for the two materials (salbutamol's specific charge is about $-3000 \mathrm{nC} / \mathrm{g}$, and lactose's specific charge is about $100 \mathrm{nC} / \mathrm{g}$ ).

When strong size polydispersity is present, the charge polarity also depends on particle size, with smaller particles that charge negatively and larger particles that charge positively [11,14-16]. This effect cannot be predicted using the triboelectric series, which is usually employed to rank the electronegativity of powder materials [1,2]. The concentration of the API plays a role as well, with the electrostatic charge of drug-carrier mixtures usually decreasing by increasing the concentration of the API $[10,17,18]$.

Electrostatics also plays a major role in the design and use of hard capsules for capsulebased DPI. Chow et al. [19] found that mechanical vibration such as tapping induced significant static charge on lactose stored in a gelatine capsule. Hoe et al. [10,17] hypothesized that the surface charge on the capsule might be high enough to ionize the surrounding air. Understanding such a variety of observations requires a careful analysis of the links between microscopic charge transfer processes and the macroscopic manifestations. Particle-scale information is an important ingredient that is accessible only through simulation.

In recent years, Discrete Element Method (DEM) modeling has emerged as a powerful simulation tool for studying the behavior of powders in inhalation devices [20]. Coupled DEM-CFD (Computational Fluid Dynamics) studies showed the detailed motion of particles from the initial dispersion in air through to the mouthpiece [21-25]. In the last decade, model formulations have been introduced to extend the particle-scale contact tracking capability of DEM with surface-surface charge transfer and physical electrostatic interaction models (see, e.g., [26-28]), allowing triboelectric charging phenomena at the particle scale to be studied [27,29-33]. Naik et al. [34] studied the triboelectrification of binary mixtures of drug and excipient in a blender. They found that particle-particle interactions enhance the electrostatic interaction between the drug and excipient and decrease the overall charge transfer between particles and walls. The overall charging process that resulted was mitigated by this effect, leading to a lower total charge than that acquired by single components, and differences in excipient concentration, in some cases, caused charge polarity reversal. The importance of particle-particle contact charging was also highlighted by Chowdhury et al. [33]. Zhu et al. [35] studied the contact electrification effect of selected API agglomerates in the Turbuhaler ${ }^{\circledR}$, finding a reduction in inhaler efficiency due to the triboelectrification of powders. Specific numerical studies on the motion of particles in the capsule of capsule-based DPIs are available in the literature [36-39], but the effects of charges generated upon contact on the release of powder from the capsule itself are not taken into account. Most of previous works in DPI applications focus on the influence of electrostatic interactions between previously charged particles, rather than the charge buildup process, and the charging of capsule walls is typically neglected.

The aim of the present study is to apply extended DEM simulations to evaluate triboelectric charging dynamics of a lactose-salbutamol binary mixture in the chargeable capsule of a DPI. The capsule is vibrated to simulate the routine handling operations to which a filled capsule is subjected during its life cycle, with the aim to assess the extent to which such movements give rise to electrostatic charge accumulation. The simulation tool offers the possibility to relate individual contact events and local charge transfer to the macroscopic influence that such a charge exerts on the material dynamics. The model formulation, simulation setup, and material parameter are presented first. After validation,
the results of simulations of representative systems at low- and high-dosage conditions are discussed.

## 2. Materials and Methods

### 2.1. DEM Simulation Technique

DEM is a numerical method for simulating the behavior of a system of discrete particles by tracking their individual motions and interactions due to the forces and momenta acting on each of them. Spherical particles are considered in the present work.

The translational $\left(\vec{v}_{i}\right)$ and rotational $\left(\vec{\omega}_{i}\right)$ velocities of the $i$-th particle are calculated by integrating Newton's second law of motion:

$$
\begin{gather*}
m_{i} \frac{d \vec{v}_{i}}{d t}=\vec{F}_{T}=\sum_{j=1}^{N c} \vec{F}_{i, j}^{c}+\sum_{j=1}^{N c} \vec{F}_{i, j}^{e}+\vec{F}_{g, i}  \tag{1}\\
I_{i} \frac{d \vec{\omega}_{i}}{d t}=\vec{T}_{T}=\sum_{j=1}^{N c} \vec{T}_{i, j}^{c}+\vec{T}_{r} \tag{2}
\end{gather*}
$$

where $\vec{F}_{T}$ is the sum of all the forces acting in the $i$-th particle-contact, electrostatic, and gravitational forces; and $\vec{T}_{T}$ is the sum of all the torques acting on the $i$-th particle-contact torque and rolling resistance, $T_{r}$.

Cohesive-contact forces are modeled following the JKR contact theory [40], which accounts for attractive forces due to van der Waals effects and is hysteretic, i.e., loading and unloading cases are different in that cohesive contact is initiated at zero distance, while detachment occurs at non-zero distance. A velocity-dependent dissipation is also introduced to be able to model (coefficient of) restitution after impacts. The magnitude of the normal contact force between two contacting particles is given by the following:

$$
\begin{equation*}
F_{c, i j}^{n}=4 \sqrt{\pi \gamma E_{e q}} a^{\frac{3}{2}}-\frac{4 E_{e q}}{3 R_{e q}} a^{3}-\eta_{n}^{H} \delta_{n}^{\frac{1}{4}} v_{n} \tag{3}
\end{equation*}
$$

where $\gamma$ is the surface energy, $a$ is the radius of the contact area, $v_{n}$ is the normal velocity, $\delta_{n}$ is the normal overlap, $\eta_{n}^{H}$ is the normal damping coefficient (related to the restitution coefficient; see, e.g., [41]), and $E_{e q}$ and $R_{e q}$ are the equivalent Young modulus and radius of the two contacting particles ( $i$ and $j$ ) [42].

The normal overlap, $\delta_{n}$, is related to the radius of the contact area as follows:

$$
\begin{equation*}
\delta_{n}=\frac{a^{2}}{R_{e q}}-\sqrt{\frac{4 \pi \gamma a}{E_{e q}}} \tag{4}
\end{equation*}
$$

As mentioned above, according to the JKR theory, during the detachment phase, the contact remains active at negative overlaps between the spheres (as actual surfaces are elongated shapes that are still in contact) until a threshold overlap is reached. The maximum attractive force, usually referred to as the pull-off force, occurs at a negative overlap and is given by the following:

$$
\begin{equation*}
F_{p u l l-o f f}=3 \pi \gamma R_{e q} \tag{5}
\end{equation*}
$$

The tangential contribution to the contact is considered following the no-slip solution of Mindlin and Deresiewicz [43] for the frictional-elastic part and a velocity-dependent dissipation term similar to the normal direction. The tangential contact force is calculated as follows:

$$
\begin{equation*}
F_{c, i j}^{t}=-\left(\mu_{s} F_{c, i j}^{n}, 8 G_{e q} \sqrt{R_{e q}} \delta_{n}^{\frac{1}{2}} \delta_{t}+\eta_{t}^{H} \delta_{n}^{\frac{1}{4}} v_{t}\right) \tag{6}
\end{equation*}
$$

where $\mu_{s}$ is the static friction coefficient, $G_{e q}$ is the equivalent shear modulus, $\delta_{t}$ is the tangential overlap, $\eta_{t}^{H}$ is the tangential damping coefficient, and $v_{t}$ is the tangential velocity.

In the rotational motion, the contact torque results from the action of the tangential contact force. The rolling friction torque is calculated according to the Constant Directional Torque model [44], introducing the rolling friction coefficient, $\mu_{r}$, as material parameter.

All the models presented above are described in more detail in Alfano et al. [39,45].
The DEM simulations were carried out using an in-house customized version of the open-source code MFIX (NETL MFS, Department of Energy (Morgantown, WV, USA), version 18.1.5 [46]. Johnson-Kendall-Roberts (JKR) model for the cohesive force and constant directional torque (CDT) model for the rolling friction were implemented in the original version of the code (see [45] for more details). Moreover, a different approach for wall contacts [47] was preferred to the standard MFIX formulation. Special precautions have also been taken to prevent very fine particles from being unrealistically pushed out of the domain by the carrier particles, crossing the domain boundary. In terms of hardware resources, an own-managed cluster was extensively utilized by running parallel tests on up to 32 cores.

### 2.2. Triboelectric Charging Model and Electrostatic Forces

Consideration of the charge transfer, buildup, and corresponding modification to the powder dynamics requires two essential ingredients: a tribocharging model for the charge transfer between surfaces after contact and a model for the interaction force between charged bodies. Our selection for both models is introduced below.

The triboelectric charging model is based on the condenser model developed by Matsusaka et al. [48] in the formulation for DEM implementation proposed by Pei et al. [27]. It was extensively presented in a previous work [31] and is shortly summarized here.

Each particle and wall element is assigned a net scalar charge that is representative of its surface-charge distribution. This charge evolves as a result of particle-particle and particle-wall collisions and contacts (Figure 1a) upon surface detachment. The charge transferred after each particle-wall impact is calculated as follows:

$$
\begin{equation*}
\Delta q=k S_{m}\left(\frac{\Phi_{i}-\Phi_{s}}{e}+\xi \frac{z_{s}}{4 \pi \varepsilon_{0}} \frac{q_{i}}{R_{i}^{2}}\right) \tag{7}
\end{equation*}
$$

where $\Phi_{i}$ and $\Phi_{s}$ are the work functions of the particle and the wall surface, respectively; $e$ is the elementary charge $\left(1.602 \times 10^{-19} \mathrm{C}\right) ; R_{i}$ is the particle radius; $z_{s}$ is the cutoff distance for particle-wall charge transfer (considered as 130 nm [27]); $q_{i}$ is the charge on the particle before impact; $\xi$ is the image correction factor [49], which is set to $2 ; \varepsilon_{0}$ is the vacuum permittivity ( $8.854 \mathrm{pF} / \mathrm{m}$ ); $k$ is the charge efficiency, which is set to $10^{-4} \mathrm{C} \mathrm{m}^{-2} \mathrm{~V}^{-1}$ [27]; and $S_{m}$ is the maximum contact area, which is calculated as follows:

$$
\begin{equation*}
S_{m}=\pi \delta_{n, \max } R_{e q} \tag{8}
\end{equation*}
$$

where $\delta_{n, \max }$ is the maximum normal overlap and $R_{e q}$ is the equivalent radius (harmonic mean) between the two contacting surfaces.

The first term of the sum in brackets in Equation (7) is the contact potential difference, i.e., the driving force for charge exchange, while the second term arises from the image effect. Note that charge transfer occurs, increasing one surface by some charge and decreasing the other one by the same amount, so that the total system charge remains constant.

The particle-particle charge transfer is calculated in a similar fashion [27]:

$$
\begin{equation*}
\Delta q=k S_{m}\left(\frac{\Phi_{i}-\Phi_{j}}{e}+\xi \frac{z_{p}}{4 \pi \varepsilon_{0}}\left(\frac{q_{i}}{R_{j}^{2}}-\frac{q_{j}}{R_{i}^{2}}\right)\right) \tag{9}
\end{equation*}
$$

where $z_{p}$ is the cutoff distance for the particle-particle charge transfer, and it is set to 260 nm [27].
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Figure 1. (a) Schematics of contact charging mechanism. (b) Graphical representation of particleparticle electrostatic forces evaluated within a cutoff distance.

Once each particle has its own charge, the second ingredient of the model, the electrostatic force between two charged particles (Figure 1b), is calculated according to Coulomb's law:

$$
\begin{equation*}
\vec{F}_{i, j}^{e}=\frac{1}{4 \pi \varepsilon_{0}} \frac{q_{i} q_{j}}{r_{i, j}^{2}} \hat{n}_{i, j} \tag{10}
\end{equation*}
$$

where $\hat{n}_{i, j}$ is the unit vector defined along the direction connecting the two particles' centers, and $r_{i, j}$ is the distance between these centers. The cutoff distance for the calculation of the electrostatic interactions is set to 1.2 times the sum of the two particles' radii.

Coulombic interactions between charged particles and the walls of the capsule were considered according to the method of mirror charges [50]:

$$
\begin{equation*}
\vec{F}_{i, s}^{e}=\frac{1}{4 \pi \varepsilon_{0}} \frac{q_{i}^{2}}{\left(2 r_{i, s}\right)^{2}} \hat{n}_{i, s} \tag{11}
\end{equation*}
$$

where $r_{i, s}$ is the distance between the wall surface and the center of the particle, and $\hat{n}_{i, s}$ is the unit vector perpendicular to the surface and passing through the particle center. It is useful to note that while particle-particle interactions may be attractive or repulsive depending on the charge polarity, particle-wall electrostatic interactions are always attractive.

### 2.3. Simulation Parameters

The reference materials for API and carrier particles are salbutamol and lactose, respectively. The diameter of the salbutamol particles is set to $5 \mu \mathrm{~m}$, while the diameter of the lactose particles is $100 \mu \mathrm{~m}$, considering the commercially available Inhalac ${ }^{\circledR} 230$ as a reference.

The DEM simulation properties are reported in Table 1. The mechanical data are selected according to typical values found in the literature [51,52].

Table 1. Particles' mechanical and physical properties.

| Property | Carrier | API | Capsule |
| :---: | :---: | :---: | :---: |
| Reference material | Lactose | Salbutamol | Gelatine |
| Diameter, $d(\mu \mathrm{~m})$ | 100 | 5 | - |
| Density, $\rho\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ | 1500 | 1200 | - |
| Sliding friction coefficient, $\mu_{s}(-)$ | 0.5 | 0.5 | 0.5 |
| Rolling friction coefficient, $\mu_{r}(-)$ | 0.05 | 0.05 | 0.05 |
| Restitution coefficient, $e_{n}(-)$ | 0.85 | 0.85 | 0.85 |
| Young modulus, $E(\mathrm{GPa})$ | 0.2 | 0.2 | 0.2 |
| Poisson's ratio, $\nu(-)$ | 0.35 | 0.35 | 0.35 |
| Work function, $\Phi(\mathrm{eV})$ | 5.18 | 7.70 | 4.60 |

The work functions were calculated from molecular orbital calculation (MOPAC) by Naik et al. [9] for the lactose and by Zellnitz et al. [53] for salbutamol. The work function of the gelatine capsule was not found in the literature. Pinto et al. [12] observed that the charge acquired by the capsules in contact with stainless steel is about $60 \%$ of the charge acquired by the capsules in contact with PVC. Since the work function of PVC is 5.33 eV [34] and that of stainless steel is 5.05 eV [54], and since the charge is proportional to the difference between work functions (Equation (9)), the value $\Phi=4.60 \mathrm{eV}$ was estimated.

By looking at the work functions, salbutamol is expected to become negatively charged, while the capsule is expected to become positively charged. The behavior of the carrier particles is less predictable: lactose will acquire a positive charge after contact with the API and a negative charge if in contact with the capsule.

The cohesion properties are reported in Table 2 for each material pair [52,55].
Table 2. Surface energy and reference pull-off force values.

|  | Pull-Off Force, $\mathbf{F}_{\text {pull-off }}(\mathbf{n N})$ | Surface Energy, $\gamma\left(\mathbf{m J} / \mathbf{m}^{\mathbf{2}}\right)$ |
| :---: | :---: | :---: |
| API-API | 11 | 0.93 |
| API-carrier | 180 | 8.02 |
| Carrier-carrier | 150 | 0.64 |
| Particle-wall | 60 | 2.55 |

### 2.4. Geometry and Powder Configurations

The geometry used in the simulations is modeled using a size 3 hard-shell gelatine capsule [56] as a reference. The capsule is filled with a carrier-API blend. Two powder configurations are considered, as described in Table 3 and shown in Figure 2.

Table 3. Characteristics of the powder in the two simulated configurations.

|  | A | B |
| :---: | :---: | :---: |
| Sample total mass | 25 mg | 1 mg |
| Total no. of particles in sample | 123,858 | 117,233 |
| No. of API particles | 92,883 | 115,825 |
| No. of carrier particles | 30,975 | 1408 |
| API-to-carrier ratio $(w / w)$ | $1: 3332$ | $1: 124$ |
| API loading $(w / w)$ | $0.03 \%$ | $0.80 \%$ |
| Total surface area $\left(\mathrm{cm}^{2}\right)$ | 9.80 | 0.52 |



Figure 2. Initial location of powder with the two powder loadings: (a) 25 mg and (b) 1 mg .
Configuration A (Figure 2a) has a total mass of 25 mg . It consists of about 31k carrier particles and 93k API particles. Configuration B (Figure 2b) has a total mass of 1 mg and is made of about 1500 carrier particles and 117k of API particles. The total number of particles is similar, but the mixing ratio between the two solid phases differs consistently: 1:3332 $(0.03 \%, w / w)$ for Configuration A, and 1:124 $(0.80 \%, w / w)$ for Configuration B.

The approach for the dry powder coating of the carrier with API is described in Alfano et al. [22]. The difference in the coating degree between Configuration A and B can be noticed in Figure 3, which shows two coated carrier particles.


Figure 3. API-coated carrier particles in the two configurations considered: (a) $25 \mathrm{mg}, 1: 3332(w / w)$; and (b) $1 \mathrm{mg}, 1: 124(w / w)$.

The coated carrier particles are initially placed in a regular cubic arrangement, which was visualized in Figure 2. The initial random condition is obtained by letting them settle under gravity. Then, the capsule is subject to a periodic oscillatory translation to reproduce a tapping motion. The shaking frequency is 120 Hz , and the shaking amplitude is 0.8 mm . The shaking direction changes during the simulations, so that the capsule shakes alternatively in both horizontal and vertical directions ( $x$ and $y$, respectively). In implementation, rather than computing the actual motion of the capsule, the motion is tracked in the frame of reference of the capsule by adding the equivalent corresponding fictitious forces on the particles. More details of this implementation in MFIX can be found in Alfano et al. [39].

## 3. Results and Discussion

### 3.1. Model Validation

To verify the reliability of the tribocharging model with the selected parameters, a comparison was made with the data reported by Chow et al. [19], who studied the effect of powder handling by repeatedly tapping a gelatine capsule filled with 25 mg of lactose (InhaLac ${ }^{\circledR} 230, \mathrm{~d}_{50}=97.2 \mu \mathrm{~m}$ ). The specific charge of the sample was measured after 0,10 , 40, 100, and 200 taps.

To reproduce the tapping, a shaking motion with a 120 Hz frequency and 0.8 mm amplitude was considered. The simulation time was set to 1.67 s in order to have 200 full oscillations, corresponding to 200 taps. The capsule was filled with 25 mg of $100 \mu \mathrm{~m}$ lactose particles, initially settled at the bottom of the capsule. No API was included in this case. The initial charge of the particles was set according to a normal distribution with a mean of -0.025 pC (corresponding to the initial specific charge in the reference article, $-0.779 \mathrm{nC} / \mathrm{g}$, multiplied by the weight of a single particle) and standard deviation of $25 \%$ times the mean. The initial charge distribution is shown in Figure 4a.

Figure $4 b$ shows the total charge of the sample as a function of the number of taps, which also corresponds to the time evolution. The solid line is the result of the simulation, and the dots are the reference experimental data [19]. The increase in negative total charge follows the trend exhibited by the experimental measurements, well within the experimental uncertainty, except for the second point. Indeed, the data by Chow et al. [19] show a sudden jump in the charge, followed by a somewhat stationary stage between 10 and 40 taps. The simulations show a more gradual increase in the acquired charge, which may be helped by the ability to track the charge at every instant during the simulation. Attempts have been made to better reproduce the charge corresponding to the second point by considering tri-disperse particle sizes ( $10 \% \operatorname{vol} 60 \mu \mathrm{~m}, 80 \% \operatorname{vol} 100 \mu \mathrm{~m}$, and $10 \% \operatorname{vol} 150 \mu \mathrm{~m}$ ) by changing the capsule wall's work function and the charging efficiency coefficient. In
no case, however, did the abrupt initial change and subsequent less pronounced increase turn out to be predictable. Overall, the agreement can be judged to be sufficiently good to proceed with the more complex carrier-API cases.


Figure 4. (a) Initial charge distribution and (b) sample charge as a function of the number of taps. The line is the result of the simulations, and the points are experimental data reported by Chow et al. [19].

### 3.2. Gravity Settling in the Capsule

Starting from the ordered configurations of the powder shown in Figure 2, with both carrier and API particles, DEM gravity settling simulations have been performed to evaluate the charge buildup due to operations such as capsule filling and storage. Figure 5 shows the final configuration after the settling simulations. Figure 5a shows Configuration A $(25 \mathrm{mg})$ after 40 ms , with the powder bed stable at the bottom of the capsule. A much longer simulation was required for Configuration B ( 1 mg ), as after 40 ms , the particles were still consistently bouncing off the walls of the capsule. The simulation was extended up to 200 ms when most of the powder bed was settled (Figure 5b), and the charge level reached a stationary point (see below).


Figure 5. Powder configuration after gravity settling: (a) 25 mg (after 40 ms ) and (b) 1 mg (after 200 ms ). Carrier particles are shown in gray, and API particles are in purple.

Figure 6 shows the total charge acquired by the samples following the deposition simulations. The API and carrier curves are shown individually, as well as the total charge curve. Note that the charges are evaluated at very short time increments, and the symbols on the plot lines are only for reference. Contrary to the simulation with only lactose particles (Figure 4b), which became negatively charged, in this case, the carrier acquires a positive charge, while the salbutamol acquires a negative charge. Figure 6a shows some oscillations in the total charge of the carrier: first, it increases, then it decreases, and then it increases again, probably depending on the instantaneous ratio between carrier-wall and carrier-API interactions. Similar fluctuations can be observed in Figure 6b, which shows
the result with the 1 mg sample and a different mixing ratio, but in a less pronounced way, suggesting that, in this case, the greater quantity of active principle and the reduced number of carrier particles promote API-carrier interactions at the expense of carrier-wall interactions. In both cases, the total net charge is negative and has a greater magnitude for the larger sample. A plateau in the contact charging process is observed more markedly in the 25 mg case.


Figure 6. Total charge acquired by (a) 25 mg and (b) 1 mg of powder after gravity settling in the capsule. The lines show instantaneous evaluation of the charges, and the symbols are only for references.

In Figure 7, the specific charge evolutions (expressed as the charge-to-surface ratio, CTS) in the first 40 ms of the two simulations for carrier and API particles are reported. Carrier particles in the 1 mg simulation acquire a higher specific charge than carrier particles in the 25 mg case. The opposite behavior is observed for API particles, for which the specific charge magnitude is higher for the 25 mg simulation.


Figure 7. Charge-to-surface ratio (CTS) acquired during gravity settling by (a) carrier and (b) API for the two simulations ( 1 mg and 25 mg ). The lines show the instantaneous evaluation of the charges, and the symbols are only for references.

In Table 4, a summary of the net and specific charges after gravity settling is reported. The 25 mg test shows a higher net charge (four times higher), but the specific charge is higher for the 1 mg test, whether it is expressed as the CTS (charge-to-surface ratio) or as the CTM (charge-to-mass ratio). The numerical value of the CTS is equal to the CTM for API particles, since the mass/surface ratio is $1 \mathrm{~g} / \mathrm{m}^{2}$.

Table 4. Charging level after gravity settling.

|  |  | Net Charge (pC) | CTM (nC/g) | CTS (nC/m $\left.{ }^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| API | 25 mg | -10.54 | -1445 | -1445 |
|  | 1 mg | -4.77 | -525 | -525 |
| Carrier | 25 mg | 3.09 | 0.13 | 3.17 |
|  | 1 mg | 2.95 | 2.67 | 66.67 |
| Sample | 25 mg | -7.46 | -0.38 | -7.60 |
|  | 1 mg | -1.82 | -1.64 | -34.18 |

Compared to the already mentioned specific charge of 25 mg lactose powder stored overnight in a gelatine capsule reported by Chow et al. [19], CTM $=-0.779 \mathrm{nC} / \mathrm{g}$, a lower value is obtained with the simulations $(-0.38 \mathrm{nC} / \mathrm{g})$, suggesting that the presence of salbutamol as API mitigates the powder charging.

### 3.3. Tapping of the Capsule

The capsule was subjected to the vibrating motion presented in Section 3.1. in the presence of both API and carrier particles. The configuration obtained after gravity settling (Figure 5) was taken as the initial condition, considering the charge recorded after gravity settling. The simulation was carried out for 400 ms , corresponding to 48 taps, with a shaking frequency of 120 Hz .

Figure 8 shows the total net charge acquired by the 25 mg (Figure 8a) and 1 mg (Figure 8b) samples after capsule shaking. Now, the lactose carrier particles acquire an overall negative charge, as in the simulations with carrier particles only (Figure 4b). The total net charge is negative in both the 1 mg and 25 mg samples. The final charge is about -0.6 nC for the 1 mg sample and -0.8 nC for the 25 mg sample. The charge acquired by 25 mg of carrier particles (Figure 4 b ) shaken 50 times was more than twice, suggesting again the possible mitigatory effect $[9,10]$ in the total charge acquisition due to the presence of salbutamol API particles.


Figure 8. Total net charge acquired by (a) 25 mg and (b) 1 mg of powder after capsule shaking. The lines show instantaneous evaluation of the charges, and the symbols are only for references.

The evolution of the specific charge is reported in Figure 9 as the charge-to-mass ratio (CTM) and in Figure 10 as the charge-to-surface ratio (CTS). The specific charge recorded for the API particles (Figures 9a and 10a) is substantial, exceeding -50,000 nC/g (or $-50,000 \mathrm{nC} / \mathrm{m}^{2}$ ) with both capsule loadings. The curves for the 25 mg case show a somewhat flattening trend at the end of the simulations, suggesting the beginning of a plateau phase.


Figure 9. Specific charge expressed as charge-to-mass ratio (CTM) during capsule shaking for (a) API and (b) carrier particles. The lines show instantaneous evaluation of the charges, and the symbols are only for references.


Figure 10. Specific charge expressed as charge-to-surface ratio (CTS) during capsule shaking for (a) API and (b) carrier particles. The lines show instantaneous evaluation of the charges, and the symbols are only for references.

Observing the evolution of carrier particles' specific charge (Figures 9b and 10b), the curve for the 1 mg sample is of particular interest. An initial positive charge buildup is observed, followed by a decrease in the charge and a subsequent markedly linear trend, until it reaches a specific charge value of almost $-130 \mathrm{nC} / \mathrm{g}$ (or $-3000 \mathrm{nC} / \mathrm{m}^{2}$ ). The specific charge for the 25 mg sample is more than one order of magnitude lower.

Figure 11 shows the individual charge distribution for API (top) and carrier (bottom) particles at different times: $50 \mathrm{~ms}, 200 \mathrm{~ms}$, and 400 ms . The charge distribution of API particles becomes wider, going from 50 ms to 200 ms , slightly narrowing again at the end of the simulation (Figure 11c, top). The mean value shifts to the left, i.e., with an increase in charge with negative polarity.

The evolution of carrier particles' charge distribution is different for the 1 mg and 25 mg samples. With the 25 mg sample, more and more carrier particles acquire a positive charge over time, while the opposite tendency is observed for the 1 mg sample: after 50 ms , most of the particles carry a positive charge (Figure 11a, bottom), while no carrier particle is charged positively at the end of the simulation (Figure 11c, bottom).


Figure 11. API (top) and carrier (bottom) charge distribution at different times: (a) 50 ms , (b) 200 ms , and (c) 400 ms .

Figure 12 shows a colored map of the surface charge density $(\sigma)$ observed in the capsule after shaking in the $x$-direction for 60 ms , as estimated according to Equation (9). The charge is positive, as the wall has the lowest work function. Comparable charge density values are observed between the two different loadings. However, a wider and more scattered area is associated to the 1 mg sample case, probably due to the more chaotic movement of API particles, while the 25 mg case is characterized by higher values localized near the main impact locations (normal to the shaking direction). The charge density estimated for the capsule is about 10 times lower than the CTS of carrier particles in the 1 mg configuration (see Figure 10b), while the opposite trend is observed in the 25 mg simulation. On the other hand, in both configurations, the CTS calculated for API particles is significantly higher than the capsule surface charge density (see Figure 10a).


Figure 12. Capsule charge density due to charge exchange with the bottom of the capsule after shaking in the $x$-direction for 60 ms .

### 3.4. Collision Statistics

To interpret the charge acquisition data, it is useful to relate the evolution of the acquired charge to the events that generate the charge transfer, i.e., the collisions. To that purpose, the MFIX code was modified to track individual collision events in DEM separately for particle-particle and particle-wall cases.

Figure 13a shows the percentage of API particles in contact with the walls of the capsule as a function of time. In terms of the fraction of the total, the 1 mg case shows a higher value, but the time variation is not significant in both cases. Figure 13b shows the evolution of the carrier-to-API coordination number ( CN ), i.e., the number of API particles in contact with a carrier particle averaged over all carrier particles. Interestingly, the CN remains almost constant in the carrier-rich 25 mg simulation, while in the API-rich 1 mg simulation, the carrier CN goes from about 100 to 4 within the first 100 ms , meaning that collisions are strong enough to determine that detachment of most of the API particles from the carrier. This can be the explanation of the shift in the carrier charge distribution, in which the mean value goes from a positive value at 0.05 s (Figure 11a, bottom) to a progressively negative value (Figure $11 \mathrm{~b}, \mathrm{c}$, bottom), as the carrier-API contact is the event that can give rise to a positively charged carrier particle.


Figure 13. Collision statistics: (a) percentage of API particles adhered to the walls and (b) mean coordination number (CN) for carrier particles.

Figure 14a shows the instantaneous number of collision events during the last part of the simulation (from 300 to 400 ms ); the data for particle-particle (PP) and particle-wall (PW) contacts are presented separately. In the 25 mg simulation, more than $10^{4}$ particle-particle contacts are recorded, while the number of particle-wall collision events does not exceed 1000. The contact events in the 1 mg simulation stand in between, with more particle-wall contacts than particle-particle contacts, most probably due to the lower total solid mass. Figure 14b shows the average normal impact velocity; in this case, the velocity values are lower for the 25 mg simulations. Particle-wall contacts tend to occur with a higher impact velocity in both configurations.

The contact statistics data are completed in Figure 15, which shows how the collision events are distributed among the various phases involved. The majority of the collisions in the 25 mg simulations are low-energy carrier-carrier collisions, during which the charge exchanged is minimal since particles are made of the same material. The large number of carrier-carrier collisions could also be the reason why settling occurs much faster than in the 1 mg simulation, since all of these collisions dissipate the initial kinetic energy of the particles.

### 3.5. Estimate of Force Contributions

Given the significant value of the observed electrostatic charges (see, e.g., Figure 8), it is interesting to investigate whether or not the consequent electrostatic forces actually influence particle trajectories and to what extent.


Figure 14. Collision statistics: (a) instantaneous number of contacts and (b) average impact velocity for the two simulations. Data for particle-particle (PP) and particle-wall (PW) contacts are presented separately.


Figure 15. (a) Percentage of API-API (A-A), API-carrier (A-C) and carrier-carrier (C-C) collisions with respect to the total particle-particle contacts for the two simulations. (b) Percentage of APIwall (A-W) and carrier-wall (C-W) collisions with respect to the total particle-wall contacts for the two simulations.

By equating the weight force of the particle with the particle-wall electrostatic force calculated according to Equation (11), it is possible to estimate the charge magnitude necessary for the particle to remain attached to the wall, assuming for simplicity that the electrostatic attractive force acts in the opposite direction to the gravitational force:

$$
\begin{equation*}
\left|q_{W}\right|=16 \pi R^{2} \sqrt{\frac{\varepsilon_{0} \rho R g}{3}} \tag{12}
\end{equation*}
$$

Figure 16 shows $\left|q_{W}\right|$ as a function of particle diameter. The final charge magnitude distribution is also reported in the form of a scatter plot for the two systems investigated. Most API particles at the end of the simulation possess a charge level that is higher than $\left|q_{W}\right|$, while no carrier particle exceeds such a value (all points are below the blue curve). The results suggest that during capsule handling and shaking, a fraction of API particles are likely to end up retained inside the capsule, on its internal walls, due to the charge buildup, while this is much less likely to happen for a carrier particle.


Figure 16. Charge at which P-W electrostatic force is equal to weight as a function of particle diameter (blue line). A scatter plot of the final charge magnitude is reported in the plot for 1 mg and 25 mg simulations, separately for API ( $5 \mu \mathrm{~m}$ diameter) and carrier particles ( $100 \mu \mathrm{~m}$ diameter).

It is useful to note that other cohesive/adhesive forces and inertial fictitious forces are at play (see, e.g., Table 2), so their relative contribution should be compared. An evaluation in terms of the maximum force values is discussed below.

The maximum electrostatic force was calculated with the Coulomb law, considering the maximum particle charge magnitude in both simulations, which is 7.7 fC for API particles and 170 fC for carrier particles. For the calculation of the distance of the Coulomb force, it is assumed that the two bodies are in contact; therefore, for example, in the case of a p-P-P interaction, the sum of the particle radii was considered.

To estimate the maximum cohesive and adhesive forces, the reference values of the pull-off force in the JKR model are considered, i.e., the values reported in Table 2.

The fictitious force associated with the shaking motion follows a sinusoidal trend in time. Its maximum value is given by the following:

$$
\begin{equation*}
F_{s h k}=4 \pi^{2} A f^{2} \times m_{p} \tag{13}
\end{equation*}
$$

where $A$ is the shaking amplitude, $f$ is the shaking frequency, and $m_{p}$ is the mass of the particle. In the present study, this force reaches about 50 times the weight of the particle.

Figure 17 shows a comparison between the estimated maximum force contribution for carrier and API particles. As expected from the externally imposed motion, the fictitious force associated with shaking primarily determines the motion of the carrier particles, as it is higher than any other contributions. Electrostatic forces are lower than cohesive forces, with the API-carrier electrostatic interaction being the lowest (and lower than weight). On the other hand, the adhesive API-carrier force contribution is dominant in the case of API particles, the fictitious force appears to be irrelevant compared to the other forces at play, and the electrostatic forces are relevant.

It is interesting to note that the electrostatic API-API force is higher than the cohesive JKR reference force, suggesting that the repulsive Coulomb force between like-charged particles can overcome the attractive van der Waals interactions. In reality, with sufficient charge difference, even like-charged particles can be attracted to one another due to a mutual polarization of surface charge [57,58]. This is not accounted for in simple Coulombic interactions, as modeled here, and more sophisticated approaches would be necessary.


Figure 17. Comparison between estimated maximum force contributions for API and carrier particles. AW = API-wall; CW = carrier-wall; AA = API-API; AC = API-carrier; CC = carrier-carrier.

## 4. Conclusions

An extended DEM approach was applied to evaluate triboelectric charging of a lactosesalbutamol binary mixture in the gelatine capsule of a DPI. Two powder configurations were considered, with different loaded doses and mixing ratios. The selected triboelectric charging model and parameters were validated with the experimental data available in the literature. Unlike in previous works, dynamic charging and interparticle electrostatic interactions of carrier and API powders were detailed investigated, including the charge buildup on the capsule walls. The detailed analysis of the flow and collision behavior during tapping allowed us to elucidate the mechanisms leading to the final charge polarity of all three materials, a condition not predictable a priori.

Gravity settling simulations were performed to estimate the charge buildup due to operations such as capsule filling and storage. The total net charge after settling was found to be negative, despite the opposite charge polarity acquired by the carrier (positive) and API (negative). Then, the capsule was subjected to a vibrating motion to simulate routine handling operations and check whether such movements can give rise to a significant electrostatic charge. A consistently higher charge buildup was measured with the vibrating motion compared to the gravity settling simulations, with an overall negative charge also for carrier particles. The net charge was higher for the carrier-rich 25 mg formulation, but the specific charge was higher for the API-rich 1 mg formulation. The two different configurations also show a different charge distribution, with a more pronounced bipolar charging tendency in the case of the 25 mg dose. To interpret the charging dynamics, a detailed study of contact statistics was performed. The mechanical shaking movement promoted API detachment from the carrier, especially in the 1 mg configuration (with higher API dosage). With the 25 mg configuration, a high number of low-energy carrier-carrier collisions were recorded which tended to dissipate the kinetic energy of the particles. On the other hand, API-API and API-wall collisions were prevalent in the 1 mg configuration. Finally, a comparison of the forces at play revealed that electrostatic forces are relevant for API particles and might play a major role in cohesion and adhesion phenomena. The present work lays the foundation for new developments in the relations between particlescale charge transfer and buildup and the macroscopic manifestations, particularly in relation to DPI performances.
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#### Abstract

The continuous manufacturing of solid oral-dosage forms represents an emerging technology among the pharmaceutical industry, where several process steps are combined in one production line. As all mixture components, including the lubricant (magnesium stearate), are passing simultaneously through one blender, an impact on the subsequent process steps and critical product properties, such as content uniformity and tablet tensile strength, is to be expected. A design of experiment (DoE) was performed to investigate the impact of the blender variables hold-up mass (HUM), impeller speed (IMP) and throughput (THR) on the mixing step and the subsequent continuous manufacturing process steps. Significant impacts on the mixing parameters (exit valve opening width (EV), exit valve opening width standard deviation (EV SD), torque of lower impeller ( $\mathrm{T}_{\mathrm{L}}$ ), torque of lower impeller SD ( $\mathrm{T}_{\mathrm{L}} \mathrm{SD}$ ), HUM SD and blend potency SD), material attributes of the blend (conditioned bulk density (CBD), flow rate index (FRI) and particle size ( $\mathrm{d}_{10}$ values)), tableting parameters (fill depth (FD), bottom main compression height ( BCH ) and ejection force (EF)) and tablet properties (tablet thickness (TT), tablet weight (TW) and tensile strength (TS)) could be found. Furthermore, relations between these process parameters were evaluated to define which process states were caused by which input variables. For example, the mixing parameters were mainly impacted by impeller speed, and material attributes, FD and TS were mainly influenced by variations in total blade passes (TBP). The current work presents a rational methodology to minimize process variability based on the main blender variables hold-up mass, impeller speed and throughput. Moreover, the results facilitated a knowledge-based optimization of the process parameters for optimum product properties.


Keywords: continuous manufacturing; continuous mixing technology; vertical blender; direct compression; lubrication; material characterization

## 1. Introduction

Continuous manufacturing lines are supplied by various vendors and distributed amongst the pharmaceutical industry. Next to the benefit of continuous manufacturing, the modular setup allows for an easier transfer amongst various production sites, as the setup can be more easily cloned from the pilot plant or launch site [1]. The PCMM (portable, continuous, modular and miniature) installed at the Pfizer site in Freiburg, Germany, consists of a GEA Compact Feeder, a vertical continuous blender (CMT-continuous mixing technology), a MODUL ${ }^{\mathrm{TM}} \mathrm{P}$ tablet press equipped with an NIR (near infrared) probe installed in the feed frame and an at-line combi-tester to analyze tablet properties, such as thickness, weight and crushing strength (Figure 1).


Figure 1. Overview of the direct compression line used for this trial.
Basically, for each raw material, the powder is transferred from a polyethylene bag via a top-up valve into an agitated hopper, where co-rotating screws supply the powder by the loss in weight (LiW) principle at a composition related feed rate. The continuous process demands a periodical refill of the hopper triggered by a defined refill level, performed by a rotating volumetric refill device with flexible volume inserts [2,3].

Since feeding is the first step within a continuous process, it is consequently one of the first critical control elements besides the material attributes. Accurate feeding is substantial for the quality of a continuous process to avoid deviations regarding the quality of blend and content uniformity of the tablets [4-8].

To provide low variability in feed rate, the optimal feeder design and the corresponding parameter settings, such as refill level, top-up volume, screw pitch, feed-factor array (governing dosing in volumetric mode during e.g., refill) and gearbox type (Figure 2), should be individually adjusted based on composition, throughput and powder attributes [3,4,7-13].

Several feeders supply each raw material separately, and the powder falls through the conical-shaped inlet hopper into the vertical continuous mixer. It is composed of two regions: the upper delumping region and the lower mixing region (Figure 3). In both, the impellers can be adjusted independently regarding speed, direction and vertical position, i.e., the gap between impeller and conical sieve. In the delumping region, a downstream sieve $(d=2.1 \mathrm{~mm})$ is set to delump possible agglomerates. The powder leaves the upper region and arrives in the conical mixing region, where a second impeller is mounted. The whole setup of the CMT is attached to load cells, which monitor the weight of the powder within the mixer. This hold-up mass (HUM) is defined in the recipe and determines the mass, will always be mixed in the CMT continuously throughout the process.


Figure 2. Overview of a GEA Compact Feeder and corresponding adjustment options.


Figure 3. Overview of the CMT. View of the upper impeller is obstructed by the sieve.

Other papers focus on a horizontal continuous mixer, where the HUM is considered a function of flow rate and impeller speed and cannot be set individually [14,15]. In contrast, the HUM in a vertical continuous mixer remains constant, and various shear rates (impeller speeds) can be applied despite a constant residence-time distribution (RTD) [8]. As in this case the continuous DC line includes only one mixing step for all mixture components, including the lubricant. An impact especially on lubricant-sensitive mixtures, as well as on the blend uniformity of the mixture and, subsequently, content uniformity of the tablets, can be expected [16-18].

The exit valve is located at the bottom of the CMT. By means of a proportional-integralderivative (PID) control loop, the exit valve opening width is adjusted automatically based on the current HUM value in order to keep the mass of the CMT constant. The controlled exit valve ensures that the same amount of mass entering the CMT will simultaneously leave the CMT (mass ${ }_{\text {in }}=$ mass $_{\text {out }}$ ). Feed fluctuations of each feeder and the respective variability in the mass flow can be balanced that way. Smaller exit valve opening widths are recommended so that newly entering raw materials can be properly mixed together with the blend that is already present in the blender. Otherwise, unmixed or poorly mixed material can pass by and leave the CMT without being blended, causing content-uniformity variability [8].

The mean residence time (MRT, Equation (1)) of a particle can be calculated based on the overall throughput and the HUM. It reflects the mixing period of that particle within the CMT [8].

$$
\begin{equation*}
\operatorname{MRT}[\mathrm{min}]=\frac{\operatorname{HUM}[\mathrm{kg}]}{\operatorname{THR}\left[\frac{\mathrm{kg}}{\mathrm{~h}}\right]} * 60 \frac{\mathrm{~min}}{\mathrm{~h}} \tag{1}
\end{equation*}
$$

The total blade passes (TBP, Equation (2)) reveals how often the impeller, on average, will pass a particle and show the intensity of the shear transmitted to the powder. With an increasing number of revolutions and respectively increased shear, a lubricant, such as magnesium stearate $(\mathrm{MgSt})$, can be introduced more homogeneously into the blend or even filmed onto the particles, potentially resulting in decreasing tensile strength of tablets. Therefore, particular attention is paid to the single mixing step in the CMT, where the lubricant will be mixed right from the start, together with the remaining raw materials, potentially resulting in a narrow process window between a homogeneous and an over-lubricated blend. Hence, it is required to set a suitable combination for HUM and IMP to ensure that TS and disintegration, as well as dissolution time, are within specification [19-25]. Thresholds regarding HUM and IMP are, besides the mass balance model (MBM), part of the control strategy of the CMT. If the process values exceed the specific limits, an alarm occurs and the process stops. Furthermore, variations in HUM and IMP could also impact the exit valve opening width and, therefore, the mixing quality.

$$
\begin{equation*}
\mathrm{TBP}=\mathrm{MRT}[\mathrm{~min}] * \mathrm{IMP}[\mathrm{rpm}] \tag{2}
\end{equation*}
$$

After the powder exits the CMT, it travels through the feed chute into the feed frame, where powder will be held up and be fed into the tablet press. Position sensors in the feed chute measure the filling levels. Using an internal feedback loop, we can control the turret speed of the tablet press according to the filling levels, thus preventing powder from backing up or the tablet press from running empty. An increasing feed-chute level results in an increased turret speed of the tablet press, i.e., increased powder demand, and vice versa.

The NIR probe in the feed frame is the first chemometric measurement in the process. It is therefore important to understand the impact of upstream settings and process states on the conformity of potency, as predicted by the NIR model.

The NIR probe measures a defined volume of the powder. The corresponding spectra are used to predict the API (active pharmaceutical ingredient) content. If inhomogeneity of the blend or variability in the upstream process units occurs, it can consequently be detected with NIR and is seen as a disturbance in the blend potency measured by NIR inside the feed frame [26].

Depending on the chosen control strategy, the impacted tablets can be diverted into the waste channel if the signals exceed the specification limits. As soon the signals are within specification limits again, the diverter switches back to the good product channel after a defined lead-lag time [27-29].

The tablet press was running with a control mode enabled, wherein the tablet weight control is based on the pre-compression displacement and the fill depth is adjusted accordingly. The bottom main compression height controls the thickness and compression force and, therefore, the crushing strength of the tablets. At the end of the tablet press, the tablets can be directed into the good channel, diverted into the waste channel or directed to the combi-tester, where at-line measurements regarding tablet properties can be performed in containment (see Section 2.7).

This paper assesses to what extent HUM, IMP and THR impact the downstream process of a direct compression mixture. It focuses on correlations and coherences and evaluates the predictability of process parameters based on the CMT settings, especially since the lubricant and all other formulation constituents are mixed simultaneously in one single mixing step. As a model formulation, Saccharin Monohydrate was used as API surrogate.

## 2. Materials and Methods

### 2.1. Materials

For this trial, saccharin sodium monohydrate (JMC, Ulsan, South Korea), microcrystalline cellulose (Avicel PH 102, FMC, Cork, Ireland), calcium di-phosphate (A-Tab, Innophos, Chicago Heights, IL, USA), sodium starch glycolate (Roquette, Lestrem, France) and magnesium stearate V (Mallinckrodt, St. Louis, MO, USA) were used.

### 2.2. DoE Settings

A central composite face design with a star points at the face of each side defined by a 2-level factorial design was conducted by using MODDE Pro 12.1 (Satorius Stedim Data Analytics AB, Umea, Sweden) (Table 2). A quadratic model was used, wherein the following parameters (Table 1) were considered:

Table 1. Overview of considered responses, where HUM, IMP and THR were adjusted as input variables.

| Responses |  |
| :--- | :--- |
| Mixing parameters | $\mathrm{T}_{\mathrm{L},}$ |
|  | EV |
|  | Blend potency as predicted by the NIR model |
| Material attributes of the blend | FRI |
|  | Particle size $\left(\mathrm{d}_{10}\right)$ |
| Tableting parameters | CBD |
|  | FD |
|  | BCH |
|  | EF |
|  | Tablet properties |
|  | TT |

Compounds and composition remained constant over the entire experiment. In general, 17 runs, including 3 replicates of a center point, were performed (Table 2). After adjusting the new CMT parameters, a transition phase was initiated $(3 \times$ MRT) to wash out the powder mixed at the former setting. A compression-force profile was conducted by using 118, 157, 169, 236 and 275 MPa compression pressure for each phase. Subsequently, the process was run for at least 10 min in a steady-state phase.

Table 2. DoE settings, where phase 7, 9 and 11 are the replicates of the center point.

| Phase | Throughput <br> $\mathbf{( k g / h})$ | Hold-Up Mass <br> $(\mathbf{g})$ | Impeller Speed <br> $(\mathbf{r p m})$ | MRT (min) | TBP (rev) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 400 | 200 | 2.4 | 480 |
| 2 | 10 | 400 | 650 | 2.4 | 1560 |
| 3 | 10 | 600 | 425 | 3.6 | 1530 |
| 4 | 10 | 800 | 200 | 4.8 | 960 |
| 5 | 10 | 800 | 650 | 4.8 | 3120 |
| 6 | 20 | 400 | 425 | 1.2 | 510 |
| 7 | 20 | 600 | 425 | 1.8 | 765 |
| 8 | 20 | 600 | 200 | 1.8 | 360 |
| 9 | 20 | 600 | 425 | 1.8 | 765 |
| 10 | 20 | 800 | 425 | 2.4 | 1020 |
| 11 | 20 | 600 | 425 | 1.8 | 765 |
| 12 | 20 | 600 | 650 | 1.8 | 1170 |
| 13 | 30 | 400 | 200 | 0.8 | 160 |
| 14 | 30 | 400 | 650 | 0.8 | 520 |
| 15 | 30 | 600 | 425 | 1.2 | 510 |
| 16 | 30 | 800 | 650 | 1.6 | 1040 |
| 17 | 30 | 800 | 200 | 1.6 | 320 |

During the transition phase and the compression-force profile, the tablet press was operated in manual mode, without using the combi-tester, to analyze tablet properties. In manual mode, samples were taken and weighed manually to select the correct fill depth. During each steady-state phase, manual mode was switched to automatic mode, in which the NIR probe was active. For each steady state phase, 275 MPa compression pressure was set; a tablet sample was taken in the middle of the steady state phase, using the combi-tester; and a powder sample was withdrawn at the end of each steady state phase by opening the sampling port underneath the feed frame and collecting approximately 300 g of powder.

### 2.3. Feeder Settings

The continuous manufacturing line used was equipped with PID-controlled LiW feeders. To ensure consistent powder supply, the following feeder settings were used (Table 3).

Table 3. Feeder settings for each raw material.

|  | Microcrystalline <br> Cellulose | Saccharin <br> Sodium Monohydrate | Calcium <br> Di-Phosphate | Sodium Starch <br> Glycolate | Magnesium <br> Stearate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Composition (\%) | 49.104 | 21.844 | 24.552 | 3 | 1.5 |
| Top-Up Volume (L) | 1.6 | 1.2 | 1.6 | 1.2 | 0.8 |
| Gearbox Type | $1(63: 1)$ | $2(235: 1)$ | $2(235: 1)$ | $3(455: 1)$ | $3(455: 1)$ |
| Screw Pitch $\left(\mathrm{mm}^{3}\right)$ | 20 | 10 | 20 | 10 | 20 |
| Refill Level $\left(\mathrm{dm}^{3}\right)$ | 0.5 | 0.74 | 0.3 | 0.25 | 1.5 |

### 2.4. Bulk and Tapped Density

Bulk and tapped density were measured by using an Erweka SVM 222 (ERWEKA GmbH, Langen, Germany) according to Ph.Eur. A 250 mL graduated flask was used and filled with an appropriate amount of powder of each raw material and blend. The initial volume and the volume $\left(\mathrm{V}_{0}\right)$ after 750 and 1250 taps were noted. Each sample was analyzed in triplicate. Hausner Ratio and Carr's Index were calculated as shown in Equations (3) and (4) and interpreted as shown in Table 4.

$$
\begin{equation*}
\text { Hausner Ratio }=\frac{\rho_{\text {tapped }}}{\rho_{\text {bulk }}} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\text { Carr Index }=\frac{\rho_{\text {tapped }}-\rho_{\text {bulk }}}{\rho_{\text {tapped }}} * 100 \tag{4}
\end{equation*}
$$

Table 4. Classification of Carr Index [30].

| Flowability | Carr's Index |
| :---: | :---: |
| Excellent | $<15$ |
| Correct | $15-25$ |
| Poor | $>25$ |

### 2.5. Freeman Powder Rheometer FT4

The FT4 Powder Rheometer (Freeman Technology Inc., Worcestershire, UK) was used to characterize flow properties of powders and granulates. For this trial, 3 methods (stability and variable flow rate, powder compressibility and shear cell) were used to analyze the impact of CMT parameters on the flowability of the resulting blends.

### 2.5.1. Stability and Variable Flow Rate

In this trial, a cylindrical $25 \mathrm{~mm} \times 25 \mathrm{~mL}$ split vessel was used. After an initial condition cycle, the powder was split to obtain a defined amount of powder to ensure reproducible measurements. The actual testing consisted of seven alternating conditioning and test cycles where the blade was inserted in the powder bed and was moved downward, with a rotational blade tip speed of $100 \mathrm{~mm} / \mathrm{s}$, to remove history and operator influence. Subsequently, 4 cycles with decreasing blade tip speed (100, 70, 40 and $10 \mathrm{~mm} / \mathrm{s}$ ) were performed. The required energy is based on the resistance of the blade to flow in the downward motion [31].

The basic flow energy (BFE) is defined by the required energy to move the blade downward at test-cycle 7. The specific energy (SE) represents the energy that is required during an upward traverse at the same test cycle. The stability index (SI) is calculated by the ratio of the energy at test-cycle 7 and test-cycle 1. The flow-rate index (FRI) reflects the results of the reducing blade-tip speed, where the energy of the lowest rotational speed and the highest is set in ratio.

$$
\begin{equation*}
\mathrm{FRI}=\frac{\text { energy test } 11\left(10 \frac{\mathrm{~mm}}{\mathrm{~s}}\right)}{\text { energy test } 8\left(100 \frac{\mathrm{~mm}}{\mathrm{~s}}\right)} \tag{5}
\end{equation*}
$$

Basically, at higher flow rates, less energy is required, since the entrained air acts as a lubricant. At lower flow rates, the powder in front of the blades is more likely to be consolidated, due to the absence of entrained air; therefore, the interlocking of particles is more probable. Consequently, higher FRI values are common for cohesive powders. In this study, FRI values $<1$ are shown; they are typical for powders or blends containing lubricants. The conditioned bulk density (CBD) was measured after the initial conditioning cycle and the split of the powder, where agglomerates and air inclusions could be evened to ensure reproducible measurements [11,30,32-34].

### 2.5.2. Powder Compressibility

The compressibility method was used to investigate how the density of the measured powder changes with increasing normal stress. A split vessel ( $25 \mathrm{~mm} \times 10 \mathrm{~mL}$ ) was used for this trial. After three conditioning cycles, the powder was split, and the blade was changed for a vented piston. In total, 8 compression steps were performed ( $1,2,4,6,8$, 10,12 , and 15 kPa ) and were held for 60 s at each force. In this work, only compressibility (change in volume after compression (\%)) was used. Low compressibility values occurred for powders with a low amount of entrained air where particles are packed compactly. High compressibility values were seen if voids within the powder occurred. This was likely with cohesive powders [30,35].

### 2.5.3. Shear Cell

A shear cell test was performed by using the FT4. For this method, a $25 \mathrm{~mm} \times 10 \mathrm{~mL}$ split vessel was used. As normal stress, 7, 6, 5, 4 and 3 kPa were adjusted, and the initial consolidation stress was 9 kPa .

For this method, a $\tau-\sigma$-diagram can be obtained, where one pre-shear point and five yield points can be observed. Using a Mohr circle analysis, a linearized yield locus can be obtained, where the $\tau$-axis intersection is interpreted as cohesion and presents the obtained shear stress during powder deformation when no normal stress is applied [11,36-39].

### 2.6. Particle Size Distribution

For particle size measurements, a Sympatec QicPic (Sympatec GmbH, ClausthalZellerfeld, Germany) was used. It is a dynamic high-speed image-analysis system with a LED pulse-light source and high-resolution high-speed camera. An M7 lens was used that covers particles between 4.2 and $2888 \mu \mathrm{~m}$. Dispersion pressure was set to 1 bar for all raw materials and blends to maintain comparability. A dry dispersion line RODOS/L with VIBRI attachment was in place, and the sample size remained constant for each material $(5 \mathrm{~mL})$. To determine the particle size, the EQPC method was used, where $\mathrm{d}_{10}, \mathrm{~d}_{50}$ and $\mathrm{d}_{90}$ values were obtained (see Supplementary Table S34).

### 2.7. Tableting

A MODUL ${ }^{\text {TM }} \mathrm{P}$ tablet press (GEA Pharma Systems, Courtoy ${ }^{\text {TM }}$, Halle, Belgium) was implemented at the end of the continuous manufacturing line. Mode 2 (Courtoy dual-control force method) was selected, where the tablet weight control is based on pre-compression displacement measurements adjusting the fill depth, accordingly [40].

Round convex tablets with an 11 mm diameter and 1.12 mm cup height were manufactured. During steady state, a target compression pressure of 275 MPa was set.

The target tablet weight of 600 mg , tablet crushing strength and tablet thickness were tested periodically in the middle of each steady state, using the at-line combi-tester (Kraemer Elektronik GmbH, Darmstadt, Germany).

The feed chute level was controlled to a constant level at $40 \%$, and the paddle speed remained constant at 45 and 40 rpm . Turret speed set-points and speed tolerances of the tablet press were adapted to the respective mass throughput ( $11 \mathrm{rpm} \pm 2.2 \mathrm{rpm}$; $21 \mathrm{rpm} \pm 4.2 \mathrm{rpm}$ and $32 \mathrm{rpm} \pm 6.4 \mathrm{rpm}$ ).

## Tensile Strength

The tensile strength of the convex round tablets was calculated based on the following equation [41]:

$$
\begin{equation*}
\text { Tensile Strength }=\frac{10 P_{s}}{\pi D^{2}}\left(2.84 \frac{t}{D}-0.126 \frac{t}{W}+3.15 \frac{W}{D}+0.01\right)^{-1} \tag{6}
\end{equation*}
$$

where $P_{s}=$ tablet core crushing strength, $D=$ tablet core diameter, $t=$ tablet core thickness and $W$ = cylinder length. Tablet-crushing strength was measured by using the combi-tester, which is directly connected to the continuous manufacturing line.

### 2.8. Blend Potency

To analyze the impact of the CMT settings on the blend potency, an NIR spectrometer (SentroProbe DR LS NIR 170C ATEX, Sentronic GmbH, Dresden, Germany) was installed in the feed frame, with an insertion depth of 1 mm . Using PharmaMV 5.3 (Perceptive Engineering, Daresbury, UK), we recorded a spectrum every 4 s . Approximately 150-200 mg of the blend was measured during one measurement cycle. The collected data were preprocessed by first applying the Savitzky-Golay filter and then the standard normalize variate method (SNV). After that, the data were processed by a partial least square (PLS) regression model. The integration time was 9 ms , with 133 average scans.

### 2.9. Software

### 2.9.1. MODDE

The DoE was designed by using MODDE Pro 12.1. A multiple linear regression (MLR) model was used to evaluate the significance of the input factors on the responses. Furthermore, MODDE was used to obtain model equations to predict the responses.

### 2.9.2. Osi Pi

A considerable benefit of the PCMM is the implementation of OsiPi (OsiSoft, San Leandro, CA, USA), which enables access to all essential process values. All data generated by the PCMM are continuously monitored and stored by using OsiPi.

Pi Vision is a web-based tool wherein process data can be visualized in real time. Since the process data are stored in the PI Server, PiVision also can visualize previous batches if process states need to be evaluated retrospectively. For this trial, all process-related data were gathered by using PiDataLink, which is an Add-In to Excel (Microsoft Corporation, Redmond, Washington, USA) that enables data to be imported from the PI Server.

### 2.9.3. GraphPad Prism

GraphPad Prism 9 (GraphPad Software, Inc., San Diego, CA, USA) was used to generate the figures and to calculate the correlations (Pearson correlations) between the process parameters, including the $p$-values. All correlation coefficients are shown Supplementary Figure S57. To evaluate the size of the correlation, the following thumb rule was used (Table 5):

Table 5. Interpretation of Pearson correlation coefficients [42].

| Correlation Coefficient | Interpretation |
| :---: | :---: |
| 0.9 to $1.0(-0.9$ to -1.0$)$ | Very high correlation |
| 0.7 to $0.9(-0.7$ to -0.9$)$ | High correlation |
| 0.5 to $0.7(-0.5$ to -0.7$)$ | Moderate correlation |
| 0.3 to $0.5(-0.3$ to -0.5$)$ | Low correlation |
| 0.0 to $0.3(-0.0$ to -0.3$)$ | Negligible correlation |

## 3. Results and Discussion

### 3.1. DoE Results

The DoE reveals to what extent the input variables throughput (THR), hold-up mass (HUM) and impeller speed (IMP) affect the response parameters, such as the exit valve opening width and SD, torque of the lower impeller and corresponding SD, HUM SD and blend potency uniformity, as measured by NIR, in regard to the mixing step. Furthermore, the impact on material attributes of the blend (FRI, CBD and $\mathrm{d}_{10}$ values), tablet press parameters (FD, BCH and EF ) and tablet properties (TS, TW, TT and corresponding standard deviation) are presented. A visualization where responses are expected is shown in Figure 4. The data were fitted by using an MLR model, wherein significant model terms are identifiable when error bars ( $=95 \%$ confidence interval) do not cross the zero-line. Corresponding-fit statistics are shown in Supplementary Tables S2-S33. In this paper, models with $\mathrm{Q}^{2}>0.500$ (=estimate of prediction precision) and $\mathrm{R}^{2} \geq 0.800$ (=model fit) are considered good models, indicating a significant correlation between input variables and responses.

### 3.1.1. Mixing Parameters

For each presented response regarding mixing quality, impeller speed is a significant model term (Figure 5). The DoE showed that the influence on the exit valve opening width is driven by THR and IMP, resulting in higher opening widths if throughput and impeller speed are high as well. Regarding variability in EV, torque and blend potency, the impeller speed is the only significant model term. For torque values, HUM and IMP seem to share
the same extent of deflection. With regard to HUM SD values, all three input factors and HUM*IMP were significant.


Figure 4. Process overview of input factors (green, left side) and observed responses (blue, right side).
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Figure 5. Coefficients plot of the impact of input variables on responses regarding the blending unit and uniformity of the blend. The $95 \%$ confidence interval is displayed as an error bar.

As shown in Table 6, Q2 and R2 imply, that exit valve opening width (+SD) and torque (+SD) can be considered good models. As the variabilities of the responses were
not linearly distributed a logarithmic data transformation was conducted (as shown in the corresponding chapters and Supplementary Figures S7 and S11).

Table 6. Overview of fit statistics regarding mixing parameters after removing non-significant model terms.

| Response Factor | Data Transformation | $\mathbf{Q}^{\mathbf{2}}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Exit Valve Opening Width | Logarithmic | 0.860 | 0.905 | 0.883 |
| Exit Valve Opening Width SD | Logarithmic | 0.822 | 0.933 | 0.893 |
| Torque Lower Impeller | Logarithmic | 0.851 | 0.916 | 0.896 |
| Torque Lower Impeller SD | Logarithmic | 0.882 | 0.949 | 0.933 |
| Blend Potency SD | Logarithmic | 0.491 | 0.669 | 0.622 |
| HUM SD | Logarithmic | 0.428 | 0.727 | 0.664 |

Further details regarding fit statistics and model equations are shown in Supplementary Section A, "Summary of Fit: Mixing Parameter".

### 3.1.2. Material Attributes of the Blend

The conditioned bulk density (CBD), flow-rate index (FRI) and $\mathrm{d}_{10}$ values of the blend were evaluated (Figure 6). THR, HUM and IMP show a similar impact on CBD and $d_{10}$ values of the powder. In contrast, the coefficients regarding FRI show a positive impact of THR and a negative influence by IMP and THR*THR.


Figure 6. Coefficients plot of model terms regarding material attributes of the blends. The $95 \%$ confidence interval is displayed as an error bar.

Table 7 shows the fit statistics after removing non-significant model terms, whereby models regarding CBD, FRI and $\mathrm{d}_{10}$ can be considered good models. For further details, see Supplementary Section B, "Summary of Fit: Material Attributes of the Blend".

Table 7. Overview of fit statistics regarding material attributes of the blend.

| Response Factor | Data Transformation | $\mathbf{Q}^{\mathbf{2}}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Conditioned Bulk | - | 0.735 | 0.850 | 0.816 |
| Density | - | 0.800 | 0.896 | 0.848 |
| Flow Rate Index | - | 0.587 | 0.842 | 0.747 |
| Particle Size $\left(\mathrm{d}_{10}\right)$ |  |  |  |  |

### 3.1.3. Tableting Parameters

Regarding tableting parameters, the fill depth, bottom main compression height and ejection force were evaluated, wherein throughput and impeller speed are significant model terms for all three parameters (Figure 7). That means, these input factors have a statistically significant impact on all three tableting parameters. For example, higher throughput and
lower impeller speed result in lower TBP and, therefore, in lower lubrication, leading to lower powder densities, higher required fill depths and higher ejection forces.


Figure 7. Coefficients plot of model terms regarding tablet press parameters. The $95 \%$ confidence interval is displayed as an error bar.

Furthermore, the fill depth and ejection force share the same deflection of the three significant model terms, namely THR, IMP and THR*THR.

Table 8 shows the fit statistics after removing non-significant model terms. All three parameters show high values regarding $Q^{2}$ and $R^{2}$. For further information regarding fit statistics and model equations, see Supplementary Section C, "Summary of Fit: Tablet Press Parameters".

Table 8. Overview of fit statistics regarding tablet-press parameters.

| Response Factor | Data Transformation | $\mathbf{Q}^{\mathbf{2}}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Fill Depth | - | 0.873 | 0.941 | 0.914 |
| Bottom Main | - | 0.774 | 0.928 | 0.885 |
| Compression Height | - | 0.892 | 0.944 | 0.931 |
| Ejection Force |  |  |  |  |

### 3.1.4. Tablet Properties

To investigate the impact of CMT parameters on the tablet properties, the tensile strength (TS), tablet weight (TW) and tablet thickness (TT) obtained during steady state at 275 MPa compression pressure were evaluated.

In Figure 8, it can be observed that, besides the three input factors, namely THR, HUM and IMP, THR*THR, THR*IMP and HUM*IMP are significant model terms for tensile strength. That means, higher THR, lower HUM and lower IMP resulted in lower TBP and, therefore, lower lubrication, which increased the tensile strength of the tablets. Further explanations regarding TBP and tablet properties can be seen in the paragraph "Tensile Strength".

On the other hand, the tablet weight and thickness are both influenced by similar input variables. As the tablet-weight variance was always within control limits, an automatic weight adjustment did not occur. Consequently, TW was impacted by the density of the blends and FD. Considering the MLR, the high IMP, high IMP ${ }^{2}$ and high THR*IMP resulted in higher TBP and higher densities. Since the FD adjustments only occurred occasionally when the displacement at the pre-compression exceeded internal limits at which the calculated weights are too high/low, higher powder density resulted in higher TW. Regarding variability in tablet properties, throughput has the highest impact on tablet weight and thickness standard deviations, whereas no significant model term regarding TS SD could be found.


Figure 8. Model terms regarding tensile strength (TS), tablet weight (TW), tablet thickness (TT) and corresponding standard deviation. The $95 \%$ confidence interval is displayed as an error bar.

According to Table 9, tensile strength, tablet weight and tablet thickness can be considered good models. Again, as the variabilities of the responses were not linearly distributed, a logarithmic data transformation was conducted. Corresponding figures, model equations and fit statistics are shown in Supplementary Section D, "Summary of Fit: Tablet Properties".

Table 9. Overview of fit statistics regarding tablet properties.

| Response Factor | Data Transformation | $\mathbf{Q}^{\mathbf{2}}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Tensile Strength | Logarithmic | 0.907 | 0.976 | 0.958 |
| Tensile Strength SD | - | -0.090 | 0.283 | 0.117 |
| Tablet Weight | Logarithmic | 0.641 | 0.904 | 0.847 |
| Tablet Weight SD | - | 0.472 | 0.856 | 0.770 |
| Tablet Thickness | Logarithmic | 0.718 | 0.953 | 0.917 |
| Tablet Thickness SD | - | 0.395 | 0.694 | 0.592 |

### 3.2. Response Factors

For recapitulation, Figure 9 demonstrates the relationships between all parameters obtained and evaluated within this DoE. Starting from the CMT settings, the flowchart depicts the downstream process parameters where correlations are expected to be found.

### 3.2.1. Mixing Parameters

Exit-Valve-Opening Width
As presented in Figure 5, the throughput and impeller speed were the significant model terms for the exit valve opening width $\left(\mathrm{Q}^{2}=0.860\right.$ and $\left.\mathrm{R}^{2}=0.905\right)$. The low model validity observed was due to the extremely low variability seen in the replicated center points, and, hence, it is not a cause for concern.

In this regard, Figure 11a shows the exit valve opening width dependent on overall mass throughput, wherein increasing the throughput led to an increasing opening width. Furthermore, all EV at 650 rpm were higher than 10 mm . Figure 11 b shows the exit valve depending on impeller speed. It confirms that the high impeller speed was an important
reason for an increasing EV, while variations in HUM seemingly did not impact the exit valve ( $0.042 p=0.874$ ). Furthermore, a contour plot is used to demonstrate the significance of both model terms throughput and impeller speed (Figure 10). To determine suitable CMT settings based on this plot, small exit valve opening widths ( $<5 \mathrm{~mm}$ ) are preferable, which is in line with the findings of Toson [8]. Additionally, data regarding blend potency SD confirmed the maximum of 5 mm opening value of the exit valve (further details below).


Figure 9. Qualitative overview of process parameter connections and correlations. Input factors are marked in dark green (thick borders), confounding input parameters are marked in light green and the considered response parameters are shown in light orange. The color/shape of the borders classifies the responses into mixing parameters (orange line, rounded corners), material attributes of the blend (purple, striped background), tableting parameters (blue, dotted borders) and tablet properties (red, thin borders). Compression pressure (green) is considered an independent input factor of the tablet press.


Figure 10. Contour plot of exit valve opening width in dependence of THR, HUM and IMP.

Regarding EV SD, Table 6 reveals that impeller speed was the only significant model term $\left(Q^{2}=0.822 R^{2}=0.933\right)$. Furthermore, Figure 11c shows the $E V$ standard deviation as a function of the EV opening width $(0.785 p=0.0002)$. This correlation leads to the conclusion that higher EV values increased the risk of a fluctuating opening width, impacting the variability of the blend potency values $(0.952 p<0.0001)$ and subsequently affecting content uniformity of the tablets. A correlation matrix with downstream parameters concerning the EV is shown in Figure 12.


Figure 11. (a) Exit valve opening width vs. throughput ( $\mathrm{kg} / \mathrm{h}$ ) in relation to varying impeller speeds. (b) EV in dependence of impeller speed

$$
\text { (c) EV SD vs. EV. (d) EV as function of } \frac{\mathrm{HUM}[\mathrm{~g}]}{\mathrm{IMP}^{2}\left[\mathrm{rpm}^{2}\right] * \mathrm{THR}}
$$

where $x$-values higher than $2 \times 10^{-4}$ result in EV below 5 mm .
Figure 11d shows a correlation of the EV with the ratio of $\frac{\mathrm{HUM}[\mathrm{g}]}{\mathrm{IMP}^{2}\left[\mathrm{rpm}^{2}\right] * \mathrm{THR}\left[\frac{\mathrm{kg}}{\mathrm{h}}\right]}$. This empirically found normalization revealed good processing for values exceeding $2 \times 10^{-4}$.

As the decreased impeller speed proved to have the highest impact on reducing the exit valve opening width, it is certainly the primary parameter for reducing the EV value below 5 mm . However, one needs to consider the impact on the powder attributes of the blend, because a decrease in impeller speed will decrease the TBP and, therefore, the amount of lubrication. As described in the following sections, the TBP impacts the CBD, FRI, $\mathrm{d}_{10}$ values, FD and TS.

## HUM SD

HUM is an essential variable in MRT and TBP (Equations (1) and (2)), and this is why it is crucial to choose suitable blender parameters to maintain a consistent process. Accordingly, the fluctuation in HUM led to variabilities in the MRT and TBP.


Figure 12. Correlation matrix of input variables and mixing parameters.
Figure 13a shows the HUM SD as a function of impeller speed ( $0.514 p=0.035$ ). It reveals that the HUM standard deviations were not directly impacted by throughput. However, throughput is a significant model term, since comparatively low HUM standard deviations were obtained at low throughputs. On the other hand, higher impeller speeds tended to result in a larger span of HUM SD, and this could be caused by an unfavorable powder bed shape, due to higher centrifugal forces, as described by Toson et al. [8].


Figure 13. (a) HUM standard deviation as a function of impeller speed. (b) Dependencies between SD in EV and HUM.

Figure 13b shows that the previously mentioned EV SD correlated with HUM SD ( $0.929 p<0.001$ ). That could be traced back to the PID control loop between HUM and EV, where EV is a function of HUM process values in order to maintain mass ${ }_{\text {in }}=$ mass $_{\text {out }}$. Therefore, if variability could be observed in the HUM, then it occurred in EV, as well. To avoid those fluctuations, we can rely on the previous section, where impeller speed is
the recommended parameter to control the corresponding process parameters. A detailed example is given in Supplementary Section E, "Additional Demonstration of HUM SD".

Torque of Lower Impeller
Regarding Table 6, the models for $\mathrm{T}_{\mathrm{L}}\left(\mathrm{Q}^{2}=0.851\right.$ and $\left.\mathrm{R}^{2}=0.916\right)$ and $\mathrm{T}_{\mathrm{L}} \mathrm{SD}\left(\mathrm{Q}^{2}=0.882\right.$ and $R^{2}=0.949$ ) could be considered good models. The low model validity for torque SD is, again, caused by low variability in the replicated center points, and, therefore, it is not a cause for concern. Basically, the torque represents the required energy to turn the impeller within the CMT and can be used to monitor the mixing process [43].

Since the model terms in Figure 5 showed similar coefficients of HUM and impeller speed, the torque could be seen as a function of the sum of both factors ( $0.888 p<0.0001$ ) (Figure 14a).


Figure 14. (a) Torque of the lower impeller as a function of the sum of HUM and IMP. (b) Correlation between variability in torque and exit valve opening width. (c) Impact of impeller speed on the torque values.

Figure 14b demonstrates the linearity between $\mathrm{T}_{\mathrm{L}}$ SD and EV SD $(0.906 p<0.0001)$. The correlation between these standard deviations is based on the impact of impeller speed (IMP- $\mathrm{T}_{\mathrm{L}}$ SD: $0.874 p<0.0001$ ), wherein the higher impeller rotation resulted in higher variabilities in both parameters (Figures 5 and 14c).

Since standard deviations in both the torque and exit valve were strongly correlated, it is recommended to only focus on the EV values if monitoring is required.

## Blend Potency SD

Reflecting previously described process parameters, the correlations between blend potency SD and EV ( $0.843 p<0.0001$ ), EV SD ( $0.952 p<0.0001$ ), HUM SD ( $0.817 p<0.0001$ ), $\mathrm{T}_{\mathrm{L}} \mathrm{SD}(0.965 p<0.0001)$ and IMP $(0.753 p=0.0005)$ could be observed (Figure 12).

Higher exit valve opening widths implicate that the powder bed was not entirely closed at the bottom of the CMT and that particles newly entering the CMT could exit unmixed [8]. Consequently, blend potency SDs and, therefore, blend inhomogeneities could be explained by insufficient mixing based on the structure of the powder bed within the blend. Figure 15a shows the blend potency standard deviation as a function of impeller speed, wherein all values at 650 rpm were above $2.5 \%$. This observation could also be confirmed by using Figure 5, wherein IMP was the significant model term. Thus, to reduce blend potency SDs and, therefore, improve blend homogeneity and content uniformity of the tablets, reduction of the impeller speed is again proposed.


Figure 15. Blend Potency SD as a function of (a) impeller speed and (b) exit valve opening width.
Figure 15b shows that all blend potency values obtained at exit valve opening widths below 10 mm were smaller than $2.5 \%$. To minimize the risk of a higher blend potency SD, the presented results confirm maximum EV values below 5 mm .

Furthermore, independent of the blender variables, a potential risk for blend potency inhomogeneity could be adhesion of API at the walls due to electrostatic charging of particles [44].

### 3.2.2. Material Attributes of the Blend

During continuous mixing with a vertical blender, TBP is the decisive factor in describing the impact on material attributes since magnesium stearate will be mixed simultaneously throughout the entire mixing process. It is the combination of impeller speed and blend time (MRT) (Equation (2)), governing shear and mixing intensity of the lubricant into the blend. For improvements regarding EV position and HUM uniformity following changes in material attributes must be considered:

Higher TBP represents more contact between impeller and powder particles and hence, it is implied that lubricant can be distributed more homogeneously into the blend with the potential risk of film formation. This would impact the tablet tensile strength and will be further discussed in section Tensile Strength.

## Powder Density

With more impeller revolutions, more cavities of particles and granules can be filled and a layer around the particles can be built. On one hand, that increases the weight without increasing the volume and on the other hand, it is reducing particle-particle frictions due to the reduced friction of magnesium stearate filmed particles. Particles can now arrange more compactly, increasing the powder density $[45,46]$.

Figure 16a demonstrates an exponential relationship between TBP and CBD asymptotically reaching a value of $0.598 \frac{\mathrm{~g}}{\mathrm{~mL}}$ at 1560 TBP. At extreme values, such as 3120 revolutions, powder density will not increase any further and a maximum seemed to be reached, which led to the conclusion that increasing TBP only affected the material up to a certain limit.


Figure 16. (a) Conditioned bulk density (CBD) (g/mL), (b) flow rate index (FRI) and (c) particle size $\left(\mathrm{d}_{10}\right)(\mu \mathrm{m})$ as a function of total blade passes.

Considering Figure 6 and the equation for TBP (Equation (2)), the significant model terms of the DoE revealed the same information, where higher values in HUM and impeller speed increased CBD, and higher throughputs decreased the powder density $\left(Q^{2}=0.735\right.$ and $R^{2}=0.850$ ).

Flow Rate Index
Figure 16b shows the flow rate index (FRI) as a function of TBP $(-0.846 p<0.0001)$. In contrast to CBD, the FRI decreased with the rising TBP. Due to an increasing lubrication effect at the higher TBP, less energy was needed to move the blade through the powder bed, since the required energy is based on the resistance at the downward motion. Again, a plateau could be observed wherein the increasing TBP did not necessarily impact the FRI any further. The MLR analysis showed a model fit of $\mathrm{Q}^{2}=0.800$ and $\mathrm{R}^{2}=0.896$.

## Particle Size

The description of density changes based on TBP also applies to the particle size $\left(\mathrm{d}_{10}\right)$ (Figure 16c). At a high TBP, more magnesium stearate adhered to the particles, leading to a lower amount of the remaining free MgSt particles within the blend, and thus increasing the $\mathrm{d}_{10}$ values $(0.836 p<0.0001)$. As a reference, a blend without magnesium stearate was mixed by using a Turbula blender (Willy A. Bachofen AG, Muttenz, Switzerland), where a $\mathrm{d}_{10}$ value of $38.38 \mu \mathrm{~m}$ was obtained (Figure 16c).

Therefore, the appearance of smaller particle sizes in the blend could be traced back to MgSt . As seen at 3120 revolutions, the $\mathrm{d}_{10}$ value was similar to the blend without MgSt , implicating that the fine fraction of MgSt was almost completely attached to the remaining raw materials at the higher TBP. Moreover, particle-size changes due to destruction of particles could be ruled out. In this case, the $d_{10}$ values would have decreased with a higher shear.

Regarding the DoE results in Figure 6, a good model for $\mathrm{d}_{10}$ values could be obtained $\left(R^{2}=0.842\right.$ and $\left.Q^{2}=0.587\right)$. Particle sizes of raw materials and blends are shown in Supplementary Table S34.

### 3.2.3. Tableting Parameters

## Fill Depth

Higher powder density (CBD) will result in lower fill depths to fulfill the weight requirements, which could be confirmed in this paper $(-0.844 p<0.0001)$. As described above, the density of the blend was a function of TBP; that was why the fill depth was adjusted according to changes in TBP $(-0.775 p<0.0001)$, as well. Figure 17a shows the comparison between CBD and fill depth in dependence of TBP, where the increasing TBP resulted in higher density values and therefore in lower required fill depths. According to the TBP in Equation (2) and DoE Results in Figure 7, this observation could be confirmed since impeller speed was shown as negative and throughput as positive model term on fill-depth values.

As already described, after a specific amount of revolutions, neither CBD nor FD values showed further changes with increasing TBP.

Figure $17 b$ shows the fill depth as a function of particle size $\left(d_{10}\right)$. In general, smaller particle sizes are considered to decrease essential flowability, impacting a complete fill of the dies [47].

Regarding the die-filling process described by Xie and Puri [48], for powders with smaller particles, it is more challenging to lose entrained air due to cohesion during filling. Therefore, more volume and higher fill depths are required.. In this work, the correlation could be traced back again to lubrication, as described before, and not to cohesion $(-0.224$ $p=0.387$ ).

Osorio and Muzzio [49] showed that higher powder compressibility values increase weight variability during capsule filling. Additionally, capsule weight decreased as powder compressibility increased. The same principle applies for die filling in this study, where higher powder compressibility led to higher fill depth values ( $0.703 p<0.002$ ) (Figure 17c). This observation may also be helpful if a capsule machine were used instead of a tablet press in continuous downstream processing.

## Ejection Force

The ejection force is the required force to eject the tablet from the die and depends on the friction between the tablet and the die walls. Consequently, the reduction in ejection force is mainly influenced by the lubrication of the powder [50]. Usually, high ejection forces are accompanied by tableting problems and may cause damages to the tooling [51,52].

Regarding this dataset, the model-terms throughput and impeller speed shared the same deflections as for the fill depth (Figure 7); that means, it is indicated that a higher TBP results in a higher lubrication and lower ejection forces. However, although a strong correlation between ejection force and TBP was expected, only a correlation between ejection force and tablet-weight variability could be found ( $0.787 p=0.0002$ ). Nevertheless, a robust model regarding ejection force could be obtained by an MLR analysis $\left(Q^{2}=0.892\right.$ and $R^{2}=0.944$ ). For further explanation regarding TBP and ejection force, see Supplementary Section G, "Ejection Force".


Figure 17. (a) Fill depth as function of total blade passes compared to bulk density. (b) Linearity between fill depth and $\mathrm{d}_{10}$ values. (c) Impact of compressibility on fill depth.

### 3.2.4. Tablet Properties

Even if good models for TS, TW and TT could be found, only few correlations regarding TW and TT could be obtained (see paragraph "Ejection Force").

## Tensile Strength

Figure 18 demonstrates the tensile strength (TS) as a function of TBP $(-0.704 p=0.002)$, wherein a higher TBP resulted in lower tensile strength at the same compression pressure ( 275 MPa ), due to increased lubrication efficiency. According to the DoE results in Figure 8, the significant model terms corresponded to the TBP Equation (2), where a higher throughput, lower HUM and lower impeller speed result in a lower TBP and, therefore, in higher tensile strengths of the tablet. If previous process states need to be optimized by adapting CMT parameters, a similar TBP should be maintained to ensure the correct TS.


Figure 18. TS as a function of TBP at 275 MPa compression pressure.
Again, after 1560 revolutions, a plateau was reached, and no further reduction in tensile strength could be noticed with the increasing TBP.

## Compression-Force Profile

A compression-force profile was conducted by using 118, 157, 169, 236 and 275 MPa compression pressure. During phase 16, no compression-force profile could be performed, because HUM increased from 0.8 to $\sim 1.1 \mathrm{~kg}$ and the exit valve opened up to 45 mm , without any chance of decreasing. Thus, a consistent process flow could not be reached, and the correct setting of the FD and compression pressure was not possible.

Figure 19 includes the TS as a function of the corresponding compression pressure and TBP. Figure 19a demonstrates the profiles of each phase as a function of compression pressure, wherein the lowest TBP showed the highest values. Figure 19b reflects the TS as a function of TBP, where higher compression pressure led to profiles with higher values. Table 10 shows the fit statistics regarding tensile strengths obtained during the compression-force profiles.

Table 10. Overview of fit statistics regarding tensile strengths obtained during compressionforce profiles.

| Response Factor | Data Transformation | $\mathbf{Q}^{\mathbf{2}}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted R $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Tensile Strength at 118 MPa | Logarithmic | 0.905 | 0.958 | 0.942 |
| Tensile Strength at 157 MPa | Logarithmic | 0.877 | 0.963 | 0.944 |
| Tensile Strength at 169 MPa | Logarithmic | 0.870 | 0.940 | 0.918 |
| Tensile Strength at 236 MPa | Logarithmic | 0.923 | 0.978 | 0.964 |
| Tensile Strength at 275 MPa | Logarithmic | 0.927 | 0.975 | 0.963 |



Figure 19. (a) Overview of all phases (TBP) regarding compression pressure and tensile strength. (b) Overview of all compression pressures and the corresponding tensile strength based on the lubrication (TBP).

## 4. Sweet Spot

By using MODDE, it is possible to detect a sweet spot where several criteria are met. For this paper, exit valve opening width $(1-5 \mathrm{~mm})$, blend potency $\mathrm{SD}(0-3 \%)$, tensile strength ( $2-3 \mathrm{MPa}$ ) and tablet-weight variability $(0-2.5 \mathrm{mg}$ ) are considered critical parameters. In brackets, the favorable process values are shown. Figure 20 shows a visualization of a combination of input variables (throughput, hold-up mass and impeller speed) in which all criteria are met (light green). At an impeller speed of 650 rpm , no sweet spot could be achieved. With reducing impeller speeds, sweet spots at low throughputs are possible at 425 and 200 rpm . At 200 rpm , sweet spots could be achieved at low throughputs independently of HUM. Since it is preferred to run the process with higher throughputs, an optimal setting for this formulation can be observed at a combination of high throughputs and high HUM values at 200 rpm impeller speed.


Figure 20. Sweet spot (light green) reveals the combination of the DoE input variables in which the criteria are met. The color of the borders indicate which criterion is not met anymore. Black borders = TW SD, red borders $=$ TS and orange boarders $=$ EV .

## 5. Conclusions

This paper showed the evaluation of the downstream process states based on throughput, hold-up mass and impeller speed in a continuous direct compression line, including a single blending step, in a vertical blender (CMT). For all settings in the performed DoE, the same composition and compounds were used, so that the initial material attributes and lubrication sensitivity remained constant.

In this study, the model terms of the process states based on the CMT parameters were evaluated by means of a MLR analysis. Corresponding fit statistics are shown in Table 11.

Table 11. Overview of the models obtained in this study.

| Responses | $\mathbf{Q}^{\mathbf{2}}$ | $\mathbf{R}^{\mathbf{2}}$ | Adjusted $\mathbf{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: |
| Exit valve opening width | 0.860 | 0.905 | 0.883 |
| Exit valve opening width SD | 0.822 | 0.933 | 0.893 |
| Torque of lower impeller | 0.851 | 0.916 | 0.896 |
| Torque of lower impeller SD | 0.882 | 0.949 | 0.933 |
| Conditioned bulk density | 0.735 | 0.850 | 0.816 |
| Flow rate index | 0.800 | 0.896 | 0.848 |
| Fill depth | 0.873 | 0.941 | 0.914 |
| Bottom main compression height | 0.774 | 0.928 | 0.885 |
| Ejection force | 0.892 | 0.944 | 0.931 |
| Tablet thickness | 0.718 | 0.953 | 0.917 |
| Tablet weight | 0.642 | 0.904 | 0.847 |
| Tensile strength | 0.907 | 0.976 | 0.958 |

Furthermore, the connections between the parameters were evaluated. Regarding mixing parameters, it has been shown that the exit valve opening width and variability in exit valve, in hold-up mass, in torque and in blend potency are significantly correlated and can all be controlled mainly by impeller speed. If the improvement of these parameters is required, it needs to be considered that changes in impeller speed will also lead to changes in TBP.

With higher TBP, more shear is transmitted to the powder and more magnesium stearate will adhere to the remaining particles, leading to more lubrication and higher variation in material attributes. Hence, TBP significantly correlated with the blend's material attributes (density, $\mathrm{d}_{10}$ values and flow-rate index), the fill depth and the tensile strength of the tablets.

Target criteria (exit valve opening width (1-5 mm), blend potency SD ( $0-3 \%$ ), tensile strength ( $2-3 \mathrm{MPa}$ ) and tablet-weight variability $(0-2.5 \mathrm{mg})$ ) could generally be found at impeller speeds between 200 and 425 rpm and at throughputs between 10 and $12 \mathrm{~kg} / \mathrm{h}$
independent of HUM. To run the process as fast as possible, high throughput, high HUM and 200 rpm IMP are required to fulfill the target criteria and, therefore, represent the optimal setting for this formulation.

Supplementary Materials: The following supporting information can be downloaded at https: //www.mdpi.com/article/10.3390/pharmaceutics14020278/s1.
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## Abbreviations

API active pharmaceutical ingredient
BCH bottom main compression height
BFE basic flow energy
CBD conditioned bulk density
CMT continuous mixing technology
CP compression pressure
DC direct compression
DoE design of experiment
EF ejection force
EV exit valve opening width
EV SD exit valve opening width standard deviation
FD fill depth
FRI flow rate index
HUM hold-up mass
IMP impeller speed
LiW loss in weight
MBM mass balance model
MCC microcrystalline cellulose
MgSt magnesium stearate
MLR multiple linear regression
MRT mean residence time
NIR near infrared
PCMM portable, continuous, modular, miniature
PID proportional-integral-derivative
PLS partial least square
PV process value
RTD residence-time distribution
SE specific energy
SI stability index
SNV standard normal variate
SD standard deviation
TBP total blade passes
THR throughput

| $\mathrm{T}_{\mathrm{L}}$ | torque lower impeller |
| :--- | :--- |
| $\mathrm{T}_{\mathrm{L}} \mathrm{SD}$ | torque lower impeller standard deviation |
| TS | tensile strength |
| TT | tablet thickness |
| TW | tablet weight |
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#### Abstract

In pharmaceutical manufacturing, the utmost aim is reliably producing high quality products. Simulation approaches allow virtual experiments of processes in the planning phase and the implementation of digital twins in operation. The industrial processing of active pharmaceutical ingredients (APIs) into tablets requires the combination of discrete and continuous sub-processes with complex interdependencies regarding the material structures and characteristics. The API and excipients are mixed, granulated if required, and subsequently tableted. Thereby, the structure as well as the properties of the intermediate and final product are influenced by the raw materials, the parametrized processes and environmental conditions, which are subject to certain fluctuations. In this study, for the first time, an agent-based simulation model is presented, which enables the prediction, tracking, and tracing of resulting structures and properties of the intermediates of an industrial tableting process. Therefore, the methodology for the identification and development of product and process agents in an agent-based simulation is shown. Implemented physical models describe the impact of process parameters on material structures. The tablet production with a pilot scale rotary press is experimentally characterized to provide calibration and validation data. Finally, the simulation results, predicting the final structures, are compared to the experimental data.


Keywords: agent-based modeling and simulation; process modeling and simulation; tableting; product structures and characteristics

## 1. Introduction

The landscape of pharmaceutical processes and their control is and will further be changing in the coming decades. The adoption of quality by design (QbD) concepts and process analytical technology (PAT) approaches will be fostered, and classical batch production will be superseded by continuous pharmaceutical processes as well. The latter is getting more and more established in pharmaceutical industries due to its high potential in agility, flexibility, cost, and robustness and therefore ensuring a continuous supply of high-quality drugs [1]. Nevertheless, continuous as well as batch processes can be represented in simulation models, allowing the investigation of parameter changes and the resulting impact on the products. At the moment, and in the transition towards a continuous production in pharmaceutics, the process chains consist of combined batch and continuous processes, where each process has a significant impact on intermediate and final product structures and characteristics. Therefore, process chain models may need to represent batch as well as continuous processes.

Until now, the verification of final product quality is mainly ensured by offline batch acceptance sampling after nearly every process step [2]. In case of process deviations,
methodologies forecasting the final product quality or even feed-forward oriented control strategies for process parameter adaption are mostly missing. Hence, this gap often causes batch loss and imposes high cost.

Dynamic simulation approaches allow for the forecasting of processes and their process chains and, when combined with real world data, data-driven, knowledge-based control of these processes [3]. In the planning phase, forecasting the resulting product structures and characteristics of the planned process chain is possible. In the operation phase and based on proper simulation approaches, deviations can be compensated for by adjusting the parameters of upcoming process steps, adapting treatment times, or repeating or adding further steps. Furthermore, simulation approaches allow the analysis of complex interdependencies and are therefore useful to generate process knowledge. Four typical simulation paradigms can be distinguished in dynamic simulation modeling [4] and are shown in Figure 1. Depending on the abstraction level of the model and the change of process parameters over time (continuous or discrete), different paradigms are more likely to be chosen. For example, models with a high degree of detail and a continuous parameter change are likely to be modelled using the dynamic systems paradigm.

Discrete event simulations (DES) are widely used for modeling complex networks such as Petri nets, which do not require continuous parameter changes but are very helpful for the determination of key performance indicators of process chains. System dynamics (SD) models describe the system behavior with few details of the entities on a high abstraction level, and are often used for complex social or political systems [5].


Figure 1. Typical dynamic simulation approaches for the tableting process mapped on the simulation modeling paradigms (following [4-6]).

For simulating a tableting process or sub-process, the common approach is the use of dynamic systems simulations such as flowsheet simulations (FSS). Furthermore, discrete element methods (DEM) are used, which can further be classified depending on their level of detail. This scale can reach from cellular automata to combined finite-discrete element simulation as illustrated in Figure 1. A detailed description for those methods can be found in [6]. Simulations built upon the finite element method (FEM) are used to model particle deformation behavior under external stresses and the propagation of stresses within particles. Cellular automata approaches model the interaction with neighboring particle groups rather than the particles themselves, while combined finite-discrete element approaches model particle deformation, interaction with other particles, form and size in detail. FSS are mainly used to describe the change of properties of continuous phases (whereas solids are also considered continuous phases) and are well established in the process industry. Similar to the DES models, networks of entities and transitions are formed, representing process chains and aggregates, for example. The entities of a FSS network, so called nodes, are used to calculate output streams of given input streams according
to physical circumstances. Due to the more complex description of solids, the use of FSS models for solid processes has only recently been investigated [7-9].

Those dynamic systems simulation approaches have already proven their value in simulating production processes and chains or detailed process behaviors, respectively. However, considering the different abstraction levels of the approaches, FSS lack the ability to determine distributed product properties and their influence on the process. In contrast to that, discrete element simulations lack the ability to simulate whole process chains due to high computational efforts [10]. In past research, there have been efforts to adapt FSS especially for particulate processes in order to model detailed product characteristics to overcome this gap. This resulted in a modular open source system covering diverse process units by using multidimensional distributed product structures [11]. Additionally, reduced order models allow the integration of originally highly detailed models in FSS approaches at low computational expense [12].

In comparison to the common dynamic systems modeling approaches, agent-based $(A B)$ models allow both the ability to represent process chain behaviors and the ability to determine heterogenic product properties as well as their interdependencies with the processes and the consideration of different detail levels [4,13]. Therefore, AB models could be used to simulate intermediate product changes and the effects of those changes on the process and vice versa. Furthermore, AB models are able to represent cellular automata [13]. This enables the simulation of interrelations between neighboring materials and processes, a typical discrete element simulation characteristic [6]. Therefore, AB simulations helps to gain a better understanding of process chains, sub-processes as well as product properties, and represents a practical alternative to the existing simulation approaches. Especially for considering not only single processes, but the complete process chain of a pharmaceutical production, AB approaches have advantages in traceability and the transfer of product characteristics for specific entities.

The overall aim in this research is to evaluate processes and entire process chains in the planning phase and to support process and process chain improvements during operation with respect to the quality of pharmaceutical products using simulations. AB models are capable of integrating the advantages of the common dynamic systems approaches. Consequently, an $A B$ model on the tableting process in a rotary press is introduced, providing the basis for further research. The process step of tableting is chosen to demonstrate the applicability of the approach, which is, however, a generic approach that can be applied virtually on other process steps in the process chain. It highlights the necessity of careful process description and analysis (Section 2), setup of an AB model framework for a rotary press (Section 3), model identification, development and integration into this simulation approach, and its application and comparison to experimental results (Section 4), demonstrating its capability of determining product characteristics from parameter settings as well as tracing discrete product entities and material structures.

## 2. Tableting and Its Simulation

The diversity of particulate pharmaceutical products is high, reaching from powders to suspensions with numerous therapeutical applications and production processes. Due to its market share, the tablet is probably the most prominent particulate pharmaceutical product and there are several process routes for the production of tablets.

Direct compression, only comprising blending of raw materials and tableting, is the preferred process route for the tableting process, as very few process steps and handling are required and the powder materials are exposed to low temperatures, low moisture stresses, and short process times. The process parameters and the product structures for the direct compression process chain are illustrated and highlighted in Figure 2. This process chain covers several of the above-mentioned challenges, such as the combination of batch and continuous processes to produce a discrete final product or the variation of intermediate product structures resulting in critical quality attributes (CQAs) of the final product.


Figure 2. Direct compression process chain with exemplary (intermediate) product structures.
In addition, the applicability of direct compression is limited due to the high demands on the formulation regarding good flowability and low segregation tendencies. Depending on the properties and structure of API particles, the basic process chain of direct compression needs necessarily to be extended by different possible process steps, which are for example different granulation processes or subsequent tablet coating. Accordingly, the combined simulation of all processes for direct compression and the inclusion of granulation and coating will be the subject of future research. This research treats the direct compression process chain with a special focus on the tableting process.

### 2.1. Tableting Process

In the addressed tableting process, the process parameters and the preliminary product properties determine the intermediate product structures during the tableting process and consequently the final tablet properties. The tablet quality is often described by CQAs. As this case study focuses on the tablet structure depending on the excipient composition, the mass fraction of the respective excipient, tablet weight, porosity, and tensile strength are selected as CQAs. The porosity influences the disintegration time of the tablet and depends on the compression stress and the excipient properties. Additionally, a sufficient tensile strength is required to enable the handling and further processing of the tablets. The tableting process step exerts the highest influence on these tablet CQAs for the direct compression process chain. Therefore, the tablet production on a rotary press in pilot-scale was selected to be the simulative and experimental setup for this study. In Figure 3, the relevant components of a rotary press are shown. It consists of

1. a hopper containing the blend,
2. a filling pipe transporting the blend into the feed frame,
3. a feed frame equipped with one to three rotating paddle wheels with several stirring blades, transporting and filling the blend into the dies,
4. dies (and punches), passing the pre and main compression roller and the ejection mechanism. The main compression roller performs the compression of the powder in the die, leading to the formation of a tablet and the latter enables the ejection of the tablet from the die and out of the press.
The computational modeling of real-world processes allows better analysis and/or control of the processes. The modeling of the tableting process has already been described in the literature using different computational approaches, such as artificial intelligence [14,15], stochastic [16,17] and different simulation approaches (e.g., [18]), of which the existing FSS and DEM approaches are described in further detail below.


Figure 3. Rotary press components (provided by Korsch AG).

### 2.2. Existing Simulation Approaches and Agent-Based Simulation

Only a few approaches consider the complete direct compression scope. Simulation approaches using dynamic flow sheet approaches and considering the tableting process step in a direct compression are listed in Table 1. Compared to the low number of FSS approaches, several DEM and FEM approaches that consider the sub-process of the compression process exist.

Table 1. Dynamic FSS modeling and simulation approaches to pharmaceutical tableting.

| Authors | Considered Process Scope |  |  | Considered CQA for Tableting Process |
| :---: | :---: | :---: | :---: | :---: |
|  | Blending | Granulation | Tableting |  |
| Boukouvala et al., 2012 | X | X | X | Tablet porosity Composition of material Relative standard deviations of input materials |
| Boukouvala et al., 2013 | X | X | X | Tablet dissolution Particle size distribution |
| $\begin{gathered} \text { Rogers et al., } \\ 2013 \end{gathered}$ | X |  | X | Tablet hardness <br> Friability <br> Composition of material Dissolution performance |

### 2.2.1. Dynamic Flowsheet Simulation Modeling

Boukouvala et al. use FSS modeling for the simulation of continuous tablet production via direct compression and compression after dry granulation. The tablet press is modelled in a very simplified manner using the popular Heckel equation in order to determine the porosity of the tablets. Therefore, the porosity of the final tablet is predominantly determined by the compaction force of the tablet press and material properties. Subprocesses such as the hopper, the filling pipe, or the feed frame are explicitly not considered, even though the conducted experiments show segregation in the feed frame. The input variables are varied, and a Monte Carlo simulation is applied to achieve multiple output evaluations to assess the sensitivity of the input parameters towards the output variable. This is carried out for different stages of the tablet production. The change of input variables over time is not explicitly considered [2].

In order to consider further CQAs, Boukouvala et al. have extended their first model with the aim of determining the tablet dissolution. The tablet dissolution is mainly determined by the tablet porosity, as well as composition and particle size distribution. For the
tableting model, they used a Kawakita equation for modeling the final tablet porosity and the final tablet hardness is modelled as a function of the tablet relative density according to Kuentz and Leuenberger [19,20].

Rogers et al. extend the work of Boukouvala et al. [2,20], enabling the simulation of further CQAs such as the tensile strength [21], while Singh et al. even describe a control strategy for a multi-purpose continuous processing of pharmaceutical processes using the FSS model of Boukouvala et al. [9,20]. The dynamic FSS modeling approaches allow a good understanding and overview over the process chains and their parameters. Those parameters can even be controlled. However, the crucial components of FSS are the models for the individual processes and sub-processes. Those processes can be modeled to a certain degree of detail using semi-empirical or physical models. Comprehensive physical models that need microscale simulation, such as DEM, are not considered within the dynamic FSS, and therefore the determination of parameters for single products or product groups remains vague and could be improved [8].

### 2.2.2. Discrete and Finite Element Modeling

The discrete element modeling approaches are rather used to describe specific subprocesses such as the compression [22-25] or the die filling [26-32]. The particles in a typical DEM approach are modeled rigidly and are mainly used for explanatory models of physical behavior rather than for engineering purposes, which is to some extend the approach of the Finite Element Method (FEM), allowing the consideration of stresses within the machine design $[22,33,34]$. Baroutaji et al. describe the development of a FEM simulating the tablet compression to analyze, for example, the density distributions and stress maps in tablets or the tooling geometry [22]. Lewis et al. describe the development of an efficient combined finite-discrete element method (CFDEM) in order to simulate the powder compression of the tableting process [23]. The authors modeled the particles involved in the compression, considering the particles' individual shape, size, and size distribution. These approaches are modeled with a high level of detail of the particles and are useful for gaining a deeper process understanding, but due to time-consuming calculations, they are not appropriate for the simulation and control of process chains.

### 2.2.3. Agent-Based Modeling

The structure of a typical AB model consists of agents, their relationships to other agents, and their environment. The agent's own structure is shown in Figure 4.


Figure 4. Typical agent structure and interactions (following [13]).
The attributes of an agent can be static or dynamic, and each agent has a behavior that might change depending on rules adapting the behaviors. Such rules can be, for example, physical models such as the Heckel equation or they can depend on the state of the agent. The states are connected via transitions that follow specific rules before the next state is reached. Depending on the logic of the state, those transitions switch their behavior time dependently, at specific ratios, or via trigger. Those triggers can occur from the interactions with other agents or the agent's environment. These and other aspects as well as use cases of AB modeling and simulation are well described in the literature $[13,35,36]$.

The AB simulation paradigm was intended to simulate the dynamics of complex systems consisting of populations of autonomous, interacting agents or components. Nowa-
days, AB approaches are more and more common in production engineering [36]. AB simulation in particular can be used to describe the interactions of machines and (intermediate) products represented by individual agents [37].

To the authors' knowledge, AB simulation has not been used for pharmaceutical processes generally or tableting specifically. AB simulation enables the analysis of the development for specific product characteristics over the entire process chain, which is an advantage in comparison to the DEM and FSS. Here, processes can be adapted in the process of product development. Furthermore, the product quality can be controlled during the production phase. In addition, discrete and continuous processes and sub-processes can be considered together, which enhances the process understanding and is essential in the transition to continuous pharmaceutical production.

## 3. Agent-Based Simulation Model for the Tableting Process

For the development of an AB model of the tableting process, a thorough understanding of the sub-processes is required. Process models that describe the relationship between process parameters and product structures are necessary. A typical approach of modeling agents is outlined by Macal and North [35], consisting of the following three interlinked steps:
I. the identification of agents, agent groups, and their attributes,
II. the specification of the agent's behavior and
III. identifying the agent's interactions.

Following these three steps, the AB model was derived. For the derivation of the model, the pilot-scale rotary press XL 100 (KORSCH AG, Berlin, Germany) was considered, although the derived AB model is able to simulate any rotary press. A feed frame with one rotating paddle wheel with twelve stirring blades was used for the model setup as described below.

### 3.1. Step I I Identification of Agents, Agent Groups and Their Attributes

Two different agent types are introduced and shown in Figure 5; process agents and material agents. Process agents can be identified by determining the processes that have an individual behavior and a main impact on the final product structure. Considering the above mentioned rotary press, the process agents can be identified as (A) the hopper, (B) the filling pipe, (C) the feed frame and (D) the die (and punches).


Material agent parameters
Figure 5. Existing model agents and their required parameters.

The identified material agents are the blend in the four different sub-process steps and especially the tablets at the end of the sub-process chain. Four different blend material agents are considered so as to better model the process-material behavior, the intermediate products, and the final tablet structures. The process parameters of the agents are listed in Figure 5. For the ease of understanding and the distinction of original processes and modeled agents, in the following all agents are written in italics.

As the CQAs of the final product are in the focus and the material flow rate is determined by the number and weight of tablets that are produced per time, the process chain and its parametrization is derived starting from the last material agent (tablet) and ending at the first process agent (hopper) to reasonably define the sizes and interactions. The agents in the agent group tablet are modeled as a passive data box, where the product structures and properties for each tablet are collected. Even though several dies are filled simultaneously on a rotary press, only one die is compressed at a time. Therefore, the authors choose to model the blend in die as a single agent representing alternatingly all dies of the rotary press. The twelve rotating stirrer blades on the paddle wheel in the feed frame transport the powder inside their respective interspaces. These interspaces are modeled as twelve compartments, each represented by one blend in feed frame agent. In order to simulate the powder flow within the filling pipe, a group of agents is defined as the blend in filling pipe. A flow profile inside the pipe with slower flow close to the wall compared to the middle is expected. Therefore, the agent group consists of two agent types-the midstream, representing the higher velocities in a central circular region, and the outer ring (Figure 6), in which velocities are lower. Both types of agents possess the same height in every vertical position, forming layers within the filling pipe, each containing a midstream and an outer ring. The midstream agents travel faster than the outer ring agents by a constant velocity difference.


Figure 6. Schematic visualization of the process and material agents with the relevant states of the process agents.

In the state of equilibrium, the inflowing and outflowing powder streams in the feed frame and the filling pipe are equal in volume. Thus, the volume of the powder agents entering the feed frame from the filling pipe equals the powder volume filled to the diethe dosing volume. Therefore, the summarized volumes of one outer ring and a defined number of midstream blend in filling pipe agents, dependent on the velocity difference, are equal to the dosing volume of the die. The hopper serves as a feed for the blend in this model and the blend in hopper volume is reduced according to the remaining blend in the hopper.

### 3.2. Step II $\mid$ Specification of the Agents' Behavior

For the specification of the agents' behavior, the different states of the process agents were identified and are shown in a schematic overview for the tableting process in Figure 6. Furthermore, process knowledge of each state of the agent groups needs to be implemented in the AB model according to the agents' behavior. In order to get the desired information, the process-structure relationships for the five process agents are described below.

### 3.2.1. Hopper

The hopper is used as a reservoir for the blend, which is initially introduced to the tableting process. The blend in hopper agent's structure is homogeneously distributed. Within the 'fill filling pipe' state, the structure of the blend in hopper is transferred into the newly generated blend in filling pipe agents. Thus, the mass fraction of the components inside the filling pipe is determined by the feed exiting the hopper. Segregation phenomena that may occur already in the hopper (e.g., during filling) will be the focus of future research work and are not included in this paper.

### 3.2.2. Filling Pipe

Due to the flow profile inside the pipe, the composition changes over the height of the pipe as well as over time, resulting in a time-dependent composition entering the feed frame. The blend in filling pipe agents neither interact with agents in the horizontal nor in the stream wise direction. However, the AB approach is prepared to incorporate such segregation and distribution phenomena in future research. The transferred material of the blend in filling pipe agents is mixed with the remaining powder of the blend in feed frame agents.

### 3.2.3. Feed Frame

The feed frame has twelve defined positions to which the blend in feed frame agents are clearly assigned (Figure 6). Inside the feed frame, a rotating paddle wheel transports the powder. In position 1, the interspaces are filled with powder from the blend in filling pipe agents. In the output position (5), the blend is filled into the die. The die is crossed by several feed frame paddles, so powder is filled from different blend in feed frame agents into the die with a descending proportion over time. Therefore, the product structures of the blend in die needs to be calculated according to the structures of the blend in feed frames and their filling proportions. The volume of the blend in feed frame is reduced accordingly. After each die filling, the feed frame agent rotates the blend in feed frame agents into a new position depending on the paddle speed. The mean bulk density during die filling can be calculated from the mass fraction $x_{i}$ of the individual blend in feed frame agents entering the die and the respective bulk density of the powder $\rho_{\text {bulk },}$ :

$$
\begin{equation*}
\frac{1}{\rho_{f i l l, m i x}}=\sum_{i} \frac{x_{i}}{\rho_{b u l k, i}} \tag{1}
\end{equation*}
$$

Based on the powder weight filled into the die, the tablet weight $m_{T}$ can be calculated considering the dosing height $h_{\text {dos }}$ :

$$
\begin{equation*}
m_{T}=\pi \times\left(\frac{D_{\text {die }}}{2}\right)^{2} \times h_{d o s} \times \rho_{f i l l, m i x} \tag{2}
\end{equation*}
$$

### 3.2.4. Die (and Punches)

During the compression, the filling height is reduced to the compression height $h_{\min }$. For the simulations as well as for the experiments the compression height is set to a constant value and thus determines the developing compression stress. Consequently, the density of
the blend in die agent $\rho_{\text {comp,mix }}$ changes during compression, which can be calculated from the minimal in-die height $h_{\min }$ and the tablet weight $m_{T}$ :

$$
\begin{equation*}
\rho_{\text {comp }, \operatorname{mix}}=\frac{m_{T}}{\pi \times\left(\left(\frac{D_{\text {die }}}{2}\right)^{2}\right) \times h_{\min }} \tag{3}
\end{equation*}
$$

The compression curve (porosity over compression stress) can be applied to determine the resulting stress (and calculate the respective force) that is applied to achieve the bespoke compression density $\rho_{P, \max , \operatorname{mix}}$. A wide range of models was developed, describing such compressibility curves by mathematical equations [38,39]. The most prominent compression model is the model of Heckel [40]. Further compressibility models were developed by Kawakita, Gurnham, Cooper, and Eaton, as well as Wünsch et al. [39,41-43]. However, for describing the compressibility behavior of powder blends with known but varying composition, an approach with an appropriate mixing rule is necessary. Busignies et al. presented a volume-additive approach to predict the tablet density of a formulation using the Kawakita model [44]. They transformed the classical equation into a model of the tablet density where $\rho_{0, i}$ describes the density at low pressure (here 20 MPa ) and $a_{i}$ and $b_{i}$ are constants that need to be calibrated for the respective material:

$$
\begin{equation*}
\frac{1}{\rho_{P, \max , \operatorname{mix}}}=\sum_{i} \frac{x_{i}}{\rho_{0, i}}\left(\frac{1+\left(1-a_{i}\right) \times b_{i} \times P}{\left(1+b_{i} \times P\right)}\right) \tag{4}
\end{equation*}
$$

In this study, Equation (4) is converted to equal the compression stress $P$ and solved via the $p q$-formula to gain the compression stress of a blend with two components.

From a process agent's point of view, the ejection state is used to create a new tablet agent. After ejection, the tablet density changes due to the elastic recovery. Hirschberg et al. developed an approach to predict the out-die density $\rho_{\text {out-die }}$ based on the data of two tablets compressed at high and low compression stresses [45]. Therefore, the measured densities at maximum stress $\rho_{P, \max }$, at zero axial stress $\rho_{P, 0}$, and out-of-die $\rho_{\text {out-die }}$ are used. The change in density due to the instantaneous elastic recovery $\left(\Delta \rho_{i n-d i e}=\rho_{P, \max }-\rho_{P, 0}\right)$ is expected to increase linearly with the compression stress while the change due to the slow elastic recovery $\left(\Delta \rho_{\text {slow }}=\rho_{P, 0}-\rho_{\text {out-die }}\right)$ is expected to be constant:

$$
\begin{gather*}
\Delta \rho_{\text {in-die }}=k_{\Delta \rho_{\text {instant }}} \times P+l_{\Delta \rho_{\text {instant }}}  \tag{5}\\
\Delta \rho_{\text {slow }, o}=\frac{\Delta \rho_{\text {slow }}\left(P_{1}\right)+\Delta \rho_{\text {slow }}\left(P_{2}\right)}{2}  \tag{6}\\
\rho_{\text {out-die }}=\rho_{P, \max }-\Delta \rho_{\text {in-die }}-\Delta \rho_{\text {slow }, o} \tag{7}
\end{gather*}
$$

In order to predict the out-die density for mixtures of the excipients with varying compositions, a mixing rule has to be introduced. For the mixtures, only the mass fraction and the in-die density at the apparent stress $\rho_{P, \text { max,mix }}$ are known, so the elastic recovery has to be described based on the data of the pure substances. Therefore, according to the volumetric approach of Busignies et al., the densities at the different states ( $\rho_{P, m a x}, \rho_{P, 0}$ and $\rho_{\text {out-die }}$ ) for the high and low compression stress, investigated for the pure substances, are calculated for the mixtures (according to Equation (1)). Following this, the change in in-die density and out-die density (Equations (5) and (6)) can be calculated. Finally, the predicted out-die density results from the apparent in-die density at maximum stress $\rho_{P, \max }$ minus the corrective function $\Delta \rho_{i n-d i e}$ at the respective compression stress and the corrective value $\Delta \rho_{\text {slow, } \varnothing \text { ( }}$ (Equation (7)). Finally, the out-die density is corrected using the difference of the predicted values and the measured out-die densities, as suggested by Hirschberg et al.

The final tensile strength of the tablets dominantly depends, besides other influences, on the out-die porosity. In general, the lower the out-die porosity $\varepsilon_{\text {out-die }}$, the higher the
tensile strength $\sigma$. Ryshkewitch and Duckworth developed an exponential model to empirically describe this relationship [46]:

$$
\begin{equation*}
\sigma=\sigma_{0} \times e^{-k_{b} \times \varepsilon_{\text {out-die }}} \tag{8}
\end{equation*}
$$

The coefficient $\sigma_{0}$ describes the strength of a nonporous body of the same material, while $k_{b}$ corresponds to the slope of the $\ln \sigma$ vs. $\varepsilon_{\text {out-die }}$ curve.

### 3.3. Step III I Identifying the Agents' Interactions

As described in Section 2.2, interactions in $A B$ models can occur between agents (1-4) and between agents and their environment $(\mathrm{A}, \mathrm{B})$ as depicted in Figure 7. The latter, i.e., the environmental impacts on the process and the process impacts on the environment, have not been further considered even though aspects such as the humidity can have a significant impact on the product output. This research focuses on the interactions between agents. These interactions are modeled for connecting agents with the agents in their defined neighborhood and the dynamics that arise through this connection. Such interactions are mostly triggers (compare Section 2.1) for the transitions described in Step II.


Figure 7. Exemplary agent interactions for this simulation model.
As illustrated in Figure 7, interactions between process agents (1), between process and material agents (2), as well as vice versa (4), and between material agents (3) are considered in this model.

The process-process interactions have already been shown in Figure 6 and are marked via triggers. These triggers align the processes behaviors. Therefore, only if a trigger is sent, the trigger-receiving transition of the process agent is able to open the transition. This enables the agent to switch into the next state connected by the transition and show its specific behavior. One purpose of a trigger could be, that a process can send a trigger informing other processes that a specific behavior of a state has been completed. This occurs for example after the creation of a tablet. At that moment the punch and die agent interacts with the feed frame agent to allow the refill of the next die. Several processmaterial interactions are implemented in the model, e.g., the material agents' volume depends on process agents' parameters such as the volume of the blend in pipe agents, which is dependent on the volume of the die and the geometries of the filling pipe. The material-material interactions are necessary to transfer information from one material agent to another. This occurs every time a new material agent is created and obtains its attributes from corresponding agents. The same applies when material agents merge with other material agents and the product structures of both agents need to be assigned and calculated, respectively. Interactions between material agents occur in the filling processes of the filling pipe, the feed frame compartments, and the die. In those cases, a new blend density and mass fractions are calculated. The material-process interactions are relevant for the correct result of the final tablet properties. One of those cases is the calculation of the punch distance, which differs slightly from $h_{\min }$ due to the elastic deformation of the rotary press depending on the applied compression stress resulting from the resistance against compression of the blend in the die.

An overview of the agents' states, their respective behavior as well as interactions and the required calculations are listed in Table 2. Important process input parameters for the simulation are the minimal in-die height $h_{\min }$, the dosing height $h_{\text {dos }}$, and the turret speed. The paddle speed does not change in this case.

Table 2. Overview of the states of rotary press process agents, their behaviors, and their interactions.


The whole AB model was implemented using the modeling and simulation software AnyLogic ${ }^{\circledR}$. In the following, the simulation results are compared with experimental results.

## 4. Exemplary Application of the Agent-Based Methodology on a Rotary Press

For this case study, the effect of the change in particle size of the excipient anhydrous dicalcium phosphate in the feed is investigated. For illustration, the considerable change in particle size from one commercial quality with $x_{50}=167 \mu \mathrm{~m}$ to another with $x_{50}=64 \mu \mathrm{~m}$ and back is applied. Although changes in particle size are not expected to be as high during production as in this example, they may, however, occur due to different batches or fluctuations in the prior processes of the process chain. Due to the deformation behavior of anhydrous dicalcium phosphate, this change has a significant impact on the structural parameters as well as on the properties of the final tablet. Therefore, this case is well suited to demonstrate the capabilities of an AB simulation. In the following, the materials and the experimental setup are described.

### 4.1. Materials

Anhydrous dicalcium phosphate (DCPA) in two grades (DI-CAFOS ${ }^{\circledR}$ A60, DI-CAFOS ${ }^{\circledR}$ A150, Chemische Fabrik Budenheim KG, Budenheim, Germany) were used as model materials. The characteristic particle sizes of DCPA A60 and DCPA A150, determined by laser diffraction (Mastersizer 3000, Malvern Panalytical, Kassel, Germany), differ over the whole distribution (Table 3, Figure 8). To enable their processability, DCPAs were mixed with 1 wt \% magnesium stearate ( MgSt , Magnesia GmbH , Lüneburg, Germany) in a cube blender (ERWEKA GmbH, Langen, Germany) for five minutes at 30 rpm . The bulk $\rho_{b}$ and tapped density $\rho_{t}$ were determined according to the Ph. Eur. 9.3 2.9.34 using a 100 mL cylinder and a volumetric analyzer (Erich Tschacher Laboratoriumsbedarf, Bielefeld, Germany). As the two grades consist of the same chemical material, the solid density $\rho_{s}$, measured in triplicate with the helium pycnometer Ultrapyc 1200e (Quantachrome Instruments, Boynton Beach, FL, USA), are practically identical (Table 3).

Table 3. Characteristic particle sizes, solid, bulk, and tapped density for DCPA A60 and A150.

| Material | $x_{10}(\mu \mathrm{~m})$ | $x_{50}(\mu \mathrm{~m})$ | $x_{90}(\mu \mathrm{~m})$ | $\rho_{s}\left(\mathrm{~g} / \mathrm{cm}^{3}\right)$ | $\rho_{b}\left(\mathrm{~g} / \mathrm{cm}^{3}\right)$ | $\rho_{t}\left(\mathrm{~g} / \mathrm{cm}^{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DCPA A60 | 34 | 64 | 116 | 2.849 | 1.33 | 1.51 |
| DCPA A150 | 96 | 167 | 263 | 2.842 | 0.68 | 0.75 |



Figure 8. Particle size distribution of the DCPAs.

### 4.2. Experimental Methods

The pilot scale rotary press XL 100 (Korsch AG, Berlin, Germany) was used to investigate the tablet production process. The rotary press was equipped with four flat-faced round Euro-D punches with a diameter of 11.28 mm as a mixed rotor was used. A feed frame with one rotating paddle wheel with twelve stirring blades was used. The fill cam used had a fill depth of 10 mm , while the dosing depth was set to 7 mm . The minimal punch distance for compression was set to 3.2 mm , which is subsequently an input parameter for the simulation. Since the setting on the XL 100 does not take the elastic deformation of the press itself into account, the actual punch distance during compression was determined beforehand by comparison with the results of a compaction simulator (Styl'One, Medel'Pharm, Beynost, France).

For the process experiment, the rotary press was filled to the upper end of the filling pipe with DCPA A150. A constant filling level was ensured by continuously adding new powder manually. In order to guarantee complete filling of the dies, which might be a challenge at certain process parameter settings, the paddle speed was set to 60 rpm while the turret speed was 20 rpm [47]. Tablets were taken every minute, except between minute $8-18$, where tablets were taken every two minutes. After one minute, the change in particle size was induced by subsequently filling about 1 kg DCPA A60 into the filling pipe while keeping its fill level approx. constant over a period of twelve minutes. Following, DCPA A150 was filled again until the end of the experiment. The tablet weight, height and diameter were determined $(n=6)$ after 24 h . The out-die porosity as well as the tensile strength were calculated according to Fell and Netwon [48].

In order to investigate the mass fraction of the two excipients in the tablets, DCPA A60 was dyed prior to the experiments. Methylene blue was sprayed as an aqueous solution onto DCPA A60 and subsequently dried in a fluidized bed using Solidlab 2 (Syntegon Technology GmbH, Waiblingen, Germany). The tablets were dissolved in 1 M hydrochloric acid $(\mathrm{HCl})$ to solve the dye, and the methylene blue content was determined by UV-Vis spectroscopy (Specord 210 Plus, Analytik Jena GmbH, Jena, Germany) at a wavelength of 669 nm . Under consideration of the dye loading of DCPA A60, the corresponding mass fraction of DCPA A60 in the tablets was calculated $(n=3)$.

### 4.3. Calibration of the Process Models

The process models presented in Section 3 were calibrated for the excipients used. Therefore, tablets $(n=10)$ were compressed at certain compression stresses $(30,50,100,200$, $300,400 \mathrm{MPa}$ ) using the compaction simulator. In order to gain the coefficients $a, b$, and $\rho_{0}$
for the Kawakita model, the compressibility curves of the pure substances A60 and A150 were fitted in the range of 20 to 350 MPa . The starting pressure of 20 MPa was used, as the Kawakita model is generally not suitable for very low pressure ranges [49]. The coefficients can be found in Table 4.

Table 4. Coefficients for the Kawakita model.

| Excipient | $\rho_{0}$ | $\boldsymbol{a}$ | $\boldsymbol{b}$ | $\boldsymbol{R}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| DCPA A150 | 1.22954 | 0.4981 | 0.0072 | 0.9962 |
| DCPA A60 | 1.62302 | 0.4891 | 0.0041 | 0.9959 |

In order to calibrate the model of Hirschberg, the densities in different states ( $\rho_{P, \text { max }}$, $\rho_{P, 0}$ and $\rho_{\text {out-die }}$ ) of ten tablets of each component, DCPA A60 and A150, compressed at 30 and 400 MPa were used. The model of Ryshkewitch-Duckworth was calibrated using the tensile strengths of tablets of all six compression stresses. In order to determine the coefficients $k_{b}$ and $\sigma_{0}$ and to develop a mixing rule for them, the compactability curves of the pure substances and the 50:50 blend were fitted with the model-equation (Equation (8)). The resulting progress of $\sigma_{0}$ presents an exponential development with rising mass fraction of DCPA A150 $x_{A 150}$. Thus, for the mixtures $\sigma_{0}$ is calculated as follows:

$$
\begin{equation*}
\sigma_{0}=c_{1} \times e^{x_{A 150} \times c_{2}}+c_{3} \tag{9}
\end{equation*}
$$

The coefficients $c_{1}, c_{2}$, and $c_{3}$ can be found in Table 5. Furthermore, $k_{b}$ shows a linear increase with rising mass fraction of DCPA A150 $x_{A 150}$. The value for $k_{b}$ can be calculated for the respective composition of the materials by Equation (10). The coefficients $m$ and $n$ can be found in Table 5 as well.

$$
\begin{equation*}
k_{b}=m \times x_{A 150}+n \tag{10}
\end{equation*}
$$

Table 5. Coefficients to calculate $\sigma_{0}$ and $k_{b}$.

| Coefficients to Determine $\sigma_{\mathbf{0}}$ | Coefficients to Determine $\boldsymbol{k}_{\boldsymbol{b}}$ |  |
| :---: | :---: | :---: |
| $c_{1}$ | 19.99 | m |
| $c_{2}$ | 5.56 | $n$ |
| $c_{3}$ | 28.32 |  |

### 4.4. Configuration of Simulation Setup and Error Analysis

Besides the above-mentioned agent definitions, further configurations to the AB model and model assumptions need to be made. Two events are modeled in order to change the raw material in the hopper from A150 to A60. Those time-dependent events are modeled according to the experimental set-up, i.e., the change in particle structures of the blend in hopper agent is scheduled after 1 min and resettled after 12 min .

The mean absolute value of the relative error $f$ according to the final tablet weight between the experiment and the simulation was calculated according to Equation (11). This equation was applied for all measuring points $k$ that have been made in the experiment $\exp _{k}$ (compare Section 4.2) and those equivalent measuring points in the simulation $\operatorname{sim}_{k}$.

$$
\begin{equation*}
f=\sum_{k=1}^{n} \frac{\left|\frac{\exp _{k}-\operatorname{sim}_{k}}{\operatorname{sim}_{k}}\right|}{n} \forall k=\text { experimental measuring points } \tag{11}
\end{equation*}
$$

## 5. Results and Discussion

### 5.1. Calibration of the Simulation Model

The sensitivity of the system towards two parameters is characterized and their calibration is necessarily conducted based on comparison with experimental data, as these
parameters are not directly assessable by experiments, so far. Firstly, the effect of the theoretical diameter of the midstream, assuming a constant velocity ratio of 2:1 to the outer ring of the filling pipe, is investigated within the simulation. Secondly, the filling pattern from the feed frame fragments to the die, defining what fraction of the whole die volume is filled by successive feed frame compartments passing over the die during one filling event is also evaluated within the simulation.

The sensitivity of the simulation towards deviation of the repeated midstream diameter increasing by always 6 mm shows that the relative error between the midstream diameter of 36 mm and 30 mm has the lowest relative errors (Figure 9a). Therefore, the mean of those two values ( 33 mm ) is chosen as the midstream diameter. This proved well suited, as its $f$ value of $1.32 \%$ is the lowest in this data set (see Table 6).


Figure 9. Relative error between simulation and experimental results for (a) different midstream diameter settings and (b) die filling ratio settings in relation to the tablet weight.

Table 6. Relative error of midstream model configuration regarding the tablet weight.

| Midstream Diameter $(\mathrm{mm})$ | 42 | 36 | 33 | 30 | 24 | 18 | 12 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean Absolute Value of the <br> Relative Error $(f)(\%)$ | 6.02 | 1.86 | 1.32 | 2.23 | 5.19 | 7.27 | 8.82 | 9.05 |

The sensitivity of the distribution of filling over three compartments was studied by reducing the fraction filled by the first compartment in steps of $10 \%$-points, distributing the rest of the filling reasonably over the second and the third compartment with the assumption that the ratio declines over the compartment number.

The lowest values are found for the ratio $40 / 35 / 25$ and $34 / 33 / 33$ (Table 7). This finding shows that a distribution of the die filling is better described by filling from more than one compartment of the feed frame. However, it must be born in mind that this value most likely depends on the flowability of the formulation as well as on the process parameters of turret and paddle speed. A descending pattern of $40 / 35 / 25$ was used for the case study.

Table 7. Relative error of die filling ratio configuration regarding the tablet weight.

|  | 1. Compartment | 100 | 90 | 80 | 70 | 60 | 50 | 40 | 34 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Filling ratio (\%) | 2. Compartment | 0 | 5 | 15 | 25 | 35 | 40 | 35 | 33 |
|  | 3. Compartment | 0 | 5 | 5 | 5 | 5 | 10 | 25 | 33 |
| Mean Absolute Value of the Relative Error (\%) | 5.35 | 5.04 | 4.64 | 4.11 | 3.38 | 2.46 | 1.32 | 1.24 |  |

### 5.2. Validation of the Sub-Process Models

The behavior of the agents in the sub-processes plays an important role in the simulation, as they determine the interim results and thus the input of the subsequent sub-process
models. Therefore, a careful prior validation of the underlying mathematical models is necessary and useful to investigate their accuracy and to identify possible sources of error for the simulation results. In the following, the three empirical models regarding the compressibility curve, the elastic recovery and the tensile strength are compared to experimental data examined by the compaction simulator. Subsequently, the results of the simulation are compared with the experimental data and discussed.

According to Busignies et al., the compressibility curves of DCPA A60 and DCPA A150 are fitted by the model of Kawakita (Figure 10a, dashed lines) to gain the material-specific coefficients $a, b$ and $\rho_{0}$. Using Equation (4) and the coefficients, the compressibility curves of the mixtures with a mass fraction of 25,50 and $75 \mathrm{wt} . \%$ DCPA A60 were calculated. The comparison of the predicted and the measured curves present errors between highly negative deviation (lower values of experimental data) for all materials at a very low compression stress $<50 \mathrm{MPa}$, displaying that the lower stress range is less well described by the Kawakita model.


Figure 10. (a) Measured (solid lines), fitted (dashed lines), and calculated (dotted lines) compressibility curves of DI-CAFOS A60, A150, and mixtures, and (b) the relative error between the measured and the predicted data.

In the validation experiment as well as in the simulation, only specific compression stresses were reached for each blend composition, as the compression height stays approximately constant. These compression stresses and the corresponding relative errors are marked with a square (Figure 10b). The maximum positive deviation ( $4 \%$ ) occurs for the blend with $50 \mathrm{wt} . \%$ DCPA A60 at about 100-150 MPa (Figure 10b), which was most likely to occur as it is the furthest from the support points of the two pure materials. The higher relative error for the blend with $50 \mathrm{wt} . \%$ DCPA A60 over the whole compression stress range may result from the volume-additive approach. The higher measured tablet density probably results from a volume contraction of the mixed powders in contrast to the additive volume of the single components. The small particles of DCPA A60 and their fragments may fill the pores between particles and fragments of DCPA A150, resulting in a higher tablet density than calculated. This trend can also be observed for the blends with 25 and $75 \mathrm{wt} . \%$ DCPA A60, although the relative error is smaller.

After the stress maximum during compaction and after ejection of the tablets, the elastic recovery takes place. As proposed by Hirschberg et al., the out-die porosity is calculated based on Equations (5)-(7) with consideration of the solid density. The relative error between the measured and the predicted out-die porosities of all substances and blends is considerably low with maximal $4 \%$ for 75 wt . $\%$ DCPA A60 and minimal $-6 \%$ for $50 \mathrm{wt} . \%$ DCPA A60 (Figure 11b). The relevant compression stresses and the related relative errors, which occur in the validation experiment as well as in the simulation, are marked with a hollow symbol (Figure 11b).


Figure 11. (a) Measured (solid lines) and calculated (dotted lines) out-die porosities of DI-CAFOS A60, A150, and mixtures, and (b) the relative error between the measured and the calculated data.

Finally, the tablet tensile strength was estimated in dependence on the out-die porosity using the model of Ryshkewitch and Duckworth. As described in Section 4.3, a new mixing rule was developed to predict the tensile strength of tablets consisting of two different components. The coefficients of the model are calculated based on the mass fraction of DCPA A150 (Equations (9) and (10)). The compactability curves of A150 and the mixture $25 \mathrm{wt} . \%$ A60 (Figure 12a) show a strong increase in tensile strength with decreasing out-die porosity. With increasing mass fraction of A60, the curve flattens. The correct mathematical description of the curves is challenging due to high changes in tensile strength for low differences in the out-die porosity. This causes the high relative error between the measured and the predicted tensile strength with about - 30 up to $20 \%$ (Figure 12b). Although, the calculated tensile strength curves fit the experimental values very well, as it can be seen in a first approximation in Figure 12a. Nevertheless, it has to be taken into account that the data for each composition is only relevant in a specific compression stress range and thus a porosity range, as the stress changes with the composition and so does the out-die porosity. The relevant relative errors of the tensile strength are marked for each blend composition with hollow symbols (Figure 12b).


Figure 12. (a) Measured (solid lines) and calculated (dotted lines) tensile strength of DI-CAFOS A60, A150, and mixtures, and (b) the relative error between the measured and the calculated data.

### 5.3. Comparison of the Simulative and Experimental Results

In order to determine the quality of the $A B$ model, the resulting CQAs obtained by the simulation are compared with the experimental results achieved from the rotary press XL 100. Figure 13 shows the tablet weight as well as the mass fraction of the respective excipient as a function of time. The tablets weigh about 500 mg at the beginning of the
experiment, containing $100 \mathrm{wt} . \%$ DCPA A150. After about twelve minutes, the tablet weight increases significantly as the DCPA A60 content starts to rise. This can be traced back to the increasing apparent bulk density with higher DCPA A60 content as its small particles fill pores and lead to a denser arrangement of the powder bed. Therefore, the weight filled into the die increases, resulting in a higher tablet weight. With increasing mass content of DCPA A60, the change in mass fraction as well as tablet weight flattens. Due to the residence time distribution of DCPA A150, it takes a certain time to fill remaining DCPA A150 particles into the dies, leading to change in content inside the feed frame.


Figure 13. Comparison of the simulative data with experimental results for (a) the mass fraction of DCPA A150 and A60 and (b) the tablet weight.

The good agreement between the simulative data and the measured values for the tablet weight and mass fraction (Figure 13) are particularly worth to mention. Only for high DCPA A60 mass fractions, simulative data exhibit slightly lower tablet weights compared to the measured values. This underestimation might be linked to die filling, where apparent densities above the bulk density are possible due to particle rearrangements during forced feeding and especially during dosing [47]. To meet the tablet weight, obtained by the experiment, an apparent consolidated bulk density after filling of $0.73 \mathrm{~g} / \mathrm{cm}^{3}$ had to be used, which is considerably higher than the bulk density of $0.68 \mathrm{~g} / \mathrm{cm}^{3}$. As described in the literature, good flowing powder as dicalcium phosphate consolidates at high paddle speeds and low turret speeds inside the die. The process parameters selected here as well as the material properties support this hypothesis. The same observations were made for DCPA A60, so the apparent consolidated bulk density after filling was taken to be $1.41 \mathrm{~g} / \mathrm{cm}^{3}$ compared to the bulk density of $1.33 \mathrm{~g} / \mathrm{cm}^{3}$.

Although no specific mixing model is introduced in the $A B$ simulation, mixing and the distribution of the newly entering DCPA A60 can be represented by the set-up of the simulation itself. As described in Section 3, the midstream with a diameter of 33 mm simulates a flow profile inside the filling pipe according to its geometry, by having double the velocity as the surrounding powder flow (compare Section 3). Thus, a powder flow similar to the actually expected is aspired. As soon as the powder, represented by the blend in filling pipe, enters the feed frame, the mass fraction of the respective compartment is recalculated. Therefore, the twelve compartments work as independent continuous stirred tank reactors (CSTRs), as the mixing ratio is constant within the entire compartment in each time step. Comparing this setting to the visual observations on the tablet press using a transparent feed frame, a completely homogenous concentration of the excipients is not realistic, especially not directly after new powder with a different composition entered the feed frame. Mixing in the feed frame over time can be observed, while the powder is not only mixed inside an interspace but is also able to change the compartment if the particles are close to the bottom or flow over the paddles in real experiments. Due to the high paddle speed of 60 rpm and the simultaneously low turret speed of 20 rpm , leading to a high residence time, the powder can mix quickly inside the feed frame. Puckhaber et al.
investigated the residence time distribution on the XL 100 for a pure dicalcium phosphate with similar powder properties as DCPA A150, showing strong intermixing for the process parameters used in this study [50]. This improves the model quality in so far that the simulated mass fraction, resulting from the compartments, modeled as CSTRs, is in good agreement with the experimental data. In future work different combinations of paddle and turret speed shall be looked at to investigate whether the concept of the CSTRs is still valid or must be refined for combinations of free flowing with poorly flowing materials, for example.

For the experimental data of the mass fraction, a very good correlation between experimental and simulative values was found (Figure 13b). However, higher standard deviations are observed for the experimentally determined mass fraction than for the tablet weight, which shows standard deviations below $1.5 \%$. The mass fraction is determined by using dyed DCPA A60, which intrinsically shows higher standard deviations of the loading as ten samples à 100 mg presented a relative standard deviation of $11.7 \%$. Therefore, the tablet weight $(n=6)$ is a more reliable and more facile to determine parameter to compare the simulative and experimental data.

Besides the tablet weight, the out-die porosity and the tensile strength are of particular interest regarding their possible correlation to disintegration time and the handling stability of the tablets, respectively. The out-die porosity exhibited by the simulation fits very well with the experimental data (Figure 14a). To achieve this degree of convergence, the models used to describe the maximum compression stress and the total elastic recovery as function of filling weight and blend density do present a very good applicability.


Figure 14. Comparison of the simulative data with experimental results for (a) the out-die porosity and (b) the compression stress.

As shown for the validation of the process models, the in-die tablet density and thus the in-die tablet porosity have a deviation between -2 and $4 \%$ above 50 MPa (Figure 10b). As the tablets contain only DCPA A150 at a compression stress of about 60 Mpa in this case, the apparent error due to the Kawakita model is close to $0 \%$. As Figure 15a shows, the resulting simulated compression stress in this study for $75 \mathrm{wt} . \%$ DCPA A60 is around 200 Mpa . In this stress range, the deviation for the respective content is small (Figure 11b, hollow symbol). Although tablets with $50 \mathrm{wt} . \%$ and $25 \mathrm{wt} . \%$ DCPA A60 present high relative errors around 400 Mpa (Figure 11b), they do not affect the simulation results as the apparent compression stress is lower than 150 Mpa for these mass fractions. Therefore, the total mean error for the out-die porosity is low with $2.13 \%$ as listed in Table 8.


Figure 15. (a) Calculated compression stress over the mass fraction of DCPA A60. (b) Comparison of the simulative data with experimental results for the tensile strength.

Table 8. Final agent-based simulation result deviations of critical quality attributes.

| Critical Quality Attributes | Tablet <br> Weight | Mass <br> Fraction | Out-Die <br> Porosity | Tensile <br> Strength |
| :---: | :---: | :---: | :---: | :---: |
| Mean absolute relative error (f) (\%) | 1.34 | 6.99 | 2.13 | 17.69 |
| Max | 7.60 | 43.82 | 8.93 | 112.74 |
|  | Upper quartile | 2.15 | 9.34 | 3.25 |
| Deviation (\%) | Median | 0.83 | 2.41 | 1.55 |
|  | Lower quartile | 0.20 | 0.00 | 0.63 |
| Min | 0.00 | 0.00 | 0.02 | 2.38 |
|  |  |  |  | 0.00 |

For the comparison of the experimentally recorded compression stress on the rotary press and the simulated values, a very good match can be observed (Figure 14b). In the high stress range, the simulative data underestimates the experimental values. This might be due to the slightly lower simulated tablet weight at high DCPA A60 content. At such a high compression state, a low change in weight has a relatively strong effect on the corresponding compression stress (compare Figure 10a). For further research, the consolidation of the powder during and after filling has to be addressed in more detail to better calculate the tablet weight and thus predict the compression stress even more accurately.

Regarding the tensile strength, considerably higher deviations between the simulative and the experimental data are observed (Figure 15b). While the measured values match well for pure DCPA A150 and pure A60, the correct prediction of the tensile strength during the change in content is challenging (Figure 16). The tensile strength obtains the highest relative errors for the simulative data with over $100 \%$ with rising mass fraction of DCPA A60 and about 70\% with decreasing content (Figure 16a). The lower quality of the predicted data of the tensile strength can be traced back to the model and especially the mixing rule used. For the model validation, already relative errors of -35 up to $20 \%$ are obtained, while no specific trend for the mass fraction is observable (Figure 12b). Nevertheless, the model of Ryshkewitch uses the out-die porosity as input parameter to calculate the corresponding tensile strength, which includes previous errors. Due to the strong increase in strength for low changes in porosity, small differences in the porosity have a high impact. A parabolic shape of the relative error over the mass content can be observed, which indicates a systematic error for the determination of the tensile strength (Figure 16b).


Figure 16. Relative error of the simulative data compared to experimentally determined values for the (a) tablet weight, out-die porosity, and tensile strength over time and (b) the mass fraction of DCPA A60.

Interestingly, comparing the increasing and decreasing DCPA A60 fractions, the relative errors of all three parameters present higher values with increasing DCPA A60 fraction than vice versa (Figure 16b). This might be due to the change in the apparent bulk density as the actual volume of the powder is lower than the calculated one by adding the respective volumes of each powder. Additionally, the higher deviation with rising DCPA A60 content in comparison to the decreasing content can indicate different residence time distributions and thus, different distribution profiles of the two excipients. Both will be investigated in future research.

Considering the overall accuracy of the simulation results, the mean absolute relative error $f$ (compare Equation (11)) of the CQAs can be seen in Table 8.

Besides the tensile strength of the tablets, all other CQAs have a mean relative error of less than or equal to $6.99 \%$. However, the quality of the AB model can only be as good as the quality of the physical models used to calculate product properties. For the calculation of the tensile strength a better model and, moreover, a better bulk density determination of the component mixture is necessary.

From a simulation point of view, the AB modeling approach allows the observation of each agent over the complete simulation time. Furthermore, the input materials have been digitally marked and allow a tracking and tracing over the whole process. This fact allows to investigate the output in relation to the input on a specific matter. With this, several processing questions can be answered, e.g., the characterization of tablets that have fractions of a specific input material. This shows the potential of AB models to be capable of model particle-based processes chains at low computational cost, prospectively making their application in real time control of pharmaceutical production processes feasible.

## 6. Conclusions and Outlook

This study presents the $A B$ simulation approach, which is, to the best knowledge of the authors, for the first time applied for the simulation of a pharmaceutical, particle-based process chain. The implementation of such an $A B$ simulation framework necessitates a careful analysis of the individual process steps to derive simple but effective sub-models. Mindful assumptions are necessarily defined and calibrations of the systems must be performed to implement relations that are not directly assessable by experimental means. The results of the simulation compared with experimental data regarding several CQAs were predicted predominantly with only minor errors. It is shown that an AB modeling approach is an alternative to the classical simulation paradigm for solids simulation, combining the positive characteristics of the FSS and the DEMs, i.e. the ability to model process chains or sub-process chains and the representation of material-process interactions, respectively. As is known regarding FSSs, physical sub-models of high quality are required to describe the resulting product properties as a function of process time exactly.

Further research in this field should consider the effect of additional materials with different properties as well as predecessor and successor steps, e.g., blending, granulation and coating. The main research questions consider the interconnection between these models and the transfer of deep process knowledge into an AB simulation approach. This model development is by now rather complex and further modeling strategies should be explored. Moreover, the agent's behavior should be enhanced to foster better and more accurate simulation results. With this, several effects, as for example the segregation of components, can be modeled within an AB model. Furthermore, environmental influences should be integrated in AB models, e.g., the environmental relative humidity or temperature.

In order to contribute to the digitalization of manufacturing systems, the resulting $A B$ process chain models need to be empowered for process control, e.g., within cyber-physical production systems. To this end, the development of an $A B$ model can be based on or assisted by QbD approaches and use inline data by coupling PAT with the AB model to allow the forecast of product quality over complex process chains close to real time. Additionally, the design space for new products might be more easily defined. New formulations can already be evaluated in advance using the simulation before further experiments are conducted, which saves time and costs. By now, the simulation approach is able to perform descriptive as well as diagnostic analytics and in addition is much faster than the experimental process. In future research, this model needs to enable predictive or even prescriptive analytics. This will allow future manufacturing systems not to be mandatorily centralized and bound to the necessary process knowledge but will be able to work in decentralized locations with simulation models controlling the processes.
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#### Abstract

The pharmaceutical industry is undergoing a paradigm shift towards continuous processing from batch, where continuous direct compression (CDC) is considered to offer the most straightforward implementation amongst powder processes due to the relatively low number of unit operations or handling steps. Due to the nature of continuous processing, the bulk properties of the formulation will require sufficient flowability and tabletability in order to be processed and transported effectively to and from each unit operation. Powder cohesion presents one of the greatest obstacles to the CDC process as it inhibits powder flow. As a result, there have been many studies investigating potential manners in which to overcome the effects of cohesion with, to date, little consideration of how these controls may affect downstream unit operations. The aim of this literature review is to explore and consolidate this literature, considering the impact of powder cohesion and cohesion control measures on the three-unit operations of the CDC process (feeding, mixing, and tabletting). This review will also cover the consequences of implementing such control measures whilst highlighting subject matter which could be of value for future research to better understand how to manage cohesive powders for CDC manufacture.
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## 1. Introduction

The pharmaceutical industry is currently undergoing a paradigm shift from batch to continuous processing in order to improve manufacturing efficiency [1]. Continuous direct compression (CDC) (Figure 1) is considered highly efficient because of the reduced number of unit operations involved [2,3]; however, there currently exists only a limited range of formulations for which it is viable. Suitable formulations will generally have low drug load, a need for adequate flowability (as the material has to be transported through the system), and have sufficient tabletability, for the CDC process to work [4].

There are several critical material attributes (CMAs) which impact the flow of pharmaceutical powders and hence the successful formulation of oral solid dosage forms, of which cohesion is thought to be the most significant [5]. Powder cohesion refers to the affinity of particles to adhere to each other. It manifests in the bulk as resistance to powder flow often accompanied by adhesive behaviour, which refers to the tendency of a material to bind to surfaces and other materials [6]. Factors which contribute to cohesion include:

- Liquid bridges (liquid bridges will not be discussed in this literature review as there already exist comprehensive reviews of this topic [7-9]). Our focus in the present work will also be on the effect of cohesion in CDC processes rather than the causes of cohesion) [10];
- Van der Waals forces [11];
- Electrostatic forces [12];
- Frictional charging during handling [13];
- Particle shape and size [3].


Figure 1. Schematic of the CDC process. Feeding: (where A, B, \& X; are example labels of the formulation's constituents) powders are fed into the blending stage. Blending: Shows the constituents entering and being blended by the agitator, before entering the hopper of the rotary tablet press. Tabletting: (where F, PC, C, \& E; corresponds to the Die Filling, Pre-Compression, Compression and Ejection, respectively) the final formulation fills the die cavity, undergoes compression forcesforming the tablet-before being ejected from the die.

Although humidity is controlled in a GMP environment, moisture is still present in the air and can be adsorbed and or absorbed into the powders, increasing cohesivity [14-16]. This increase in local moisture content in powders results in transient, complex interactions between powder surfaces and water, resulting in higher cohesion and decreased flowability [14-16]. Therefore, for every instance where good flowability is desired, an increase in humidity will have a negative effect. On the other hand, with compaction, there is evidence that some moisture can produce higher-strength tablets. However, too much moisture impacts the tablet strength negatively [17]. Thus, the positive effect of humidity, during tabletting, is largely outweighed by its negative effect across all the other unit operations in the CDC process. Therefore, generally or where suitable, moisture content should be kept to a minimum. In the interest of the review, relative humidity will be discussed when it is the only variable suited to solving an issue, for instance mitigating the triboelectric effect during powder feeding (Section 2). Furthermore, there are additional reviews [8,9] which discuss the influence of humidity on powder cohesion.

Active pharmaceutical ingredients (APIs) are typically the components of tablet formulations that give rise to handling issues, due to their often very high cohesivity, low bulk density, and highly aspherical geometries, in turn resulting in undesirable operating performance for CDC $[6,18]$. Many APIs are needle-like and very fine $(<10 \mu \mathrm{~m})$ resulting in a high contact area and cohesion (and thus poor flowability), whereas excipients are typically coarser and have a more favourable (spherical) particle shape, leading to better flowability. This difference in flow properties is perhaps unsurprising, as excipients are inactive substances whose purpose is to aid the formulation process by supporting or enhancing the stability and tabletability [19] of a pharmaceutical dosage form; as such, cohesive excipients would be omitted during the experimental design stages [20] as they are much easier to replace than APIs. Based on the above, it is clear that a high concentration of API may heavily affect the processability of powders, rendering the CDC manufacturing route non-viable [21].

In spite of the above, cohesion is not always a negative influence on CDC operations. In some instances, moderate cohesion has been found to aid the proper functioning of a given unit operation. For example, during powder feeding the addition of nano-sized silica was shown to result in reduced adhesion to feeder surfaces and improved powder flow as will be discussed later in this review $[6,22]$. However, in most cases of high cohesivity, flow is inhibited [23,24], which is problematic for feeding [25], mixing [26] and die filling $[27,28]$. Conversely, during the tabletting stage, powder cohesivity (specifically interparticle adhesion) is generally desirable, inviting smaller particle sizes and higher surface energy powders [29-36].

There are three main ways in which cohesion can be managed in tablet production:

1. Formulation modification, through the introduction of glidants or lubricants [37].
2. Operational process changes which are documented in many different studies for each unit operation [38].
3. Granulation, which also manages cohesion as poor flowing powder fines are made into coarser more uniform agglomerates. (This is beyond the scope of this literature review as this unit operation is not a part of CDC processes [39]).
However, most literature does not consider how cohesion controls impact downstream unit operations. As far as the authors are aware there are no literature reviews that encompass the mitigation of the effects of cohesion and how those controls may affect certain unit operations. Therefore, the primary aim of this literature review is to explore and consolidate current knowledge concerning the impact of powder cohesion and cohesion control measures on all unit operations in the CDC process (feeding, mixing and compression), discuss the consequences of cohesion control measures implemented, and establish what further studies could be valuably conducted in the future.

## 2. Powder Feeding

### 2.1. Feeding Introduction

Powder feeding for CDC processes needs to be accurate and consistent for CDC performance success. Feeding modes are commonly defined by the delivery and maintenance of material, in a given time frame. As such, there are two main categories for feeders: volumetric and gravimetric, which supply material according to volume per unit time, and mass per unit time, respectively $[2,22,25,40,41]$. Volumetric feeding is often used to understand the characteristics of powder behaviour within the hopper, whereas gravimetric feeding seeks to smooth out any volumetric perturbation through feedback control, arguably resulting in gravimetric being the superior of the two modes for mass delivery $[2,22,25,40-42]$. Powder feeding is the first unit of operation in the CDC process; thus disturbance or variation from the set point can propagate downstream, fundamentally impacting the tablet quality $[25,43]$.

One of the tasks of the blending stage in ensuring that constituents are well-mixed is to smooth out the perturbations from the feeder. The lower the intensity and frequency of these perturbations, the lower the chance that content uniformity or manufacturability issues
will arise downstream $[22,44,45]$. Moreover, it should be noted that not all disturbances result in a detrimental impact. It is both dependant on the magnitude and duration of such disturbances-Gyürkés et al. [46] aptly discuss this concept with the use of funnel plots.

Powder cohesion impacts feeding performance by introducing variation through complex bulk behaviour, which results in the variation of flow behaviour [22,25]. This contributes to both the restriction of power into the converting screws, and the resistance to flow within the swept volume of the screws. In addition, these materials are prone to electrostatic charging, causing attraction-repellent behaviour, which can lead to deposits of material residing and adhering to surfaces post-feeding [15,47]. This buildup can migrate into the bulk feeder, dosing it with a spike of material, therefore resulting in a compositional imbalance $[15,47]$. The following section aims to discuss the work of several publications, exploring the complexity surrounding powder feeding.

### 2.2. Feeding Discussion

The difficulty associated with powder feeding directly derives from the handling of larger volumes of powder (in the hopper) and converting this into smaller, consistent streams (at the outlet). Essentially, this refers to the driving of powder down a pathway of lowering power-to-powder contact, to instead increase powder-to-wall contact. When there is resistance to this gradient of increasing powder-to-wall interactions, it suggests there is a lack of flowability, which commonly manifests in the form of cohesivity. Though cohesion is ultimately a microscopic process (i.e., it occurs at the scale of particle-particle contacts), at present its effects are predominantly characterised via macroscopic (bulk) measurements [48].

The Flow Function Coefficient (FFC) is a measurement used to quantify the amount of stress required to cause a powder to yield, and is one of several manners in which a powder's 'flowability' may be characterised [49,50]. Gathered from a ring shear tester, for example, the measurement applies a normal consolidation force to a powder bed and measures the tangential force required to cause failure (incipient flow). A yield locus of shear stress vs normal stress is plotted and, applying Mohr-Coulomb failure theory, the major principal yield stresses of consolidated and unconfined material are obtained. FFC is the ratio of these values. The theory and methodology is discussed in various degrees of detail in the following papers: [5,49-51]. Leung et al. [5] performed a comprehensive analysis on 1130 ring shear measurements and effectively surmised that particle friction coefficients are negligible on FFC measurements, suggesting that cohesion is the primary characteristic which influences the measurement. In addition, the authors state that mitigating the effects of cohesion is far more influential than mitigating the frictional aspect(s) of the powder when it comes to improving powder flow, and also suggest that altering interparticle forces is the best approach to take when combating cohesive powders.

Leung et al. [5] demonstrated the effect of introducing $1 \% w / w$ of colloidal silicon dioxide into two excipients on FFC, cohesion and angle of internal friction. The first excipient-hypromellose-showed a significant drop in cohesion and an increase in FFC (Figure 2). Meanwhile, the second excipient-dicalcium phosphate anhydrous-showed the inverse behaviour, but to a much lower degree. No significant changes were seen in the angle of internal friction for both materials. Additional work regarding the use of colloidal silicon dioxide nanoparticles for formulation adjustment is seen in [52,53]. The mechanism at work involves the surface coating of $\mathrm{SiO}_{2}$ nanoparticles, which introduce additional distance, therefore lowering the strength of the van der Waals attraction between the two surfaces of the more cohesive species [5,6,52,53]. Furthermore, Leung et al. state that particles with uneven shapes and rough surfaces may receive little beneficial effect from the $\mathrm{SiO}_{2}$ surface coating, and therefore minimal improvement in flowability. The $\mathrm{SiO}_{2}$ will fail to act as a barrier to the contact of the carrier species as it is shown that using $\mathrm{SiO}_{2}$ as an additive can be detrimental to FFC.

Tran et al. [54], investigated these underpinning mechanisms which govern flow modification through the use of colloidal silica-their findings agree with those of Leung et al. [5].

Tran et al. studied the differences in silica loading for two different excipients using flow characterisation, static image analysis, and particle size distribution. It was found that materials with higher surface area (described as rugged) were able to accommodate higher silica loads, and that the optimal amount of silica loading is dependent on both the surface area and the size of the carrier particle but, most notably, their results discussed the possibility of taking a 'quality by design' approach by determining silicate (glidant) loading by carefully assessing the carrier powder's physical properties.


Figure 2. (Left): Graphs highlighting the difference in characteristics (Flow Function (FFC), Cohesion, and angle of internal friction) of the two excipients: Hypromellose and Dicalcium Phosphate Anhydrous with and without colloidal silica. (Right): Scanning Electron Microscope (SEM) of the two excipients mixed with $1 \% w / w$ colloidal silica. Adapted from Leung et al. [5].

Lopez et al. [55] published a DEM study on the effect of increasing cohesion on feeding performance. The researchers began by calibrating the powder used in the system, first identifying and assigning the physical properties and particle shape of paracetamol, before performing a sensitivity analysis across different adhesive stiffness values ( $K_{\text {adh }}$ ) and conveying impeller rotation rates. When the conveying impeller was kept at a constant rotation rate ( $10 \mathrm{rad} / \mathrm{s}$ ), the particles saw an increase in translational velocity in conveying barrel with increasing $K_{\text {adh }}$ (ranging from 0 to 0.5 ). This effect was lesser but present on the interface between the conveying barrel and hopper. On the other hand, keeping $K_{\text {adh }}$ at a
constant 0.2 , across increasing conveying speeds ( 10,20 , and $50 \mathrm{rad} / \mathrm{s}$ ) saw an increase in the overall translational velocity of the particles. Perhaps unsurprisingly, for the range of parameters explored, increasing conveying speed was observed to have a greater influence on particle velocity in the hopper than altering cohesion.

The DEM simulation of Lopez et al. [55] also provides valuable insight into the expected power draw; given the CDC system is continuous, it would mean the process would be running for days, if not weeks, at a time, making this an important consideration. The authors demonstrated the average mass discharged per Watt as a function of the $K_{\text {adh }}$ (between 0.1 to $0.5 K_{\text {adh }}$ ), which showed an exponential decay with increasing $K_{\text {adh }}$ Figure 3. Accordingly, $K_{a d h}$ values higher than 0.5 showed arching: a phenomenon which occurs when the cohesive forces between particles are stronger than forces due to gravity. Arching (also referred to as bridging) is a semi-stable instance of particles forming particle-particle structures suspended in a hopper or opening, which are resistant to the displacement of powder beneath them [25]. For additional information on the influence of particle properties on arching, see the following papers: $[25,49,56]$. Lopez et al. described this behaviour with absolute translational velocity where they revealed instances which lead to inconsistent feeding of the conveying screw, which in turn lead to flow irregularities Figure 3. The authors link this artefact of transient macro behaviour to the micro by stating that inconsistencies in flow result in the improper filling of the screw pitch, giving rise to an inconsistent mass flow rate. This is best demonstrated by the plot of mass per screw pitch vs. $K_{a d h}$ shown in Figure 3). Finally, the researchers indicated what future work would be of value, notably suggesting the mapping of the transient cohesive behaviour by altering the particle properties, feeder's geometry and rotational speed.

To build upon the above suggestions, it would be interesting to see the implementation of a DEM study on a more commercially representative feeder, which possesses both a hopper agitator and twin screw conveying elements. Allowing the exploration of concepts such as agitator design and rotation speed to increase barrel/screw filling consistency or the breakage/mitigation of arching. What is more, the research conducted by Leung et al. [5], which discussed the minimal effect of friction in powder flow consistency, could utilise simulation tools such as DEM to more directly support their claims.

Escotet-Espinoza et al. [6] present a publication showcasing the use of silication to improve feeder performance. The researchers began by pre-blending the three different APIs explored with $1 \%$ silica, before characterising the bulk behaviour of the pre-and postsilicated API. The APIs (and their silicated counterparts) were then fed through the feeder, whilst a catch scale continuously measured the mass exiting the feeder. The response was then measured over time, with attention being paid to the consistency and accuracy of the feeding process.

Like Leung et al. [5], Escotet-Espinoza et al. [6] also found that the introduction of silica improved flowability by reducing the interparticle cohesion. Feeding improved with the addition of silica, with each of the API case studies showing improved screw speed consistency, a reduction of mass flow RSD (relative standard deviation), a reduction in powder adhesion to the hopper surfaces, and a reduction of remaining mass. This suggests that the addition of silica is hugely advantageous for feeding. The improvement can potentially be attributed to an increase in flowability, allowing the powder to better fill the swept volume of the screws, thus leading to an increase in mass per revolution with the addition of silica. This observation is supported by the work of Lopez et al. [55] which shows that, with a reduction of $K_{a d h}$, there follows an increase in mass per screw pitch. Furthermore, with FFC (as previously discussed) being a strong indicator for powder cohesion, it would suggest that it would be useful to understand this screw-filling behaviour. This conveniently leads to another suggestion to further Lopez et al's work [55], whereby similar DEM studies could be undertaken to understand the effect of additives on feeding and powder conveying. Escotet-Espinoza et al. [6] also describe the material used generating electrostatic charge, which enabled the API to stick to the agitator. However, in the silicated API case study,
there was very low powder adhesion, suggesting that adding silica also suppressed the effects of electrostatic adhesion.


Figure 3. (A): Mass per screw pitch as a function of cohesive stiffness ( $K_{\text {adh }}$ ). (B): Mass per Watt as a function of cohesive stiffness $\left(K_{\text {adh }}\right)$. (D): Visualisation of the powder arching/bridging within the hopper volume. The images show both the back and front of the hopper from two different simulations using the same $K_{\text {adh }}$. (C): Irregular filling of the conveying volume due to cohesive stiffness $\left(K_{a d h}\right)$. The images compare $K_{a d h}=0.3$ and $K_{a d h}=0.5$. Adapted from Lopez et al. [55].

A study by Lumay et al. [57] explicitly investigated the influence and mechanisms of mesoporous silica (MPS) on the electrostatic charge, again finding that the addition of silica species improves powder flow. The experiments differed from those discussed previously in several manners. Firstly, the study differed in the materials and methods used-the authors tested three different grades of silica, varying in particle and pore size, in three common excipients (microcrystalline cellulose, lactose, and maize starch) using a rotating drum. Secondly, the authors applied different experimental analyses: the dynamic effect of silication was evaluated in this case by measuring the cohesive index [58] of materials (with and without MPS) across a range of rotation speeds. Finally, through the use of a standardised charge density measurement technique [59], the charge density of the material blends is shown in the presence of different types and amounts of MPS.

It was found that the MPS with the smallest particle size provided the greatest improvement in flowability. Furthermore, the addition of just $0.5 \% w / w$ made a considerable impact on the cohesive index-see Figure 4A. The authors attribute this improvement to the particle size of the MPS, explaining that there would be an increase in effective surface area, which would suggest greater coverage, and thus intervention between, cohesive species.

An additional striking finding of the study was that the addition of silica was also found to change the shear-dependent rheological properties of certain tested materials,
with typically rheopectic materials becoming thixotropic when mixed with a small volume of silica. Specifically, the study evaluated the cohesive index of the powder dynamically by testing the excipients against their $2 \% w / w$ silica counterparts across a range of rotation rates (see Figure 4B). Both materials, maize and lactose, were shown to be more cohesive (thickening) with increasing rotating speed (ranging from 2 rpm to 10 rpm ) and in the presence of silica, less cohesive (thinning) with increasing rotating speed. The silicated maize showed a greater decrease in cohesion than the silicated lactose with increasing rotation speed.
(A) Composition on Cohesion
(B) Dynamic Influence of MPS
(C) MPS Static Mitigation


Figure 4. (A) Comparing the differences in the dynamic cohesive index ( $\sigma$ ) with the addition of different types and weight percentages of Mesoporous Silicates (MPS). (B) Dynamic influence of MPS on the cohesive index, demonstrated through plotting the cohesive index over different rotating speeds. (C) Comparison of Charge Density ( $\mathrm{nC} / \mathrm{g}$ ) in two excipients and resultant performance with the addition of $2 \%$ weight silicates. Where: + S244 is Syloid ${ }^{\circledR} 244 \mathrm{FP},+\mathrm{SAL} 1$ is Syloid ${ }^{\circledR}$ AL-1FP, and + SXDP is Syloid ${ }^{\circledR}$ XDP3050. Adapted from Lumay et al. [57].

Finally, the inclusion of MPS was shown to decrease the static charge density of the powder-see Figure 4C. Across all materials and MPS grades, the addition of $1 \%$ (of MPS) saw similar results to the addition of 2 -suggesting $1 \%$ was sufficient for charge mitigation, with any greater amount being surplus. MPS incorporated into maize saw a decrease in charge after just $0.5 \% w / w$, with the grade of MPS used making a minimal difference. Conversely, MPS in lactose still produced a decrease in the magnitude of charge density, though different grades responded differently. This suggests there may be some complexity associated with the use of MPS with lactose. It is potentially important to note that Lumay et al. [57] stated that the lactose varied in positive or negative charge on the day, which was dependent on the air's relative humidity. Given the magnitude is roughly the same but the charge differs, if the S244 (Syloid ${ }^{\circledR} \mathrm{FP} 244$ ) was positive it would suggest that the grade of MPS used would have little effect on the charge density and vice versa for SXDP (Syloid ${ }^{\circledR}$ XDP3050). Research by Ramires-Dorronsoro et al. [60] supports this: when completing a similar study-with a different measurement technique-they also witnessed spray-dried lactose exhibiting a positive charge density. Ultimately, this suggests that the use of silica in poorly flowing hygroscopic powders greatly improves the flowability, and decreases the sensitivity to triboelectric charging.

The previously discussed papers showcase the underpinning behaviour of cohesive powders during feeding, and the discussion of silication demonstrates the advantage of understanding the mechanism underlying a powder's cohesive properties. Despite this, when considering CDC in its entirety, the predictive capability is a large part of reducing experimentation and understanding the process. Therefore it is desirable to be able to predict the feeding performance from a few key powder characteristics [42,43,61], one of which is cohesion.

Van Snick et al. [43] and Garcia-Munoz et al. [45] provided some of the first in-depth analysis of the end-to-end CDC process, thus by definition including aspects of feeding. The authors discuss the correlation of bulk density, tapped bulk density and FFC to feeding consistency (Figure 5). The experiments involved the comparison of different materials running volumetrically (at a constant screw speed) from full to empty, whilst measuring the feed factor response over time. The maximum $\left(f f_{\max }\right)$ and minimum $\left(f f_{\min }\right)$ feed factors ( $\mathrm{g} /$ revolution) were then taken and used for further calculation. Feed factors change throughout the hopper fill as powder above the hopper bears down upon the powder below, due to gravity. When the hopper is at low fill, there is not only a reduction of gravitational bulk powder compaction but a potentially inconsistent feed into the conveying volume.


Figure 5. (Top): Two graphs detailing the feed factor throughout the volumetric empty, with absolute values (left) and normalised values (right), the key indicates the material used. Where: FF316 is Lactose Fast Flo ${ }^{\circledR}$ 316, SD711 is Sodium Croscarmellose Ac-Di-Sol ${ }^{\circledR}$ SLS is Sodium Lauryl Sulphate, PH102 is MCC Avicel ${ }^{\circledR}$ PH-102, APAP is Acetaminophen, and MgSt is Magnesium Sterate. (Bottom): Three graphs compare feeder performance to bulk characteristics. Adapted from Van Snick et al. [43].

As a result, bulk density increased linearly with max feed factor, tapped bulk density increased linearly with delta feed factor (where delta feed factor is: $f f_{\Delta}=f f_{\max }-f f_{\min }$ ), and finally flow rate variability exponentially decayed with increasing FFC. Since both bulk density and FFC are common descriptors for powder cohesion, it then can be used as a proxy to describe behaviour. The study highlighted FFC values greater than 3 would give sub $1 \%$ flow rate variability, and that powders with low bulk density and low tapped bulk density are prone to large $f f_{\Delta}$-which suggests instability when processing. EscotetEspinosa [22,62] also looked into both the influence of powder properties on feed factor and modelling such behaviour using the following (simplified) equation:

$$
\begin{equation*}
f f_{w}=f f_{\max } *\left(f f_{\max }-f f_{\min }\right) \exp [-\beta * w] \tag{1}
\end{equation*}
$$

where $f f_{w}$ is the feed factor as a function of ' $w$ ' the weight, while $f f_{\max }, f f_{\min }$ and $\beta$ are the maximum feed factor, minimum feed factor, and a fitting constant based on feeder geometry, respectively.

The $f f_{\text {max }}$ and $f f_{\text {min }}$ were then plotted in a correlation heat map (Figure 6), relating the responses to a plethora of recorded bulk characteristics. Interestingly, the highest correlation was seen for cBD, conditioned bulk density ( $\mathrm{g} / \mathrm{mL}$ ). cBD is akin to tapped bulk density, obtained from the initial standardised conditioning step of a powder rheometer. It involves a blade passing through a volume of powder with a set torque before measuring
the weight of the known volume. Paying attention to the units, it is a given that there is a correlation between the two density measurements, but the interest is with 'compressibility at $15 \mathrm{kPa}^{\prime}$ which also scored high for $f f_{\min }$, which would be a method for attaining higher bulk density. This suggests that powder that is capable of being compressed, and has a high conditioned bulk density, will deliver a high $f f_{\min }$. Similar studies by Shier et al. [63] and Bekaert et al. [42] similarly look to predict feeder performance using bulk characteristic properties.


Figure 6. A correlation heat map acquired, with permission, from Escotet-Espinosa [62], detailing the magnitude of linear correlation $(\mathrm{R})$ between bulk powder characteristics and regressed feed factor parameters.

Engisch \& Muzzio [41] performed a study on varying hopper refilling conditions on powders with varying cohesiveness and measured the resultant effect on feeding accuracy and consistency. Typical Loss in Weight (LIW) feeder operation is gravimetric, until topping up (or refilling), where the system operates volumetrically to ensure a consistent feed is maintained whilst an influx of mass is registered on the feeder's load cell. This method results in a trade-off between the number of times the system has to enter the 'less accurate' volumetric mode and ensuring the hopper is sufficiently full, such that the feed factor is stable. For an example of the effect of decreasing fill on feed factor, see Figure 5. The conclusion from Engisch \& Muzzio is that refilling the feeders with less material, and therefore more frequently, results in better overall performance. This should be kept in mind when paying attention to the duration of time that the system enters volumetric mode and reducing the overall disturbance from the setpoint over the whole duration of running the feeder. Irrespective of the frequency and volume of fill, Engisch \& Muzzio state refilling should be gentle as this causes the least disruption to feeding. Furthermore, it is shown that refilling sensitivity is much lower at higher refill levels, Figure 7. Refilling at higher fill levels reduces the maximum set point deviation, time of deviation, and the total amount of mass during deviation.


Figure 7. (A-C) Shows the feeder performance for just semi-fine APAP \& $0.25 \%$ silica over 3 refill levels, each with 10 manual refills. (A) Maximum deviation from setpoint ( $\mathrm{kg} / \mathrm{h}$ ), (B) Time of deviation (s), and (C) Total deviation (kg). (D-F) Similarly, shows the comparison between zinc oxide powder and semi-fine APAP \& $0.25 \%$ silica blend. (D) Maximum deviation from setpoint ( $\mathrm{kg} / \mathrm{h}$ ), (E) Time of deviation (s), and (F) Total deviation (kg). The deviation is defined as the sum of the surplus powder delivered during refill. Adapted from Engisch \& Muzzio [41].

A similar methodology could also be applied to combat cohesive powders through compaction during refilling, by attempting to keep the hopper volume as constant as possible, during their most stable $f f_{w}$. To build a theoretical case study, using the APAP being fed volumetrically in Van Snick et al. [43] (Figure 5) and the supporting evidence of refilling stability from Engisch \& Muzzio [41], see Figure 7. A top-up of 25-30\% of the volume of the hopper could be used and triggered at the 50-60\% fill level, refilling to $75-80 \%$. This would occur during the most stable feed factor window, whilst the hopper is already half full. During the window in which powder is dumped into the system, there is a transient influx of powder onto the existing powder bed. This impulse of vertical pressure on the powder would increase powder compression within the bed, increasing the bulk density of the powder local to the conveying screws. Corroboration is seen by adding Escotet-Espinosa's [22] correlation measures, as there is an improvement in the conditioned bulk density, which increases $f f_{\text {min }}$ reducing the $f f_{\Delta}$, essentially reducing the feeder inconsistency related to lower fill levels. Albeit this theoretical case study is generalising by not considering phenomena such as disturbances due to air flows during discharging mass, and an increased volume of powder that may be prone to triboelectric charging due to the agitator. DEM studies, such as Lopez et al. [55], open a stage for exploring some of the fundamental behaviours seen in these systems, in particular when looking to evaluate the micro and macro behaviour attributed to conveying inconsistency.

Finally, Yadav et al. conducted a comprehensive study with a loss in weight feeder [64] utilising a range of screw speeds, gear ratios, and screw types, across a range of materials. The result was a PCA model which identified the influence of these processing parameters and how they interacted with the materials' bulk characteristics. The principal components consisted of one comprising the powder's bulk characteristics, a second representing the feeder's processing parameters, and a third representing an interaction component. Most notably, the interaction component related screw free volume $\left(\mathrm{cm}^{3}\right)$ to density, particle size $\left(d_{10}, d_{50}, d_{90}\right)$, wall friction angle, and Feed Factor. The authors note that a different screw type will have a different screw-free volume, meaning that the comparison between a smaller or larger volume to dispense per revolution must be taken into consideration when evaluating the feed factor. Similar findings are seen with Engisch et al. [2], where their suggestion is the use of both self-cleaning concave screws and the removal of any outlet screens for very cohesive materials.

### 2.3. Feeding Summary

Cohesion has been shown, across multiple studies, to worsen the flowability of powders, in turn reducing the consistency with which powder flows into the conveying volume [ $5,43,55$ ]. The transient inconsistency of material flowing into this volume persists and has been shown to result in turn in an inconsistency in the delivered mass powder flow-and therefore a deviation from the desired set point [2,41,55,65]. Thus, it is very important to ensure that powder, despite its cohesive nature, is consistently motivated to enter and be transported through the conveying section of the feeder.

This review outlines just a few examples that have been used so far to reduce the negative influence of cohesion on feeding: reducing interparticle contact between cohesive species [5,57]; reducing the effect of triboelectric charging [57]; refilling the hopper at moderate fill levels [41,65]; and adjusting screw speed and screw type [2,64].

When applying the knowledge gained from Lumay et al. [57] to the work of EscotetEspinoza et al. [6] and Lopez et al. [55] it would perhaps be sensible to suggest that smaller sized silica nanoparticles would be ideal for improving flowability at this stage of the CDC process. Silica nanoparticles have also been shown to change the blend from shear-thickening to shear-thinning, implying that, when the powder contacts the hopper's agitator or the conveying screws, one might expect a further transient, localised increase in flowability.

Despite silicates holding the much of spotlight for discussion, surrounding improving powder flowability, it should be noted that several alternative materials could be selected. However, every material in question, for flow modification, would need to undergo consideration for its end-to-end impact on the process. Silicates, for instance, have been shown to negatively impact compatibility $[66,67]$ but also improve flowability and therefore improve feeder processing consistency $[5,43,55]$, whereas magnesium stearate has also been shown to increase flowability, but due to its hydrophobicity-coating the surface of the APIwould hinder the dissolution of the API within the formulation [68]. This would result in the material being greatly undesirable for any scenario which may involve the intimate blending, or over-mixing, of magnesium stearate with API. However, pre-blending API with other materials such as tricalcium phosphates or microcrystalline cellulose [69,70] propose the ability to improve flow behaviour at a minimised trade-off, and as such, more research should be carried out into both the use (for improving feeding performance) and the end-to-end implications of selecting such materials.

Our review of the literature has also highlighted the benefit of future DEM studies which could be undertaken to better understand the fundamental powder movement that governs powder feeding, in particular using commercially-relevant geometries. Notable areas of study could include modelling the effect of silication; altering, and potentially optimising, agitator and screw design; further investigation of the influence of hopper refill regimes. The development of dynamic DEM simulations could also be used to develop and test various control strategies, both existing and novel. Intuitively, it could be possible to
develop a control proposition for shear thickening powders involving a sudden reduction in RPM followed by a slow build-up of screw speed back to setpoint.

## 3. Blending

### 3.1. Blending Introduction

Despite diverse designs available commercially and in the academic literature, continuous blenders can, in general, be reduced to four main components: an inlet, an outlet, a mixing volume, and a mechanism for promoting blending whilst in the volume of the blender. Typically, this last component will be some form of rotating agitator, the geometry of which may differ from mixer to mixer, or even formulation to formulation. Recognising the different types and geometries of mixers that exist within this space is fundamental when evaluating the role of powder mixing in CDC performance, as the features that differentiate one mixer from another can have significant impacts on the behaviour of the powders being blended, and thus may require different measures to handle the blending of cohesive powders.

Achieving good mixing is integral to the performance of any given pharmaceutical tablet; the therapeutic efficacy and mechanical properties of the tablet will suffer without the effective distribution of its constituent materials, ultimately compromising the safety of the product [43,71-75]. Thus, mixing inherently defines the final quality of the formulation (albeit that the final product cannot be delivered without the consistency and accuracy of the upstream and downstream processes $[43,45]$ ).

Practically defining whether a formulation is well-mixed is a complex endeavour with issues such as frequency of sampling [71,76,77], location of sampling [71,76,77], and scrutiny (size) of the sample [71,76,77]. However, describing the mechanisms of mixing may be ever-so-slightly easier, and is of more direct relevance to the present work.

The two commonly-defined types of mixing-macro- and micro-mixing-are both essential when looking to create ideal mixtures [71,72,75,78,79]. Macro-mixing is responsible for large, global movements, of material—or bulk transport-allowing the material to flow and circulate around the vessel [71,75,79-82]. Micro-mixing, on the other hand, involves the movement and displacement of material at the particle scale, i.e., the local interactions between particle species [71,79]. Accordingly, micro-mixing achieves the detail of the mixing action due to the mixing happening at the smallest possible scale: the particle-particle level [71,79], whereas macro-mixing serves to smooth out the upstream mass flow rate perturbations, due to the flow and bulk motion of the powder $[71,79]$.

Fan et al. [83], succinctly discuss the evaluation of mixing in terms of cohesive mixtures. Figure 8 and Equation (2) encapsulate the majority of this discussion. It is shown that by increasing the surface force-which is also a function of particle size, and therefore surface area-it is possible to reduce the influence factor defined in Equation (2). A low influence factor means surface forces dominate, and the particle species adhere to the surface of another particle species, creating a perfectly-ordered blend. Small, less dense particles would be the ones to adhere to the more dense 'carrier' particles- due to gravitational forces. Then, if the surface forces are minimal, gravity dominates, and thus the mixture would involve non-cohesive species, following more typical solids mixing criteria.

$$
\begin{equation*}
\text { Influence Factor }=\frac{\text { Gravitational Force }}{\text { Surface Force }} \tag{2}
\end{equation*}
$$

Conversely, de-mixing occurs through several mechanisms, such as: segregation, the separation of a formulation into constituent particles of similar properties, for example, size and density $[71,76,84]$; agglomeration, the formation of particle-particle dense macro-particles, due to interparticle attractive forces [85,86]; and electrostatic repulsion, or attraction, due to inter-particle charge imbalances, which predominantly result from contact-induced electron transfer, as particles move relative to each other and the equipment surfaces [26,87]. The part cohesion plays differs significantly in each of these mechanisms, and can either subdue or exacerbate de-mixing [84]. For instance, electrostatic charges could
be worked into powder, through the triboelectric effect, creating attractive or repulsive forces between different species [26,77]. These interactions underpin much of the following discussion of how cohesion affects the process of mixing and the competition between mixing and de-mixing.


Figure 8. Cohesive mixtures described by homogeneity vs influence factor (Equation (2)). Adapted from Fan et al. [83].

### 3.2. Blending Discussion

Processing parameters such as agitator RPM, feed rate (throughput), and agitator design, are the primary methods of manipulating powder through a given blending volume $[43,75,88]$. For example, trends have been identified for improving mixing quality through the use of processing parameters: macro mixing as a function of mean residence time; micro mixing as a function of RPM (agitation); residence time being a function of throughput $[43,75,82,89,90]$. These examples signify the importance of process parameters on mixing performance. However, the intricacies of powder behaviour in response to these systems are seldom discussed in the wider literature.

As discussed in the preceding section, cohesion can be overcome through the use of formulation additives and/or changes to the process [5,37,57,78]. Additives, such as glidants (e.g., $\mathrm{SiO}_{2}$ ), are typically used to make the bulk powder properties easier to deal with, by increasing flowability $[5,37,57]$. However, additives change the overall formulation composition, which can have detrimental effects on downstream processing-namely tabletting [66,67]. In contrast, process changes (processing parameters) can potentially overcome issues relating to cohesion without altering the formulation's composition [43,75,88]. Utilising these favourable processing parameters is thus the more practical of the two solutions for CDC processes, but the development and transfer of knowledge between different systems appears to be a substantial hurdle. This is largely due to this approach requiring a much deeper understanding of the specific unit operation being used in the study. Therefore, the knowledge gained is often less transferable; each particular set of process parameters may be unique to system geometry, orientation, or method of operation. With this in mind, it is useful to note the use of dimensionless numbers/groups within the discussed research, as it allows greater understanding and application of relative powder behaviour between publications.

Portillo et al. [91] performed trials on an axial continuous blender (see Figure 9)), the axis of which was adjustable between $\pm 30^{\circ}$ to the horizontal. The researchers found that
at $\left(+30^{\circ}\right)$ incline there was an increase in mean residence time which led to a decrease in the relative standard deviation (RSD) of Acetaminophen (APAP) concentration in two grades of lactose. This demonstrates the effect of longer mean residence time on macro mixing and a reduction in APAP RSD. The grades of lactose differed in terms of average particle size and size range: Lactose $100(70-250 \mu \mathrm{~m}$, average $130 \mu \mathrm{~m})$ and Lactose $125(55 \mu \mathrm{~m})$, whereas APAP $(36 \mu \mathrm{~m})$ remained the same in both tests, and made up $3 \% w / w$ of the mass flow rate. They also discussed that, despite typical behaviour, the smaller (and more cohesive) grade of lactose did not affect mixing performance at either the high or the low rotation speeds. It was observed that while agglomerates were readily formed by the cohesive material, these were relatively weak and agitation from the impeller was sufficient in breaking the clusters up, dispersing the powder.


Figure 9. Example linear blender used in Portillo et al. [91]. Profile view of the blender (A) view of the agitator shaft and blade angle orientation (B).

Later work by the same group [78] discussed the influence of cohesivity on powder behaviour in a different continuous mixer (albeit similar to the blender shown in Figure 9), inclined at $+17^{\circ}$. The study used two different grades of lactose, Fast Flo and Edible, which displayed flow indices (measured using a Gravitational Displacement Rheometer) of 24.9 and 34.8 respectively, suggesting them both to be highly flowable powders. In addition, the bulk density tapped density of the Fast Flo Lactose were $0.626(\mathrm{~g} / \mathrm{mL})$ and $0.704(\mathrm{~g} / \mathrm{mL})$, respectively, while the Edible Lactose measured $0.629(\mathrm{~g} / \mathrm{mL})$ and $0.981(\mathrm{~g} / \mathrm{mL})$, respectively. Portillo et al. [78] found that cohesivity negatively impacted axial mixing, becoming a statistically significant factor at higher levels of agitation; thus demonstrating cohesion's effect in resisting the separation or relative movement of particles. In addition, the authors observed that particles with high cohesion experience longer residence times, with similar path lengths, suggesting the particles move at a slower velocity through the blender. This postulates that methods which increase the shear rate, and therefore the relative particle velocity, may combat the effects of cohesion by increasing dispersion [92], and consequently improve micro-mixing. This could also be described as increasing the dynamic granular temperature as a function of the increased shear rate [93,94]. This finding may, at face value, seem to contradict the findings discussed in the previously mentioned study by Lopez et al. [55], in which the translational velocity of the powder going through the conveying portion of the system was observed to be higher with increasing cohesivity. However, despite the net velocity being higher, the relative velocity (which drives micro-mixing) may nonetheless be lower.

It should be noted that any residence time distribution (RTD) data will be a function of both the volume $\%$ of the tracer and the interaction of the tracer within the bulk that it aims to measure. For more detail on RTD behaviour in continuous blenders see

Escotet-Espinoza et al. [61,80], where the authors provide a comprehensive two-part study, analysing the behaviour of tracers with different properties.

Vanarase et al. [89] investigated the blending performance of a horizontal linear blender, both with and without the addition of a co-mill. The authors stated that under optimal macro-mixing conditions, micro-mixing was identified as the limiting factor, leading to poor mixing performance. The inverse was also found for optimum micro-mixing conditions. This highlights the independence of these two types of mixing, and the consequent requirement, to balance a blending system's capability to deliver both sufficient micro and macro mixing.

Interestingly, research by Portillo et al. [91] contains contradictory findings, when compared to Vanarase et al.'s study [89]. They found that using an incline blender increases the overall residence time when compared to a horizontal system-see Figure 10. Thus, for the same residence time as was demonstrated by Vanarase et al. and therefore similar macro behaviour, Portillo et al. showed that the agitator speed could be increased, which in turn provides greater shear, achieving improved micro-mixing conditions with cohesive powders.


Figure 10. Acetaminophen residence time distribution plots (gathered with permission) from Portillo et al. [91], demonstrating the effect of blender volume inclination and RPM on RTD; (a) 78 RPM, (b) 16 RPM.

Van Snick et al. [43] investigated the performance of different mixing blade configurations (Figure 11, graphically demonstrates the orientation of blades along the agitator's axis) and found that despite the 'P16' blade configuration not delivering the highest dispersion, it offered the best consistency (see Figure 12). The 'P16' blade config' utilised a series of two sets of transport blades $\left(45^{\circ}\right)$, followed by a set of radial mixing blades $\left(90^{\circ}\right)$. Whereas
the other example-'D8'-delivered the highest powder dispersion, with the downside of higher variability. This is supported by Vanarase et al.'s [89] findings, with both surmising that a balance is required between micro and macro mixing. Based on 'P16's performance, in Van Snick et al. [43], it seems as if the 'D8' configuration provides a surplus of dispersionlending to poor macro conditions. The authors also attribute the good performance of 'P16' to the increased mass hold-up within the blender's volume, as the mixing blades are shown to increase fill level, and therefore total mass hold-up [43]. Ultimately, the study suggests that varying position, number, and angle of the blades could aid in controlling API within the blending phase, and that different blade configurations may be selected according to the formulations' properties, such that the desired throughput is attained, whilst output variation is minimised.


Figure 11. Blade configurations refer to a series of different blade orientations along the agitator's axis. (Top left): side-by-side comparison of transport blade and radial mixing blade (RMB). (Top right): example of a blade combination that would take a position along the agitator's axis, denoted by a number in the configurations D8 and P16 below. D8 and P16 depict blade configurations; all positions that are not labelled as RMBs are transport blades, and each collar position sees the blade combination rotate $60^{\circ}$ clockwise to the direction of the impeller. Adapted from Van Snick et al. [43].

Gao et al. [95] developed a two-blade (periodic) section of a continuous horizontal mixer (see Figure 13), and evaluated mixing performance using a monodisperse DEM simulation of the blender. Gao et al. [95] subjected four different simulated powders (classified as: control, lower density, larger particle size, and cohesive) to the same tests, and mapped the axial conveying efficiency in fill level-rpm space. This conveying efficiency was quantified by normalising the mean axial velocity of particles with the rotor speed and effectively giving the mean distance conveyed per revolution. The powders were subjected to various fill levels (from 25-75\%) and a range of rpms (50-250). Figure 14 shows that the relationship between normalised axial speed, and fill level/rotational speed was very different for the cohesive simulation: axial velocity is lower, when compared to the control and to the other powder types, especially at low speeds ( $50-125 \mathrm{rpm}$ ) with a moderate-to-high fill level (50-75\%). In addition, the cohesive particles achieved a max velocity of only $38 \mathrm{~mm} /$ revolution, the lowest of the four samples [95]. These results are in agreement with the discussion gained from the work of Portillo et al. [78] work.


Figure 12. Tablet uniformity corresponding to the blade configurations seen in Figure 11 (D8 and P16); Upper graphs: content uniformity as a function of impeller speed and mass rate (green triangle $=24 \mathrm{~kg} / \mathrm{h}$, blue square $=30 \mathrm{~kg} / \mathrm{h}$, red triangle $=36 \mathrm{~kg} / \mathrm{h}$ ). Lower graphs: relative density distribution based on the target API dosage at the centre point of the experimental design ( 250 rpm and $30 \mathrm{~kg} / \mathrm{h})$. Gathered with permission from Van Snick et al. [43].


Figure 13. Periodic section of a continuous blender including two blades (a) Isometric View, (b) Side profile view with dimensions. Gathered with permission from Gao et al. [95].

It is worth noting that, for all non-cohesive powders used in Gao et al.'s work, when going from high to moderate fill levels (i.e., from $75 \%$ to $40 \%$ ) at 100 rpm , normalised axial velocity increases. Cohesion is still shown to have an effect at higher rpms, demonstrated by the increased distance between the contours. This finding corroborates with the rpm-cohesion-significance result from Portillo et al. [78], clearly showing that the relative effect of cohesion will depend on operating conditions (speed and fill/mass rate), and not necessarily in a predictable way, reinforcing the need for more work in this area. This finding, surrounding the three non-cohesive powders, was further supported by the work
of Sarkar and Wassgren [96], where the normalised axial velocity presented the same trend, despite different geometry, particle properties, and operating conditions.

Gao et al. [95] also mapped the continuous blending rate $\left(k_{c}\right)$, which is the ratio of the normalised mean axial velocity to the time-dependent RSD decay rate, where $k_{c}$ essentially details the ratio between the axial (macro) and radial (micro) behaviour of the system. The results obtained were a similar contour plot to Figure 14, but in terms of $k_{c}$. Across the different particle properties, it was shown that high RPM and low fill produced the greatest $k_{c}$. Moreover, there was little difference seen in $k_{c}$ at $<125 \mathrm{rpm}$ irrespective of fill level. For rpm > 125: going from high-to-low fill showed a sluggish increase in $k_{c}$, as the space between contours and colour changes progressed slowly. This highlights that cohesion does not only affect the axial aspect of the mixing process, but also contributes to the hampering of radial mixing. Finally, Gao et al. [95] suggest further investigation on segregating materials, which would prompt several questions on a constituent's experience within the bi-or-polydisperse system. Particularly, it is worth considering what might be the best excipients to pair with different levels of cohesive materials, in order to best aid their macro- and micro-mixing. This has the potential to result in a CDC formulation, of the same drug, differing from their original batch formulation. Different excipient(s) may offer a significantly improved CDC performance, without impacting the tablet's therapeutic efficacy.


Figure 14. Contour plots of normalized mean axial velocity: (a) control, (b) lower density, (c) larger particle size, and (d) cohesive particles. Gathered with permission from Gao et al. [95].

Tomita et al. [97] utilised an atypical blending set-up, operating with both an impeller and a scraper in a horizontal mixer (see Figure 15). The inclusion of the scraper allowed for the control of the mean residence time in a manner that-unlike the previously-discussed systems-was quasi-independent of the magnitude of the impeller's agitation. In this system, the rpm of the axial impeller was driven separately to the ribbon-shaped scraper, which circumscribed the internal wall of the blender. Figure 15B shows the RTD curves of spiked acetaminophen using different scraper rpm speeds, whilst running at a feed rate of $10 \mathrm{~kg} / \mathrm{s}$ and constant axial agitator speed of 3000 rpm . There is a considerable difference in the RTD performance between the slowest ( 5 rpm ), and highest ( 50 rpm ) scraper speed, which delivered a mean residence time of 84.3 s and 12.1 s , respectively. The mixer provides
a method of achieving higher micro-mixing whilst managing the macro-mixing through either increasing or decreasing the mean residence time. A similar result could be achieved with both the horizontal, or incline, blender through the alteration of either the angle of inclination, and/or the quantity of blades, blade angle, and/or blade positions. These design choices are, however, less practical to implement within a feedback loop or control strategy-though the incline angle of a blender may conceivably be varied dynamically.


Figure 15. (A) Impeller and scraper continuous mixer with arrows detailing rotation direction, (B) APAP RTD spike response. Adapted from Tomita et al. [97].

Despite the advantages of an incline blender from a high-shear perspective, practical considerations must be made when attempting to maximise mixing capabilities. For example, the use of two units in series (horizontal blender and co-mill), as shown in Vanarase et al. [89], would allow independent, de-coupled, control in real-time. This reduces the risk that the process would leave a state of control, as each unit would have the capacity to compensate for the other. Conversely, if the incline blender is the only unit responsible for delivering both micro and macro-mixing, given it has the capacity to do so, it is likely the domain of control will be smaller when compared to the two units in series. This is because the process parameters controlling the micro-mixing also control the macro-mixing, and so there is a smaller window for advanced process control to operate within to ensure the mixing balance is maintained. This, therefore, showcases the strength of Tomita et al's [97] blending unit, as it possesses the ability to independently influence the macro and micro aspects of mixing, in real-time, using process control.

Palmer et al. [75] evaluated fill level and content uniformity across a range of processing parameters in an inclined $\left(+15^{\circ}\right)$ continuous blender. These processing parameters include: throughput, number of mixing blades, and agitator RPM. The study then explored the same parameters, using the same formulation, with different grades of API (APAP) -see Table 1. The result is the proposed exponential decay model (see Figure 16), and micromixing model (see Figure 17), which uses both the Peclet Number (Pe, see Equation (4)) and the strain ( $\epsilon$, see Equation (3)). In addition, Figure 18, showcases a series of contour plots describing the effect of processing parameters on the fill level, for each APAP formulation. The study explored a range of Froude numbers ( Fr ) between 1.5, and 13.4 (for 150 and 450 rpm , respectively).

Table 1. Material properties of the APAP grades used in Palmer et al. [75].

| Material | FFC | Bulk Density <br> $\left(\mathrm{g} \mathrm{cm}^{\mathbf{3}}\right)$ | Tapped Density <br> $\left(\mathrm{g} \mathrm{cm}^{-3}\right)$ | Hausner Ratio | Carr's Index |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Micronized APAP | 1.4 | 0.19 | 0.30 | 1.58 | 36.67 |
| Powdered APAP | 1.9 | 0.31 | 0.53 | 1.71 | 41.51 |
| Special Granular APAP | 19.4 | 0.73 | 0.83 | 1.14 | 12.05 |



Figure 16. Tablet assay RSD plotted against Strain (see Equation (3)), an exponential decay model is fitted to the data. Gathered with permission from Palmer et al. [75].


Figure 17. Peclet Number ( Pe ) and Strain relationship plotted on a log-log graph, grouped by throughput. Gathered with permission from Palmer et al. [75].


Figure 18. Contour plots mapping the impeller speed, number of mixing blades, and fill level at a throughput of $26.25 \mathrm{~kg} / \mathrm{h}$ (a) Micronized APAP, (b) powder APAP, (c) special granular APAP. Gathered with permission from Palmer et al. [75].

Comparing the bulk characteristics in Table 1, Micronized APAP (mAPAP) has closer bulk characteristics to Powdered APAP (pAPAP), but shows a unique shape contour in Figure 18. Despite pAPAP and Special Granular APAP (sgAPAP) being opposed in flowability indices, they present similar contour shapes. This indicates a similar fill-level, and therefore bulk powder response, to the number of radial mixing blades (see Figure 11)
across a range of RPMs. For the mAPAP, however, increasing the number of radial mixing blades has more impact on the fill level at lower RPMs, and this impact reduces with increasing RPM. Van Snick et al. [43], discussed the necessity of sufficient mass hold-up (fill level) to attain good levels of macro mixing. The combination of these two studies suggests (i) that it is critical to determine the fill level landscape for the desired formulation to achieve and maintain sufficient mixing, and (ii) that different highly cohesive powders would be expected to exhibit different complex behaviours. What is more, using the mAPAP contour from Palmer et al. [75], considerations have to be made regarding what variables can be controlled in real-time. Since the radial mixing blades cannot be changed in real-time, it could be inferred from Figure 18, that using the highest number of mixing blades would be more optimum, as it would allow the system to have the largest range of fill levels.

Furthermore, Figure 16, from Palmer et al. [75], models the exponential decay of content uniformity RSD with increasing Strain (Strain, Equation (3)). Strain is a confounded variable for this system (an incline ( $+15^{\circ}$ ) linear blender), as increasing the RPM decreases the mean residence time, meaning that the number of blade passes also affects the mean residence time $[75,91]$. Thus, strain is dependent on the throughput, RPM, and the powder's material properties, making it essential to understand how the powder responds to processing parameters. Understanding in this area can be gleaned from the work of Portillo et al. [78,91], Gao et al. [90], and Lopez et al. [55] regarding powder velocity, fill level, and resultant changes in residence time due to cohesion. More cohesive powders would be subject to longer residence times, but lower relative velocities. Therefore, more cohesive powders should be more resistant to increasing RPM in turn reducing cohesion's effectiveness; Figure 18 demonstrates the added complexity. Ultimately, strain is a great, yet elusive, measure of effective work done to the powder. The model shows there is an optimum amount of strain required (around 1500) to attain a high-quality blend.

Lastly, Palmer et al. [75] shows a linear log-log relationship between Peclet Number $(\mathrm{Pe})$ and strain, see Figure 17. Pe is a dimensionless number describing the ratio between advective and diffusive mixing in the system (see Equation (4)). To give an example, a high Peclet number would be expected to produce a narrow RTD. The model, at higher throughputs (and therefore, higher residence masses), showed reduced scattering and more linear behaviour, implying that the model may be favoured in predicting systems with high residence mass, whilst also implicitly suggesting that systems with low residence mass may present unstable micro-mixing capability and therefore may be unfavourable. Despite this, across all throughputs, it was seen that with reducing strain, the Peclet number increased.

$$
\begin{equation*}
\text { Strain }=\epsilon=M R T * \omega \tag{3}
\end{equation*}
$$

where $M R T$ is the mean residence time and $\omega$ is the agitator rotation rate.

$$
\begin{equation*}
\text { Peclet Number }=P e=\frac{\text { advective transport }}{\text { diffusive transport }}=\frac{u L}{D} \tag{4}
\end{equation*}
$$

where $u$ is the flow velocity, $L$ is the characteristic length and $D$ is the mass diffusion coefficient.

$$
\begin{equation*}
\text { Froude Number }=F r=\frac{\text { centripetal force }}{\text { gravitational force }}=\frac{\omega^{2} R}{g} \tag{5}
\end{equation*}
$$

where $\omega$ is the blade rotation rate, and $R$ is the geometrically relevant length-scale-i.e., the radial distance from the centre axis to the tip of a blade.

While, as outlined above, strain is considered to be beneficial to powder blending, it has also been shown that powders which experience high levels of strain (number of blade passes) are also more likely to be subject to triboelectric charging [13]. Naturally, the effect will present some interest in how electrostatics influence/interact with powder cohesion. Karner and Urbanetz [13] investigated the influence of pharmaceutical mixing in a batch mixer and found that particle size, the fraction of fine particles, and mixing volume were significantly impacting the charging behaviour of the powder, stating that small particles
were more prone to generate higher charge density. How these findings would translate to a continuous blender represents a potentially interesting and valuable line of inquiry.

Beretta et al. [15,47] performed a two-part study on the triboelectric effect of charging powder via. powder transport in twin-screw feeding. This was followed by a study using relative humidity $(\mathrm{RH})$ to subdue the electrostatic effect. Given that it is typical to maintain a RH between $30-60 \%$ in ISO-graded GMP environments [16] and that additional air moisture can increase the presence of liquid bridging, promoting cohesion [57], it becomes difficult to assess purely on the grounds of cohesion. The downside of controlling relative humidity is that it becomes difficult and expensive to maintain HVAC systems, especially as temperature and humidity fluctuate across the year. There are other options to consider, such as silication, outlined by Lumay et al's study [57], which was shown to be capable of electrostatic dissipation and localised relative humidity control. Therefore, the use of silicates becomes a much cheaper and simpler option, despite what relative humidity may offer. However, this assumption is limited by current knowledge and awareness of the author(s) at the time of composing this review-novel literature may render this assumption moot.

Beretta et al. [15,47] stated that the charging forces are primarily recruited through particle-particle friction, while particle-wall friction did not directly contribute to charging. In addition, the authors made considerations for impacts on powder mixing; interestingly, the discussion touched on utilising these static forces to aid the mixing process [47]. Huang et al. [70] provide evidence of this, as dry powder coating is seen in a high-shear co-mill. Huang et al. [70] investigated the effect of dry powder coating of different APIs and excipients and found that the coating of fine colloidal silica improved both bulk density and FFC performance. SEM images displaying the silica coating are shown in Figure 19. Therefore, charge- or cohesion-based coating could provide an avenue to attain what Fan et al. [83] (see Figure 8) would describe as perfect ordered mixtures.

## Lactose



Ascorbic Acid


Lactose + 1\% w/w R972P


Ascorbic Acid + 1\% w/w R972P


Figure 19. SEM images showing the surface coatings of (top): excipient (lactose) and (bottom): API (Ascorbic Acid). (Left): Non-coated and (right): $1 \% w / w$ Aerosil ${ }^{\circledR}$ R972 colloidal silica coating. Adapted from Huang et al. [70].

Lastly, alternative silicates-such as magnesium aluminosilicates (MAS)—have been trialled in some flowability studies; demonstrating an increase in flowability, without a constraint on mixing time and intensities, which is a limitation of several glidants [98]. Such materials could be used in place of the more traditionally used MPS grades for processes which may operate with different materials or mixing regimes.

### 3.3. Blending Summary

The scope of this topic is multidimensional, and therefore increasingly difficult to surmise without reducing the complexity of the situation; despite this, several trends-and avenues for future work-have emerged throughout this review.

Firstly, and perhaps most obviously, the literature strongly suggests that, regardless of differences between continuous blenders, cohesion provides a barrier to dispersion, and thus a barrier to achieving micro-mixing [78,90], which therefore decreases the quality of the mix. Cohesion has also been shown to exhibit complex behaviour at higher fill levels and lower rpms [75,78,90], where the particle-particle contacts are expected to be at their highest.

There is a common theme across the literature emphasizing the need to devise solutions to mitigate the effects of cohesion through the optimisation of processing parameters $[43,45,75,88,99]$. The literature suggests multiple manners in which this may be achieved, for example through alterations in system or agitator geometry, agitator rotation rate, feed rate, and various other factors. The differences in geometry for each blending system, however, means that each system has its own approach to solving the cohesion problem, thus making it difficult to generalise findings, and methodology, when attempting to understand the mechanisms and behaviour which explicitly govern cohesive blending. This is then exacerbated when considering that different formulations respond differently under the same conditions. An important task for future research is to define common parameters-e.g., dimensionless numbers-which can successfully generalise previous findings.

In the literature to date, several variables have been determined to affect the influence of cohesion on mixing. These include the Froude number (Fr, Equation (5)) or rpm, the magnitude of powder cohesivity, and the fill level of the blender. It has also been widely suggested that, due to cohesive particle-particle contact, a given system will require either a higher shear or more frequent agitation to break apart the additional cohesive forces. Strain ( $\epsilon$, Equation (3)) is defined as the mean residence time multiplied by the rotation rate of the agitator (RPM), and is a measure used to quantify the amount of work the agitator does per unit of space-time $(\tau)[43,75,82,88]$. This quantity has been suggested as a valuable indicator of the degree of shear in a system and thus of blending success [43,75,82,88].

It has also been suggested that cohesion loses its significance, and complex behaviour, when rpm increases, implying that by running a continuous blender at high RPM, one may improve (micro-)mixing. However, the work of Van Snick et al. [43] suggested the need for a sufficiently large mass hold-up in order to ensure good macro-mixing. However, these seemingly contradictory requirements can potentially be reconciled by ensuring that RPM is high enough to minimise cohesion's effect, thus improving micro-mixing, whilst altering the system's geometry (or other system-specific variables) to ensure a suitable amount of hold-up mass is retained, thus retaining good macro-mixing.

Regarding future work, it would be interesting to see where the lines of significance lie for each of the three cohesion-dependent variables and their interactions. Such a study would most likely have to be conducted via DEM and should follow the suggestions left by Gao et al. [90]. In general, there is potentially significant value to be found in using numerical modelling methods such as DEM to address a number of the experimental observations discussed in this section.

## A Perspective on Continuously Blending Cohesive Species

A final thought on continuous blending; is that the tablet's powder formulation could be thought of as an emulsion, whereby work (in the form of strain) is given by the blender to shear through existing API clusters, reducing their size, and promoting the distribution and circulation of the new, finer API clusters around the bulk mass. The cycle then continues, by imparting even-more work and further distributing the API clusters. The remainder of the tablet's formulation (which is mostly excipient) should, therefore, promote and stabilise the small API clusters, ensuring that they are maintained before they receive more work. Similarly, emulsions require thickeners and surface active agents to develop and maintain immiscible fluids [100]. Formulation development for CDC processes could look to use the same methodology, namely, through the exploitation of dry powder coating [70] and electrostatic charging [13]. However, considerations have to be made to ensure that, if the API is coated, it does not affect the therapeutic efficacy of the tablet.

## 4. Tabletting

### 4.1. Tabletting Introduction

The tabletting unit operation consists of three main steps:

- Die filling;
- Compaction;
- Tablet ejection.

The tabletting unit operation starts with the die-filling stage which fills the die with a consistent amount of powder mixture to achieve an adequate fill depth ready for the compaction step while also keeping good drug content uniformity [101,102]. The upper punch then lowers into the die increasing the compressional pressure applied to loose powder in the tabletting die; the powder consolidates as particles rearrange, filling void spaces and finally, as the availability of void spaces reduces, particles deform elastically, and ultimately plastically, before beginning to fragment [21] once the target pressure has been reached the upper die lifts releasing the pressure off the compact. Finally, the lower punch lifts the tablet to the top of the die ejecting the tablet. However, die filling and compaction are strongly influenced by cohesion whereas tablet ejection is not [103]. Qu et al. [103] study showed that additives such as silica which lowered cohesion did not lower ejection stresses effectively. Therefore, as this literature review focuses on cohesion, this section will only discuss die filling and compaction.

### 4.2. Tabletting Discussion

### 4.2.1. Die Filling Introduction

As mentioned previously, die filling is a critical process step for tablet manufacture as mass and content uniformity are heavily dependent on the die-filling performance. If the die filling is not consistent, the mass and drug content uniformity is not accurate [104]. This will have an impact in the downstream processes as the quality attributes such as tensile strength and the dissolution profile will be affected [102]. The die-filling process is known to be affected by many bulk powder properties: flowability, cohesion, particle size, and morphology [101,102]. Many studies have shown a good correlation between these bulk powder properties and the die-filling performance [27,28,104]. Normally, dies are filled gravitationally using a shoe-die system where power is dispensed from a feed hopper which is connected to a box-shaped shoe which then moves over the opening of the die and allows powder to flow [38] (Figure 20). However, there are different mechanisms for die filling such as:

- Forced feeders [102] which use moving components (usually paddles) to feed the powder into the die. This is commonly used in turret presses [105] (Figure 20);
- Suction filling is where the lower punch also known as the 'suction punch' moves down creating a negative air pressure gradient promoting powder to move into the
die, promoting the movement of the powder into the die [106] which removes the effect of air entrapment $[38,107]$ (Figure 20).
Similar to Sections 2 and 3, to have a good die-filling performance, the powder will need to have lower cohesive properties [3] These include larger particle size, spherical particle shape powder with lower surface energy. (Lower surface energy will mean that powder will find it more difficult to form strong interparticle bonds [103,108]), which all contribute to improved flowability $[27,38,107]$. To have content uniformity, the segregation must be kept to a minimum during the die-filling stage so as not to undo the work done during the mixing stage $[107,109]$. This section will focus on the die fill performance where the mass, segregation and fill depth are important to ensure the compression process will be successful.
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Figure 20. (A) Schematic diagram of air flow mechanism in (i) gravitational die-filling mechanism (ii) suction fill mechanism in a shoe and die system obtained from Mills and Sinka [38]. (B) Schematic of a rotary die-filling system, a type of force feeder, typically found in a turret tabletting machine obtained from Tang et al. [105].

### 4.2.2. Die Filling Discussion

Cohesion has been seen to affect the die-filling performance in many studies as the flowability of the powder is reduced with increasing cohesivity [27,110]. As mentioned previously, CDC processes have fewer unit operations as the granulation step is bypassed. Granulation is where powder fines which have poor flowability are made into agglomerates. The powder fines adhere to one another commonly using a binder fluid (wet granulation) to form a larger multiparticle entity which are also known as granules [111]. The granulation step helps control key attributes such as flowability and the processability of the powder and therefore controls cohesion [112]. However, as the CDC process does not have a granulation step, the tablet formulation will need to have adequate flowability and tabletability [3] which limits the amount of tablet formulation that can be used with the CDC process. However, there are die-filling mechanisms which can improve the die-filling performance of poorer-flowing powders without the granulation step.

Wu [110] established 'critical velocity', which is defined as the maximum velocity which the shoe passes over the die with the die being filled after one pass [27]. The critical velocity is a common way to measure the flowability of the powder. A strong correlation is seen between critical filling velocity and mean particle diameter; specifically, an increase in particle diameter and a decrease in surface energy increases the critical velocity (Figure 21) [101]. This indicates that when the powder is more cohesive, the critical velocity is lower as the flowability is poorer, which means that cohesivity can have a negative impact on die-filling performance and cohesion control measures will be needed.


Figure 21. Graphs obtained from Zakhvatayeva et al. [101] showing the change of critical velocity as a function of: average particle size (top left), specific energy (top right) and cohesion at 3 kPa consolidation stress measured using the FT4 (bottom) of a variety of different materials.

The effect of paddle speed in forced feeders was investigated by Goh et al. [107] which saw with a higher paddle speed there was an increase in die fill weight and reduced die variation. However, it was seen in other papers that the paddle speed only had an effect on the weight variability, not the fill weight itself [84] and only affected fair flowing materials such as MCC [113]. Therefore, a higher paddle speed can allow for cohesive powders
to 'flow better' as they can essentially move as a solid block. On the other hand, in the study of Peeters et al. [114], results showed that the paddle speed affected the tensile strength. However, for the formulation with just microcrystalline cellulose, the tensile strength outcome was not affected by paddle speed. The only formulations that were affected were with magnesium stearate that saw a decrease in tensile strength with a higher paddle speed. Lubricants can have a negative effect on the tabletability if excessive shear force and higher levels of mixing occur. This is often referred to as 'over-lubrication' in the literature [115]. Therefore, the decrease in tensile strength is most likely due to these lubrication effects which is promoted with a higher paddle speed [116]. To understand the effects of lubrication in a forced feeder with higher paddle speeds, work should be conducted comparing the tensile strength outcomes of formulations with and without magnesium stearate. However, it should be noted that brittle materials are reported to not be as susceptible to the effects of lubricants as much as plastic materials [117]. Therefore, formulations with majority plastic powders will most likely be affected more heavily than formulations with a majority of brittle powders.

Another method to increase the flowability is by introducing air into the system, as flowing air gives a lubrication effect allowing particles to flow more easily with less resistance, increasing critical velocity [27]. The air prevents the percolation of fine particles, which reduces vertical segregation [118]. However, the presence of air can also create an adverse pressure gradient which resists the motion of particles, and pressure built up can further oppose the flow of the powder [27]. Suction filling has also seen positive effects with overcoming poorly flowable powders $[38,106,109,119]$ and helps with the air entrapment which hinders powder flow as it creates a negative pressure gradient [38,107]. Furthermore, suction fill is generally known to lower the risk of segregation and improve the packing density [38]. This is seen in Figure 22 obtained from the study of Zakhvatayeva et al. [109]. The degree of segregation was measured using a sampling unit which separates the die into five sections; the process was repeated twice. The degree of segregation was calculated using Equation (6) where the segregation index indicates the level of uniformity in the powder blend in the die. Although the conclusion in Zakhvatayeva et al.'s [109] study is that suction filling improves die-filling efficiency and reduces segregation, in Figure 22 it is seen that gravitation filling with a fast die-filling velocity had a lower segregation index compared to suction filling. However, the slow die-filling velocity may not be representative of a real-life scenario in industry. Another interesting observation from Figure 22 is that with acetylsalicylic acid concentration of 10 percent, this had the worst overall segregation index across all cases which was explained as generally lower API concentrations are known to have a higher risk of segregation [120].

$$
\begin{equation*}
\text { Segregation Index }=\sum_{i}^{n} \frac{c_{i}-c_{t}}{c_{t}} \tag{6}
\end{equation*}
$$

where $c_{i}$ is the starting concentration of the blend and $c_{t}$ is the concentration of the analysed sample.

All these results show that there are promising ways to overcome the effect of particle cohesion on die-filling processes; however, it is often concluded that these results are highly dependent on the particles' material properties [102,107]. Active pharmaceutical ingredients (APIs) are new and complex molecules that will often have unknown material properties [18]. Further studies should measure bulk properties and be able to understand what process parameters need to be utilised during the die-filling stage. APIs are known to be very cohesive and poorly flowing which gives the limitation that formulations for direct compression must have a maximum of $30 \%$ drug content [21].


Figure 22. Segregation index of three different blends of Acetylsalicylic acid (ASA) with mannitol using gravity and suction filling where suction filling mostly has a lower segregation index compared to gravity from Zakhvatayeva et al. [109] the fast scenario is where the die-filling velocity is $260 \mathrm{~mm} / \mathrm{s}$ and slow has a die-filling velocity of $70 \mathrm{~mm} / \mathrm{s}$.

A possible method to allow formulations with more than $30 \%$ drug content to undergo direct compression is spherical agglomeration/crystallisation, which will improve both processability and tabletability of the API. This is completed by changing the way the API is crystallised by either modifying the solvent addition rate and/or cooling rate [3]. Spherical agglomeration allows the API to crystallise spherically (Figure 23), which increases flowability and therefore lowers cohesion [3]. There are many promising studies using spherical agglomeration/crystallisation such as a study by Chen et al. [18] which saw an increase in flowability and therefore die-filling performance. Furthermore, the tabletability also improved (Figure 23) for the spherical agglomerated/crystallised produced using the quasi-emulsion solvent diffusion (QESD) method. The tensile strength was considerably higher compared to the 'as received' ferulic acid exhibits a needle-like elongated shape (Figure 23f). While spherical agglomeration/crystallisation is beneficial this should not be confused with the negative kind of agglomeration that occurs during secondary manufacture that can have a poor effect on blending, feeding and mixing. It is important to distinguish the two.

On the other hand, there are some disadvantages to spherical agglomeration/ crystallisation; for example, solvent selection is a difficult process and may be limiting due to the growing concerns of using more green solvents in industry [121]. This will need to be further researched and optimised in order to be used as a commercial technique [121,122]. Furthermore, the optimisation of process parameters required for the spherical agglomeration/crystallisation method is difficult and will need considerable work to scale up the processes [123]. Therefore, although this technique will help produce many more formulations suitable for direct compression for most drugs to take place, the preparation times at this current state will probably outweigh the benefits of just granulating. However, this technique is very promising and something future research should focus on.


Figure 23. (a-d): Scanning electron microscope images of ferulic acid (FA) particles (a) Quasiemulsion solvent diffusion (QESD) at $50 \times$ magnification, (b) QESD powder at $2000 \times$ magnification, (c) as-received FA powder at $50 \times$ magnification, and (d) as-received FA powder at $2000 \times$ magnification. (e,f): Figures to show improved tabletability and flowability with spherical agglomerated/crystallised (QESD) ferulic acid obtained from Chen et al. [18].

### 4.2.3. Compression Introduction

The aim of the compression process is to consolidate the powder mixture consisting of excipients and API into solid and cohesive compacts that can withstand the pressures of coating, packing, and shipping without fracturing. Therefore, the tablets will need to have a high enough tensile strength; however, if the tensile strength is too high this will typically lead to low porosity [30]. If the porosity is too low this could negatively affect the dissolution rate required to deliver the drug to the patient [124]. There are many aspects that contribute to the tablet's strength, such as moisture content [125], compression speed [126], and granulation [127]. However, as this literature review is focusing on the effect of cohesion and assumptions can be made that the tabletting process is completed
under strict humidity controls [100], this section will just be focussing on surface energy and particle size and shape. These three particle properties contribute heavily to the magnitude of cohesion [128]. Although cohesion effects for other process operations in the tabletting manufacturing process are known to have a mostly detrimental effect (see Sections 2 and 3), in contrast, cohesion properties are important to the compression as cohesivity helps produce a strong solid compact. Therefore, it is important to understand how the cohesion properties contribute to the tabletting stage so potential compromises can be taken to help the formulation perform well throughout the manufacturing process.

### 4.2.4. Compression Discussion

The effect of particle size on powder compaction has been the focus of many papers where it is generally understood that smaller particle sizes form a stronger tablet [29-32,129]. Smaller particles have been found to have a larger specific surface area where interparticle bonding can take place resulting in stronger tablets [130,131]. However, smaller particles are typically more cohesive and have poorer flowability which will affect die filling (Section 4.1).

Particle shape is commonly linked with particle size effects in tabletting and has similar effects on the flowability and cohesivity of the powder [132]. A more irregular shape will exhibit poorer flow properties and be more cohesive compared to regular or spherical-shaped powders [133]. Additionally, irregular-shaped powders have been shown to form a stronger tablet, which was demonstrated by Johansson and Alderborn's [30] study. The authors found that tablets containing irregular shaped MCC granules had a higher tensile strength than spherical-shaped pellets (Figure 24). Both granules exhibited plastic deformation as the dominant deformation mechanism, but at higher pressure, there was some fragmentation/attrition which resulted in a closer pore structure. Šimek et al. [133] investigated the effects of different particle shapes (Figure 24) of a brittle material, paracetamol. Their findings were similar to Johansson and Alderborn's [30], where more irregular shaped paracetamol had increased compressibility shown with the Heckel plot. The Heckel plot is a commonly used equation and plot to help understand the densification of the powder during compaction and allows interpretation of how plastic the powder is which is taken from the yield pressure which is derived from the reciprocal of the linear region gradient of the curve. The lower the yield pressure, the more plastic the material is [134]). Figure 25 compares this to spherical-shaped paracetamol.


Figure 24. Johansson and Alderborn [30] G = granules (irregular), $\mathrm{P}=$ pellets (nearly spherical) the number is the compressional pressure it was compressed to e.g., $\mathrm{G} 200=$ granules compressed to 200 MPa.


Figure 25. (Top): SEM micrographs of the paracetamol samples made (prepared and raw). The prepared samples were dissolved in ethanol and mixed at a set RPM to achieve the modified shapes. (Bottom): Heckel plot of different sizes and shapes of paracetamol. Both figures obtained from Šimek et al. [133].

Although the general trends of particle size and shape' effects on tabletting is mentioned in the previous section, there are some conflicting results regarding how they affect the compressibility and therefore tablet strength. This can be differentiated by material properties or the dominating deformation mechanism of the powder. Brittle materials such as lactose and paracetamol deform by fragmentation [135]. In studies, the strength of tablet consisting of brittle materials have been seen to be affected by particle size [29,128,136,137] and shape [138]. Skelbæk-Pedersen et al. [137] found that larger brittle powder particles such as lactose and calcium hydrogen phosphate dehydrate (DCP) fragmented more. In Figure 26, with increasing particle size in DCP and lactose, the peaks are more flatlines for the lines corresponding to the higher compressional pressure which means the particles fragmented into smaller particle sizes more readily. This agrees with De Boer et al. [29] Sun and Grant, [130] and Skelbæk-Pedersen et al. [137]. The more extensive fragmentation allows the void spaces to be filled with the smaller particles which further densifies the powder bed to reduce its negative influence of tensile strength. Nonetheless, smaller particles have higher tensile strength outcomes after compression [130]. Surprisingly, in contrast, Almaya and Aburub [117] found that dibasic calcium phosphate dihydrate did not have a difference with different particle sizes. Suggestions into why this may be occurring will be discussed below.


Figure 26. Skelbaek-Pedersen [137] PSD of calcium hydrogen phosphate dihydrate (top) and lactose (bottom) with different initial particle size distribution in the graph titles. The plots show the change in PSD with increasing levels of compressional pressure.

Plastically deforming powders are known not to be affected by particle size [117,128,136] due to the way they deform. McKenna and McCafferty [128] found that different sizes of microcrystalline cellulose (MCC) did not affect the tensile strength. However, Herting and Kleinebudde [116] found contradicting results that decreasing particle size of MCC and theophylline resulted in higher tensile strength. Wunsch et al. [132] found that there was an increase in tensile strength with decreasing particle size for all materials investigated (MCC and vildagliptin) (Figure 27) However, with vildagliptin, internal defects such as cracks during elastic recovery may have occurred resulting in large error bars. No fundamental
understanding of these differing results is given in the papers, particularly regarding the contradictions with past literature.


Figure 27. Compactability graphs of coarse, medium and fine grades of MCC, Ibuprofen and vildagliptin showing the change of compactability with particle size, obtained from Wunsch [132].

Despite these contradictions, which need to be further understood, a common conclusion can be made. Many papers agreed that, when the change in particle shape and size saw an increase in tensile strength, this was due to the specific shape or size which resulted in an increase in area of contact between particles under a compressional pressure [29,30,67,130,132]. Wünsch et al. [132] found that the reduction of initial particle size changes the deformation behaviour and therefore the effect of particle size is dependent on the specific material. With increasing initial particle sizes, the specific plastic energy rises but the specific elastic energy and elastic recovery is not affected as much. Therefore, when reducing sizes of materials, this could affect their mechanical response to the exerted compressional pressure. Furthermore, crystal structures may have important information about mechanical properties of the powder which is also seen in Sun and Grant's [130] study which saw two different polymorphs of sulfamerazine exhibit different compaction properties (Figure 28) Similar results were seen in Upadhyay et al.'s [139] study, where it was found that the different polymorphs of ranitidine hydrochloride exhibited different compressibility results. In a later study using the same polymorphs, polymorph I had better tabletability compared to polymorph II at all size fractions [140].
A


Figure 28. (A) Tabletability curves showing the difference of tabletability of three polymorphs of sulfamerazine I, II(A) and II(B). (B) Schematic of crystal structure of polymorphs: I and II. Hydrogen bonding are the broken lines. These crystal structure diagrams show that, even though the hydrogen bonding connectivity is the same for both polymorphs, the secondary structures are different. All figures obtained from Sun and Grant [130].

Future studies should pay more attention to crystal structure and understanding the corresponding mechanical properties of the materials being investigated before and after they are processed to a certain particle size which could affect the mechanical properties of the powder. For example, Simek et al. [133] modified their paracetamol samples in ethanol and changed the stirring speed to achieve the desired particle shape (Figure 25). Understanding these discrepancies could allow potential compromises to be made. For example, if a certain material is very cohesive but the particle size is independent of the tabletability properties, a larger particle size could be used to reduce cohesivity while not affecting the tabletability of the tablet formulation.

Surface energy is the excess energy on the surface compared to the bulk [141] which is affected by a number of intermolecular forces such as van der Waals [142]. A more cohesive powder will have a higher surface energy with interparticle bonding that will hinder the powder flow [143]. However, it is well documented that surface energy has a profound effect on producing successful tablets after powder compaction. Many results have suggested higher surface energy leads to stronger bonds forming between powder particles, which form higher tensile strength tablets [33-36]. For example, Wünsch et al. [132] suggested that formation of hydrogen bonds between MCC particles is why there was a considerable
increase of tensile strength compared to ibuprofen and vildagliptin, as seen in Figure 29. However, the way that MCC, ibuprofen and vildagliptin deforms was not considered in this discussion point.


Figure 29. Graphs to show the specific plastic (solid lines) and elastic energies (dotted lines) of fine, medium and coarse grades of MCC, ibuprofen (Ibu) and vildagliptin (Vil) and paracetamol (para) obtained from Wunsch et al. [132] These graphs show that coarse grades have lower specific surface energy across all cases.

To intrinsically measure the effect of surface energy of the powder on the tensile strength is immensely difficult. Fichtner et al. [144] and Chen et al. [145] have attempted to change the surface energy of the powder by dry coating with polysorbate and Aerosil 200 respectively. This showed a decrease in tensile strength with the decrease of surface energy in both studies. However, the effect of changing particle size was not well documented and as previously stated in Section 4.2, depending on the specific material, particle size is another factor that changes the tablet outcome after compression. Ho et al. [146] counteracted this issue by changing the surface energy without changing any other powder particle property by modifying the functional groups on the surface of the powder without disrupting the surface morphology and particle size by silanisation. This treatment profoundly decreased the tensile strength of the tablet as the surface energy was reduced [147].

Another method, which was also mentioned in Section 2.1 to decrease the surface energy of a powder and improve flowability is to add a glidant, which is seen to increase the flowability by reducing cohesion [6]. How these additives affect the tabletability of the powder formulation was looked at in many different studies. Magnesium stearate $(\mathrm{MgSt})$ is known to improve flowability [148]. However, it has a detrimental effect on the tablet strength especially when magnesium stearate is mixed for too long and vigorously. This is an effect which is known as 'over-lubrication' $[116,149]$. The MgSt is theorised to create a thin hydrophobic layer around powder particles preventing bonding between the powder particles to take place and therefore decreasing the tensile strength [149]. Furthermore, as MgSt is hydrophobic, the powder being 'over-lubcricated' will effect the dissolution [150].

On the other hand, MgSt has excellent lubrication properties and is commonly used in tablet formulation as a lubricant [144] rather than a glidant.

A glidant that is discussed frequently in literature is silicon dioxide. Apeji and Olowosulu [67] used talc and colloidal silica which appears to have had a negative influence on the tensile strength of the tablet. This paper did not have any comparison to a control data without any glidant to compare with. What the previous papers mentioned do not include is whether they are using hydrophobic or hydrophilic silicon dioxide. Kunnath et al. [151] looked at both hydrophilic and hydrophobic nano-silica and their impact on tablet tensile strength and dissolution (Figure 30). The nano-silica was dry coated onto the API with similar methods to those implemented by Chen et al. [145], mentioned previously. This saw an increase in tensile strength for both hydrophilic and hydrophobic nano-silica and did not see an effect on the dissolution profile. The possible explanation of this is that the dry coating of API led to deagglomeration of the powder and increased the total contact area where interparticle bonding can take place. On the other hand, in Mužíková et al.'s [66] study, when colloidal silica (Aerosil 200 and 255) was added, this saw a decrease in tensile strength, therefore the disintegration time also decreased. The max compressional pressure used to produce the tablets was very low ( 26.37 MPa ) compared to what is normally used (200-250 MPa). However, Wunsch [132] found that it is the number of bonds which determine the strength of the tablet, not the bonding strength. Similar to the particle size conclusion, the fundamentals of the mechanical properties and therefore deformation properties of the powder are vital to understand as enhancing the bonding area may be more important than increasing the surface energy. Furthermore, this could mean a compromise can be taken on surface energy which will lower the cohesivity of the powder but would not affect the tablet outcomes if the contact area between particles is sufficient enough to gain the number of bonds needed. This further points to the importance of understanding how the powder deforms and how that effects and governs the contact area between particles [19].

There have been promising results for silicon dioxide alternatives such as magnesium aluminosilicate (MAS) and tricalcium phosphate (TCP). Both of these novel glidants have a positive effect on flowability [98]. However, there is just a single study investigating the tabletability of MAS, and none with TCP; in which, Hentzchel et al. [152] compared the tabletability of MAS with other silicates, when mixed with MCC of different concentrations. MAS was the only silicate that did not decrease in tablet strength, with increasing concentration, which is a positive result. Although the tablet strength is not affected by MAS, a study on how these novel glidants affect the dissolution rate at different concentrations will need to be conducted, as this is a critical quality attribute of the tablet. A study by Khunawattanakul et al. [153] saw the MAS in a tablet film coat increased the dissolution time, suggesting a balance will be required to ensure the right concentration to aid flowability is achieved, without negatively affecting dissolution. Although Tran et al. [98] shows that MAS aids flowability, this will need to be further investigated into whether MAS does have an impact on the feeding and blending parts of the CDC process. As far as the authors are aware there are no extensive studies that analyse the effect of these alternative glidants on these unit operations, essentially showing that additional studies are required to understand the complex interactions between not only CDC processing but the resultant in vivo performance of the tablet. The aforementioned publication Tran et al. [54] takes a perspective of using a range of measurement techniques to inform quantities or types of flow modifiers, practically taking a quality by design approach. A similar methodology could be applied in terms of glidants (namely, MAS) and their subsequent impact on tablet quality CQAs such as tensile strength of binary mixtures with excipients other than MCC.


Figure 30. Tensile strength of the tablets made from (a) coarse acetaminophen (cAPAP), (b) micronised acetaminophen (mAPAP), and (c) micronised ibuprofen (mIBU) where Aerosil R972P nano-silica (hydrophobic) and CAB-O-SIL M5P nano silica (hydrophilic) obtained from Kunnath et al. [151].

### 4.3. Tabletting Summary

In this section, cohesion was split between two main contributing factors, particle size and shape, and surface energy, where smaller particle size and higher surface energy generally resulted in a higher magnitude of cohesion [24]. Although there are some contradictions seen in the particle size section, generally the tabletting process needs a good level of cohesion to be successful. However, spherical agglomeration is a promising technique that can lower the effects of cohesion seemingly without negatively affecting the tabletability $[3,122]$. More research will need to be conducted to optimise the solvent selection process [123].

Furthermore, both particle size and shape and surface energy research pointed towards the fundamentals of the mechanical properties of the powder. Particle size and shape discrepancies may be due to how the particle size and shapes were manipulated and how the crystal structure and therefore the material properties have changed. Additionally, it was found in Wunsch's et al. [132] paper that it is more the number of bonds rather than the strength of individual bonds that influences the overall tablet strength. Therefore, a higher contact area between particles to allow for a higher number of bonds could be more important than having higher surface energy powders to obtain stronger tablets.

The addition of glidants which increased flowability are seen to have contradicting results from commonly used silicon dioxide discussed in the previous section. On the other hand, promising initial results from modern alternative glidants, such as magnesium aluminosilicate (MAS), showed an increase in flowability and no change in tensile strength of the tablet regardless of concentration [98]. However, more studies need to be completed to scope what kind of an effect MAS has on dissolution and the tensile strength of binary
mixtures with different commonly used excipients with different deformation properties than MCC.

## 5. Summary Table

Table 2 summarises the effect cohesion has on the unit operation and what control measures are outlined in the discussion. How the control measures from one-unit operation can affect another downstream has yet to be discussed. This section will outline how some cohesion controls that have positive effects on unit operations can promote issues in downstream unit operations in the continuous direct compression line.

The consistency and accuracy of which powders are dispensed from a feeder will directly influence the downstream unit operations [43,45]. Therefore, it is of utmost importance that understanding is gained on how to maintain a consistent feed rate for very cohesive materials $[2,41,55]$. The use of silica shows great promise, as it seemingly both improves flowability and reduces electrostatic charging, leading to better screw filling and thus resulting in improved feeding consistency [5,47,57]. Lumay et al. [57] also showed silica's ability to influence the thixotropic behaviour; in future work, it would be interesting to see a development on this in the context of LIW feeding. However, the addition of silica has potentially negative effects on tabletting [66,67], while its effect on blending has not been explicitly described. Bridging/arching within the hopper volume has been shown to suffocate the flow of powder into the conveying volume. As a result, both additives and refilling strategy show ideas for reducing the processing variability [2,41,55,65]. Furthermore, using DEM for complex agitator design would further help the development of arching minimisation.

Despite the benefits of silication, attention should be paid to the end-to-end impact of formulation additives. For instance, nano-silicas were seen to have a lesser impact, compared to MPS, on the tablet strength, but greatly improved the flowability [57]. Alternatively, novel glidants, such as magnesium aluminosilicates, show promise in minimising the respective trade-off of improving flowability and affecting the tablet's tensile strength [152].

Blending seeks to intimately mix all of a given formulation's constituents and deliver them to the final, tabletting stage of the process with minimal variation [45,154]. Cohesion, in most cases, serves as a direct barrier to blending, as it provides resistance to intimate mixing $[75,78,90]$. Thus, higher levels of agitation are required to break apart these cohesive clusters, but systems must devise their own method to balance both the micro and the macro aspects of mixing $[43,88]$. In addition, complex bulk behaviour occurs when there is a moderate amount of cohesive particle-particle contacts [90]. Thus, it is of interest to develop a greater understanding of the mechanisms which govern this complex bulk behaviour. Moreover, despite the viewpoint to increase RPM to deal with cohesion, it is not understood what these new shear environments look like, and whether they have an impact on tabletability.

Spherical Agglomeration, which was discussed in Section 4.2, is a very promising technique to control the amount of cohesivity APIs add to tablet formulations without compromising tabletability to the same extent as the addition of glidants and lubricants which is beneficial to the whole CDC process. Further work will, however, need to be carried out to improve the efficiency of selecting the right solvent and process parameters [123]. Process parameters especially will need to be focussed on as some parameters are highlighted in studies that may be difficult to scale up. However, there have been good strides looking into the scale-up process and making spherical agglomeration/crystallisation continuous [155,156]. Ensuring the API crystals are not too large will be important to ensure content uniformity within tablets [123].
Table 2. Summary table with all the unit operations discussed in this literature review and their respective cohesion effects and controls. Note: Cohesion compromise is denoted with $\mathrm{a} \diamond$, future work with $\circ$, considerations $\triangle$.

| Unit Operation | Cohesion Effects Results in ... | Cohesion Control or Compromise ${ }^{\diamond}$ | Future Work ${ }^{\circ} /$ Considerations ${ }^{\triangle}$ |
| :---: | :---: | :---: | :---: |
| Feeding | Inconsistent screw filling | Modifying bulk density and cohesive particle-particle contact through additives, such as Silica [5,47,57] | Understand and be able to modify thixotropic powder ${ }^{\circ}$ behaviour |
|  |  | Increase/Decrease conveying screw speeds [57] |  |
|  | Bridging/Arching | Refill Strategy [41,65] | DEM simulations exploring optimum hopper agitator design ${ }^{\circ}$ |
|  |  | Agitator Design |  |
| Blending | Reduced micro-mixing | Increase in rpm (Fr) balanced by changes to system geometry to maintain macro $[75,78,90$ ] |  |
|  | Complex bulk behaviour, which results in poor mixing | Modify the three contributing factors: Fill level, Magnitude of Cohesion, and Froude Number [43,75,88,90] |  |
|  |  | Mechanistic understanding of how these factors interact [90] |  |
| Tabletting $\begin{array}{r}\text { Die filling } \\ \\ \text { ( }{ }^{\text {Compaction }}\end{array}$ |  |  | Find a more efficient way to find the right solvents ${ }^{\circ}$ |
|  | Incomplete die fill and weight [102,110] | Spherical agglomeration [3] | Understand how spherical agglomeration will affect other CDC unit operations (feeding and blending) ${ }^{\circ}$ |
|  |  |  | Investigate the possibility of a scale-up method as the will be hard as the process is difficult and time consuming on small scale ${ }^{\circ}$ |
|  |  | Paddle speed [107] | Overlubrication can occur if the paddle speed is too high [115]. <br> A compromise will need to be taken to ensure an increase of paddle speed will not effect tablet strength $\Delta$ |
|  |  | Introduction of air in the system acting like a lubricant [27] | As this can create an adverse pressure gradient which will then resist the motion of particles. Find the ranges when air introduction is beneficial by Quality by Design experiments ${ }^{\triangle}$ |
|  | Better tabletability; generally lower particle size and higher surface energy results in stronger tablets but can have bad effects on dissolution if the tablet strength is too high [157] | Nano-silica and other novel glidants (magnesium aluminosilicate) can help promote better flowability and has little to no effect on tablet strength ${ }^{\circ}$ [151] | Understand the impacts of different types of nano-silica. Magnesium aluminosilicate will need to be tabletted with other common excipients and dissolution testing will to be conducted to assess the limitations ${ }^{\circ}$ |
|  |  | Number of bonds is more important than the strength of the bond could be able to compromise lower surface energy/cohesivity if there is sufficient contact area gained during compaction ${ }^{\circ}$ | Understanding crystal structure fundamentally and how that changes material properties. This may be what is causing discrepancies regarding particle size and the tablet strength outcome ${ }^{\circ}$ [130] |

## 6. Conclusions

This literature review consolidates the impact of powder cohesion and mitigation for each of the unit processes in CDC, whilst considering the consequences of upstream/ downstream processing. For a tablet formulation to be viable for the CDC process, the formulation must possess both suitable flowability and tabletability [19,25]. Cohesion is known to cause powders to resist flow $[23,24]$ which has a negative impact on the performance of the feeding [25], mixing [85,87], and die filling [3] unit operations involved in the CDC process whereas, for the compression stage, cohesivity is desired [29,30,33,35].

Understanding the cohesive nature of APIs and excipients and then manipulating them, where possible, is useful for improving the overall performance of the CDC process. The use of additives such as glidants and lubricants may aid the flow of powders, thus improving the feeding [6], mixing [37] and die filling [110] performance; however, these additives can have a negative impact on compaction [29]. Flow variability should be managed (specifically during the feeding stage) as any perturbations will be propagated into successive unit operations $[2,158]$.

Despite the volume of literature in this area, there remain many important open questions and thus valuable future research avenues:

- Silication has benefits similar to glidants and lubricants as it can lower the cohesive behaviour of the powder and therefore increase flowability [6]. However, there are contradictions on whether silication negatively affects tabletability; this will need to be further investigate $[67,145]$. Alternative glidants, e.g., magnesium aluminosilicates, are a promising option however, more work needs to be carried out to understand the impact on tablet performance.
- Discrete Element Method (DEM) modelling, allowing researchers to create a digital twin(s) of an existing experiment and conduct statistical analysis on the simulated powder behaviour would allow researchers to gather metrics to quantify mixing/feeding performance (as discussed in Escotet-Espinoza et al. [80]) that were not accessible experimentally.
- Utilising triboelectric charging for the blending stage: static surface charge is developed on the surface of particles due to the strain given to the powder during mixing/transport [47], potentially allowing a formulation to be altered to promote attraction/repulsion between constituent species in order to gain a more-ordered well-mixed system.
- Spherical agglomeration/crystallisation can improve the flowability and tabletability of APIs, which is normally the most cohesive component of the tablet formulation $[3,18]$. However, further work needs to be performed to improve the solvent selection and process parameters to allow for scale-up [123].
- The many discrepancies in the literature regarding the manner in which particle size affects the tabletability of the powder should be comprehensively addressed, as this represents an important gap in the fundamental understanding of powder compression [39,128]. Understanding which types of powders are affected by particle size and which are not could lead to compromises to have larger particle sizes to lower cohesivity and therefore improve flow while not affecting the tabletability.
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## Abbreviations

The following abbreviations are used in this manuscript:

| CDC | Continuous Direct Compression |
| :--- | :--- |
| CQAs | Critical Quality Attributes |
| CMAs | Critical Material Attributes |
| API | Active Pharmaceutical Ingredient |
| FFC | Flow Function Coefficient |
| SEM | Scanning Electron Microscope |
| DEM | Discrete Element Method |
| MPS | Mesoporous Sillica |
| rpm | Revolutions Per Minuite |
| cBD | Conditioned Bulk Density |
| LIW | Loss in Weight |
| APAP | Acetaminophen |
| RSD | Relative Standard Deviation |
| PCA | Principle Component Analysis |
| RTD | Residence Time Distribution |
| MCC | Microcrystalline Cellulose |
| MgSt | Magnesium Stearate |
| MAS | Magnesium Aluminosilicate |
| TCP | Tricalcium Phosphate |
| mAPAP | Micronised Acetaminophen |
| pAPAP | Powdered Acetaminophen |
| sgAPAP | Special Granular Acetaminophen |
| RH | Relative Humidity |
| GMP | Good Manufacturing Practice |
| HVAC | Heating Ventilation \& Air Conditioning |
| FT4 | Freeman Powder Rheometer |
| QESD | Quasi-emulsion solvent diffusion |
| DCP | Calcium hydrogen phosphate dehydrate |
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