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Abstract: Globally, assessing sustainable development methodology is kept in sustainable society
index (SSI) format, but at the level of meso- and microsystems it remains undeveloped. The aim of
the study is to typologize innovative mesosystems in Russian industry in the context of sustainable
development based on the CART algorithm and to develop an algorithm for identifying priority areas
of sustainable development. The research methods applied included formalization, a systematic
approach, and the CART algorithm (calculation of the Gini index, training sample segmentation, the
use of a recursive function and regression assessment). As a result of the study, the algorithm for the
differentiated identification of innovative mesosystems sustainable development priority directions
in industry based on the unique author’s methodology (ISDI) is proposed. The predominance of
mesosystems with weak level of sustainable development requiring state support in favor of such
mesosystems restructure is revealed. The novelty of the research lies in the development of new
science-based solutions to ensure an accelerated transition of industry to the path of sustainable
development. The difference of the author’s approach from the provisions known in science is the
inclusion of environmental innovations in the mechanism for managing the sustainable development
of innovative mesosystems and subsequent accounting in the process of mathematical processing of
an array of data, which determines the uniqueness of the constructed decision trees.

Keywords: sustainable development; innovative mesosystems; manufacturing; profitability; envi-
ronmental innovations; decision trees; integral indicator of sustainable development

1. Introduction

Modern trends in industrial development—the concept of sustainable development,
ESG initiative, green industry, carbon neutrality, etc.—are implemented to different degrees
at the micro, meso and macro levels. Cross-country comparisons of sustainable society
index (SSI) level indicate the lag of Russian industry compared to other countries: at the
end of 2019, the consolidated indicator of human wellbeing in Russia was 7.6 points (the
top position was taken by Bermuda—9.7), environmental wellbeing—2.6 points (the top po-
sition was taken by the Northern Mariana Islands—9.6), “economic wellbeing”—4.9 points
(the top position was taken by the Cayman Islands and Liechtenstein—10) [1]. The reasons
for rating low positions are the differences existing between mesosystems in industry
specialization, resource base availability, innovation activity, investment attractiveness,
etc., that affects the state of macro environment as a whole. The existing heterogeneity
of mesosystems in industry dictates the need to form a flexible approach to management
based on the methodology for their sustainable development assessment.

The foregoing actualizes the problems highlighted in this study and determines its
purpose—innovative mesosystems typologization in industry in the context of sustainable

Mathematics 2021, 9, 3055. https://doi.org/10.3390/math9233055 https://www.mdpi.com/journal/mathematics1
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development based on the CART algorithm and the development of an algorithm for
identifying sustainable development priority areas adequate to the identified type of
mesosystems. The study is important for reducing the polarization of mesosystems at the
national level and at aligning mesosystems position relative to the average level in Russia.

In this study, a systematic approach is implemented: the author contributed to the
development of the methodology for sustainable industry development in Russia and
applied mathematical tools, in total, allowing to obtain reliable results, the practical value
of which lies in the development of recommendations flexible system.

The theoretical and methodological study basis has an extensive array of research
works. Our research focuses on the concept of sustainable development and its implemen-
tation in industry. A number of works contain the results of a study of general issues of
industrial enterprises transition to sustainable development [2–8]. Chen’s work emphasizes
that the competitiveness of modern industrial enterprises is due precisely to their focus
on sustainable development, taking into account environmental performance [9]. Holden
et al. introduces the concept of “space for sustainable development”, defining threshold
boundaries within which the state of the system is stable [10].

Innovative aspects of industrial development at mesosystems level are considered
by scientists in the context of ensuring competitiveness [11], a differentiated approach to
the management of mesosystems innovative development in Russian industry [12], the
efficiency increase of organizational and economic processes of implementing an innovative
strategy of microsystems [13], the ratio of costs and benefits of innovation activity [14],
diffusion of innovations [15], etc.

An extensive number of scientific works are mainly devoted to the environmental
aspects of mesosystems sustainable development in industry [16–20]. In particular, Zhao
et al. investigates the specifics of carbon trading mechanism implementation and the
subsequent effect in relation to 3E (economy, energy, and environment) [21].

Socio-economic systems are described by a nonlinear function of behavior, which
determines the use of a wide range of mathematical tools. These include cluster analy-
sis, factor analysis, decision trees, and other data processing methods. A contribution to
sustainable development methodology progress is made by Koh et al., whose method-
ological solution is based on a systematic approach that integrates the efficiency of natural
and social resources use; the “integrated resource efficiency index” (IRE-index) and the
“integrated resource efficiency view” (IREV) are being proposed [22]. In the works of
Lubnina et al. a method for calculating an aggregated indicator based on the summation of
subindicators (economic, environmental, and social reliability of production), is adjusted
by a relative weighting factor [23–25]. A capacious technique using factor analysis is
proposed [26] in relation to agriculture; the authors considered factor loadings of particu-
lar indicators for assessing sustainable development without aggregation into a complex
indicator. The approach of Miola and Schiltz is based on the absolute dependence of the
country’s position at the world level on the chosen method for sustainable development
assessment and is also based on a comparative analysis of various methods for measuring
the achievement of sustainable development goals [27]. In addition, the study touches
on the issue of managing mesosystems in the context of resource cycles closure, that is
relevant for the global economy, namely, a closed cycle of water use. This benchmark is set
by the UN Sustainable Development Goals (Goal 12: Ensure Sustainable Consumption and
Production Patterns) [28].

The use of mathematical tools for calculating the integral indicator of sustainable de-
velopment is reflected in numerous works of scientists. Therefore, in the work of Galal and
Moneim, a mathematical model of nonlinear programming is built, the objective function
of which is to maximize the manufacturing enterprise sustainability index, depending on
three fundamental factors of sustainable development. The model is developed in order to
determine promising directions for ensuring sustainable development of a manufacturing
enterprise [29].
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Pieloch-Babiarz et al. when studying the influence of macroeconomic indicators on
enterprises sustainable development, determines the indicator of microsystem sustainable
development by summing three particular standardized indicators corresponding to its
factors [30]. At the same time, the authors do not take into account enterprises innovative
activities nature, which, in our opinion, is an integral element of industry greening (in
particular, through production facilities modernization).

As for cluster analysis as a classification tool, it does not reflect the sequence of
distribution of observations into groups, which limits the researcher’s ability to visually
select the number of iterations.

The decision tree tool used for mesosystems typology is disclosed in the works of
Rutkowski et al. [31], Kuswanto and Mubarok [32], Xu et al. [33], Breiman et al. [34], Apté
and Weiss [35], who consistently describe observations segmentation method, based on
mathematical functions, in particular, on the calculation of the Gini index. A common
modelling tool is the CART algorithm, which is primary in our study [36–38]. This method,
in comparison with other mathematical tools, allows not only to take into account the
influence of several variables on an independent variable in the classification process, but
also to observe the sequence, the logic of classification, as well as to fix the intervals of
values for each of the selected groups of observations.

Nevertheless, despite the extensive scientific groundwork in the field of sustainable
development, in our opinion, there are also methodological gaps such as no standardized
methodology for assessing the innovative mesosystems sustainable development (there is
only for a macrosystem in the sustainable society index (SSI) format [1]); environmental
innovations are not taken into account when assessing the sustainable development of
different levels systems; the clustering method prevails to identify the typology of mesosys-
tems, the CART algorithm is poorly applied, allowing clear and consistent observations
classification; there is no complex differentiated mechanism for managing innovative
mesosystems, that is in turn simultaneously takes into account different classification algo-
rithms. The aforementioned dictates the need to solve the identified shortcomings and to
develop methodological tools in the field of ensuring innovative mesosystems sustainable
development in industry based on the construction of decision trees.

In addition, the conceptual apparatus needs to be clarified within the semantic aspects
of this work. In the scientific literature, the allocation of systems of different levels is pre-
sented in the social plane, where microsystems are understood as the closest environment
of children, mesosystems are an interconnected set of micro-systems, macrosystems unite
larger systems [39]; in the medical plane [40]. From the point of view of economics, we
associate systems with the level of management: microsystem—the management system
of an individual organization, mesosystem—the management system of the development
of a region or an industrial complex, macrosystem—the level of management of the econ-
omy of the whole country. By “innovative mesosystem” we mean a set of interconnected
microsystems, united on a territorial basis, characterized by socio-economic development
level, industry specifics, resource base availability, innovative activity, and investment
attractiveness.

2. Materials and Methods

In order to form a representative sample and to develop well-grounded organizational
decisions in the framework of industrial development management in Russia, an array of
data characterizing the innovative development of mesosystems in industry [41,42] has
been collected. The data set includes mesosystems that are distinguished by industrial
sector activity, patent activity, innovative activity in environmental safety field, and, in
general, meeting the principles of sustainable development (66 observations).

Measures development to ensure industry sustainable development is due to the limi-
tations of mesosystems (strengths and weaknesses), that determined the stages of the study:

1. Innovative mesosystems comparative analysis in industry according to the level of an
integral indicator of sustainable development;

3
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2. Innovative mesosystems typology identification in industry in Russia based on sus-
tainable development factors and the author’s system of key performance indicators;

3. Algorithm formation for differentiated priority areas identification for industry inno-
vative mesosystems sustainable development.

The set of indicators relies on the author’s approach specificity, focused on innovative
and sustainable development comprehensive assessment of Russian industry mesosys-
tems. The methodology is based on the geometric mean calculation, that is influenced by
different factors dimensionality and the greater clarity of sustainable development factors
comparison.

The integral indicator of innovative mesosystems sustainable development in industry
(ISDI) is adopted as a dependent variable (target), the calculation method of which is based
on the geometric mean and is described by the Formula (1):

ISDI = 3
√

Iecon × Isoc × Iecol , (1)

where Iecon is an economic factor for innovative mesosystems sustainable development in
industry, Isoc is a social factor, Iecol is an environmental factor:

Iecon = 3
√

Vent × VROA × Vpat,

Isoc =
2
√

VInPers × VPers,

Iecol =
3
√

VEnvIn × Vrec × Vneutr,

(2)

where Vent is the share of manufacturing enterprises with a high carbon footprint,%; VROA
is return of manufacturing industries assets in the mesosystem,%; Vpat is the patent ap-
plications quality index; VInPers is the personnel number index engaged in research and
development, referred to the average personnel number in Russia (the absolute NInPers
personnel indicator number, thousand people, is used to construct classification trees);
VPers is the share of people employed in manufacturing from the total number of people em-
ployed,%; VEnvIn is share of organizations implementing environmental innovations,%; Vrec
is volume of circulating and consistently index of used water in the mesosystem, referred to
the average volume in Russia; Vneutr is the share of captured and neutralized air pollutants
in the total amount of waste pollutants from stationary sources in the mesosystem,%.

The Vent indicator covers the manufacturing industries with environment highest
negative impact and reflects the share of regional enterprises operating in the production
of coke and petroleum products (720.6 thousand tons of pollutant emissions into the
atmosphere), chemicals and medicines (364.7 thousand tons), metallurgical production
(3696.1 thousand tons) and the production of non-metallic mineral products (382.4 thousand
tons).

Patent applications Vpat quality index is defined as the ratio of issued patents number
to the number of filed patent applications, Formula (3):

Vpat =
Nclaims
Npat.is.

, (3)

where Nclaims is the number of claims for patents, units; Npat.is.—patents issued, units.
When calculating organizations share that carried out environmental innovations,

VEnvIn method of calculating the average harmonic is applied, the choice of which is
due to mesosystem specifics in terms of all or some types of environmental innovations
implementation. In this regard, the Formula (4) is applied:

VEnvIn =
n

∑n
i=1

1
d

, (4)

where n is the innovations type that improve environmental safety in production of goods,
works, services (reduction of material costs, energy consumption for production, carbon

4
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dioxide emissions, transition to safe or less hazardous types of raw materials and ma-
terials, environmental pollution reduction, recycling of waste production and resources,
conservation and reproduction of natural resources used by agriculture); d is the share of
organizations in mesosystem that carried out the n-th type of environmental innovation.

In order to identify the specifics of innovative mesosystems sustainable development
in Russian industrial production, a simple two-dimensional histogram of the ISDI frequency
distribution is used, and a normal distribution density law is set.

The regression construction and classification trees are based on the CART algorithm,
applied for classification tree construction, based on the Gini index [31–34] and the data
array t that is determined by the Formula (5):

Gini(t) = 1 −
n

∑
i=1

p2
i , (5)

where n is the number of classes, p is the probability that observations belong to the
i-th class.

When dividing the data array t into two classes (t1 and t2) with the corresponding set
of observations (N1 and N2), the Gini index represents the data set t uncertainty degree
and is determined by the Formula (6):

Ginisplit(t) =
N1

N
Gini(t1) +

N2

N
Gini(t2). (6)

The higher the Gini index Ginisplit(t) value, the higher the degree of uncertainty in
data selection. In this regard, the minimum value of the Gini index Ginisplit(t) determines
the choice of partitioning the array into t1 and t2.

When constructing a regression tree, mathematical data processing is based on identi-
fying the correlation between the dependent continuous variable Y and the independent
variables X, i.e., dataset (training sample) t has the form (7):

t = {(Y1, X1), (Y2, X2) . . . (YN , XN)}. (7)

The input data set is training, it is recursively divided into two groups, and then the
output value is determined for each of regression tree two branches. Regression estimation
is carried out according to the Formula (8):

f̂ =

(
1
N

×
N

∑
i=1

Yi

)
× It(X), (8)

where N is the number of observations (the number of innovative mesosystems), It is a
function of space that describes the entry of observation Xi into the space ti, belonging to a
particular class and that is described by Expression (9):

t1 = {Xi ∈ t : Xi ≤ a},
t2 = {Xi ∈ t : Xi > a},

(9)

where a is the segmentation point for the Xi variable.
As a result of dividing the input data array into two classes, the regression estimate

will take the form (10):

f̂ (X) =

(
1

N1
× ∑

I1

Yi

)
× It1(X) +

(
1

N2
× ∑

I2

Yi

)
× It2(X), (10)

where I1 and I2 are t1 and t2 spaces functions, respectively; N1 and N2 are the observations
numbers in the space t1 and t2, respectively.
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The estimation of the distribution quality of observations is carried out by minimizing
squares sum of the differences method, and the choice of the tree branch is based on the
calculation of the root-mean-square error σ2, which has the form (11):

σ2 =
1
N

×
N

∑
i=1

(
Yi − f̂ (Xi)

)2 → min. (11)

When constructing classification and regression trees, the tools of the Statistica soft-
ware package are used: data mining—general classification/regression tree models and
data mining—interactive trees (C&RT, CHAID). The calculations of sustainable devel-
opment indicators, as well as specific indicators, are carried out in the Microsoft Excel
environment.

3. Results

3.1. Patterns of Innovative Mesosystems Development in Industry in Russia

The author’s use of methodology makes it possible to give a numerical assessment of
industry factors innovative mesosystems sustainable development (Table 1). A number
of values are negative due to negative return on assets. We deliberately do not resort to
transforming negative values in order to focus on the most problematic mesosystems with
their innovative and industrial activity.

Table 1. Factors and integral indicator of innovative mesosystems sustainable development (calculated according to the
author’s method).

Innovative Mesosystem Iecon Iecol Isoc ISDI Innovative Mesosystem Iecon Iecol Isoc ISDI

Belgorod Region 6.55 16.74 1.57 5.56 Sevastopol city 3.56 5.16 0.96 2.60
Bryansk Region 3.52 3.76 0.95 2.33 Republic of Daghestan −1.45 2.94 0.98 −1.61

Vladimir Region 5.12 3.75 3.44 4.04 Republic of North
Ossetia—Alania 3.05 0.01 0.81 0.01

Voronezh Region 3.95 16.39 3.78 6.25 Stavropol Territory 7.55 10.08 1.62 4.98
Ivanovo Region 1.15 5.31 1.15 1.91 Republic of Bashkortostan 8.91 15.53 3.37 7.75
Kaluga Region 7.43 5.96 4.24 5.73 Republic of Mari El −4.45 0.01 0.63 0.01

Kostroma Region 5.78 6.73 0.46 2.62 Republic of Mordovia 4.47 7.21 1.15 3.33
Kursk Region 3.84 13.74 1.83 4.59 Republic of Tatarstan 5.63 18.95 4.77 7.98

Lipetsk Region 9.94 16.66 1.01 5.51 Udmurtian Republic 5.66 4.77 2.03 3.80
Moscow Region 7.12 16.80 11.76 11.20 Chuvash Republic 7.89 4.42 1.70 3.90

Orel Region 5.10 8.32 1.12 3.62 Perm Territory 9.41 12.16 4.45 7.99
Ryazan Region 9.04 9.00 2.19 5.63 Kirov Region 4.94 11.14 1.72 4.56

Smolensk Region 5.02 17.49 1.25 4.79 Nizhny Novgorod Region 9.41 11.65 9.06 9.98
Tambov Region 3.79 0.01 1.10 0.01 Penza Region 4.40 4.52 3.14 3.97

Tver Region 3.46 14.45 2.57 5.05 Samara Region −4.48 15.82 4.27 −6.71
Tula Region 5.12 15.80 3.11 6.31 Saratov Region 6.76 19.36 2.68 7.05

Yaroslavl Region 3.78 3.75 3.51 3.68 Ulyanovsk Region 3.62 7.70 3.20 4.47
Moscow city 6.23 18.92 13.07 11.55 Sverdlovsk Region 8.89 25.39 6.41 11.31

Republic of Karelia 2.86 9.11 1.14 3.10 Tyumen Region 5.89 12.31 2.34 5.54
Komi Republic 7.75 10.08 1.07 4.37 Chelyabinsk Region 9.10 22.17 5.82 10.55

Arkhangelsk Region 1.40 8.59 1.30 2.50 Republic of Khakassia 10.11 9.74 0.34 3.22
Kaliningrad Region 3.40 7.28 1.27 3.16 Altay Territory 9.96 9.76 1.77 5.56
Leningrad Region 5.05 17.87 3.47 6.79 Krasnoyarsk Territory 12.84 13.92 3.20 8.30
Murmansk Region −3.77 10.27 1.50 −3.87 Irkutsk Region 10.97 15.12 2.12 7.06
Novgorod Region 6.97 11.97 1.78 5.30 Kemerovo Region 6.10 17.14 1.16 4.95

Pskov Region 2.46 1.28 0.49 1.16 Novosibirsk Region 5.77 11.03 5.35 6.98
Sankt-Petersburg city 5.51 11.55 10.26 8.68 Omsk Region 11.26 11.22 2.50 6.81
Republic of Adygeya 6.81 3.73 0.62 2.51 Tomsk Region 4.66 9.59 3.48 5.38
Republic of Crimea 4.99 5.14 1.33 3.24 Republic of Buryatia 4.41 8.25 1.01 3.32
Krasnodar Territory 2.73 15.28 2.65 4.80 Republic of Sakha (Yakutia) −2.76 10.69 0.85 −2.93
Astrakhan Region −5.16 4.88 0.89 −2.82 Trans-Baikal Territory 4.97 12.28 0.54 3.21
Volgograd Region 8.92 12.47 2.18 6.24 Primorye Territory 2.31 15.96 2.50 4.52

Rostov Region 7.12 20.56 4.01 8.37 Khabarovsk Territory 4.54 13.36 1.36 4.35

6



Mathematics 2021, 9, 3055

The presented data set is characterized by the following statistical indicators:

• The maximum value is 11.55 (Moscow city);
• Minimum value—−6.71 (Samara Region);
• Sample variance—11.76;
• Standard error—3.43;
• Arithmetic middling is 4.7;
• Asymmetric property—−0.75;
• Mode—5.56;
• Median—4.79.

An analytical study of innovative mesosystems sustainable development data array
factors in industry in Russia and the integral indicator of their sustainable development at
the first stage is carried out by constructing a simple two-dimensional histogram of the
ISDI frequency distribution (Figure 1). Indicator uniform intervals are set with a step equal
to 2. A total 10 ranges are obtained, indicating high spread of the indicator and uneven
innovative mesosystems sustainable development. The resulting distribution often makes
it possible to identify the following patterns of development:

• In total, 19 mesosystems or 29% of observations (ISDI ∈ (6; 12)) have high ISDI values,
mainly due to high number of researchers or good environmental conditions, allowing
us to judge the environmental and social responsibility of industrial enterprises and
industrial regions of Russia.

• Further, 37 mesosystems or 56% of observations (ISDI ∈ (2; 6)) prevail in terms of
innovations development in industry from the standpoint of environmental safety;
this category prevails in terms of observations share;

• In addition, 10 mesosystems or 15% of observations (ISDI ∈ (−8; 2)) are characterized
by a low or even negative index value, which is primarily due to ineffective asset
management, which in the case of high wear and tear of equipment has negative
impact not only on industrial products quality, but also on the environment quality.

 

Figure 1. Frequency distribution diagram for the ISDI variable.
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The proposed methodology has no analogues in the “arsenal” of the Federal State
Statistics Service. At the same time, within the framework of the study, the quality of the
proposed methodological solution was assessed by comparing the calculated values with
the values of the indicator reflecting the share of organizations that carried out technological
innovations in the mesosystem (the choice in favor of this indicator as a base for comparison
is due to the object of the study—innovative mesosystems). The indicators are normalized
by the minimax method according to Formula (12):

xnorm =
xi − xmin

xmax − xmin
. (12)

As a result of assessing the quality of the author’s methodology, a graph of deviations
of the obtained values of the integral indicator of the sustainable development of innovative
mesosystems in industry from the values of the share of organizations implementing
technological innovations in the mesosystem (Figure 2) is constructed. The graph shows a
certain coincidence of patterns, as evidenced by the accuracy estimate of the model, based
on the calculation of the standard deviation and equal to 61%. We emphasize that the
proposed author’s methodology is unique, and currently there is no statistical basis for an
integrated assessment of the sustainable development of systems at different levels.

Figure 2. Deviation schedule.

The identified patterns of development confirm the need to develop a differentiated
approach for ensuring and supporting the innovative mesosystems sustainable devel-
opment, in particular, taking into account their industry specifics, since regions with a
high volume of metallurgical production, oil, gas and metal ore production experience the
greatest pressure on the environment (Tyumen Region, Kemerovo Region, Krasnoyarsk
Territory, Sverdlovsk Region, etc.).

3.2. Multi-Criteria and Variable Typology of Innovative Mesosystems in Industry in Russia

The level of sustainable development (ISDI) integral indicator is selected as a depen-
dent variable.

The mesosystem decision tree method is applied in two variations such as classification
and regression trees, the fundamental difference of which is that in the first case, discrete
forecasting takes place (a terminal node (leaf) is a class of observations corresponding to a
node), in the second case, continuous forecasting (terminal node is the modal interval of
the dependent variable).
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For the purpose of constructing a classification tree, the ISDI dependent variable
is reflected as a categorical one, having the values “high” or “low” level of sustainable
development integral indicator of the innovative mesosystem:

«high», if Integral SDI ≥ 5,
«low», if Integral SDI < 5.

(13)

The classification tree is built in two versions. At the first stage, aggregated factors
of sustainable development were used as classification criteria, and at the second stage,
private indicators of innovative mesosystems were used. Such a dual approach allows a
comprehensive approach to the development of strategic solutions that ensure the transition
of the studied objects to sustainable development.

1. In the first version, the categorical independent variables are the factors of sustainable
development calculated by the author’s method—economic, social, environmental
(Figure 3). Out of the four alternatives, a tree with the lowest cross-validation cost of
0.12 is selected, with five terminal nodes (red blocks), four decision nodes (blue blocks),
and nine nodes (ID). Terminal vertices imply the absence of further decision-making,
which was taken as the final version of the mesosystem classification in this version.
Each node is characterized by the number of innovative mesosystems covered. The
evaluation of the significance of the input independent variables calculated in the
Statistica program allows us to summarize the greatest importance of the economic
factor in the classification of observations (significance is 1), and the lesser importance
of the environmental (significance is 0.9) and social (significance is 0.57) factors of the
sustainable development of innovative mesosystems.

 

Figure 3. Classification tree for identifying patterns of innovative mesosystems sustainable develop-
ment in industry (based on sustainable development factors).
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The algorithm and segmentation rules in mathematical expression for observations t
have the form (14):

tID=2 = {Xi ∈ t : Isoc ≤ 1.535},
tID=3 = {Xi ∈ t : Isoc > 1.535},
tID=4 = {Xi ∈ t : Iecon ≤ 8.845},
tID=5 = {Xi ∈ t : Iecon > 8.845},
tID=6 = {Xi ∈ t : Iecol ≤ 5.365},
tID=7 = {Xi ∈ t : Iecol > 5.365},
tID=8 = {Xi ∈ t : Iecon ≤ 3.095},
tID=9 = {Xi ∈ t : Iecon > 3.095}.

(14)

The root of the tree (ID = 1) reflects the predominance of mesosystems with high level
of sustainable development integral indicator. As a result of the first iteration, 66 studied
mesosystems are classified according to the level of the social factor of sustainable devel-
opment into two classes—below and above 1.535, respectively; 59% of mesosystems (39
regions) have relatively high level of innovation system social development. Sustainable
development and ESG initiatives are based on the principle of environmental friendliness,
and, according to node ID = 7, the industry of more than half of the mesosystems is actively
developing in the environmental plane (34 regions). The most important predictor, the
economic factor, contributed to innovative mesosystems differentiation:

• Category F-1 (three mesosystems: Krasnodar Territory, Samara Region and Primorsky
Territory)—relatively low level of sustainable development, ecological bias of indus-
trial development, high social factor influence, but low economic development—Iecon
≤ 3.095 (ID = 8);

• Category F-2 (31 mesosystems: Moscow and the Moscow region, St. Petersburg, the
Republic of Tatarstan, the Republic of Bashkortostan, the Novosibirsk region, etc.)—
relatively high level of sustainable development, greening of industry, high influence
of the social factor, moderate economic development—Iecon > 3.095 (ID = 9);

• Category F-3 (25 mesosystems: Bryansk Region, Arkhangelsk Region, Kaliningrad
Region, etc.)—relatively low level of sustainable development, mostly weak envi-
ronmentalization of industry, low influence of the social factor, notable economic
development—Iecon ≤ 8.845 (ID = 4);

• Category F-4 (two mesosystems: the Republic of Khakassia and Lipetsk region)—
relatively high level of sustainable development, ecologization of industry, low influ-
ence of the social factor, high economic development—Iecon ≥ 8.845 (ID = 5);

• Category F-5 (five mesosystems: Vladimir region, Yaroslavl region, Udmurt Republic,
Chuvash Republic, Penza region)—relatively low level of sustainable development,
weak emphasis on greening industry, high influence of social factor, noticeable eco-
nomic development—Iecon ≤ 8.845 (ID = 6).

2. The second version of the classification tree included in the array of independent
variables private indicators of innovative mesosystems development, which are most
highly correlated with the dependent variable ISDI (Figure 4).

In this case, the key classification criterion is the social factor, namely, the number of
researchers of the innovative mesosystem (the predictor value is 1), followed by the return
on assets (the significance was 0.93) and the share of manufacturing enterprises with a high
carbon footprint (the significance was 0.87). This tree is characterized by the same number
of nodes.
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Figure 4. Classification tree to identify patterns of sustainable development of innovation mesosys-
tems in industry (based on private indicators of mesosystem development).

The segmentation algorithm for observations t has the form (15):

tID=2 = {Xi ∈ t : NInPers ≤ 2.499},
tID=3 = {Xi ∈ t : NInPers > 2.499},

tID=4 = {Xi ∈ t : VROA ≤ 10.8},
tID=5 = {Xi ∈ t : VROA > 10.8},

tID=6 = {Xi ∈ t : NInPers ≤ 1.528},
tID=7 = {Xi ∈ t : NInPers > 1.528},

tID=8 = {Xi ∈ t : Vent ≤ 40.1},
tID=9 = {Xi ∈ t : Vent > 40.1}.

(15)

In the first step, 66 mesosystems are classified by the number of R&D personnel; at the
second step, depending on the size of the population, the monitored objects are subdivided
into groups with high and moderate return on assets or into groups with a high and
moderate share of enterprises that pollute the environment most intensively. According
to the resulting decision tree, there are five types of innovative mesosystems in Russian
industry:

• Category V-1 (22 mesosystems)—relatively low level of sustainable development,
moderate return on assets (VROA ≤ 10.8%), the number of researchers—VInPers ≤ 1.528
thousand people (ID = 6);

• Category V-2 (eight mesosystems)—relatively low level of sustainable development,
moderate return on assets (VROA ≤ 10.8%), the number of researchers—
1.528 < VInPers ≤ 2.499 thousand people (ID = 7);

• Category V-3 (five mesosystems)—relatively high level of sustainable development,
high return on assets (VROA > 10.8%), the number of researchers VInPers ≤ 2.499
thousand people (ID = 5);

11
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• Category V-4 (10 mesosystems)—relatively low level of sustainable development,
moderate environmental pollution by manufacturing industries (Vent ≤ 40.1%), the
number of researchers VInPers > 2.499 thousand people (ID = 8);

• Category V-5 (21 mesosystems)—relatively high level of sustainable development,
intensive environmental pollution by manufacturing industries (Vent > 40.1%), the
number of researchers VInPers > 2.499 thousand people (ID = 9).

In general, the results of this classification indicate the prevalence of mesosystems
with a low level of sustainable development—40 observed objects (61%).

The results obtained in the form of decision trees and the revealed patterns formed the
basis for the formation of an algorithm for the differentiated identification of priority areas
for sustainable development of innovative mesosystems in the Russian industry (Figure 5).
The proposed algorithm is an integrated approach to the formation of an effective toolkit for
managing the development of industrial mesosystems: on the one hand, it is a multifactorial
(multicomponent) approach; on the other hand, it covers key management subsystems—
asset management, human resources, R&D, resource consumption, and environmental
safety. The developed methodology is characterized by the potential to optimize resources,
their concentration on problem areas of the industrial system, and to reduce the risks of
irrational planning within a single mesosystem.

The implementation of an alternative method of mesosystem typology is based on
continuous forecasting. If, in the case of the classification tree, we ranged between the two
states of the objective function—the integral indicator of sustainable development low and
high levels, in the case of the regression tree, the leaves (red blocks) contain information
about the interval of specific values of the objective function (Figure 6). Obviously, the most
significant criterion for mesosystems classification is the number of researchers (importance
equal to one), approximately equal importance is revealed according to the criteria of return
on assets (0.73) and the share of enterprises that intensively pollute the environment as a
result of production activity (0.7).

According to the results of the fourth iteration, four classes of innovative mesosystems
in industry are identified on the regression tree—blocks ID = 6, 7, 12, 13 (Table 2):

• Mesosystems of the R-1 class (17 objects) are characterized by relatively low level of
sustainable development, the average ISDI value for the class is 2.69; low number of
personnel engaged in research and development (less than 1.15 thousand people);

• Mesosystems of the R-2 class (26 objects)—the most numerous groups of observations,
with moderate level of sustainable development; the number of researchers is limited
by the interval VInPers ∈ (1.15; 6.95];

• Mesosystems of Class R-3 (10 objects: Voronezh Region, Kaluga Region, Leningrad Re-
gion, Rostov Region, Republic of Bashkortostan, Republic of Tatarstan, Perm Territory,
Tyumen Region, Krasnoyarsk Territory, Tomsk Region)—a small group of observa-
tions, noticeable level sustainable development; the number of researchers is limited
by the interval VInPers ∈ (6.95; 14.41];

• Mesosystems of Class R-4 (seven objects: Moscow Region, Moscow city, Sankt-
Petersburg city, Nizhny Novgorod Region, Sverdlovsk Region, Chelyabinsk Region,
Novosibirsk Region)—a small group with high level of sustainable development and
high number of research personnel (more 14.41 thousand people).
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Figure 5. Algorithm for differentiated identification of priority areas for sustainable development of innovative mesosystems
in industry.

Table 2. Typology of innovative mesosystems based on a regression tree.

Criterion Class 1 Class 2 Class 3 Class 4

Average value of the dependent
variable “integral indicator of

sustainable development” (ISDI)
2693 4919 7008 10.036

The nature of sustainable development
of innovative mesosystems weak moderate perceptible high

Number of innovative mesosystems 17 26 10 7

Classification criterion: number of
personnel engaged in research

(thousand people)
[0; 1149] [1149; 6949] [6949; 14.406] [14.406; +∞)
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Figure 6. Regression tree for identifying patterns of sustainable development of innovative mesosys-
tems in industry (based on continuous forecasting).

Thus, mesosystems of Classes 1 and 2 are more in need of the development of a set of
measures capable of reducing the separation from mesosystems of Class 4. These measures
include:

• Stimulation of scientific research in the field of ensuring environmental safety (primar-
ily material);

• Stimulation of production facilities modernization, financial support, easing of the
taxation system, acceptable terms of lending to industrial enterprises;

• Increasing the investment attractiveness of mesosystems, etc.

In general, the presented approaches to the typology of innovative mesosystems
in industry make it possible to summarize the prevalence of objects with a low level
of sustainable development integral indicator, which determines the importance of a
differentiated approach to stimulating the mesosystems sustainable development.

4. Discussion

As noted earlier, the issue of sustainable development is particularly relevant, as evi-
denced by the vast array of research projects. In particular, the methodology for assessing
the sustainable development systems level, fixed for assessing macrosystems [1], has been
widely developed, but there is no standardized methodology for micro- and mesosystems.
We believe that the existing methodological solutions [22–27] are highly specialized. A
capacious methodology with the use of factor analysis is presented in [26], nevertheless,
particular indicators factor loads for assessing sustainable development are calculated
without aggregation into a complex indicator.
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The solutions we offer are distinguished by taking into account the synergy of in-
novation and environmental components in the format of environmental innovations,
since only in this case a breakthrough in ensuring country’s sustainable development of
industry is possible. In this work, we develop a methodology for assessing sustainable
development in the mathematical plane, using the toolkit of decision trees for the typology
of innovative mesosystems in industry, which is also based on calculating the integral
indicator of sustainable development using the geometric mean method.

The use of the CART algorithm in order to build classification and regression trees is
based on the calculation of the Gini index, segmentation of the original data set (training
sample) into two sets of observations, the use of a recursive function and regression
estimation. The choice in favor of this mathematical tool is due to the possibility of
simultaneously, taking into account a number of the most important indicators and visibility
in the sequential classification of observations, which fundamentally distinguishes it from
cluster analysis.

As a result of the research, the following scientific results are obtained.

1. A unique methodology for assessing the innovative mesosystems sustainable devel-
opment (ISDI), that takes into account all three factors of sustainable development
(economic, social and environmental) and includes an important element of envi-
ronmental innovation, which allows a comparative assessment of mesosystems in
industry, taking into account their level of load on the environment, innovative activ-
ity in the field of environmental safety, asset use efficiency and motivated researchers,
has been developed. The methodology implementation is aimed at overcoming
methodological difficulties determined by the lack of standardized solutions in this
area. In addition, the proposed approach is superior to other methodological solutions
due to the use of calculating the geometric mean, which makes it possible to take into
account the absolute values and differing dimensions of the factors.

2. Revealed patterns of innovative mesosystems sustainable development in industrial
production in Russia on the basis of constructing a simple two-dimensional histogram
of frequency distribution ISDI (normal distribution density law). Three categories of
mesosystems have been identified, differing in the level of sustainable development
integral indicator (with high, medium, and low ISDI levels). The first category
includes mesosystems characterized by a balance of sustainable development factors
and active innovation, which can serve as an example of successful experience in
greening industry and compliance with ESG principles, as well as broadcast this
experience to regions of the second and third categories.

3. A multicriteria and variable typology of innovative mesosystems in industry in
Russia based on the use of mathematical tools—the construction of classification and
regression trees are proposed. As a result, three variants of innovative mesosystems
classification have been developed:

• Mesosystem classification tree (dependent variable has discrete values—high
and low ISDI levels) based on three factors of sustainable development;

• Classification tree of mesosystems (discrete) based on particular indicators of the
development of innovative mesosystems, most correlated with the dependent
variable ISDI;

• Regression tree (dependent variable ISDI has continuous values) based on par-
ticular indicators—the number of researchers, return on assets and the share of
enterprises that intensively pollute the environment as a result of production
activity.

4. On the basis of the first two types of classification, an algorithm for differentiated
identification of sustainable development priority areas of innovative mesosystems in
industry is proposed, which allows improving key management subsystems (asset
management, human resources, R&D, resource consumption, environmental safety)
and focusing resources on solving acute problems facing innovative mesosystems.
The third type of classification makes it possible to categorize innovative mesosystems
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in industry according to the ISDI level and to propose a set of measures to reduce
their polarization.

5. It is determined that the economic factor prevailing over environmental and social
factors (modernization of petrochemical and metallurgical industry enterprises, in-
creasing the profitability of assets and patent activity of mesosystems), and secondly,
the number of personnel realizing their potential in the field of R&D, have the greatest
impact on decision-making that stimulate the transition of innovative mesosystems to
sustainable development. Accordingly, the program for the development of innova-
tive mesosystems in Russia should stimulate the sustainable development of industry,
primarily by regulating these parameters.

In general, the nonlinear behavior of innovative mesosystems has been revealed, which
is confirmed by their disproportionality in economic development, innovation activity and
environmental responsibility. The predominance of objects with a low level of sustainable
development integral indicator is revealed, which actualizes a differentiated approach to
stimulating the sustainable development of innovative mesosystems in Russian industry.
The provision of the country’s development advanced rates should be conditioned by the
resources concentration and support not only on investment-attractive mesosystems. This
thesis correlates with the conclusions of the team of scientists Larissa B. et al., who give
reasonable arguments in favor of improving the policy of sustainable development, taking
into account the differences in cultural capital between countries [43] (adapting to our
study—between innovative mesosystems).

The proposed solutions may be taken into account in order to develop a standard-
ized methodology for assessing the innovative mesosystems sustainable development in
industry, by government bodies when developing strategies and programs for territorial
development in order to prioritize support for mesosystems that are weak in terms of
sustainable development.

The study of this problem is planned to be continued within the framework of com-
puter programs applicable for meso- and microsystems development.
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Abstract: The problem of sustainable development is one of the central issues on the agenda of the
global community. However, it is difficult to assess the pace and quality of sustainable development
of individual economic systems—in particular, industry—due to the lack of a unified methodological
approach. In this regard, the following research goal was formulated—to develop and test a method-
ology for forecasting sustainable development by using statistical tools. The achievement of the goal
was facilitated by the application of formalization methods, factor analysis, discriminant analysis, the
method of weighted sum of the criteria, and the method of comparison. The results of the study are
new scientific and practical solutions that develop the ability to diagnose economic systems for the
transition to environmentally friendly production. Firstly, methodological solutions are proposed
to assess the nature of the transition of industry to sustainable development (low, medium, or high
rate). The methodology is based on the proposed aggregated indicator of sustainable industrial
development based on the results of factor analysis (by the method of principal components). As a
result, the patterns of sustainable development of the extractive and manufacturing sectors of the
Russian economy are revealed. Secondly, integral indicators of economic, environmental and social
factors of sustainable development are calculated, and classification functions for each type of indus-
trial transition to sustainable development (low, medium, or high) are formed through discriminant
analysis. Scenarios of industrial development are developed, taking into account the multidirectional
trajectories of the socioeconomic development of the country. Thirdly, the DFD model of the process
of scenario forecasting of sustainable industrial development is formalized, reflecting the movement
of data flows necessary for forecasting sustainable industrial development. It is revealed that the
manufacturing industry is expected to maintain a low rate of transition to sustainable development.
On the contrary, for the extractive industry, if efforts and resources are concentrated on environmental
innovations, average transition rates are predicted. The uniqueness of the proposed approach lies in
combining two types of multivariate statistical analysis and taking into account the indicators that
characterize the contribution of industrial enterprises to sustainable development.

Keywords: sustainable development; industry; factor analysis; discriminant analysis; forecasting;
modeling; DFD (Data Flow Diagram)

1. Introduction

Sustainable development issues occupy a central place at all levels of management. The
concept is continuously supplemented by new directions that determine the modernization
of strategic management of economic systems at the macro-, meso-, and microlevels the
principles of ESG (Environmental, Social, and Corporate Governance), “green” economy,
the economy of the closed cycle, and nature-inspired algorithms. Of course, the above
concepts are related to and focused on achieving synergies, namely on the protection of
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the environment [1], the construction of “green” supply chains [2–5], and the provision
of environmentally friendly industries against the background of intensive industrial
development [6–8].

Thus, this article explores an important issue—the methodology of sustainable indus-
trial development, the study of which is devoted to the works of scientists from different
countries [9]. First of all, it is important to understand the essence of sustainable develop-
ment. In our opinion, society has not yet come to a unified understanding of this concept
and awareness of its significance in the conditions of approaching ecological catastrophe.
The scientific literature presents an extensive array of conceptual studies in the field of sus-
tainable development [10–22], the role of the closed-cycle economy in this process [23–27],
and green production [28–30]. Summarizing these approaches, we note that sustainable de-
velopment is the result of integrated management of information flows, resource provision,
business processes and business model, business strategy, and awareness of competitive
advantages. The implementation of the concepts presented above is a rather complex
process that requires a rational combination of economic and administrative resources. In
this regard, the quintessence of competitive and sustainable development of the enterprise
is a strategy based on correct and high-quality methodological techniques.

The development of such methodological solutions is devoted to the research of many
scientists. We are impressed by the approach of a team of scientists led by Laurett. The
authors identified factors (five drivers and two inhibitors) that determine the sustainable
development of agriculture [31]. Szabó et al. explored the issues of sustainable development
at the regional level [32]. The authors developed an assessment system for the analysis of
regional sustainability, taking into account institutional aspects and natural and human
resources. At the same time, the authors have only systematized these categories. The study
of private performance measures is highlighted in the works of Kashani and Hajian [33].
The authors define a system of sustainable development as a multidimensional concept that
includes economic growth, income distribution, and human well-being. Rotmans believes
that a comprehensive evaluation of sustainability involves a long-term comprehensive
evaluation of international and national policy programs in accordance with specific goals
and criteria [34]. He proposed to find new ways to make the most of current sustainability
assessment tools and to develop new approaches to integrated assessment. At the same
time, the author does not specify the methodology of the integrated assessment.

Moldavska and Welo [35] proposed a new method for assessing corporate sustain-
ability that views sustainability as a process of directed change. Corporate sustainability
assessment is related to the Sustainable Development Goals. However, the authors focused
mainly on the architecture of corporate sustainability assessment. The relationship between
the company’s development indicators and global sustainable development goals was
presented. The block approach to managing the sustainable development of the company
is impressive, but the need to aggregate blocks into a single integral indicator is ignored.

Therefore, the key problem raised in our study covers two fundamentally important
issues—the methodology of sustainable industrial development and the implementation of
statistical tools in the development of this methodology. The study of this problem is based
on reading foreign publications and the critical theoretical analysis of the approaches of
other scientists to its solution.

Sustainable development issues and the way in which they are assessed at different
levels of government are given high priority, both globally and nationally. In Russian
practice, the methodology covers the monitoring of a number of indicators linked to
the UN Sustainable Development Goals. These are the real monetary incomes of the
population, as a percentage of the previous period, the index of the physical volume of gross
domestic product per capita, the index of the volume of environmental expenditures for the
conservation of biodiversity, and the protection of natural territories in % of the previous
year and other indicators [36]. This technique covers all spheres of society. However, this
approach is accompanied by difficulties of comparing an integrated assessment of the level
of sustainable development of different economic systems.
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We continue to explore methodological issues. Our research background covers the
study of statistical tools and the possibility of their application to assess the sustainable
development of socioeconomic systems [37–39]. This study proposes a new approach
to assessing the sustainable development of industry based on the combined sequential
application of factor and discriminant analysis.

Quality strategic planning is based on the application of mathematical methods of
data processing, modeling, and identification of latent dependencies between individual
subsystems. These methods include factor analysis, decision trees, discriminant analysis,
etc. These methods are implemented through big-data and data-mining technologies.
Sustainable development involves the collection and processing of a large amount of data
characterizing the economic, environmental, and social development of economic systems.
This makes it possible to comprehensively assess the patterns of development of a country,
region, and industry. A qualitative methodology for assessing and predicting processes
and phenomena should be based on statistical methods and techniques, in particular,
regression, factor, and discriminant analysis. Their illumination is reflected in the works
of Oda et al. [40], Martínez-Regalado et al. [41], Yadav et al. [42], Tavassoli and Farzipoor
Saen [43], and other works.

The competitiveness of the Russian economy is determined by the level of industrial
development. In this regard, it is important to forecast the development of Russian industry.
The application of discriminant analysis in the context of improving production processes
was reflected in the work of Zhang and Luo, where the authors developed an approach to
the diagnostics of malfunctions of industrial applications [44]; in a study by Sueyoshi et al.
they aimed at developing a unified method for assessing the efficiency of the electric power
industry [45]; in the scientific article by Rodrigues Luciano and Rodrigues Lucas, who
applied discriminant analysis as part of the classification of energy industry enterprises
based on an assessment of financial and economic performance [46]; and in the works of
Horváthová et al. [47] and Kočišová and Mišanková [48] where the main subject of the
study was the financial condition of enterprises. In the context of sustainable develop-
ment, discriminant analysis was applied in the work of Vazquez-Brust and Plaza-Úbeda,
where the authors identify the characteristics of organizations that pollute the environment
excessively [49].

As a result of a critical study of scientific papers (Table 1) published in Scopus jour-
nals, we have revealed that a generally recognized rational methodology for assessing
sustainable development has not yet been developed. Of course, the international scien-
tific groundwork is not limited to the illuminated works. However, it can be stated that
there are few studies based on the use of statistical methods. In our opinion, there are
very few publications addressing the use of discriminant analysis in order to improve the
methodology of sustainable industrial development and forecasting trends in greening.

In this regard, it is of interest to apply a combined mathematical approach to scenario
forecasting of sustainable industrial development. As a consequence, the following goals
and objectives of the study are formulated. The purpose of the study is to develop and
test a methodology for predicting sustainable development using factor and discriminant
analysis. Research objectives:

• Using the method of the main components to develop a methodology for assessing
the nature of the transition of industry to sustainable development;

• To identify patterns of sustainable development of the extractive and manufacturing
sectors of the Russian economy;

• On the basis of discriminant analysis to develop classification functions of the transi-
tion of industry to sustainable development;

• To identify scenarios for the development of Russian industry;
• To form a DFD model of the process of scenario forecasting of sustainable industrial

development.

21



Mathematics 2022, 10, 859

Table 1. Methodological approaches to the diagnosis of sustainable development (compiled by
the authors).

Authors The Specifics of the Approach Limitations of the Approach

Oda et al. (2020) [40]
A mathematical approach to assessing the consistency of
variables based on a generalized information criterion in
canonical discriminant analysis

Emphasis on mathematical modeling

Martínez-Regalado et al.
(2021) [41]

Application of biplot methods as effective machine
learning methods in the framework of sustainable
development diagnostics

Only the social factor of sustainable
development is affected

Yadav et al. (2021) [42]
The use of logistic regression and discriminant analysis
in the search for significant variables in the identification
of risk factors that determine hypertension

The study is limited to the medical
direction, therefore, the authors cover
only the social factor

Tavassoli and Farzipoor Saen
(2019) [43]

The methodology of assessing the sustainability of
suppliers (in the context of economic, environmental,
and social components); the classification of suppliers
based on stochastic discriminant analysis is presented

Takes into account the specific criteria
of suppliers (advertising costs,
number of days of delay, cost of
delivery, etc.)

Zhang and Luo (2021) [44]
A new dynamic discriminant analysis of the main
subspace for monitoring and troubleshooting of
industrial applications was developed

Technical nature of the research results

Sueyoshi et al. (2020) [45]

A methodology for evaluating the efficiency of the
electric power industry based on combining the
capabilities of discriminant analysis and Data Envelope
Analysis is presented

Attention is focused on the
environmental component

Rodrigues Luciano and
Rodrigues Lucas (2018) [46]

Energy companies are classified into 4 groups based on
cluster and discriminant analysis

The methodology is based on the
analysis of financial indicators

Horváthová et al. (2021) [47]
The comparative analysis of neural networks and
discriminant analysis for bankruptcy forecasting is
carried out

The study covers the financial
component of the activities of the
companies under study

Kočišová et al. (2014) [48] The discriminant analysis for forecasting the financial
condition of companies was refined

Vazquez-Brust and
Plaza-Úbeda (2021) [49]

Discriminant analysis was applied to diagnose
companies that excessively pollute the environment

Attention is focused on the
environmental aspects of development

2. Materials and Methods

As a key modeling method, we used linear discriminant analysis. Its essence is to iden-
tify variables that differ significantly on average in the selected groups; see Formulas (A1)–(A4)
(Appendix A) [50]:

The canonical discriminant function will have the form (Formula (1)):

dkn = a0 + a1x1kn + a2x2kn, (1)

where dkn is the value of the discriminant function for object k in group n, and ai stands for
the coefficients of the discriminant function.

The study was based on statistical information on the development of the mining
(i = 1) and manufacturing (i = 2) sectors of the economy for the period 2010–2019, published
in the public domain on the website of the Federal Statistical Service [36]. The following
10 variables served as partial indicators.

Economic (Figure 1):
Iecn,1i—the volume of shipped products by enterprises of the i-th sector of the economy,

trillion rubles;
Iecn,2i—gross value added by enterprises of the i-th sector of the economy, trillion rubles.

22



Mathematics 2022, 10, 859

Figure 1. Dynamics of economic indicators of industrial development in Russia.

Ecological:
Iecl,1i—the share of enterprises that have introduced innovations to reduce energy costs

for production, %;
Iecl,2i—the share of enterprises that have introduced innovations to reduce carbon

dioxide emissions into the atmosphere, %;
Iecl,3i—the share of enterprises that have introduced innovations to reduce environ-

mental pollution, %;
Iecl,4i—the share of enterprises that have introduced innovations in the secondary

processing of waste, %;
Iecl,5i—the volume of recycled and neutralized waste by enterprises of the i-th sector

of the economy, billion tons;
Iecl,6i—the volume of trapped and neutralized air pollutants emitted by enterprises of

the i-th sector of the economy, million tons.
Social:
Is,1i—the size of the average monthly salary of employees of enterprises of the i-th

sector of the economy, thousand rubles.;
Is,2i—average annual number of employees at enterprises of the i-th sector of the

economy, million people.
The choice in favor of the listed 10 indicators is due to the following:

• In accordance with the forecast of the long-term socioeconomic development of the
Russian Federation for the period up to 2036, the index of industrial production
is expected to increase by 67.5% by 2036 (relative to 2018), which determines the
importance of the volume of production and sale of industrial products;

• The same document indicates a guideline for increasing the share of products with
high added value;

• Greening of production is central to the sustainable development of the national
economy; the success of greening is possible as a result of the introduction of innova-
tions, which determines the importance of studying the dynamics of environmental
innovation in industry;

• In the conditions of industrial development and dangerous working conditions, the
motivation factor is important, which is manifested, in particular, in the number of
wages and the level of employment at industry enterprises.

(1) Based on the results of factor analysis, it is proposed to form an aggregated indicator
of sustainable development of industry (Formula (2)):

I =
n

∑
j=1

(
dj × Fj

)
, (2)

where j represents the principal components aggregated over the original data, dj is the
proportion of variance of j-th component, and Fj is the value of the main component
(factor), calculated by Formula (3):
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Fj =
10

∑
k=1

(ak × Ik), (3)

where ak represents the factor loadings for the variable k (10 variables indicated
above are included in the analysis); and Ik is the value of the indicator (variable k),
a private indicator.

(2) At the next stage, the growth rate is determined and the nature of the industry’s
transition to sustainable development is identified. The growth rate below 8% is
proposed to be assessed as low; within 8–13%—as an average; and above 13%—as a
high. The scale was determined by an expert method and can be used as a universal
one. The scaling results allow us to take the nature of the dynamics (low, average, and
high) as a categorical variable when conducting a discriminant analysis.

(3) Next, the weighted sum of criteria method is applied. To do this, private indicators
are aggregated into a single generalizing factor, summing up the particular indicators,
taking into account the assigned weight (w). The weight is assigned by the authors
based on expert opinions and subjective assessment. As a result, it is proposed to
calculate 3 indicators, namely Iecn,i, Iecl,i, and Is,i, by Formulas (4)–(6):

Iecn, i = Iecn,1i × wecn,1i + Iecn,2i × wecn,2i, (4)

Iecl, i = Iecl,1i × wecl,1i + Iecl,2i × wecl,2i + Iecl,3i × wecl,3i + Iecl,4i × wecl,4i
+Iecl,5i × wecl,5i + Iecl,6i × wecl,6i ,

(5)

Is, i = Is,1i × ws,1i + Is,2i × ws,2i. (6)

The sum of the weights for each of the three sustainable development factors is 1, as
calculated by Formulas (7)–(9):

wecn,1i + wecn,2i = 1, (7)

wecl,1i + wecl,2i + wecl,3i + wecl,4i + wecl,5i + wecl,6i = 1, (8)

ws,1i + ws,2i = 1. (9)

(4) Based on the calculated values of sustainable development factors (economic, ecolog-
ical, and social), a discriminant analysis is carried out, and classification functions
(10) are formed for each class of sustainable development (low, average, and high;
dependence of Icateg from incoming predictors Iecn,i, Iecl,i, and Is,i):

Icateg = a0 + a1 × Iecn,i + a2 × Iecl,i + a3 × Is,i. (10)

The tool for statistical analysis was the Statistica program and its Discriminant Analysis
module.

The criteria for evaluating the model are as follows:

• Wilks’ Lambda, which, at a value close to 0, reflects the high quality of the model and
good discrimination (the rate varies between 0 and 1);

• Criterion F, which must exceed the table value of the F-distribution; the criterion
indicates that the null hypothesis (that the observations belong to the same class) is
rejected and the discriminant analysis is qualitative;

• The significance level of the F-test p should be less than 0.05.

(5) Based on the results of formalized dependencies, scenarios for the sustainable devel-
opment of industry are developed and the nature of the intensity of the transition to a
new format of production systems is predicted.
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3. Results

3.1. Patterns of Sustainable Development of the Mining and Manufacturing Industry in Russia

At the first stage of the author’s methodological approach, a factor analysis was carried
out. As a result, 10 input variables were aggregated into two or three factors, depending on
the industry (Table 2).

Table 2. Principal components and factor loadings for two sectors of the economy (Varimax raw).

Mining and Quarrying Manufacturing

Variables F1 F2 Variables F1 F2 F3

Iecn,1 0.95 0.28 Iecn,1 0.94 0.28 0.10

Iecn,2 0.94 0.29 Iecn,2 0.93 0.29 0.06

Iecl,1 −0.44 −0.79 Iecl,1 −0.68 −0.14 −0.54

Iecl,2 −0.44 −0.87 Iecl,2 0.30 0.90 0.08

Iecl,3 0.51 −0.58 Iecl,3 0.23 0.84 0.40

Iecl,4 0.80 0.04 Iecl,4 0.26 0.92 0.08

Iecl,5 0.93 0.25 Iecl,5 0.47 −0.14 0.31

Iecl,6 −0.91 −0.26 Iecl,6 −0.16 −0.10 −0.89

Is,1 0.97 0.17 Is,1 0.94 0.28 0.15

Is,2 0.90 0.32 Is,2 −0.23 −0.82 0.26

Explained variation 6.52 2.14 Explained variation 3.62 3.33 1.46

Proportion of
total variance 0.65 0.21 Proportion of

total variance 0.36 0.33 0.15

The factors of sustainable development of the mining industry were mainly included
in the first component. Excluded from further analysis is an indicator that characterizes
environmental innovations that reduce ecological pollution (Iecl,3).

The evaluation of the sustainable development of the manufacturing industry is based
on three main components. In this case, two variables (also ecological) are excluded from
the matrix—Iecl,1 and Iecl,6, which is determined by a low factor load (below 0.7).

The formation of an aggregated indicator of industrial sustainable development is
based on the dispersion of each selected component (Table 3).

Table 3. Eigenvalues.

Principal
Components

Eigenvalue
%

Total—Variance
Cumulative—

Eigenvalue
Cumulative—%

Mining and quarrying

F1 7.25 72.48 7.25 72.48

F2 1.40 14.04 8.65 86.52

Manufacturing

F1 5.51 55.13 5.51 55.13

F2 1.89 18.85 7.40 73.98

F3 1.01 10.13 8.41 84.11

The resulting factor loadings formed the basis for calculating the indicator of sustain-
able industrial development (Formula (2)) for the mining and manufacturing industries
(Figure 2). There is a significant increase in the indicator in both cases (by 2.5 times). How-
ever, the mining industry demonstrates a higher efficiency of measures that contribute to
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environmental protection in the conditions of active economic development and an increase
in production and production volumes. Thus, at the end of 2019, the level of the indicator
for the mining industry was 86.44, and for the manufacturing industry, it was only 50.79.

Figure 2. Change of aggregate indicator of sustainable development of industry in Russia.

The identification of patterns in the development of Russian industry is realized by
estimating the growth rate of the aggregate indicator (Table 4).

Table 4. Dynamics of the aggregate indicator of sustainable industrial development.

Mining and Quarrying Manufacturing

Year I Rate of Increase Year I Rate of Increase

2010 34.60 - - 2010 18.75 - -

2011 40.01 15.66% high 2011 22.72 21.16% high

2012 45.41 13.48% high 2012 26.04 14.61% high

2013 48.58 6.98% low 2013 28.40 9.08% moderate

2014 52.59 8.25% moderate 2014 31.63 11.36% moderate

2015 58.17 10.62% moderate 2015 36.57 15.61% high

2016 63.28 8.79% moderate 2016 37.78 3.32% low

2017 69.47 9.77% moderate 2017 42.18 11.65% moderate

2018 81.80 17.75% high 2018 48.05 13.90% high

2019 86.44 5.67% low 2019 50.79 5.70% low

Average 10.77% 11.82%

Despite the relatively low values of the aggregate indicator of sustainable development,
the manufacturing industry demonstrates higher dynamics: the average growth rate (over
10 years) for the extractive industry was 10.8%, and for the manufacturing, it is 11.8%.
The advantage of the manufacturing sector is due to the high volume of production of
industrial products, and, accordingly, a relatively high growth rate of this indicator.

Furthermore, the authors assigned weight coefficients to each of the ten variables. The
sum of weight coefficients, within the framework of each factor of sustainable industrial
development, is 1 and meets Conditions (7)–(9) (Table 5). We applied a differentiated
approach to assigning weights to the factors of sustainable development of the extractive
and manufacturing sectors, which was dictated by the need to consider the contribution
of each of the sectors to the development of the national economy and environmental
pollution. Thus, earlier we noted that, within the framework of the economic factor of
manufacturing industry, there is a predominance of production and sales volumes over the
extractive sector of the economy, but insignificant differences in the value of gross value
added (Figure 1).
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Table 5. Weighting coefficients (mining and quarrying/manufacturing).

Symbol Economic Factor Ecological Factor Social Factor

wecn,1 0.5/0.9

wecn,2 0.5/0.1

wecl,1 0.1/0.3

wecl,2 0.2/0.1

wecl,3 0.2/0.2

wecl,4 0.1/0.1

wecl,5 0.2/0.1

wecl,6 0.2/0.2

ws,1 0.6/0.9

ws,2 0.4/0.1

Sum total 1 1 1

Using the weighted sum of the criteria method, the importance of sustainability factors
can be calculated in an alternative way. In addition, four alternative trajectories were
proposed for consideration in order to develop sustainable industrial scenarios (Table 6):

• Development Pathway 1 (DP 1)—negative trends in sustainable development due to a
reduction in production and sales, innovative activity in the field of environmental
safety, and number of employees;

• Development Pathway 2 (DP 2)—moderate growth rates of indicators relative to the
level of 2019;

• Development Pathway 3 (DP 3)—significant improvements, characterized in particular
by a substantial increase in innovation activity and improved environmental safety
in production;

• Development Pathway 4 (DP 4)—an innovative development trajectory (active ef-
forts of industrial enterprises in the field of economic activity and in the field of
environmental protection and social protection of employees of these enterprises).

Based on the weighting factors presented in Table 4 and the expected changes in
Russian industrial performance according to Formulas (4) to (6), key factors for sustainable
development are also calculated.

Based on the data in Tables 4 and 6, a discriminant analysis was carried out. Its purpose
was to predict the pace of sustainable development of the mining and manufacturing sectors
of the economy and determine the type of intensity of greening of industrial production.
The main elements of the discriminant analysis procedure in the Statistica program are
presented below:

• Grouping variable—rate of increase (low, moderate, and high);
• Independent variables—factors of sustainable development (Iecn, Iecl, and Is);
• Observations—10 (2010–2019 years);
• Method for selecting significant variables—standard.

The calculations were made privately for each sector of the economy. As a result
of calculations based on the estimated data of the mining industry, the following results
were obtained:

• Wilks’ Lambda = 0.0594848—lies near 0, which indicates a qualitative discrimination;
• Approximately F (6,10) = 5.166873 > Ftable (table value Ftable (0.05; 6; 10) = 3.21);
• Significance level p < 0.0115.

Thus, this classification is correct.
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Table 6. Indicators of alternative directions of industrial development in Russia.

DP Iecn,1 Iecn,2 Iecl,1 Iecl,2 Iecl,3 Iecl,4 Iecl,5 Iecl,6 Is,1 Is,2

Mining and quarrying

2019 18.32 12.39 0.21 0.25 0.92 0.79 3.56 1.72 89.34 1.15

DP 1 17.00 12.00 0.20 0.20 0.90 0.75 3.40 1.70 85.00 1.10

DP 2 18.40 12.40 0.25 0.30 0.95 0.85 3.50 1.80 92.00 1.15

DP 3 18.50 12.50 0.30 0.40 0.99 0.90 3.60 2.00 95.00 1.16

DP 4 20.00 13.00 0.70 0.70 0.70 0.70 4.00 4.00 100.00 1.17

Economic, Iecn Ecological, Iecl Social, Is

2019 15.36 1.39 54.07

DP 1 14.50 1.34 51.44

DP 2 15.40 1.42 55.66

DP 3 15.50 1.52 57.46

DP 4 16.50 2.02 60.47

Manufacturing

2019 47.44 14.41 0.58 0.46 0.78 0.55 0.18 31.99 43.86 9.96

DP 1 47.00 14.00 0.50 0.40 0.70 0.50 0.15 32.00 45.00 10.00

DP 2 48.00 15.00 0.60 0.50 0.80 0.60 0.20 34.00 46.00 10.20

DP 3 49.00 15.50 0.62 0.52 0.82 0.62 0.22 36.00 46.00 10.20

DP 4 50.00 16.00 0.80 0.80 0.95 0.80 0.30 50.00 55.00 10.30

Economic, Iecn Ecological, Iecl Social, Is

2019 44.13 6.85 40.47

DP 1 30.5 6.75 31

DP 2 31.5 7.22 31.68

DP 3 32.25 7.636 31.68

DP 4 33 10.57 37.12

Similarly, discrimination was assessed and recognized as qualitative for indicators of
the manufacturing industry:

• Wilks’ Lambda = 0.0989876—lies near 0, which indicates a qualitative discrimination;
• Approximately F (6,10) = 3.630678;
• Significance level p < 0.0354.

Moreover, in both cases, the correctness factor of the training samples was 100%. The
classification functions for each type of industrial transition to sustainable development are
further formalized. For the mining sector of the economy, we have Formulas (11)–(13), and
for the manufacturing sector, we have Formulas (14)–(15):

high (mining) = −1555 + 94.69 × Iecn + 2264.8 × Iecl − 33.12 × Is, (11)

moderate (mining) = −1391.41 + 87.96 × Iecn + 2136.12 × Iecl − 30.72 × Is, (12)

low (mining) = −1194.41 + 82.21 × Iecn + 1981.48 × Iecl − 28.72 × Is, (13)

high (manuf.) = −345.06 − 30.06 × Iecn + 267.97 × Iecl + 39.89 × Is, (14)

moderate (manuf.) = −449 − 36.79 × Iecn + 299.22 × Iecl + 48.49 × Is, (15)

low (manuf.) = −467.03 − 36.42 × Iecn + 306.22 × Iecl + 48.25 × Is. (16)
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Based on the formalization of classification functions and considering the calculated
values of factors of sustainable development (Table 6), the nature of the transition of Russian
industry to sustainable development is determined (Table 7).

Table 7. Alternative trajectories of industrial development in Russia (the best values (the largest) are
highlighted in bold).

Mining and Quarrying Manufacturing

Qualities High Low Moderate Qualities High Low Moderate

A Posterior
Probability

p = 0.5 p = 0.3 p = 0.2
A Posterior
Probability

p = 0.5 p = 0.2 p = 0.3

Economic, Iecn 94.69 82.21 87.96 Economic, Iecn −30.060 −36.418 −36.788

Ecological, Iecl 2264.80 1981.48 2136.12 Ecological, Iecl 267.971 306.225 299.224

Social, Is −33.12 −28.72 −30.72 Social, Is 39.894 48.246 48.487

Constant −1555.00 −1194.41 −1391.41 Constant −345.061 −467.031 −448.995

DP 1 1137.85 1165.64 1155.52 DP 1 1783.62 2125.19 1951.82

DP 2 1275.81 1286.86 1286.62 DP 2 1906.64 2225.26 2088.63

DP 3 1447.48 1437.46 1449.34 DP 3 1995.57 3358.87 2185.52

DP 4 2579.61 2428.10 2517.35 DP 4 2976.27 −467.03 3299.62

The most likely development alternatives are highlighted in bold in the table, indicat-
ing the following:

• For mining industry, high growth rate of the aggregate sustainable development
indicator is most likely in the fourth alternative scenario (Development Pathway 4),
low growth rate is in the first and second cases (Development Pathways 1 and 2), and
moderate rate of transition is in the third case (Development Pathway 3);

• For the manufacturing industry, a low probability of achieving a high growth rate of
the aggregate indicator of sustainable development was revealed; achieving break-
through development requires intensive mobilization of resources to modernize
production systems.

3.2. Modeling of a Scenario Prediction Process for Sustainable Industrial Development

The systematization of the proposed methodological solutions is formalized in the
form of a decomposition model of the process of scenario forecasting of the sustainable
development of industry. The DFD notation was used as a modeling tool, which makes
it possible to visually reflect the data flows that are sequentially generated and circulated
in an economic system focused on the transition to sustainable development (Figure 3).
The description of the model is implemented on a process basis in the All-Fusion Process
Modeler (Bpwin) program. Files and databases are presented as a data store—an integral
element of the DFD diagram.

The initiative comes from the top managers of an industrial enterprise (at the microe-
conomic level), from representatives of government, in particular, the Ministry of Industrial
Development (at the regional or federal level) in the form of an order to monitor sustainable
development and stimulate the greening of production.

The process covers eight sub-processes which are interconnected by data streams. The
fundamental models are big data and data mining, which allow us to aggregate a large
array of data on the development of the industry.

The proposed model reflects the combined (covering factorial and discriminant analy-
sis) methodical approach of the authors to forecasting industrial development trends. The
model differs from previously proposed approaches in the following:

• By combining two types of multivariate statistical analysis,
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• By an expanded set of variables taken into account in the aggregate indicator of
sustainable development of industrial greening.

The proposed methodological solution makes it possible to implement a flexible
approach to planning the activities of industrial enterprises and develop alternative devel-
opment strategies according to the proposed scenarios.

Figure 3. Model of the scenario prediction process of sustainable industrial development in
DFD notation.

4. Discussion

In comparing the results of the assessment of the projected rate of transition to sustain-
able development, a high correlation of r was found (Table 8). In the case of the mining
industry, the close link between the projected rate of transition to sustainable development
is 87%, and in the case of manufacturing, it is 10%. Thus, it is advisable to recognize the
author’s methodology as successfully verified.

Table 8. Comparison of the results of factor and discriminant analysis.

DP

Mining and Quarrying Manufacturing

Projected Pace of Transition to Sustainable Development

Factor Analysis
Discriminant

Analysis
Factor Analysis

Discriminant
Analysis

DP 1 low low low low

DP 2 low low low low

DP 3 low average low low

DP 4 average high average average

r 87% 100%

Comparing the author’s approach with previously published studies, it should be
emphasized that the methodology proposed in this article is more capacious. We do not
limit ourselves to assessing the impact of the functioning of industry on the environment,
but take into account measures to reduce negative externalities (in the format of environ-
mental innovations and the activity of enterprises in this area). In contrast to a number
of approaches highlighted above [45–49] (analysis of financial and economic activity or
environmental aspects), we include four aspects of industrial development (economic,
innovative, social, and environmental) in the methodology at once. At the global level, the
methodology for calculating the Sustainable Society Index is generally recognized. These
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are indicators Sufficient Food, Sufficient to Drink, Safe Sanitation, Education, Healthy Life,
Gender Equality, Income Distribution, Population Growth, Good Governance, Biodiversity,
Renewable Water Resources, Consumption, Energy Use, Energy Savings, Greenhouse
Gases, Renewable Energy, Organic Farming, Genuine Savings, GDP, Employment, and
Public Debt [51]. However, these indicators are aggregated only to the level of three factors
of sustainable development (Human Well-Being, Environmental Well-Being, and Economic
Well-Being) and cover society as a whole.

The methodology of sustainable development is also widely presented in the scientific
works of Russian scientists. However, territories [52–54], environmental aspects [55],
rationalization of water resources use [56,57], etc., prevail as the subject of research.

Of course, the detailed targeted elaboration of methodological solutions reflected in
the designated publications is also of particular importance in the development of the
methodology of sustainable development. However, the methodological approach we
propose allows us to assess the following: firstly, not the statics of sustainable development,
but the dynamics; secondly, sustainable development of the industry, which is strategically
important in the development of Russia.

The factor and discriminant analysis we used confirmed the viability of the author’s
approach. The advantage of the first one is that it takes into account the latent patterns of
industrial development in the economic, ecological and social planes and the possibility of
formalizing the identified dependencies in the form of a function. In contrast to the cluster
analysis, which focuses on the classification of observations, the factor analysis classifies
variables and enlarges, thereby supplementing the explicit relationship between indicators,
taking into account the hidden dependence. An alternative can also be multiple regression,
which also formalizes the dependence of the response on predictors, but does not allow
aggregating indicators.

Discriminant analysis complements factor analysis, includes elements of regression
analysis, contributes to the formalization of the mathematical relationship between vari-
ables. In contrast to regression analysis, it includes a categorical variable described by
a mathematical function. Thus, the discrimination problem provides the possibility of
constructing discriminant functions and their separating power.

Summarizing the results of the study, the following conclusions can be drawn.
Firstly, a methodological solution was proposed for assessing the dynamics of sus-

tainable development of the mining and manufacturing industries in Russia, based on the
integrated use of factor and discriminant analysis. The difference of the methodology lies
in taking into account the indicators characterizing the activity of enterprises in the context
of three subsystems of sustainable development. The solution allows us to identify patterns
occurring against the backdrop of greening industry change. The implementation of the
methodology is aimed at assessing the contribution of enterprises to achieving harmony
between the economic, ecological, and social interests of modern society.

Secondly, on the basis of the proposed methodology, four alternative scenarios of
industrial development have been developed, taking into account crisis conditions related
to the COVID-19 pandemic. If before 2019 there were periods with active phases of the
transition of the Russian industry to a sustainable development model, then, in the short-
term, high rates are unlikely. It is confirmed by the results of verification of the author’s
combined methodology.

Thirdly, the model of the process of scenario forecasting of sustainable industrial
development in DFD notation is formalized. It reflects the logic of developing scenarios for
future changes in the real sector of the national economy and allows for the implementation
of a flexible approach to planning the activities of industrial enterprises.

A set of developments can be reflected in the context of developing a strategy for
the socioeconomic development of the country and meso- and macroeconomic systems,
encouraging them to participate in achieving sustainable development goals.

Our study has some limitations related to industry specifics, the choice of time series,
and taking into account the crisis of 2020. It is planned to develop the methodological basis
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for managing the sustainable development of economic systems in the format of computer
programs, as well as to expand the range of static analysis tools in the search for the most
accurate methods and models.
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Appendix A. Formulas for Calculations

x1 =
1
n1

n1

∑
i

x1i, (A1)

x2 =
1
n2

n2

∑
i

x2i, (A2)

x =
1

n1 + n2
(n1x1 + n2x2), (A3)

S =
1

n1 + n2 − 2

[
∑

i
(x1i − x1)(x1i − x1)

Â + ∑
i
(x2i − x2)(x2i − x2)

Â

]
, (A4)

where n1 and n2 are conditional groups of observations, x1 and x2 are average values
of conditional variables 1 and 2 for all groups, and S is the variation in groups (should
be maximum).
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Abstract: This article presents a methodological approach to modeling the processes of changing
the dispersed composition of solid phase particles, such as granulation, crystallization, pyrolysis,
and others. Granulation is considered as a complex process consisting of simpler (elementary)
processes such as continuous particle growth, agglomeration, crushing and abrasion. All these
elementary processes, which are also complex in themselves, usually participate in the formation
of the dispersed composition of particles and proceed simultaneously with the predominance of
one process or another, depending on the method of its organization and the physicochemical
properties of substances. A quantitative description of the evolution of the dispersed composition
of the solid phase in technological processes in which the particle size does not remain constant
is proposed. Considering the stochastic nature of elementary mass transfer events in individual
particles, the methods of the theory of probability are applied. The analysis of the change in the
dispersed composition is based on the balanced equation of the particle mass distribution function.
The equation accounts for all possible physical mechanisms that effect changes in particle size during
chemical and technological processes. Examples of solutions to this equation for specific processes of
practical importance are provided. The obtained analytical solutions are of independent interest and
are in good agreement with the experimental data, which indicates the adequacy of the proposed
approach. These solutions can also be used to analyze similar processes. The effectiveness has been
confirmed during the analysis and calculation of the processes of granulation of various solutions
and disposal of oil-containing waste to obtain a granular mineral additive.

Keywords: distribution function; integral transformation core; granulation; growth rate; abrasion;
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1. Introduction

Many chemical-technological processes involving the solid phase entail a change in the
size of the dispersed particles. These include the processes of crystallization, dissolution,
drying, combustion, pyrolysis, gasification, abrasion, and a number of others [1–7]. A
change in the dispersed composition of the solid phase during the process can affect it
via several mechanisms such as the kinetics of the process, a decrease or increase in the
specific interfacial surface area, or a change in the nature of the movement of phases
in the working volume. Oftentimes, this influence is so great that it cannot be ignored
when estimating and designing industrial processes. For example, during the processes
of combustion, pyrolysis and gasification, highly significant changes occur in the size of
particles. Solid phase particles can change numerous times and this must be considered to
ensure hydrodynamic stability, especially if the processes are carried out in apparatuses
with a fluidized bed. In some cases (granulation, grinding), the change in the dispersed
composition of solid particles is the essence of the process, which should lead to the
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solution of a specific technological problem. Such processes are widely used for recycling
waste in order to obtain useful products. For example, granulation allows for the use of a
fine-dispersed fraction (dust) as a raw material and by this process, a finished product in
the mineral fertilizers industry can be obtained. Similarly, during wastewater treatment,
granular organic fertilizers are obtained by means of convective drying in a fluidized bed
of activated sludge These types of combined processes of drying and granulation look very
promising and proceed with lower energy consumption [1], as they occur simultaneously
in one apparatus. Otherwise, the solution would have to be dried first, and only then
would the obtained powder be sent for granulation in another apparatus—a granulator.
During a combined process, the granulated product is obtained immediately at the outlet
of the apparatus.

The change in the granulometric composition of solid particles can be associated with
a variety of physical phenomena such as crushing, agglomeration, abrasion, shrinkage,
dissolution, etc. Under conditions of intensive hydrodynamic regimes, these phenomena
are stochastic and cannot be quantitatively described at the level of a single particle.
Therefore, in order to describe the evolution of the dispersed composition of particles
it seems natural to use the theory of probability. Previously [1,2,8–14], this approach
convincingly proved its effectiveness in modeling processes across various industries. As
for the application of mathematical models based on the numerical integration of CFD data
for research, these methods have undeniably great capabilities and a degree of universality.
However, analytical solutions, whenever they can be obtained, simplify tracing of the
dependence of the process on various parameters and can help to quantitatively to describe
the real process in some extreme cases. The use of mathematical models based on neural
networks (AAN) is a fairly effective analysis tool in most cases. However, when studying
chemical and technological processes, their use is unjustified as it is not based on the
physical content of the phenomena that constitute the essence of the process.

In addition, a number of papers suggest using the Monte Carlo method to analyze
agglomeration processes [15–18]. The literature also presents mathematical models of
changes in the dispersed composition based on balance equations which, from a physical
point of view, describe such processes more adequately, but are formulated for concrete
technological processes and account for their specificity [19–26]. However, the proposed
mathematical models are specific rather than universal in nature and are only applicable to
certain cases of process organization. Therefore, the main aim of this work is to develop a
unified methodological approach to the theoretical analysis of the processes of evolution
of the dispersed composition, which would assist in designing accurate mathematical
representations of a particular process and to describe it quantitatively with regard to the
specificities of the accompanying phenomena.

2. Theoretical Analysis and Methods

For a quantitative description of the change in the dispersed composition of particles
caused by several phenomena of different physical nature, the principle of superposition
can be used. In this case, the velocity of change in the distribution function of the number
of particles by mass is equal to the sum of the velocities of individual processes:

∂F
∂t

= ∑k
i=1

(
∂F
∂t

)
i

This approach to the mathematical modeling of processes described by linear, quasi-
linear differential and integro-differential equations can describe a complex composite
process using kinetic equations for individual processes.

Generally, the change in the dispersed composition of the solid phase in a continuous
or periodic apparatus is described by equation [1,2]:

∂ f
∂t

+ div
(
→
w − Dp

→
∇
)

f +
∂

∂m

(
u − ∂

∂m
Dm

)
f = I+ − I− (1)
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where f
(→

r , m, t
)

is the particle distribution function by mass m (size). By definition of the

distribution function, the expression f
(→

r , m, t
)

dm is the number of particles with a mass
in the range (m, m + dm) per unit of the working volume of the apparatus in the vicinity of a
point with a radius vector

→
r at time t. In Equation (1),

→
w is the average velocity of the solid

phase, Dp is the mixing coefficient of the solid phase (it is assumed that it is the same for all

directions), and u
(→

r , m, t
)

is the total average rate of continuous particle growth, which
can occur both due to the adhesion of small particles to large ones and the deposition of the
solid phase from solutions on their surface. The Dm coefficient (diffusion coefficient in the
mass space) accounts for variations in the growth rate of individual particles. The terms
I+ and I− on the right side of the equation are responsible for the change in particle size
due to coagulation and crushing, respectively. If k(t,

→
r , m, s) is used to denote the density

of probability of agglomeration of two particles with masses m and s per unit time, and
g(t,

→
r , m, m − s, s) is used to denote the density of probability of crushing a particle with

mass m into two fragments with masses m − s and s, then the values I+ and I− take the
following forms:

I+ =
1
2

∫ m

0
k
(

t,
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r , m − s, s

)
f
(→

r , m − s, t
)

f
(→

r , s, t
)

ds +
∫ ∞

m
g
(
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→
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)
f
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r , s, t
)

ds, (2)
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1
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0
k
(
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r , m, s

)
f
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r , s, t
)

ds
]

f
(→

r , s, t
)

. (3)

Equations (1)–(3) are quite general in nature and can be used to quantitatively describe
the evolution of the dispersed composition of the solid phase for many chemical and
technological processes with regard to the specific conditions for their implementation.
This will be illustrated over several examples.

We applied the proposed approach to the analysis of the granulation process in a
flow apparatus of ideal mixing in the solid phase. We assumed that the formation of new
centers of granule formation occurs due to the crushing of particles. For crushing occurring
in an external circuit, for example, in roller crushers, an analysis is presented in [22]. If
crushing is caused by the collision of particles, or thermal stresses inside the particles
while agglomeration and abrasion are practically absent, then such conditions are close
to the conditions for conducting a continuous process of dehydration of solutions and
suspensions in a fluidized bed [27]. At the same time, Equation (1) will be significantly
simplified for the stationary mode [1]:

d
dm

uφ +

[
1
T
+

1
2

∫ m

0
g(m, m − s, s)ds

]
φ(m) =

∫ ∞

m
g(s; s − m, m)φ(s)ds. (4)

Here, ϕ(m) is the density of particle distribution by mass: φ = f (m)
N ,
∫ ∞

0 φ(m)dm = 1;
N is the number of particles in the apparatus; T is the average time of residence of the
particles in the working volume. It is natural to assume that the probability of crushing a
particle is proportional to its mass, since with increasing particle size the inhomogeneities
inside the particle also increase. The density of probability of crushing is then a constant:
g(t,

→
r , m, m − s, s) = g0 = const. In this case, Equation (4) can be formulated as follows:

d
dm

uφ +
1
T

φ(m) +
1
2

mg0φ(m) = g0

∫ ∞

m
φ(s)ds. (5)

Experimental studies [28] have established that when granulating solutions in a flu-
idized bed, the velocity u(m) of particle growth can be approximated by the ratio:

u =
dm
dt

= Amn (6)
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in which the indicator n, depending on the organization of the movement of the solid
phase in the apparatus, takes values from 0 to 1. More specifically, n = 2/3 in the fluidized
bed and n = 1 in the gushing bed. Considering the Dependence (6), Equation (5) can be
solved numerically. However, an analytical solution can also be extended to both extreme
cases: n = 0 and n = 1. The explicit form of such solutions leads to the conclusion about
the limiting behavior of particle distribution functions in actual processes. For n = 0 the
solution to Equation (5) satisfying the condition ϕ(0) = 0 is the function:

φ(m) = g0T
(

ξ +
ξ2

2

)
exp
[
−
(

ξ +
ξ2

2

)]
, (7)

where ξ = m
m = m

uT is the dimensionless parameter and m is the average mass of the
particles. The Ratio (7) allows to determine all parameters of the distribution of solid phase
particles at the outlet of the apparatus.

At n = 1, when the particle growth rate is proportional to its size (u = Am), the solution
to Equation (5) has the form:

φ(m) =
g0

2A
exp
[
− g0

2A
m
]
. (8)

Another example of the effectiveness of Equation (1) in the quantitative description
of real practically important processes that are accompanied by a change in the dispersed
composition of the solid phase is in the analysis of particle agglomeration in the processing
of powdered materials. Many works are currently devoted to the study of agglomera-
tion [29–44]. When agglomerating particles are placed in a flow apparatus of ideal mixing,
Equation (1) is simplified and can be formulated as follows:

∂ f
∂t

+
1
T

f + f
∫ ∞

0
k(m, s) f (s, t)ds =

1
T

f0(m, t) +
1
2

∫ m

0
k(m − s, s) f (m − s, t) f (s, t)ds (9)

where f 0(m, t) is the density of the distribution function of the incoming particle flow.
If the density of probability of coagulation of two particles is considered as a constant
k(m, s) = k0 = const then the Solution (9) for the steady-state regime can be presented
as follows:

f (m) =
N0√

1 + 2Tk0N0

∞

∑
i=1

(
2Tk0N0

1 + 2Tk0N0
)

i−1 2Γ
(

i + 1
2

)
√

π(2i − 1)Γ(i + 1)
. (10)

Here, N0 is the number of particles entering the apparatus per unit of time and G(x)
is the gamma function. Expression (10) is used to calculate the number of particles in
the apparatus depending on their average time of residence in the working volume, their
average mass, as well as estimate the degree of polydispersity of the coagulating particle
system. The latter characteristic is determined by the relative dispersion, which in the case
under consideration is equal to:

(
σ

m
)

2
=

2N0

N
− 3 +

N
N0

[(
σ0

m0

)2
+ 1

]
,

where the index “0” refers to the flow of particles entering the apparatus. It follows from
this expression that with the increase in the probability of the coagulation of particles
(i.e., with the decrease in the number of particles N), the degree of polydispersity of the
coagulating system increases.

The examples given illustrate the possibility of analytical solutions to Equation (1)
in cases where the change in the dispersed composition of solid phase particles is caused
mainly by either crushing or coagulation. However, many processes become complicated
when coagulation and crushing of solid phase particles occur simultaneously. Such a
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situation may occur, for instance, when a granulation process is conducted in a flow
apparatus of ideal displacement. In this case, Equation (1) takes the form [45]:

∂ f (m,l,t)
∂t + w ∂ f (m,l,t)

dz + f (m, l, t)
∫ ∞

0 k(m, s) f (s, l, t)ds + 1
2 f (m, l, t)

∫ m
0 g(m − s, s)ds

= 1
2

∫ m
0 k(m − s, s) f (m − s, l, t) f (s, l, t)ds +

∫ ∞
m g(s − m, m) f (s, l, t)ds.

(11)

Here, z is the longitudinal coordinate. Equation (11) should be supplemented with
expressions for probabilities k(m, s) and g(m − s, s). The expression for the probability
of coagulation of two particles with masses m and s per unit time should account for the
fact that the formation of large particles is unlikely, while the collision of two very small
particles with a sufficient amount of binder will almost certainly lead to their adhesion.

With regard to this assumption, the kernel of the integral transformation for coagula-
tion can be approximated by the expression:

k(m, s) = e−B(m+s) (12)

The coefficient B in this expression depends on the conditions of the process including
the amount of the binder.

The probability of crushing a particle clearly increases with an increase in its mass,
since this entails an increase in the number of inhomogeneities inside it, the number
of microcracks, local stresses, and so forth. For this reason, the kernel of the integral
transformation for splitting g(m − s, s) can be represented by the following expression:

g(m − s, s) = s(m − s)(1 − e−Cm), s < m
g(m − s, s) = 0, s > m

(13)

The coefficient C depends on the intensity of the mechanical influences on the granules.
At the same time, it is assumed that the fragmentation of a particle into two fragments
of similar masses is more likely than its fragmentation into fragments of vastly different
masses. Accordingly, abrasion is entirely excluded by the proposed models.

For calculating a specific process, the coefficients B and C can be found experimentally
based on the results of specially conducted experiments [45].

For known constant values B and C Relations (12) and (13) close Equation (11). The
solution to the equation with respect to f (m, z, t) can determine the dynamics of changes
in the mass (size) of particles along the course of movement of the processed material
under conditions of the competing actions of the following two processes: coagulation and
crushing. At the same time, for a continuous steady-state granulation process, the explicit
form of the dependence f (m, z) can help to locate the cross-section of the apparatus where
crushing begins to prevail over coagulation. For a periodic process under conditions of ideal
mixing, it is not difficult to determine the moment in time when the dynamic equilibrium
between the processes of coagulation and crushing is established by the explicit form of the
dependence f (m, t). At the same time, the derivative ∂ f (m,t)

∂t turns to zero and Equation (11)
can be represented as:

f (m) =
1
2

∫ m
0 k(m − s, s) f (m − s) f (s)ds +

∫ ∞
m g(s − m, m) f (s)ds∫ ∞

0 k(m, s) f (s)ds + 1
2

∫ m
0 g(m − s, s)ds

(14)

which uses the method of successive approximations to find the equilibrium function f (m).
The solution of this equation allows to determine the final granulometric composition
of particles in the periodic granulation process as well as its dependence on the process
parameters. As a first approximation of the solution of this equation, it is natural to consider
the function:

f1(m) = N_ A2me−Am (15)
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(Np is the number of particles in the working volume of the apparatus under dynamic
equilibrium conditions) which automatically satisfies the conditions for normalization:

∫ ∞

0
f1(m)dm = Np

Substitution of the Relations (12), (13) and (15) to the right side of Equation (14) and the
subsequent integration of the second approximation of the equilibrium function f (m) gives:

f 2(m) = f 1(m)ϕ(m)

where the factor ϕ(m) connecting the first and second approximations has the form:

ϕ(m) =

1
12 A2m2e−Bm +

[
m
A2 − me−Cm

(A+C)2 +
2

A3 − 2e−Cm

(A+C)3

]
A2e−Bm

(A+B)2 +
1

12 m3(1 − e−Cm)

The obvious requirement for the behavior of f 2(m) and f 1(m) at m → 0 to coincide
leads to the following equation that must be satisfied by the constant A in Expression (17):

(
A

1A + C

)3
+

A3

2

(
A

A + B

)2
= 1. (16)

Consequently, the root of this equation, found after determining the empirical con-
stants B and C, together with Relation (15) results in an explicit form of the first approxima-
tion for the equilibrium function f (m). Simple calculations show that the function ϕ(m) → 0
at m → ∞ is close to unity at small values of the variable m. Therefore, the Dependence (15)
can be used to analyze the distribution of granules by mass (size) at the stage of the process
when the intensity of particle crushing is comparable to the rate of granulation. Specifically,
the average mass of granules is equal to:

mp =
1

Np

∫ ∞

0
f1(m)dm =

1
Np

∫ ∞

0
A2m2e−Amdm =

2
A

. (17)

The modelling of the continuous growth of large particles only at the expense of a
small fraction is of great practical interest. In this case, the right side of Equation (1) equals
zero, which takes the following form:

∂ f
∂t

+ div
(
→
w − Dp

→
∇
)

f +
∂

∂m

(
u − ∂

∂m
Dm

)
f = 0 (18)

For apparatuses with an ideal mixing of the solid phase, the equation will include the
average residence time T of particles in the working area:

∂ f
∂t

+
1
T

f +
∂

∂m
u f =

1
T

f0(m, t) +
∂2

∂m2 DmF.

Under steady-state conditions, the last equation has the exact solution:

f (m) =
1

Tu(m)

∫ m

m0

f0(ζ) exp(−
∫ m

ζ

dη

Tu(η)
)dζ (19)

which is correct in the case when the diffusion in the mass space can be neglected. It can
be shown [46] that this is exactly the case when condition Tu >> m0—where m0 is the
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mass of a fine fraction particle—is satisfied. The Ratio (19) for the case of a monodispersed
composition of large particles and a constant growth rate will take the form:

f (m) =
N0

Tu
e−

m−m0
Tu (20)

In the processes of granulation and particle enlargement, it is often more convenient
to determine the particle distribution function not by mass, but by radius. Equation (19)
is invariant with respect to the replacement of m by r, which is the radius of the particle.
Consequently, Solution (20) will also be invariant, except in this case, the particle growth
rate will be linear rather than mass-related. Moving from the mass of the particle to its
radius we get:

f (r) =
N0

v
4πr2e−

(r3−r3
0)

Tu ∗ 4π
3 (21)

Here, v = Tu, f (r) is the differential function of the particle distribution over r—the
radius of the particle.

3. Results and Discussion

The obtained solutions required experimental verification for a wide class of chemical
and technological processes under various conditions of implementation. For this purpose,
experimental studies were conducted using technological devices of several types. The
results of an experimental study of a cycle-free granulation process with an internal source
of granulation in a gushing bed apparatus are given in [1]. In the experiments, a disodium
phosphate solution was used, which was fed into the lower part of the apparatus, directly
into the fountain core using a pneumatic nozzle. The drying of the solution falling onto the
granules occurred very quickly, which ensured the continuous growth of granules in the
apparatus. As the nuclei of granulation, small particles of granules were used, which were
formed in the apparatus as a result of volumetric and thermal crushing of the granules
themselves. This occurred under the influence of local temperature fields formed in the
layer that is the core of the fountain and the peripheral zone of the layer.

According to the results of experiments on the study of crushing, the dependences of
the density of probability of crushing per unit time g0 on the magnitude of temperature
differences were obtained. The latter, as was found, provides the main factor in the thermal
crushing of granules. As is shown, (Figure 1) for a cycle-free process with an internal
source of granulation, the experimental values of the differential distribution function
of the obtained granules fit well between the distribution curves obtained by calculation
according to analytical Dependences (7) and (8).

These analytical dependences obtained for the limiting values of the parameter n
determine the boundaries for actual particle distribution functions, provided that the kernel
of the integrodifferential equation is a constant. However, if the actual functions reach
beyond the boundaries considered, then a different and a more complex type of kernel
is needed, which would lead to a significant increase in mathematical difficulties when
obtaining solutions.

The adequacy of the proposed model representations was also confirmed for the
process of granulating a finely dispersed product in a horizontal cylindrical granulator
with a fast-rotating rotor with fingers for intensive mixing of the material [45]. In the
experiments, an oil-containing waste disposal product mixed with alkaline earth metal
oxide was used to obtain a granular mineral additive in asphalt concrete mixtures. Bitumen
BDU 60/90 was used as a binder. The average particle diameter in the initial product was
120 microns with a density of 1.26 g/cm3. The experiments were carried out at different
speeds of rotation. At the same time, the amount of bitumen in all experiments was
12% (wt.) of the total amount of material. The comparison was carried out according to
the calculated and experimental values of the average mass of granules at the stage of the
process when the effects of crushing and coagulation were comparable, under different
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operating modes of the granulator. The results of the comparison showed that the Ratios
(16) and (17) accurately predict the mp value—see Figure 2.

 
Figure 1. Differential particle mass distribution function. 1—experimental; 2—calculated at u = const;
3—calculated at u = Am.

 
Figure 2. The dependence of the average particle mass mp on the rotation frequency of the rotor n in
a high-speed granulator. The line represents calculated values, the points—experimental values.

Consequently, Equation (1) is an acceptable basis, including in the analysis of pro-
cesses in which the coagulation and crushing of solid particles occur simultaneously.
Additionally, the Approximations (12) and (13) can be used for probabilistic estimation of
coagulation and particle crushing during the entire time of the process. The dependence
f (m) = N_(t)A2me−Am is flexible enough to correspond with sufficient accuracy to the
actual dynamics of changes to the granulometric composition in the periodic mode of
operation of the apparatus, or in a continuous process—provided that the design of the
apparatus ensures a mode of movement of the material close to ideal displacement.
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Another series of experimental studies aimed to verify the validity of the proposed
mathematical representations when describing particle enlargement in a gushing bed
apparatus [46]. In the experiments, granules of synthetic detergents with a particle diameter
of about 1 mm were used and sprayed with small particles of the same material with a
diameter of less than 0.2 mm. Water was supplied as a binding fluid. The experiments
were carried out in a continuous mode, the volume of the layer in the apparatus was
maintained as constant. The liquid-phase water was fed to the surface of the layer by a
mechanical nozzle, and the fine fraction for spraying onto the granules was fed through
a gas distribution grid, with a flow of heated air as a liquefying agent. To determine the
type of the initial distribution function of the initial granules, they were considered a
monofraction. In this case, the initial distribution function can be considered as a delta
function, ϕ0(r) = δ(r − r0). Here, ϕ0 = f (r)/N0 is the normalized distribution function for
the number of initial particles. Considering this, Equation (21) has the following form:

ϕ(r) =
1

Tu
e−

m−r0
Tu ∗ θ(r − r0) (22)

where θ(r − r0) is the Heaviside function at r − r0 ≥ 0, θ(x) = 1, and at r − r0 < 0, θ(x) = 0.
The estimation of the increment of enlarged particles according to Formula (22) and its
comparison with the experimental values obtained for the experimental conditions showed
a satisfactory convergence of the results. As shown in Figure 3, the deviation between them
is about 8%, which indicates the adequacy of both the theoretical and experimental results.

Figure 3. Dependence of the differential particle size distribution function. The line represents
calculated values, the points—experimental values.

It is shown in [47] that the proposed approach can also be used to describe the abrasion
of particles in suspended bed apparatuses, which is very important for many processes
involving the solid phase.

4. Conclusions

A methodological approach to modeling the processes of changing the dispersed com-
position of solid phase particles such as granulation, crystallization, pyrolysis and others,
is presented. Granulation should be considered as a complex process consisting of simpler
(elementary) processes such as continuous particle growth, agglomeration, crushing and
abrasion. All these elementary processes, which are also complex in themselves, usually
participate in the formation of the dispersed composition of particles and proceed simulta-
neously with the predominance of one process or another, depending on the method of its
organization and the physicochemical properties of substances.

Extensive experimental studies carried out by the authors indicate that the general
balance Equation (1) for the particle mass distribution function can serve as a universal
basis for a quantitative description of the evolution of the dispersed composition of the solid
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phase in technological apparatuses of periodic and continuous action. The paper presents
analytical solutions of this equation for some special cases that are of independent interest.

In addition, it is important to note that a direct numerical or analytical solution of the
integro-differential Equation (1) is impossible without experimental data on the kinetics
of particle size changes and the probability of their coagulation and crushing. Obtaining
such data in each specific case is an independent non-trivial task that requires certain
experimental skills. However, if such a problem is solved, then the possibilities of the
proposed approach are able to exhaustively assess the characteristics of the granulometric
composition of the solid phase at any stage of the process. So, by using the Ratios (7) and
(8), it is not difficult to calculate the parameters of the distribution of solid phase particles
at the outlet of the flow apparatus of ideal mixing in a continuous mode of the granulation
process. Ratios (10), (17) and (21) provide an opportunity to evaluate similar characteristics
for other types of processes. At the same time, the calculated ratios implicitly depend on
the design features of the devices and their working conditions (for example, after average
residence time), which helps to purposefully select the modes of movement of working
media in order to achieve the desired dispersed composition at the exit of the apparatus. In
practical terms, such a task is of considerable interest.

It is interesting to note that the approach proposed by the authors can also be applied
in areas aside from chemical technology. For instance, in [48,49] a similar mathematical
apparatus is used in constructing models of economic growth of market participants. In
addition, balance equations of the (1) equation type include a distribution function not by
size, but by the volume of capital.
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Abstract: In this paper, we introduce a general family of distributions based on Whittaker function.
The properties of obtained distributions, moments, ordering, percentiles, and unimodality are studied.
The distributions’ parameters are estimated using methods of moments and maximum likelihood.
Furthermore, a generalization of Whittaker distribution that contains a wider class of distributions is
developed. Validation of the obtained results is applied to real life data containing four data sets.

Keywords: Whittaker function; confluent hypergeometric series; Whittaker distribution; generalized
Whittaker distribution

1. Introduction

There is no single definition of “special functions”, as the term has been used for a
variety of functions. They are important to many mathematicians, such as mathematical
analysis, functional analysis, applied mathematics, and distribution theory. Such func-
tions can be written as a summation or an integration. Examples include the relatively
exponential, gamma, Bessel, hypergeometric, and Whittaker functions. For more instances
of special functions, see [1–3]. Most of these functions are non-negative and finite over a
certain range, and thus can be used to define probability distributions. Typical examples
are the Poisson, gamma, and Bessel distributions.

There was an early interest in special functions in the theory of distribution. This
included studies by [4,5], who introduced Bessel function distributions of types I and II. The
exact distribution of the product of two independent generalized gamma variables with the
same shape parameters using the modified Bessel function of the second kind was given
by [6]. A power series distribution generated by the first type of modified Bessel function
has been studied [7]. The generalized beta of the first and second kinds of distribution was
considered by [8]. The Kummer-beta distribution in the problem of common value action,
which features confluent hypergeometric functions, was defined [9]. The type I distribution
of the inverted hypergeometric function that includes a Gaussian hypergeometric function
is obtained [10]. A generalized Laplacian distribution using the modified Bessel function
of second kind has been introduced [11]. The product distribution of two independent
random variables featuring the Kummer-beta distribution was obtained by [12] using a
confluent hypergeometric series of a two-variable function. The distribution of the product
of two independent random variables, beta type II (beta prime) and beta type III, featuring
the hypergeometric function of two variables is derived [13]. The distribution of the
difference between independent gamma random variables with different shapes and scale
parameters, called the bilateral gamma, is introduced [14]. This distribution has used the
Whittaker function. The density of the product of type I variables of the Kummer–beta
and the inverted hypergeometric functions containing a confluent hypergeometric series
of a two-variable function was developed by [15]. They also derived the distribution
of the product of the beta type III and type I variables of the inverted hypergeometric
function that uses the hypergeometric function of two variables. Several properties of the
extended Gauss hypergeometric and extended confluent hypergeometric functions have
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been studied [16]. The distribution of the products of independent central normal variables
involving Meijer G-functions has been developed [17]. A new distribution was obtained
as a solution of the generalized Pearson differential equation by [18], and a generalization
of this distribution was also defined using the Whittaker functions. This Distribution
includes as special cases distributions obtained as the product of well-known distributions.
A distribution based on the generalized Pearson differential equation using a modified
Bessel function of the second kind was introduced by [19] and named as generalized
inverse Gaussian distribution (GGIG). The GGIG distribution is also defined in terms of
the Whittaker function.

The current paper belongs to the above studies. We use the Whittaker function to
introduce a new life distribution called the Whittaker distribution. This distribution is
a generalization of many important continuous distributions. The gamma, exponential,
chi-square, generalized Lindley, Lindley, beta prime, and Lomax are special cases of the
Whittaker distribution. In some applications, the Whittaker distribution has outperformed
the generalized gamma and log-normal distributions. We also define the generalized
Whittaker distribution as Y = X1/c, where X is the Whittaker distribution and c 	= 0.
The generalized gamma, half-normal, Weibull, half-t, half-Cauchy, Nakagami, Rayleigh,
Dagum, Lévy, type-2 Gumbel, inverse gamma, inverse chi-square, inverse exponential,
inverse Weibull, and inverse-Rayleigh distributions are special cases of the proposed
generalized Whittaker distribution.

The current paper is organized as follows: In Section 2, we proposed the Whittaker
distribution and examined some of its properties. Several important special distributions
are presented in Section 3. The parameters are estimated by methods of moments and
maximum likelihood in Section 4. To illustrate the usefulness of the proposed Whittaker
distribution, four data sets are analyzed in Section 5. Finally, some concluding remarks are
given in Section 6.

2. Whittaker Distribution

The Whittaker function is defined as in [2] (Ch. Confluent Hypergeometric Functions,
page 1024),

Wα,β(z) =
zαe− z

2

Γ
(

β − α + 1
2

) ∫ ∞

0
e−ttβ−α− 1

2

(
1 +

t
z

)α+β− 1
2
dt, β − α > −1

2
(1)

This function can be used to introduce a probability distribution on (0, ∞) as follows:

Theorem 1. The function:

f (x) = Ce−λxxα−1
(γ

λ
+ x
)β−1

; x > 0, (2)

where C = e−
γ
2

Γ(α)

(
λ√
γ

)α+β−1 √
γ

W β−α
2 , α+β−1

2
(γ)

, α > 0, λ > 0, γ > 0, and −∞ < β < ∞ is a

probability density function.

Proof of Theorem 1. As b > a − 1
2 and z > 0, the Whittaker function Wa, b(z) is non-

negative and finite, hence f (x) ≥ 0 α > 0, λ > 0, γ > 0, and −∞ < β < ∞.
To show that

∫ ∞
0 f (x)dx = 1, we will use the following relation [3] (Ch. Laplace

Transforms-Arbitrary Powers p. 139 Equation (22),

∫ ∞

0
(t + a)2u−1(t − b)2v−1e−ptdt =

(a + b)u+v−1

pu+v e[
(a−b)p

2 ]Γ(2v)Wu−v,u+v− 1
2
(ap + bp), (3)

for t > b, Re v > 0, |arg(a + b)|〈π, Re p〉0.
Therefore, by setting b = 0, u = β

2 , v = α
2 , p = λ, and a = γ

λ . The proof is complete. �
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Definition 1. Let X be a non-negative random variable with probability density function (pdf) (2).
Then, we say that X has a Whittaker distribution and is denoted by WD(α, β, γ, λ).

Figure 1 gives sample plots of the Whittaker probability density function for different
values of the relevant parameters. We first note that λ is a scale parameter as exhibited in
Figure 1. In Figure 1b–k, we fix λ = 1.

Figure 1. Plots of density function WD(α, β, γ, λ) for some parameters values.

From the plot in Figure 1b, when α + β > 2, we note that the change in the value
of γ has a negligible effect on the shape of the Whittaker probability density function.
In Figure 1c, when α + β ≤ 2, note that the change in the value of γ is taken as a scale
parameter, and has a greater effect when γ < 1. For β > 1 (β < 1), the distribution peaks
further as γ increases (decreases). In Figure 1d–k, we fix γ = 1. For α < 1, the Whittaker
pdf attains ∞ and decreases sharply to zero as shown in Figure 1d,f. In Figure 1e,g, as the
value of α decreases, the distribution peaks more.

From the plot in Figure 1k, we note that when the value of β increases, the mode
increases. Finally, we note that the Whittaker distribution is unimodal.

Theorem 2. The cumulative distribution function of the WD(α, β, γ, λ) is given by,

F(x) =
e−

γ
2

Γ(α + 1)
λα

γ
α−β

2

xα
Φ1

(
α, 1 − β, α + 1,−λx,− λx

γ

)
W β−α

2 , α+β−1
2

(γ)
; x > 0, (4)

where α > 0, λ > 0, γ > 0, −∞ < β < ∞, and Φ1(α, β, γ, x, y) is the confluent hypergeometric
series of two variables defined in [2] (Ch. Exponentials and arbitrary powers, page 349),

Φ1(α, β, γ, x, y) =
1

B(α, γ − α)

∫ 1

0
tα−1(1 − t)γ−α−1(1 − yt)−βextdt, for γ > α > 0 arg(1 − β) < π. (5)

Proof of Theorem 2. F(x) = A
∫ x

0 uα−1(γ
λ + u

)β−1e−λudu; y > 0, where A = 1
Γ(α)

λα+β−1

γ
α+β

2 −1
e−

γ
2

(
Wβ−α

2 , α+β−1
2

(γ)

)−1
.
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Using (5) one acquires,

∫ x

0
uα−1

(γ

λ
+ u
)β−1

e−λudu = xα
(γ

λ

)β−1 ∫ 1

0
uα−1

(
1+

λx
γ

u
)−(1−β)

e−λxudu =
xα

α

(γ

λ

)β−1
Φ1

(
α, 1− β, α + 1,−λx,−λx

γ

)
;

λ > 0, α > 0. �

Using the properties of the cumulative distribution function, the following lemma
provides new properties of the confluent hypergeometric series of two variables:

Lemma 1. Let α > 0, the confluent hypergeometric series of two variables Φ1(α, β, γ, x, y)
satisfies the following conditions:

1- lim
x→0

[
xαΦ1

(
α, 1 − β, α + 1,− λx

γ ,−λx
)]

= 0

2- lim
x→∞

[
xαΦ1

(
α, 1 − β, α + 1,− λx

γ ,−λx
)]

= 1

3- xα
Φ1

(
α,1−β,α+1,−λx,− λ

γ x
)

W β−α
2 , α+β−1

2
(γ)

is a non-decreasing and right continuous function.

The proof is straightforward using the properties of the cumulative distribution func-
tion (cdf).

3. Statistical Properties

This section presents the statistical properties and main characteristics of WD(α, β, γ, λ).
We summarize these properties in the following theorem:

Theorem 3.

I. The Laplace transformation is L(t) =
(

λ
λ+t

) α+β
2 e

γt
2λ

W β−α
2 , α+β−1

2
(γ(1+ t

λ ))

W β−α
2 , α+β−1

2
(γ)

.

II. The rth moment about the origin is μ′
r = E(Xr) = Γ(α+r)

Γ(α)

(
γ
λ2

) r
2

W β−α−r
2 , α+β+r−1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

;

r = 1, 2, . . .

III. The mean is μ = α
√

γ
λ

W β−α−1
2 , α+β

2
(γ)

W β−α
2 , α+β−1

2
(γ)

.

IV. The variance is σ2 = α(α + 1) γ
λ2

W β−α
2 −1, α+β+1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

− α2 γ
λ2

[
W β−α−1

2 , α+β
2

(γ)

W β−α
2 , α+β−1

2
(γ)

]2

.

V. The mode xmo of WD(α, β, γ, λ) for α ≥ 1 is xmo =
α+β−γ−2+

√
(α+β−γ−2)2+4γ(α−1)

2λ .
VI. The measures of skewness (γ1), kurtosis (γ2), and the coefficient of variation Cv of

WD(α, β, γ, λ) distribution are, respectively, γ1 =⎡
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[
(α+1)

α W β−α
2 −1, α+β+1

2
(γ)−

W β−α−1
2 , α+β

2
(γ)2

W β−α
2 , α+β−1

2
(γ)
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,

and Cv =

√√√√ α+1
α

W β−α
2 −1, α+β+1

2
(γ)W β−α
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(γ)
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VII. The survival function is F(t) = 1 − F(t) = 1 − e−
γ
2

Γ(α+1)
λα

γ
α−β

2
tα

Φ1

(
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VIII. The hazard function is h(t) =
αγ
(

λ2
γ

) α+β
2 e−λx− γ

2 xα−1( γ
λ +x)
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α,1−β,α+1,−λx,− λx

γ

) .

Proof of Theorem 3.

I. The Laplace transformation: L(t) = λα+β−1

γ
α+β

2 −1

e−
γ
2

Γ(α)W β−α
2 , α+β−1

2
(γ)

∫ ∞
0 xα−1( γ

λ + x
)β−1

e−(λ+t)xdx = γ− α+β
2 +1λα+β−1e−

γ
2

Γ(α)W β−α
2 , α+β−1

2
(γ)

( γ
λ

) α+β
2 −1 Γ(α)

(λ+t)
α+β

2
exp
[

γ(λ+t)
2λ

]
W β−α

2 , α+β−1
2

(
γ
(

λ+t
λ

))

=
(

λ
λ+t

) α+β
2 e

γt
2λ

W β−α
2 , α+β−1

2
(γ( λ+t

λ ))

W β−α
2 , α+β−1

2
(γ)

, by using (3).

II. The rth moment function is, μ′
r = E(Xr) = λα+β−1

γ
α+β

2 −1

e−
γ
2

Γ(α)W β−α
2 , α+β−1

2
(γ)

∫ ∞
0 xα+r−1

( γ
λ + x

)β−1e−λxdx = Γ(α+r)
Γ(α)

γ
r
2

λr

W β−α−r
2 , α+β+r−1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

, By using (3).

III. We have from II that, μ′
1 = μ = α

√
γ

λ

W β−α−1
2 , α+β

2
(γ)

W β−α
2 , α+β−1

2
(γ)

, and μ′
2 = α(α + 1) γ

λ2

W β−α
2 −1, α+β−1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

.

IV. The variance is given by σ2 = μ′
2 − μ2.

V. The mode xm0 can be obtained by differentiating the pdf of WD(α, β, γ, λ) with

respect to x as follows, f ′(x) = A
[
(α − 1)xα−2(γ + λx)β−1e−λx + λ(β − 1)xα−1

(γ + λx)β−2e−λx − λxα−1(γ + λx)β−1e−λx
]
=
[
(α−1)

x + λ(β−1)
(γ+λx) − λ

]
f (x).

However, the mode xm0 is obtained as the solution of f ′(xm0) = 0. Therefore, we have[
(α−1)

xm0
+ λ(β−1)

(γ+λxm0)
− λ
]

f (xm0) = 0, that leads to f (xm0) = 0, or
[
(α−1)

xm0
+ λ(β−1)

(γ+λxm0)
− λ
]
= 0.

By solving
[
(α−1)

xm0
+ λ(β−1)

(γ+λxm0)
− λ
]

= 0, one acquires,

xmo =
(α+β−γ−2)±

√
(α+β−γ−2)2+4γ(α−1)

2λ .
Since the distribution is defined on the set (0, ∞), we acquire xmo as in the form,

xmo =
(α+β−γ−2)+

√
(α+β−γ−2)2+4γ(α−1)

2λ . �
Note: The skewness (γ1), kurtosis (γ2), and the coefficient of variation Cv of WD(α, β, γ, λ)

do not depend on λ.
Some recurrence relations of the Whittaker function are provided in [1]. From the above

theorem, we can deduce other recurrence relations for the Whittaker function as follows.

Corollary 1. For z > 0 and b > a − 1
2 , we have,

1- Wa− 1
2 ,b+ 1

2
(z) = 2(a+b−z)+1

[2(b−a)+1]
√

z Wa,b(z) + 2
[2(b−a)+1]

√
z Wa+1,b(z).
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2- Wa+2,b(z) =
(

b − a + 1
2

)(
b − a + 3

2
)
z Wa−1,b(z) −

(
a + b + 1

2 +
(

a + b + 1
2 − z

)2
)

Wa,b(z)− 2
(
a + b − z + 3

2
)
Wa+1,b(z).

3- 2(b−a)+3
2(b−a)+1 Wa−1,b+1(z)Wa,b(z) >

[
Wa− 1

2 ,b+ 1
2
(z)
]2

.

Proof of Corollary 1. From Theorem 3, one can acquire the mean and the second order
moment using the Laplace transformation as follows, μ′

1 = μ = − ∂
∂t L(t)

∣∣∣
t=0

= β
λ −

γ
λ + 1

λ

W β−α
2 +1, α+β−1

2
(γ)

W β−α
2 , α+β−1

2
(γ), andμ′

2 = E
(
X2) = ∂2

∂t2 L(t)
∣∣∣
t=0

= β
λ2 +

1
λ2 (β − γ)2 +

2
λ2 (β − γ + 1)

W β−α
2 +1, α+β−1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

+ 1
λ2

W β−α
2 +2, α+β−1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

.

The mean and the second order moment can also be derived from the rth moment formula

in Theorem 3, μ′
1 = μ = α

√
γ

λ

W β−α−1
2 , α+β

2
(γ)

W β−α
2 , α+β−1

2
(γ)

, and μ′
2 = E

(
X2) = Γ(α+2)

Γ(α)
γ
λ2

W β−α
2 −1, α+β+1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

.

Hence, by equating the two formulas of μ, we acquire W β−α−1
2 , α+β

2
(γ) =

β−γ
α
√

γ W β−α
2 , α+β−1

2
(γ)

+ 1
α
√

γ W β−α
2 +1, α+β−1

2
(γ).

By replacing α, β, and γ with b − a + 1
2 , a + b + 1

2 , and z, respectively, we acquire,

Wa− 1
2 ,b+ 1

2
(z) = 2(a+b−z)+1

[2(b−a)+1]
√

z Wa,b(z) + 2
[2(b−a)+1]

√
z Wa+1,b(z).

Similarly, by equating the two formulas of E
(
X2), we acquire,

(
β + (β − γ)2

)
W β−α

2 , α+β−1
2

(γ) = α(α + 1)γW β−α
2 −1, α+β−1

2
(γ)− 2(β − γ + 1)W β−α

2 +1, α+β−1
2

(γ)− W β−α
2 +2, α+β−1

2
(γ).

By replacing α, β, and γ with b − a + 1
2 , a + b + 1

2 , and z, respectively, we acquire,

Wa+2,b(z) =
(

b − a + 1
2

)(
b − a + 3

2
)
z Wa−1,b(z)−

(
a + b + 1

2 +
(

a + b + 1
2 − z

)2
)

Wa,b(z)

− 2
(
a + b − z + 3

2
)
Wa+1,b(z).

Since σ2 = α(α + 1) γ
λ2

W β−α
2 −1, α+β+1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

− α2 γ
λ2

[
W β−α−1

2 , α+β
2

(γ)

W β−α
2 , α+β−1

2
(γ)

]2

> 0.

By replacing α, β, and γ with b − a + 1
2 , a + b + 1

2 , and z, respectively, we acquire,
2(b−a)+3
2(b−a)+1 Wa−1,b+1(z)Wa,b(z) >

[
Wa− 1

2 ,b+ 1
2
(z)
]2

.
The proof is complete. �

Corollary 2. For a > 0 and z > 0, the Whittaker function satisfies the following conditions,

I. W1
2−a,a(z) = z

1
2−ae− z

2 .

II. W1−a, a+ 1
2
(z) = z1−ae− z

2
(
2az−1 + 1

)
; a, z > 0.

Proof of Corollary 2.

I. W1
2−a, a(z) =

z
α
2 + 1

2 e−
z
2

Γ(2a)

∫ ∞
0 e−ztt2a−1dt = z

1
2−ae− z

2 .

II. W1−a, a+ 1
2
(z) = za+1e−

z
2

Γ(2a)

∫ ∞
0 e−ztt2a−1(1 + t)dt =

za+1e−
z
2

Γ(2a)

(
z−2aΓ(2a) + z−(2a+1)Γ(2a + 1)

)
= z1−ae− z

2
(
2az−1 + 1

)
. �

Corollary 3. For α + β < 1 and α > 0, the confluent hypergeometric function of the second kind
satisfies the relation,

U(α, α + β, 0) =
Γ(1 − α − β)

Γ(1 − β)
. (6)
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Proof of Corollary 3. The confluent hypergeometric function of the second kind is defined
in [1] (Ch. Confluent Hypergeometric functions/Integral Representations page 505),

U(a, b, z) =
1

Γ(a)

∫ ∞

0
e−ztta−1(1 + t)b−a−1dt.

At z = 0, we acquire U(α, α + β, 0) = 1
Γ(α)

∫ ∞
0 tα−1(1 + t)β−1dt = Γ(1−α−β)

Γ(1−β)
. �

Theorem 4. Let X ∼ WD(α, β, γ, λ). Then,

(a) For α > 1 and α + β > 2, f (x) is log-concave.
(b) For α < 1 and α + β < 2, f (x) is log-convex.

Proof of Theorem 4. It is simple to see that, ∂
∂x log f (x) = (α+β−2)

( γ
λ +x)

+
(α−1) γ

λ

x( γ
λ +x)

− λ.

It is a decreasing (increasing) function for α + β > 2 (< 2), and α > 1 (< 1). Thus,
f (x) is log-concave (convex). �

Theorem 4 does not cover all ranges of α and β as shown in Figure 2. In the following
example, we illustrate that there is no obvious conclusion outside the above ranges.

Figure 2. The relation between α and β, and the concavity of WD(α, β, γ, λ).

Example: The second derivative of the log of density is,

g(x) =
∂2

∂x2 log f (x) = − (α − 1)
x2 − (β − 1)( γ

λ + x
)2 .

Figure 3 shows the function g(x) for the two cases where (α, β) = (0.5, 4) and
(α, β) = (1.5,−4). When (α, β) = (0.5, 4), g(x) is positive for x < 0.69, and for
x ≥ 0.69, g(x) is negative. Therefore f (x) is neither log-convex nor log-concave. Fur-
ther, when (α, β) = (1.5,−4), g(x) is negative for x < 0.46, and for x ≥ 0.46 is positive.
Therefore, f (x) is neither log-convex nor log-concave.

The distributions with log-concave density are unimodal and have increasing failure
rate property.

Theorem 5.

I. The Whittaker distribution has a monotonic likelihood ratio in x with respect to α when the
other parameters are constant.

II. The Whittaker distribution has a monotonic likelihood ratio in x with respect to β when the
other parameters are constant.
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III. The Whittaker distribution has a monotonic likelihood ratio in x with respect to γ when the
other parameters are constant and β < 1.

Proof of Theorem 5.

I Let α2 > α1. Then, ∂
∂x

(
fα2 (x)
fα1 (x)

)
= C(α2 − α1)xα2−α1−1 > 0, where C =

[
Γ(α1)
Γ(α2)

]n
λn(α2−α1)

γn
α2−α1

2[
W β−α1

2 ,
α1+β−1

2
(γ)

W β−α2
2 ,

α2+β−1
2

(γ)

]n

.

II. The proof is similar to that of I.

1. For γ1 < γ2, we acquire ∂
∂x

(
fγ2 (x)
fγ1 (x)

)
= (β − 1)(γ1 − γ2)

(γ2+λx)β−2

(γ1+λx)β , where C =

λe−
γ2−γ1

2

(
γ1
γ2

) α+β
2

W β−α
2 , α+β−1

2
(γ1)

W β−α
2 , α+β−1

2
(γ2)

If β < 1, then ∂
∂x

(
fγ2 (x)
fγ1 (x)

)
> 0. �

Note: The Whittaker distribution is not a member of the monotonic likelihood ratio
family with respect to λ when other parameters are constant.

Figure 3. g(x) for WD(0.5, 4, 1, 1), and WD(1.5,−4, 1, 1).

Percentiles

Now, we compute the percentiles of Whittaker distribution. For any 0 < q < 1, the
100q-th percentile is a number xq such that the area under f (x) to the left of xq is q. That is,
xq is any root of the equation,

F
(
xq
)
=
∫ xq

0
f (x)dx = q

Using numerical simulation, the percentage points xq associated with the cdf of X are
computed for some selected values of the parameters using Mathematica software (The
code is provided in Appendix A).

Definition 2. Let X ∼ WD(α, β, γ, λ) and Y = X1/c, then, Y is defined as the generalized
Whittaker distribution given by,

f (y) =
e−

γ
2

Γ(α)
|c|λα

γ
α+β

2 −1
e−λyc yαc−1(γ + λyc)β−1

W β−α
2 , α+β−1

2
(γ)

; y > 0, (7)

where α > 0, λ > 0, γ > 0, −∞ < β < ∞, and ∀c 	= 0. For simplicity, we use the notation
GWD(α, β, γ, λ, c).
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4. Special Cases

Many well-known distributions can be viewed as special cases of the WD and GWD.
Figure 4 summarizes all these findings. Whereas the distribution defined in [18,19] are
neither a generalization nor a special cases of the WD.

 

Figure 4. The special cases of GWD(α, β, γ, λ, c) and WD(α, β, γ, λ).

4.1. Generalized Lindley Distribution

If β = 2, then the Whittaker distribution is reduced to the generalized Lindley distri-
bution proposed by [20], as follows:

At β = 2, the mgf MX(t) =
(

λ
λ−t

) α
2 +1

e
−γt
2λ

W 2−α
2 , α+1

2
(γ( λ−t

λ ))

W 2−α
2 , α+1

2
(γ)

.

By using Corollary 2(II) at a = α
2 , we acquire W2−α

2 , α+1
2
(z) = z− α

2 +1e− z
2
(
αz−1 + 1

)
.

Then,

MX(t) =
(

λ

λ − t

) α
2 +1

e
−γt
2λ

(
γ
(

λ−t
λ

))− α
2 +1

e−
γ
2 (

λ−t
λ )

(
α
(

γ
(

λ−t
λ

))−1
+ 1
)

γ− α
2 +1e−

γ
2 (αγ−1 + 1)

,MX(t) =
(

λ

λ − t

)α+1 αλ + γ(λ − t)
αλ + γλ

.

Thus, if α = 1, β = 2, and λ = γ, the Whittaker distribution is reduced to the Lindley
distribution [21].

4.2. Beta Prime Distribution

If β < min(0, (1 − α)), γ = λ, and λ → 0 , the Whittaker distribution is reduced to the
beta prime distribution [22].
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For γ = λ, the pdf of WD(α, β, λ, λ) is reduced to f (x) = 1
Γ(α)λ

α+β
2 e−λ(x+ 1

2 )
xα−1(1+x)β−1

W β−α
2 , α+β−1

2
(λ)

.

By using [1] (Ch. Confluent Hypergeometric functions, page 505),

Wλ,μ(z) = exp(−z/2)zμ+ 1
2 U
(

μ − λ +
1
2

, 1 + 2μ; z
)

. (8)

we acquire W β−α
2 , α+β−1

2
(λ) = e− λ

2 λ
α+β

2 U(α, α + β; λ).

Then, f (x) = 1
Γ(α) e−λx xα−1(1+x)β−1

U(α, α+β; λ)
. By taking the limit as λ tends to zero, one acquires

lim
λ→0

(
1

Γ(α) e−λx xα−1(1+x)β−1

U(α,α+β;λ)

)
= 1

Γ(α)
1

U(α,α+β,0) xα−1(1 + x)β−1.

Using Corollary 3, we acquire the pdf f (x) = Γ(1−β)
Γ(α)Γ(1−α−β)

xα−1(1 + x)β−1; y > 0.
Thus, if α = 1, β < 0, γ = λ, and λ → 0 , the Whittaker distribution is reduced to

Lomax [23] and the Pareto distribution [24].

4.3. Generalized Gamma Distribution

If X ∼ GWD(α, 1, γ, λ, c), then X follows a generalized gamma distribution [25].
Hence the corresponding pdf is,

f (x) =
e−

γ
2

Γ(α)
cλα

γ
α−1

2
e−λxc xαc−1

W1−α
2 , α

2
(γ)

.

From Corollary 2 (I), we acquire W1−α
2 , α

2
(γ) = γ

1−α
2 e−

γ
2 .

Therefore, f (x) = c
Γ(α)λαxαc−1e−λxc

.
Notes:

(a) If β = 1, c = 2, and λ = α
ν , the generalized Whittaker distribution is reduced to the

Nakagami distribution [26].
(b) If α = 1, β = 1, and c = 2, the generalized Whittaker distribution is reduced to

Rayleigh distribution [27].
(c) If α = 0.5, β = 1, and c = 2, the generalized Whittaker distribution is reduced to the

half-normal distribution.
(d) If α = 1, and β = 1, the generalized Whittaker distribution is reduced to the Weibull

distribution.
(e) If β = 1, and c = 1, the generalized Whittaker distribution is reduced to the gamma

distribution.
(f) If α = 1 and β = 1, the Whittaker distribution is reduced to an exponential distribution.
(g) If β = 1, 2α = n, and λ = 2, the Whittaker distribution is reduced to a chi-square

distribution with n degrees of freedom.

4.4. Dagum Distribution

If X ∼ GWD(α,−α, λ, λ, c), X follows the Dagum distribution [28] with f (y) =

c
Γ(α) e−λyc yαc−1(1+yc)−(α+1)

U(α,0;λ) .

Recalling Corollary 3, we acquire the pdf as f (y) = cαyαc−1(1 + yc)−(α+1).

4.5. Half-t Distribution

If X follows a generalized Whittaker distribution with γ
λ = v, α = 1

2 , β = 1−v
2 , c = 2,

and at λ → 0 , the generalized Whittaker distribution is reduced to the half-t distribution.

The pdf of GWD
(

1
2 , 1−v

2 , λν, λ, 2
)

is given by f (x) = e−
λν
2

Γ( 1
2 )

2λ
2−v

4

ν
−ν−2

4
e−λx2 (ν+x2)

−1−v
2

W−ν
4 , −ν

4
(λν)

.

From (8), we acquire W−ν
4 , −ν

4
(λν) = e− λν

2 (λν)
2−ν

4 U
(

1
2 , 1 − ν

2 ; λν
)

. Then,
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f (x) =
1

Γ
(

1
2

) 2

ν
−ν
2

e−λx2
(
ν + x2)−1−v

2

U
(

1
2 , 1 − ν

2 ; λν
) lim

λ→0

⎛
⎝ 1

Γ
(

1
2

) 2

ν
−ν
2

e−λx2
(
ν + x2)−1−v

2

U
(

1
2 , 1 − ν

2 ; λν
)
⎞
⎠ =

v
v
2

Γ
(

1
2

) 2

U
(

1
2 , 1 − v

2 , 0
)(ν + x2

)−1−v
2

From Corollary 3, at α = 1
2 , β = 1−v

2 , we acquire U
(

1
2 , 1 − v

2 , 0
)
=

Γ( v
2 )

Γ( v+1
2 )

.

Therefore,

f (y) = 2v−
v+1

2 v
v
2

Γ
(

v+1
2

)
Γ
(

1
2

)
Γ
( v

2
)
(

1 +
y2

v

)− v+1
2

= 2
Γ
(

v+1
2

)
√

vπΓ
( v

2
)(1 +

y2

v

)− v+1
2

.

Thus, if α = 1
2 , β = 0, c = 2, γ = λ, and λ → 0 , the generalized Whittaker distribution

is reduced to a half-Cauchy distribution.

4.6. Inverse Gamma Distribution

If X ∼ GWD(α, 1, γ, λ,−1), X follows the inverse gamma distribution [23], as,

f (x) =
e−

γ
2

Γ(α)
λα

γ
α−1

2
e−

λ
x

x−α−1

W1−α
2 , α

2
(γ)

From Corollary 2 (I), we acquire W1−α
2 , α

2
(γ) = γ

α−1
2 e−

γ
2 .

Therefore,

f (x) =
λα

Γ(α)
x−α−1e−

λ
x .

Notes:

(a) If α = 1
2 , β = 1, and c = −1, the generalized Whittaker distribution is reduced to

Lévy distribution [29].
(b) If α = 1, β = 1, and c = −1, the generalized Whittaker distribution is reduced to the

inverse exponential distribution.
(c) If 2α = v, β = 1, λ = 1

2 , and c = −1, the generalized Whittaker distribution is
reduced to the inverse chi-square distribution.

4.7. Type-2 Gumbel Distribution

If X ∼ GWD(1, 1, γ, λ, c), then X follows a Type-2 Gumbel distribution [30], as,

f (x) = e−
γ
2 |c|λe−λxc xc−1

W0, 1
2
(γ)

.

From Corollary 2 (I), we acquire W0, 1
2
(γ) = e−

γ
2 .

Therefore, f (x) = |c|λxc−1e−λxc
.

Note: If α = 1, β = 1, and c = −2, then the generalized Whittaker distribution is
reduced to inverse Rayleigh distribution [31].

5. Estimation

In this section, we focus on the estimation of the parameters α, β, λ, and γ of the
Whittaker distribution. We introduce the estimation of parameters via the moments’ and
the maximum likelihood methods, denoted by MME and MLE, respectively.

Let X1, X2, . . . Xn be i.i.d. WD(α, β, γ, λ), the we have the following estimates.
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5.1. Method of Moments

λ̂MM = α̂MM

√
γ̂MM

X

W β̂MM−α̂MM−1
2 , α̂MM+β̂MM

2
(γ̂MM)

W β̂MM−α̂MM
2 , α̂MM+β̂MM−1

2
(γ̂MM)

, (9)

where α̂MM, β̂MM, and γ̂MM can be calculated by solving the following system of non-
linear equations:

S2 = X2
(

1 +
1

α̂MM

)W β̂MM−α̂MM
2 , α̂MM+β̂MM−1

2
(γ̂MM)W β̂MM−α̂MM

2 −1, α̂MM+β̂MM+1
2

(γ̂MM)[
W β̂MM−α̂MM−1

2 , α̂MM+β̂MM
2

(γ̂MM)

]2 − X2 (10)

∑n
i=1 Xi

3

nX3 =
Γ(α̂MM + 3)

α̂2
MMΓ(α̂MM + 1)

[
W β̂MM−α̂MM

2 , α̂MM+β̂MM−1
2

(γ̂MM)

]2
W β̂MM−α̂MM−3

2 , α̂MM+β̂MM
2 +1

(γ̂MM)[
W β̂MM−α̂MM−1

2 , α̂MM+β̂MM
2

(γ̂MM)

]3 (11)

In addition,

∑n
i=1 Xi

4

nX4 =
Γ(α̂MM + 4)

α̂3
MMΓ(α̂MM + 1)

[
W β̂MM−α̂MM

2 , α̂MM+β̂MM−1
2

(γ̂MM)

]3
W β̂MM−α̂MM

2 −2, α̂MM+β̂MM+3
2

(γ̂MM)[
W β̂MM−α̂MM−1

2 , α̂MM+β̂MM
2

(γ̂MM)

]4 , (12)

where X is the sample mean, and S2 is the sample variance.

5.2. Maximum Likelihood Estimates

The log-likelihood function is given by,
ln L = nα ln λ − n

(
α+β

2 − 1
)

ln γ − n ln Γ(α)− n ln W β−α
2 , α+β−1

2
(γ)− λ ∑n

i=1 xi − n γ
2 +

(α − 1)∑n
i=1 ln xi + (β − 1)∑n

i=1 ln(γ + λxi).
The MLE of α, β, γ, and λ can be obtained by solving numerically the equations

∂ ln L
∂α = 0, ∂ ln L

∂β = 0, ∂ ln L
∂γ = 0, and ∂ ln L

∂λ = 0, respectively:

∂ ln L
∂λ

=
nα

λ
−

n

∑
i=1

xi + (β − 1)
n

∑
i=1

xi
γ + λxi

, (13)

∂ ln L
∂γ

= −
n
(

α+β
2 − 1

)
γ

− n
2
+ (β − 1)

n

∑
i=1

1
γ + λxi

− n
2

(
1 − β − α

γ

)
+

n
γ

W β−α
2 +1, α+β−1

2
(γ)

W β−α
2 , α+β−1

2
(γ)

, (14)

∂ ln L
∂α

= n ln λ − n ln γ +
n

∑
i=1

ln xi −
n

[
γ

α+β
2 e

−γ
2

Γ(α)

∫ ∞
0 e−γttα−1(1 + t)β−1log(t)dt

]

W β−α
2 , α+β−1

2
(γ).

(15)

where,

∂

∂α
W β−α

2 , α+β−1
2

(γ) =
log(γ)

2
W β−α

2 , α+β−1
2

(γ)− ψ(α)W β−α
2 , α+β−1

2
(γ) +

γ
α+β

2 e
−γ
2

Γ(α)

∫ ∞

0
e−γttα−1(1 + t)β−1log(t)dt,

In addition,
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∂ ln L
∂β

= −n ln γ +
n

∑
i=1

ln(γ + λxi)−
n

[
γ

α+β
2 e

−γ
2

Γ(α)

∫ ∞
0 e−γttα−1(1 + t)β−1log(1 + t)dt

]

W β−α
2 , α+β−1

2
(γ)

, (16)

where,

∂

∂β
W β−α

2 , α+β−1
2

(γ) =
log(γ)

2
W β−α

2 , α+β−1
2

(γ) +
γ

α+β
2 e

−γ
2

Γ(α)

∫ ∞

0
e−γttα−1(1 + t)β−1log(1 + t)dt.

and ψ(.) is the di-gamma function.

6. Validations

In this section, we consider the application of GWD and WD to four different data sets
to study the behavior of the parameters c, α, β, λ, and γ. Mathematica software is adopted
to find the parameter estimates (The computer codes are provided in Appendix B). The
four data sets are described below.

Data set 1: The data set consisted of third-party motor insurance data for Sweden
(1977), described and analyzed in [32].

Data set 2: The data set represented an uncensored data set corresponding to remission
times (in months) of a random sample of 128 patients of bladder cancer reported in [33].

Data set 3: It represented the survival times (in days) of 72 guinea pigs infected with
virulent tubercle bacilli, observed and reported in [34].

Data set 4: It represented waiting times (in minutes) before service of 100 bank cus-
tomers as discussed [35].

Table 1 lists the model evaluation statistics for fitting the GWD and the WD together
with some other distributions. The best model is shown in bold.

Table 2 presents the values of the Vuong test for WD against normal, Johnson SL, and
log-normal distributions for all data sets.

The variance covariance matrix I(θ)−1 of the MLEs under the Whittaker distribution
for data set 1 are computed as,

⎛
⎜⎜⎝

93.8653 −227.9330 0.0029 −5.3054
−227.9330 555.0520 0.0154 13.0219

0.0029 0.0154 0.0163 0.0004
−5.3054 13.0219 0.0004 0.3127

⎞
⎟⎟⎠

Thus, the 95% confidence intervals for α, β, γ, and λ were (0, 21.1722), (42.6242,
134.978), (39.733, 40.2333), and (3.6761, 5.8683), respectively. Since α is always nonegative,
the lower bound of the confidence interval of α was set to zero.

For GWD (WD), the value of Pearson’s chi-square test was χ2 = 1.758 (2.1865) with p-
value 0.1849 (0.3351), which implies that GWD (WD) fits the data well. Regarding the maximum
values of the log-likelihood, and the minimum values of the AIC and BIC for GWD, and WD,
the results of both models are nearly identical. From the result of fitting GWD(α, β, γ, λ, c), the
estimated value is c = 1.03. Therefore, we perform an LRT for the hypothesis H0 : c = 1 against
H0 : c 	= 1. The value of the test statistic is χ2 = 0.18 with a p-value of 0.671, providing c = 1.
This implies that we can reduce the model GWD to the model WD with fewer parameters.
Figure 5 illustrates the estimated density of WD for data set 1.

The WD distribution is better than the log-normal distribution in terms of log-likelihood,
AIC, and BIC. The value of the Vuong test for WD versus log-normal is V = 2.873
(p-value = 0.0041), which implies that the WD yielded a significantly better fit than the
log-normal distribution. While the WD distribution outperforms the normal distribution
in terms of log-likelihood and AIC, this was not the case in terms of BIC. The value of
the Vuong test for the WD distribution versus the normal distribution is V = 0.8716
(p-value = 0.3834), indicating no significant difference between the models.
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Table 1. Estimation results for all data sets.

Data Set 1 Data Set 2 Data Set 3 Data Set 4

Model
MLE

Parameters
Log(L)

MLE
Parameters

Log(L)
MLE

Parameters
Log(L)

MLE
Parameters

Log(L)

GWD

α = 3.6368
β = 91.5863
λ = 4.3822
γ = 46.4312
c = 1.0304

−3768.62

α = 0.9679
β = −3.5285
λ = 0.0051
γ = 0.1665
c = 1.0921

−400.762

α = 3.2583
β = 1.0196
λ = 1.8831
γ = 134.651
c = 0.9701

−94.2268

α = 32.4000
β = −29.696
λ = 0.2028
γ = 0.0054
c = 0.9707

−316.930

WD

α = 2.1829
β = 88.8009
λ = 4.7722
γ = 39.9831

−3768.71

α = 1.0959
β = −4.8971
λ = 0.0033
γ = 0.1030

−400.815

α = 3.0834
β = 1.0000
λ = 1.7438
γ = 2.9426

−94.2291

α = 31.5464
β = −28.9529
λ = 0.1775
γ = 0.0050

−316.931

Log-normal μ = 2.3506
σ = 0.1899 −3788.58 μ = 1.5109

σ = 1.2819 −406.802 μ = 0.3991
σ = 0.629 −97.5222 μ = 2.0211

σ = 0.7801 −319.174

Normal μ = 10.6786
σ = 1.9757 −3773.45 μ = 8.5688

σ = 10.5191 −482.883 μ = 1.7682
σ = 1.0273 −104.106 μ = 9.877

σ = 7.2007 −339.312

Johnson SL

δ = 1.1633
γ = −2.2532
τ = −1.3757

−406.447

δ = 1.5878
γ = −1.9284
λ = 0.7481
τ = 0.3849

−92.9256

δ = 1.2306
γ = 2.6058
λ = 78.0372
τ = −0.5843

−317.086

Generalized
Gamma

α = 31.9737
λ = 0.1925
c = 0.8918

−3774.44
α = 1.6997
λ = 0.2410
c = 0.4266

−401.66
α = 3.1607
λ = 0.5208
c = 0.9701

−94.2268
α = 3.7429
λ = 0.1178
c = 0.4788

−317.225

Weibull λ = 11.5022
k = 5.8106 −3818.69 λ =8.2303

k = 0.9227 −402.191 λ = 1.996
k = 1.8254 −95.790 λ =10.9553

k = 1.4585 −318.731

Gamma α = 28.5388
λ = 2.6725 −3773.27 α =0.9155

λ =0.1068 −402.624 α = 3.0834
λ = 1.7438 −94.2291 α = 2.0088

λ = 0.2034 −317.3

Exponential λ=0.1167 −402.96

Generalized
Lindley

α = 28.0971
λ = 2.6938
γ = 5.4342

−3773.13
α = 0.3594
λ = 0.1455
γ = 1.1499

−407.868
λ = 1.8248
α = 2.3367
γ = 14.7453

−94.0893
λ = 0.2300
α = 1.4949
γ = 0.8024

−317.836

Lindley λ = 0.2129 −417.924

Table 2. Vuong test of WD vs. some models for all data sets.

Data Set 1 Data Set 2 Data Set 3 Data Set 4

WD vs Test statistic p-value Test statistic p-value Test statistic p-value Test statistic p-value
Log-normal 2.8733 0.0041 1.4188 0.1559 0.3568 0.7212 0.1284 0.8979

Normal 0.8716 0.3834 4.4671 <0.001 2.0183 0.0436 3.5893 0.0003

Johnson (Johnson SL)
2.3096 0.0209 (Johnson SU)

−1.0613 0.2885 (Johnson SB)
0.3735 0.7088

 
Figure 5. Estimated density of WD(α, β, γ, λ) for data set 1.
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The generalized gamma distribution and Weibull distributions are special cases of the
generalized Whittaker distribution. Therefore, there is no need to fit these distributions. The
gamma and generalized Lindley distributions are special cases of the Whittaker distribution
at β = 1 and β = 2, respectively. It is clear that β̂ = 88.8 in the WD is neither one nor two.
For the gamma distribution, the value of LRT is χ2 = 9.12 (p-value = 0.0104). Then, β 	= 1.
The same conclusion is obtained under the generalized Lindley, β 	= 2, where the value of
the test statistic is χ2 = 8.84 (p-value = 0.003).

The variance covariance matrix I(θ)−1 of the MLEs under the Whittaker distribution
for data set 2 was computed as,

⎛
⎜⎜⎝

0.0238 0.1390 −2.65 × 10−6 0.0002
0.1390 5.9668 −0.00004 0.0051

−2.65 × 10−6 −0.00004 8.32 × 10−6 2.16 × 10−7

0.0002 0.0051 2.16 × 10−7 4.86 × 10−6

⎞
⎟⎟⎠

Thus, the 95% confidence intervals of α, β, γ, and λ are (0.7937, 1.3981), (−9.684,
−0.1094), (0.09735, 0.1087), and (0, 0.0076), respectively. The lower bound of the confidence
interval of λ is negative. Since λ is always non-negative, zero is considered the lower bound.

The results of Pearson’s chi-square test for GWD (WD) yield χ2 = 12.0676 (12.3476)
with a p-value 0.0984 (0.1944), which implies that GWD (WD) fits the data well. The result
of GWD shows that the estimated value of c is 1.09, and the other parameters are nearly
the same as those of WD. Therefore, we perform the LRT for hypotheses H0 : c = 1 and
H0 : c 	= 1. The value of the test statistic is χ2 = 0.106 (p-value = 0.7447). This implies that
we can reduce GWD to WD, which has fewer parameters. Figure 6 illustrates the estimated
density of WD for data set 2.

 
Figure 6. Estimated density of WD(α, β, γ, λ) for data set 2.

According to the Vuong test, we can conclude that WD fits the data better than the
normal distribution and Johnson’s SL with (V = 4.47 with p-value < 0.001) and (V = 2.31
with p-value = 0.021), respectively. There is no significant difference between the WD
distribution and the log-normal distribution with a p-value of 0.156.

The generalized gamma and Weibull distributions are special cases of GWD, and thus
are eliminated from the comparison. Using the LRT to check where the data had been
drawn from an exponential distribution, the value of the test statistic becomes χ2 = 4.29
(p-value = 0.2318). This implies that the exponential distribution fits the data.
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The variance covariance matrix I(θ)−1 of the MLEs under the Whittaker distribution
for data set 3 is computed as follows.

⎛
⎜⎜⎝

3.0194 −14.3655 0.0022 −2.1450
−14.3655 74.2163 −0.0114 11.7791

0.0022 −0.0114 0.0095 −0.0018
−2.1450 11.7791 −0.0018 1.9596

⎞
⎟⎟⎠

Thus, the 95% confidence intervals of α, β, γ, and λ were (0, 6.4892), (−15.8852, 17.8852),
(2.7513, 3.1339), and (0, 4.4875), respectively. The lower bounds of the confidence intervals
of α and λ are negative; and as both α and λ are always non-negative, zero is used as
lower bound.

We fit the models WD and GWD to data on survival times. The results of Pearson’s
chi-square test for GWD (WD) yield a value χ2 = 3.766 (3.8114) with p-value 0.1521 (0.2826),
which implies that GWD (WD) fits the data well. The results (in Table 1) of GWD show
that the estimated value of c is 0.97, and the other parameters are nearly identical to those
of WD. Using the LRT, the value of the test statistic is χ2 = 0.005 (p-value = 0.946). This
implies that we can reduce the model GWD to WD, which has fewer parameters. Figure 7
illustrates the estimated density of WD for data set 3.

 
Figure 7. Estimated density of WD(α, β, γ, λ) for data set 3.

Using the Vuong test (in Table 2), there is no significant difference between the fitted
model using the WD distribution and all remaining tested distributions.

The generalized gamma and Weibull distributions are a special case of GWD, and
thus are eliminated from the comparison. From the results of fitting WD, we note that
the estimated value of β is one, and the other fitting measures of α and λ are identical
to those of Gamma(α, λ). Therefore, we perform the LRT (H0 : β = 1) with a p-value of
one, with providing β = 1. The generalized Lindley is a special case of the WD when β
is two. Without testing, we know that the gamma distribution yields a better fit than the
generalized Lindley for this data set.

The variance covariance matrix I(θ)−1 of the MLEs under the Whittaker distribution
for data set 4 is computed as follows.

⎛
⎜⎜⎝

1442.85 −1461.15 −0.0001 −0.9952
−1461.15 1479.8 0.0001 1.0190
−0.0001
−0.9952

0.0001
1.0190

1.78 × 10−8

−1.67 × 10−9
−1.67 × 10−9

0.0019

⎞
⎟⎟⎠
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Thus, the 95% confidence intervals for α, β, γ, and λ are (0, 106.00), (−104.35, 46.4446),
(0.0047, 0.0053), and (0.0922, 0.2627), respectively. The lower bound of the confidence
interval of α is negative. As α is non-negative, zero is used as lower bound.

We fit the models WD and GWD to data of waiting times. The results of Pearson’s
chi-square test for GWD (WD) yield a value of χ2 = 10.9955 (11.0327) with a p-value 0.202
(0.2735), which implies that GWD (WD) fits the data well. The result (in Table 1) for GWD
shows that the estimated value of c is 0.97. Using the LRT for c = 1, the value of the test
statistic is χ2 = 0.002 (p-value = 0.964). This implies that we can reduce the model GWD
to WD, which has fewer parameters. Figure 8 illustrates the estimated density of WD for
data set 4.

 
Figure 8. Estimated density of WD(α, β, γ, λ) for data set 4.

According to the Vuong test, we can conclude that WD yields a better fit than the nor-
mal with (V = 4.47 with p-value < 0.001), and there is no significant difference between the
fitted model using the WD distribution, and the log-normal and Johnson’s SB distributions.
The generalized gamma and Weibull distributions are special cases of GWD, and thus are
eliminated from the comparison. Using the LRT, the value of the test statistic of H0 : β = 2
was χ2 = 1.81 (p-value = 0.179). This implies that the generalized Lindley distribution
fits the data. Finally, the value of the test statistic of the LRT for H0 : β = 1 is χ2 = 0.738
(p-value = 0.691). This implies that the gamma distribution fits the data as well.

7. Conclusions

Based on Whittaker function a modified life distribution that is called Whittaker
distribution has been introduced. The Whittaker distribution is a generalization of many
well-known continuous distributions such as gamma, exponential, chi-square, generalized
Lindley, Lindley, beta prime, and Lomax distributions. Furthermore, we have defined
the generalized Whittaker distribution that also has the generalized gamma, half-normal,
Weibull, half-t, half-Cauchy, Nakagami, Rayleigh, Dagum, Lévy, type-2 Gumbel, inverse
gamma, inverse chi-square, inverse exponential, inverse Weibull, and inverse-Rayleigh
distributions as special cases. We Validated the proposed distributions on four real data
sets. The results of Pearson’s chi-square test confirmed that the Generalized Whittaker
distribution and the Whittaker distribution fit the data well for all the four data sets. In
some applications, the vuong test showed that the Whittaker distribution has significantly
better fit than the normal, log-normal and Jhonson distributions.
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Appendix A

The code for calculating the 25th percentiles of the Whittaker distribution:
(Code file)
Clear[a1,a2,b1,b2,x,f,g,cf]
a1 = 10.5; a2 = 1.25; b = 3.5; v = 2.5;
f[x_]:= Exp[−v/2]/Gamma[a1] bˆa1/vˆ((a1 + a2)/2 − 1)*(xˆ(a1 − 1) (v + b*x)ˆ(a2 −

1))/WhittakerW[(a2 − a1)/2,(a1 + a2 − 1)/2,v] Exp[−x*b]
cf[u_]: = Exp[−v/2]/Gamma[a1] bˆa1/vˆ((a1 + a2)/2 − 1)*1/WhittakerW[(a2 −

a1)/2,(a1 + a2−1)/2,v] NIntegrate[xˆ(a1 − 1) (v + b*x)ˆ(a2 − 1) Exp[−x*b],{x,0,u}]
w1 = FindRoot[Exp[−v/2]/Gamma[a1] bˆa1/vˆ((a1 + a2)/2−1)*1/WhittakerW[(a2−a1)

/2,(a1 + a2−1)/2,v] NIntegrate[xˆ(a1 − 1) (v + b*x)ˆ(a2 − 1) Exp[−x*b],{x,0,u}]−0.25,{u,0.12}]
q1 = u//.w1
cf[q1]
{u− > 2.38469}
2.38469
0.25

Appendix B

The computer codes for the maximum likelihood estimation, the Voung test and for
the variance covariance matrix I(θ)−1 of the MLEs under the Whittaker distribution for
data set 2:

(Code file)
y = {0.08,0.52,0.22,0.82,0.62,0.39,0.96,0.19,0.66,0.4,0.26,0.31,0.73,3.48,6.97,25.74,2.54,5.32,

14.83,1.05,4.26,17.14,4.34,19.13,6.54,3.36,6.94,13.29,2.46,5.17,10.06,0.9,4.23,7.63,1.35,7.93,3.25,
12.03,8.65,13.11,2.26,5.09,9.74,32.15,4.18,7.62,46.12,5.62,18.1,6.25,2.02,22.69,0.2,5.06,9.47,26.31,
3.88,7.59,16.62,2.83,11.64,4.4,12.02,6.76,2.09,4.98,13.8,0.51,3.82,10.34,36.66,2.75,11.25,3.02,11.98,
4.51,2.07,4.87,9.02,0.5,3.7,7.32,34.26,2.69,5.41,79.05,5.71,1.76,8.53,6.93,8.66,0.4,3.64,7.28,14.77,
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2.69,5.41,17.12,2.87,11.79,4.5,20.28,12.63,23.63,3.57,7.26,14.76,2.64,5.34,10.75,1.26,7.87,1.46,8.37,
3.36,5.49,2.23,7.09,14.24,0.81,5.32,10.66,43.01,4.33,17.36,5.85,2.02,12.07};

n = 128;
w1 = FindRoot[{c*Sum[Log[y[[i]]], {i, 1, n}] − (n*((1/2)*Derivative[0, 1, 0][Whittak-

erW][(a2 − a1)/2, (1/2)*(a1 + a2 − 1), v] −
(1/2)*Derivative[1, 0, 0][WhittakerW][(a2 − a1)/2, (1/2)*(a1 + a2 − 1), v]))/Whittaker

W[(a2 − a1)/2, (1/2)*(a1 + a2 − 1), v] − n*PolyGamma[0, a1] + n*Log[b] − (1/2)*n*Log[v],
Sum[Log[b*y[[i]]ˆc + v], {i, 1, n}] − (n*((1/2)*Derivative[0, 1, 0][WhittakerW][(a2 − a1)/2,
(1/2)*(a1 + a2 − 1), v] +

(1/2)*Derivative[1, 0, 0][WhittakerW][(a2 − a1)/2, (1/2)*(a1 + a2 − 1), v]))/Whittaker
W[(a2 − a1)/2, (1/2)*(a1 + a2 − 1), v] − (1/2)*n*Log[v],

(a2 − 1)*Sum[1/(b*y[[i]]ˆc + v), {i, 1, n}] − (n*((1/2 − (a2 − a1)/(2*v))*WhittakerW[(a2
− a1)/2, (1/2)*(a1 + a2 − 1), v] − WhittakerW[(a2 − a1)/2 + 1, (1/2)*(a1 + a2 − 1),
v]/v))/WhittakerW[(a2 − a1)/2, (1/2)*(a1 + a2 − 1), v] − (n*((a1 + a2)/2 − 1))/v − n/2,
(a2 − 1)*Sum[y[[i]]ˆc/(b*y[[i]]ˆc + v), {i, 1, n}] − Sum[y[[i]]ˆc, {i, 1, n}] + (a1*n)/b && a1 > 0
&& v > 0 && b > 0}, {{a1, 1.08}, {a2, −4.57}, {b, 0.005}, {v, 0.15}}]

{a1− > 1.09587,a2− > −4.89705,b− > 0.00331532,v− > 0.103035}
Clear[a1, a2, v, b, c]
w = FindRoot[{n*Log[b] − (1/2)*n*Log[v] − n*PolyGamma[0, a1] + c*Sum[Log[y[[i]]],

{i, 1, n}] − (n*((1/2)*Derivative[0, 1, 0][WhittakerW][(1/2)*(−a1 + a2), (1/2)*(−1 + a1
+ a2), v] − (1/2)*Derivative[1, 0, 0][WhittakerW][(1/2)*(−a1 + a2), (1/2)*(−1 + a1 +
a2), v]))/ WhittakerW[(1/2)*(−a1 + a2), (1/2)*(−1 + a1 + a2), v], (−(1/2))*n*Log[v] +
Sum[Log[v + b*y[[i]]ˆc], {i, 1, n}] − (n*((1/2)*Derivative[0, 1, 0][WhittakerW][(1/2)*(−a1
+ a2), (1/2)*(−1 + a1 + a2), v] + (1/2)*Derivative[1, 0, 0][WhittakerW][(1/2)*(−a1 + a2),
(1/2)*(−1 + a1 + a2), v]))/ WhittakerW[(1/2)*(−a1 + a2), (1/2)*(−1 + a1 + a2), v], −(n/2)
− ((−1 + (a1 + a2)/2)*n)/v + (−1 + a2)*Sum[1/(v + b*y[[i]]ˆc), {i, 1, n}] − (n*((1/2 − (-a1
+ a2)/(2*v))*WhittakerW[(1/2)*(−a1 + a2), (1/2)*(−1 + a1 + a2), v] − WhittakerW[1 +
(1/2)*(−a1 + a2), (1/2)*(−1 + a1 + a2), v]/v))/ WhittakerW[(1/2)*(−a1 + a2), (1/2)*(−1
+ a1 + a2), v], (a1*n)/b − Sum[y[[i]]ˆc, {i, 1, n}] + (−1 + a2)*Sum[y[[i]]ˆc/(v + b*y[[i]]ˆc),
{i, 1, n}], n/c + a1*Sum[Log[y[[i]]], {i, 1, n}] − b*Sum[Log[y[[i]]]*y[[i]]ˆc, {i, 1, n}] + (−1 +
a2)*Sum[(b*Log[y[[i]]]*y[[i]]ˆc)/(v + b*y[[i]]ˆc), {i, 1, n}] && a1 > 0 && v > 0 && b > 0}, {{a1,
0.98}, {a2, −3.47}, {b, 0.005}, {v, 0.15}, {c, 1.5}}]

{a1− > 0.967908,a2− > −3.52849,b− > 0.00510853,v− > 0.166534,c− > 1.09214}
“Vuong test”
k = 4;
a1 = 1.09587;
a2 = −4.897054;
b = 0.0033153184;
v = 0.103034;
f[x_]:= (Exp[−v/2]/Gamma[a1])*(bˆa1/vˆ((a1 + a2)/2 − 1))*((xˆ(a1 − 1)*(v + b*x)ˆ(a2

− 1))/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v])*Exp[(−x)*b]
“Log-normal”
Clear[u, se]
wln = FindRoot[{−(n/se) − Sum[−((−u + Log[y[[i]]])ˆ2/seˆ3), {i, 1, n}], −Sum[−((−u

+ Log[y[[i]]])/seˆ2), {i, 1, n}]}, {{u, 2.3}, {se, 0.2}}]
se = se //. wln;
u = u //. wln;
fln[x_]:= (1/(x*se*Sqrt[2*Pi]))*Exp[−((Log[x] − u)ˆ2/(2*seˆ2))];
lln = (−n)*Log[Sqrt[2*Pi]] − Sum[Log[y[[i]]], {i, 1, n}] − n*Log[se] − Sum[(Log[y[[i]]]

− u)ˆ2/(2*seˆ2), {i, 1, n}]
lrln = Sum[Log[f[y[[i]]]/fln[y[[i]]]], {i, 1, n}] − (k − 2);
wnln = (1/n)*Sum[Log[f[y[[i]]]/fln[y[[i]]]]ˆ2, {i, 1, n}] − ((1/n)*Sum[Log[f[y[[i]]]/fln[y[[i]]]],

{i, 1, n}])ˆ2;
vln = lrln/Sqrt[n*wnln]
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2*(1 − CDF[NormalDistribution[], Abs[vln]])
“Normal”
Clear[sn, un, w1, vnor, lrnor, wnnor, fn, lnor]
w1 = FindRoot[{−(n/sn) + Sum[(−un + y[[i]])ˆ2, {i, 1, n}]/snˆ3, −(Sum[−2*(−un +

y[[i]]), {i, 1, n}]/(2*snˆ2))}, {{un, 1}, {sn, 1}}]
un = un //. w1;
sn = sn //. w1;
fn[x_]:= (1/Sqrt[2*Pi*snˆ2])*Exp[−((x − un)ˆ2/(2*snˆ2))]
lnor = (−(n/2))*Log[2*Pi] − n*Log[sn] − Sum[(y[[i]] − un)ˆ2, {i, 1, n}]/(2*snˆ2)
lrnor = Sum[Log[f[y[[i]]]/fn[y[[i]]]], {i, 1, n}] − (k − 2);
wnnor = (1/n)*Sum[Log[f[y[[i]]]/fn[y[[i]]]]ˆ2, {i, 1, n}] − ((1/n)*Sum[Log[f[y[[i]]]/

fn[y[[i]]]], {i, 1, n}])ˆ2;
vnor = lrnor/Sqrt[n*wnnor]
2*(1 − CDF[NormalDistribution[], Abs[vnor]])
“Johnson”
Clear[bj, tj, cj]
vjo = −2.25315;
cj = 1.1633;
tj = −1.37569;
fj[x_]:= (cj/Sqrt[2*Pi])*(1/(x − tj))*Exp[(−2ˆ(−1))*(vjo + cj*Log[x − tj])ˆ2]
lnj = n*Log[cj/Sqrt[2*Pi]] − Sum[Log[y[[i]] − tj], {i, 1, n}] − (1/2)*Sum[(vjo + cj*Lo

g[y[[i]] − tj])ˆ2, {i, 1, n}]
lrj = Sum[Log[f[y[[i]]]/fj[y[[i]]]], {i, 1, n}] − (k − 3);
wnj = (1/n)*Sum[Log[f[y[[i]]]/fj[y[[i]]]]ˆ2, {i, 1, n}] − ((1/n)*Sum[Log[f[y[[i]]]/f

j[y[[i]]]], {i, 1, n}])ˆ2;
vj1 = lrj/Sqrt[n*wnj]
2*(1 − CDF[NormalDistribution[], Abs[vj1]])
Vuong test0e
Log-normal
{u− > 1.51087,se− > 1.28189}
−406.802
1.41883
0.155948
Normal
{un− > 8.56875,sn− > 10.5191}
−482.833
4.46717
7.92596 × 10−6

Johnson
−406.447
2.30962
0.0209092
“CI”
a11 = n*((vˆ((a1 + a2)/2)*Exp[−v/2])/Gamma[a1])*(NIntegrate[Exp[(−v)*t]*tˆ(a1 −

1)*(1 + t)ˆ(a2 − 1)*Log[t]ˆ2, {t, 0, Infinity}]/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v]) −
n*(((vˆ((a1 + a2)/2)*Exp[-v/2])/Gamma[a1])*(NIntegrate[Exp[(−v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2
− 1)*Log[t], {t, 0, Infinity}]/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v]))ˆ2;

a12 = n*((vˆ((a1 + a2)/2)*Exp[−v/2])/Gamma[a1])*(NIntegrate[Exp[(−v)*t]*tˆ(a1 −
1)*(1 + t)ˆ(a2 − 1)*Log[t]*Log[1 + t], {t, 0, Infinity}]/WhittakerW[(a2 − a1)/2, (a1 + a2 −
1)/2, v]) − n*((vˆ((a1 + a2)/2)/Gamma[a1])*(Exp[−v/2]/WhittakerW[(a2 − a1)/2, (a1 +
a2 − 1)/2, v]))ˆ2*NIntegrate[Exp[(-v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2 − 1)*Log[t], {t, 0, Infinity}]*
NIntegrate[Exp[(−v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2 − 1)*Log[1 + t], {t, 0, Infinity}];

a13 = −(−(n/v) − n*(a2 − v)*((vˆ((a1 + a2)/2 − 1)*Exp[−v/2])/Gamma[a1])*(NInteg
rate[Exp[(−v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2 − 1)*Log[t], {t, 0, Infinity}]/
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WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v]) + n*((vˆ((a1 + a2)/2)*Exp[-v/2])/Gamm
a[a1])*(NIntegrate[Exp[(−v)*t]*tˆa1*(1 + t)ˆ(a2 − 1)*Log[t], {t, 0, Infinity}]/ WhittakerW[(a2
− a1)/2, (a1 + a2 − 1)/2, v]) − n*((vˆ((a1 + a2)/2 − 1)*Exp[-v/2])/Gamma[a1])*Whittaker
W[(a2 − a1)/2 + 1, (a1 + a2 − 1)/2, v]*

(NIntegrate[Exp[(−v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2 − 1)*Log[t], {t, 0, Infinity}]/Whittaker
W[(a2 − a1)/2, (a1 + a2 − 1)/2, v]ˆ2));

a14 = −(n/b);
a22 = n*((vˆ((a1 + a2)/2)*Exp[-v/2])/Gamma[a1])*(NIntegrate[Exp[(−v)*t]*tˆ(a1 −

1)*(1 + t)ˆ(a2 − 1)*Log[1 + t]ˆ2, {t, 0, Infinity}]/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v])
− n*(((vˆ((a1 + a2)/2)*Exp[−v/2])/Gamma[a1])*(NIntegrate[Exp[(−v)*t]*tˆ(a1 − 1)*(1 +
t)ˆ(a2 − 1)*Log[1 + t], {t, 0, Infinity}]/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v]))ˆ2;

a23 = −(−(n/v) + Sum[1/(v + b*y[[i]]), {i, 1, n}] + n*((vˆ((a1 + a2)/2)*Exp[-v/2])/Gamm
a[a1])*(NIntegrate[Exp[(-v)*t]*tˆa1*(1 + t)ˆ(a2 − 1)*Log[1 + t], {t, 0, Infinity}]/WhittakerW[(a2
− a1)/2, (a1 + a2 − 1)/2, v]) + n*(1 − a2/v)*((vˆ((a1 + a2)/2)*Exp[-v/2])/Gamma[a1])*(N
Integrate[Exp[(-v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2 − 1)*Log[1 + t], {t, 0, Infinity}]/WhittakerW[(a2
− a1)/2, (a1 + a2 − 1)/2, v]) − (n/v)*((vˆ((a1 + a2)/2)*Exp[-v/2])/Gamma[a1])*Whittaker
W[(a2 − a1)/2 + 1, (a1 + a2 − 1)/2, v]* (NIntegrate[Exp[(-v)*t]*tˆ(a1 − 1)*(1 + t)ˆ(a2 −
1)*Log[1 + t], {t, 0, Infinity}]/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v]ˆ2));

a24 = −(n/b − Sum[v/((v + b*y[[i]])*b), {i, 1, n}]);
a33 = −((n/vˆ2)*(a1 − 1) + (n/vˆ2)*(v/2 − (a2 − a1)/2 − 2)*(WhittakerW[(a2 − a1)/2

+ 1, (a1 + a2 − 1)/2, v]/WhittakerW[(a2 − a1)/2, (a1 + a2 − 1)/2, v]) −
(n/vˆ2)*(WhittakerW[(a2 − a1)/2 + 2, (a1 + a2 − 1)/2, v]/WhittakerW[(a2 − a1)/2,

(a1 + a2 − 1)/2, v]) − (a2 − 1)*Sum[1/(v + b*y[[i]])ˆ2, {i, 1, n}]);
a34 = (a2 − 1)*Sum[y[[i]]/(v + b*y[[i]])ˆ2, {i, 1, n}];
a44 = −(−((n*(a1 + a2 − 1))/bˆ2) + (−1 + a2)*Sum[(y[[i]]*v)/(b*(v + b*y[[i]])ˆ2), {i, 1,

n}] + (−1 + a2)*Sum[v/(bˆ2*(v + b*y[[i]])), {i, 1, n}]);
beta = {{a11, a12, a13, a14}, {a12, a22, a23, a24}, {a13, a23, a33, a34}, {a14, a24, a34, a44}};
inbeta = Inverse[beta];
MatrixForm[inbeta]
CI
(_{{0.0237651, 0.139018, −2.65017 × 10−6, 0.00020543},
{0.139018, 5.96683, −0.0000375354, 0.00511258},
{−2.65017 × 10−6, −0.0000375354, 8.32295 × 10−6, 2.16077 × 10−7},
{0.00020543, 0.00511258, 2.16077 × 10−7, 4.85993 × 10−6}}_)
“a1”
Sqrt[inbeta[[1,1]]]
“p-value”
2*(1 − CDF[NormalDistribution[], a1/Sqrt[inbeta[[1,1]]]])
a1 + 1.96*Sqrt[inbeta[[1,1]]]
a1 − 1.96*Sqrt[inbeta[[1,1]]]
“a2”
Sqrt[inbeta[[2,2]]]
“p-value”
2*(1 − CDF[NormalDistribution[], Abs[a2/Sqrt[inbeta[[2,2]]]]])
a2 + 1.96*Sqrt[inbeta[[2,2]]]
a2 − 1.96*Sqrt[inbeta[[2,2]]]
“v”
Sqrt[inbeta[[3,3]]]
“p-value”
2*(1 − CDF[NormalDistribution[], v/Sqrt[inbeta[[3,3]]]])
v + 1.96*Sqrt[inbeta[[3,3]]]
v − 1.96*Sqrt[inbeta[[3,3]]]
“b”
Sqrt[inbeta[[4,4]]]
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“p-value”
2*(1 − CDF[NormalDistribution[], b/Sqrt[inbeta[[4,4]]]])
b + 1.96*Sqrt[inbeta[[4,4]]]
b − 1.96*Sqrt[inbeta[[4,4]]]
a1
0.154159
p-value
1.16995 × 10−12

1.39805
0.793748
a2
2.44271
p-value
0.0449863
−0.10939
−9.68481
v
0.00288495
p-value
0.
0.108655
0.0973455
b
0.00220453
p-value
0.134414
0.00762087
−0.00102087
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Abstract: The safe development of chemical industries requires adequate control of the environmental
sustainability of the areas where enterprises are located. The purpose of the article is to develop
and test a methodology for solving the multicriteria problem of choosing industrial zones for the
development of chemical industries using the method of an additive global criterion. The novelty of
the methodology lies in the multi-criteria and complexity of the tool and the presence of a statistical
base, which allows it to be used for various socio-economic purposes at all levels of government.
As the main research tools, the methods of multi-criteria selection of objects, one-dimensional data
scaling, additive convolution of criteria, and methods of multivariate statistical analysis for verifying
the results obtained and making a decision were used. The article describes the mathematical
apparatus of the technique for solving the multicriteria problem of selecting objects by the method of
an additive global criterion. The solution algorithm provides for a three-level integration of particular
indicators using the methods of mathematical processing of an array of different-dimensional values.
The procedure for selecting the vectors of the criterion space makes it possible to select industrial
zones and obtain a global criterion using the additive convolution method. In order to test the
methodology, the problem of choosing industrial zones for the potential development of chemical
industries in the Russian region was solved. For the development of chemical production, industrial
zones have been selected that are included in the above-average environmental sustainability group:
Bavlinskaya, Nurlatskaya, Bugulminskaya, and Leninogorskaya. Tendencies of decrease in ecological
stability of the zones, which have relatively safe industries on their territory but are adjacent to
the zones of location of environmentally unfavorable industries, are revealed. The materials of
the article can be used in the development of intelligent systems for monitoring and controlling
the development of chemical industries, which allow monitoring the level of environmental safety
of industrial zones, identifying sources of negative environmental impact with pursuing decision-
making on the organization and planning of production systems in the territorial space.

Keywords: multi-criteria selection problem; additive global criterion; multivariate statistical analysis;
criteria convolution; criteria vectors; industrial zones; chemical production

MSC: 62C25; 90B50

1. Introduction

Chemical enterprises, as open production systems, carry out an intensive exchange
of production resources with the environment. Currently, when designing new chemical
and technological facilities, insufficient attention is paid to assessment of ecology negative
factors of an industrial zone impact. The territorial development of chemical technological
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systems should be carried out with continuous monitoring of environmental sustainability
and balance of enterprises operation zones.

According to new Russian legislation, first category enterprises of negative impact on
environment must obtain an integrated environmental permit to conduct their activities,
including mathematical calculation and justification confirming production site environ-
mental safety. In this regard, this study is relevant and has high scientific theoretical and
practical significance.

Numerous works of foreign and domestic scientists are devoted to industrial zones
development in conditions of negative impact of chemical industries on the environment.

The main research directions in the field of territories concept and principles sustain-
able development are determined by works of the following scientists. Zhou Y., Kong
Y., Sha J. and others examined industrial structure modernization in the evolution of
eco-efficiency in a spatial aspect [1]; Fernando L., Suarez M., Eugenia M. proposed a multi-
disciplinary model to ensure territories sustainability [2]; Chertow M., Gordon M., Hirsch
P. assessed industrial symbiosis and infrastructure potentials [3]; and John B., Luederitz C.,
Lang D. et al. [4], Cui X. [5] proposed a concept and system model for the development of
ecologically safe industrial zones.

The study of sustainable development possibilities in the western regions of China
based on the DEA method is reflected in the articles of Niu D.H. and Gu Kh.Ch. [6]; the
conceptual categorical policy toolkit for stimulating region sustainable development is
considered by V.G. Polishchuk [7]; the preconditions and prospects for state regulation
of state and region sustainable development of the state and regions were studied by
A. Merzlyak and U. Vikhort [8]; and methodological tools for choosing a sustainable
development strategy the region is reflected in the writings of Szabo, M; Chete M.S.,
Palvolgi T., Ye B.N. [9,10]. Russia regions example demonstrates socio-ecological-economic
system and methodological aspects sustainable development model for assessment of
factors affecting sustainable development in the publications of M.A. Dugarovich, D.E.
Buyantuev, S.M. Reznichenko, O.V. Takhumova, and Filatova V.V. [11,12].

The problems of chemical industries environmental safety are widely considered in
scientific works of researchers, chemists, ecologists, and process engineers. The funda-
mental concept of “green” chemistry belongs to the researchers Anastas P.T. and Warner
J.C. [13], who proposed twelve principles of “green engineering” as the basis for sustainable
development [14]. Co-authored with Zimmerman J.B., the principles of waste recycling
are considered in the work “When is waste not waste?” [15]. The scientific team consisting
of Vest S., Aguedo M., Anastas P.T. focused on the targeted modification of raw materials
using green chemistry to produce high value-added products [16]. Under the direction of
Falinsky M.M. for the purposes of sustainable development, they proposed methods of
water purification based on nanotechnologies [17]. Golden J.C. and co-authors from the
position of social security considered the trends of ecological trade [18].

A significant contribution to the modern development of low-waste chemical-technological
systems at the world level was made by the Russian academician V.P. Meshalkin. Under
his scientific guidance, a lot of works were created in theory analysis field and synthesis
of energy-efficient environmentally friendly chemical industries [19,20] and methods of
automation of systems for optimal control of chemical-technological processes [21,22].
Problems of efficiency, competitiveness and environmental safety of industrial production
in Russia and Tatarstan are considered in the works of Malysheva T., Shinkevich A., Ostanin
L., Dyrdonova A. and others [23–25].

Methods for solving multi-criteria decision-making problems are widely used by spe-
cialists in various economy areas. Approaches to solving such problems are described in the
works of domestic and foreign scientists: Bezruk V., Svid Y., and Korsun Y. who investigated
methods of multi-criteria optimization in planning and management of telecommunication
networks [26]; Roy B. and Slouinski R. who proposed solution to multi-criteria problems
with limited bandwidth and mutual exclusion [27]; Shi Ts. and Hao F. who developed a
strategy for ranking the tasks of making multi-criteria decisions in social networks [28];

71



Mathematics 2022, 10, 1434

Bobs D., Pascual F. who applied multi-criteria decision analysis in medical substitution ther-
apy programs [29]; and Nunez A. and Dondo J. who considered the possibility of resource
planning for reconfigurable systems based on the multi-criteria method [30]. Approaches
to solving problems of multi-criteria optimization in the construction industry, energy,
transport complex, social sphere, regional economy are presented in the works [31–34].

Methods of multivariate statistical analysis are also presented in the literature in
relation to various research problems including factorial, discriminant, cluster analysis,
multivariate scaling, and other approaches. Wang Yu and Xu Ch. used statistical analysis
to evaluate work with contracts in Chinese universities [35]; Yang Ch. applied multivariate
statistical analysis in monitoring equipment condition [36]; Du V., Han Y. and Chen S.
developed approaches to analysis with the preservation of confidentiality [37]; Gavrilko
Yu.V. et al. demonstrated temporal multivariate critical attributes analysis of production
process quality with data factorization [38]; and Qian X., Min Ch. and Huang X. applied
multivariate statistical analysis to assess enterprises efficiency, a comprehensive assessment
of regions [39,40].

Nevertheless, despite extensive theoretical and methodological data set and practical
solutions presence, there is a lack of research that may solve diagnostics and a differen-
tiated approach problem to the organization of production systems from the standpoint
of industrial zones sustainable development. This leads to the fact that when designing
chemical plants with complex technological processes without taking into account territo-
ries environmental sustainability, project environmental justification may be incorrectly
presented, and this is important to consider when preparing documentation for obtaining
an integrated environmental permit.

The developed toolkit has a high practical value, since it is necessary for chemical
industries to obtain a comprehensive environmental permit for the operation of enterprises.
According to the current Russian legislation, industrial facilities of the first category of
negative impact on the ecosystem are required to assess the environmental sustainability
of the areas of their location or planned expansion. Unlike previously existing methods,
the proposed approach to solving the problem of selecting territories is a universal tool
based on a ready-made database of state statistics. The novelty of the approach also lies in
the multi-criteria and complex nature of the tool, which allows it to be used for various
socio-economic purposes at all levels of management (enterprise, industry, region).

The purpose of the study is to develop and test a methodology for solving the multi-
criteria problem of choosing industrial zones for the development of chemical industries
by the additive global criterion method. The study includes three key sections:

• Development of a three-level multi-criteria system for chemical production develop-
ment zones environmental sustainability assessment;

• Indicators of one to three levels of integration calculation for industrial zones, links
analysis between environmental sustainability criteria K1–K4;

• Calculation of additive global criterion for environmental sustainability with the choice
of industrial zones for the potential development of chemical production.

2. Methodology

To solve the problem of choosing industrial zones for chemical industries development,
the authors have developed a methodology that provides solving the multi-criteria problem
of objects selection by the method of the additive global criterion. Unlike the classical
methods of multi-criteria decision analysis (MCDM), the proposed approach evaluates not
only conflicting criteria, but also dependent causal criteria. Depending on the purpose of
the study, each of the criteria can be used both in the general space and separately, taking
into account weight coefficients. This choice is due to the specifics of the area of application
of the methodology, namely the assessment of the environmental friendliness of industrial
zones. Structuring complex problems and considering consistent criteria leads to more
informed decisions.
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As a rule, some solutions work well for one method, and some for others. In this
regard, the proposed approach is an integration of elements of MCDM methods:

• Analytical hierarchy process (structuring the problem of selecting industrial zones
into a hierarchy with criteria and alternatives);

• Scalarization of the vector criterion (scalar global criterion of environmental sustain-
ability);

• Clustering of the numerical space (classification of industrial zones in relation to the
value of the global criterion);

• Randomization of aggregated indices (convolution of single indices in a criterion).

Let us present a detailed description of the methodology for solving the multicriteria
problem of choosing industrial zones for the development of chemical industries using
the method of an additive global criterion. The multi-criteria selection method, unlike
other approaches, is the most preferable for decision-making in conditions of multitasking,
a multidimensional set of source data, the presence of two or more criteria for object
management. It is with these characteristics that we can describe the task of assessing the
environmental sustainability of chemical production development zones.

The transformation of selection problem into a one-criterion problem is carried out
in several stages: by combining private local indicators (set {P1, P2, P3, P4 . . . P48}) into
summary indices (I11, I12, I13; I21 I22, I23; I31, I32, I33; I41, I42) with subsequent convolution
into criteria (K1, K2, K3, K4) and the general global criterion for environmental sustainability
(ESKA).

Note that each integral index I is assigned a number or place of this index in the set of
indices. For example, “I12”, where “1” means that the index will form criterion No. 1 (K1)
in the future, and “2” means that this is the second index in the group of indices that form
the criterion K1.

The following well-known mathematical and logical methods were used in the method-
ology for industrial zones selection for chemical industries development:

• One-dimensional scaling (point assessment) method—for integrating a large number
of different-sized parameters of environmental sustainability (indices In in the criterion
Kn);

• Additive convolution of criteria method—for transforming a multi-criteria problem
into a one-criterion one, including the definition of criteria vectors (K1, K2, K3, K4) and
a procedure for filtering out the worst objects, as well as the use of weight coefficients
(aK1, aK2, aK3, aK4) when folding the criteria (K1, K2, K3, K4) into an additive global
criterion (ESKA);

• Correlation analysis of data method—to identify the direction and closeness of the re
lationship between dependent criteria (K2, K3) and an independent criterion (K2), that
are in consistent ecological chain;

• Data clustering method (hierarchical objects classification by the method of single
connection according to the criteria K1–K4)—to verify the results of industrial zones
selection for the development of chemical production according to the classification
scale of environmental sustainability global criterion ESKA;

• Expert assessment method—for assessment of environmental sustainability criteria
significance and determining the weight coefficients based on vectors of preferences
and focal objects method.

A total of 48 particular indicators were used for the sequential formation of the global
additive ESKA criterion. Table 1 provides a detailed description of private indicators by
criteria.
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Table 1. Base of partial indicators for the formation of criteria for environmental sustainability of
industrial zones.

Criteria Particular Indicators

K1 “Load on industrial
zone ecosystem”

P1—is the amount of pollutants departing from all stationary sources of discharge per person;
P2—the amount of pollutants departing from all stationary sources of isolation without purification, in %
of the total amount of pollutants;
P3—formation of industrial waste per unit area;
P4—formation of industrial waste by hazard classes (1st class—extremely dangerous and 2nd
class—highly dangerous) per unit area;
P5—availability of operating waste sorting complexes per unit area;
P6—the area of authorized landfills in relation to the territory of the industrial zone;
P7—the proportion of respondents who noted the problem of the presence of enterprises polluting the
environment;
P8—the percentage of respondents who noted the problem of oil pollution;
P9—the percentage of respondents who noted the problem of outdated treatment systems;
P10—the number of vehicles per unit area of the industrial zone;
P11—mineral fertilizers applied per unit area;
P12—the specific weight of arable land in the structure of farmland;
P13—density of cattle per unit of farmland;
P14—livestock waste relative to the area of the industrial zone;
P15—is the percentage of respondents who noted the problem of fertilizers and pesticides flowing from
the fields.

K2 “Industrial zone
ecosystem state”

P16—caught harmful substances per person;
P17—disposed of harmful substances per person;
P18—emissions of pollutants into the atmosphere from stationary sources per person;
P19—emissions of air pollutants from vehicles per person;
P20—the share of respondents who noted the problem of exhaust gases from auto transport;
P21—is the proportion of respondents who indicated “wastewater entering rivers and lakes” as an
environmental factor affecting health;
P22—the percentage of respondents satisfied with the quality of drinking water;
P23—discharge of pollutants with wastewater relative to the area of the industrial zone;
P24—the proportion of insufficiently treated wastewater;
P25—the proportion of wastewater without treatment;
P26—exceeding the maximum permissible concentration of pollutants in waters;
P27—soil quality;
P28—exceeding the maximum permissible concentration of exogenous chemicals in the soil;
P29—the average weighted content of heavy metal salts % in the total amount of the maximum
permissible concentration;
P30—is the total indicator of chemical contamination of the soil.

K3 “Industrial zone life
quality”

P31—is the average life expectancy of the population in the industrial zone;
P32—natural increase (decrease) in relation to the population of the industrial zone;
P33—the level of morbidity of the population in the industrial zone per population;
P34—neoplasms per population;
P35—diseases of the blood, hematopoietic organs and individual disorders involving the immune
mechanism, per population;
P36—diseases of the endocrine system, eating disorders and metabolic disorders per population;
P37—respiratory diseases per population;
P38—the percentage of respondents who noted the absence of chronic diseases in children;
P39—the percentage of respondents who noted their health status as “Good”, “Very good”;
P40—the proportion of respondents who noted being on “sick leave” 3 or more times a year;
P41—the proportion of respondents who noted the absence of chronic diseases in the adult population;
P42—the share of disabled people in the industrial zone;
P43—availability of sanatoriums per unit of population.

K4 “Restoration
potential of industrial
zone ecosystem”

P44—forecast operational resources of fresh groundwater relative to the area of the industrial zone;
P45—creation of protective forest plantations to the total area of the industrial zone;
P46—the share of forest plantations in the total area of the industrial zone;
P47—current environmental protection costs relative to the area of the industrial zone;
P48—the cost of capital repairs of fixed assets for environmental protection relative to the area of the
industrial zone.
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Solving the problem of choosing industrial zones for chemical production develop-
ment involves seven sequential steps. The algorithm for solving a multi-criteria problem
by the additive global criterion method is visualized in Figure 1.
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Figure 1. Algorithm for solving the multicriteria problem of choosing industrial zones for chemical
industries development using the additive global criterion method.
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The technique for solving the problem is as follows:
Step 1. The task of selecting industrial zones for the development of chemical indus-

tries is being formulated. The input parameters or indicators of the third level of integration
are determined—the base of private indicators representing a set {P1, P2, P3, P4 . . . P48} in
industrial zones (A1–A11).

Step 2. Composite indices (level 2 indicators) are calculated by arbitrary convolution
of private indicators {P1, P2, P3, P4 . . . P48} to composite indices I11, I12, I13; I21, I22, I23; I31,
I32, I33; I41, I42.

Step 3. Environmental sustainability different-sized indices array by one-dimensional
scaling method is converted into one-dimensional indicators within the range [0,1]. At the
same time, primary multi-directionality of indicators is leveled: the essence of the indices
improves as their value approaches 1.

Step 4. On the basis of one-dimensional indices of environmental sustainability, there
is a calculation of K1–K4 criteria (indicators of the 1st level) by the arithmetic mean method.

Step 5. To make a decision on the choice of the most optimal according to criterion of
industrial zones environmental sustainability choice, the vectors of criteria (K1,K2,K3,K4)
are its best values close to 1. Procedure for filtering out the worst objects in relation to
vector values is undertaken.

Step 6. The global ESKA criterion is calculated by additive convolution method of
K1–K4 criteria. Since, for making a decision, criteria K1–K4 are not equal, they are assigned
weight coefficients ai by carrying out the expert evaluation procedure.

Step 7. The selection of industrial zones for chemical industries development is made
according to the global criterion for environmental sustainability classification scale ESKA.
Objects are classified into four levels of environmental sustainability (high level, above
average level, below average level and low level), making it possible to decide on the choice
of potential industrial zones for the development of chemical production.

Mathematical data processing is performed using Microsoft Office Excel software and
the Statistica software package.

3. Results

3.1. Development of a Three-Level Multi-Criteria System for Chemical Production Development
Zones Environmental Sustainability Assessment

The condition for industrial zones selection for chemical industries development is
the ecological sustainability of the regions. Particular indicators and criteria were selected
typical for regions with industrial complexes on their territory and most informatively
reflecting the impact effect of unfavorable environmental factors.

According to the developed methodology 48 particular indicators (multiplicity {P1, P2,
P3, P4 . . . P48}) form four criteria for industrial zones environmental sustainability of (K1,
K2, K3, K4):

K1—load on industrial zone ecosystem;
K2—industrial zone ecosystem state;
K3—life quality of industrial zone;
K4—restoration potential of industrial zone ecosystem.

Accordingly, criteria K1–K4 are a certain function of the corresponding particular
indicators:

K1 = f(P1, P2, P3 . . . P15),
K2 = f(P16, P17, P18 . . . P30),
K3 = f(P31, P32, P33 . . . P43),

K4 = f(P44, P45, P46, P47, P48).

(1)

Private indicators information base is based on forms of state statistical observation,
reports from relevant government departments, and on sociological surveys results. In
view of the large data array on private local indicators, their list is not provided in the
article.
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The criteria for the environmental sustainability of industrial zones represent a depen-
dent ecological chain, where the criteria K1—independent, K2—dependent, K3—dependent,
K4—independent: ⎡

⎢⎢⎣
K1;

K2 = f(K1, K4);
K3 = f(K1,K2, K4);

K4,

(2)

or ⎡
⎢⎢⎣

K1 = f(P1, P2, P3 . . . P15);
K2 = f(P1, P2, P3 . . . P15; P44, P45, P46, P47,P48);
K3 = f(P1, P2, P3 . . . P30; P44, P45, P46, P47,P48);

K4 = f(P44, P45, P46, P47, P48).

(3)

It is also taken into account that environmental sustainability level of an industrial zone
is closely related to the fourth criterion—industrial zones potential to preserve and restore
ecosystem(K4) at the expense of available natural resources and investment opportunities.

The calculation of K1–K4 criteria is carried out on the basis of a three-tier approach by
sequentially folding the previous level indicators (Figure 2).
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Figure 2. Multi-criteria three-level system for environmental sustainability of chemical production
development zones assessment.

The task provides for the following levels of integration:

• Integration level 3—formation of primary private indicators (multiplicity {P1, P2, P3,
P4 . . . P48});

• Integration level 2—calculation of second order indicators, where indices I11 (industrial
load) are formed for K1

• Second order indicators calculation, where for K1 I11 (industrial load), I12 (transport
load), I13 (agricultural load) are formed; for K2—indexes I21 (atmospheric air condi-
tion), I22 (water body condition), I23 (qualitative soil characteristic); for K3—indexes I31
(life span), I32 (population morbidity rate), I33 (population disability); for K4—indexes
I41 (natural resources (groundwater resources and forest plantations)), I42 (financial
resources (current and project environmental expenses));
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• Integration level 3—first order indicators calculation—directly, criteria for the environ-
mental sustainability of industrial zones K1, K2, K3, K4.

Thus, multi-criteria task of selecting industrial zones methodology for chemical indus-
tries development is complemented by the formation stage of second-order indicators, that
at the next step form criteria or indicators of the first order. K1 “Industrial zone ecosystem
load” includes the negative impact of industrial production as stationary sources, the
transport subsystem as mobile pollutants and agricultural load due to land cultivation with
chemicals and pollution of water bodies on the external environment. K2 “Industrial zone
ecosystem state” includes ecological characteristics of the environment-forming elements,
namely the state of atmospheric air, water bodies, soil characteristics, including taking
into account heavy metals content of salts. K3 “Industrial zone life quality” includes life
expectancy level, population morbidity and disability. This criterion is the final one in
the ecological chain K1 → K2 → K3. In this case, K2 is a dependent criterion from K1, K3
is a dependent criterion from K2. Criterion K1 in this chain is independent. Criterion K4
includes the industrial zone natural potential, taking into account the predicted operational
resources of groundwater and forest plantations, and the financial potential expressed by
the expenses level for environmental purposes, including for current needs and expenses
for capital repairs of fixed assets for environmental protection.

The objects of assessment according to K1–K4 criteria are Republic of Tatarstan indus-
trial zones with a predominance of petrochemical industries in the industrial structure (11
territorial units A1–A11): Aznakaevsky (A1), Almetyevsky (A2), Bavlinsky (A3), Bugul-
minsky (A4), Yelabuzhsky (A5), Zainskiy (A6), Leninogorskiy (A7), Mendeleevskiy (A8),
Nizhnekamskiy (A9), Nurlatskiy (A10) municipal districts, and Kazan (A11). Mostly, these
are representatives of the Kama (processing enterprises of the chemical and petrochemical
industry) and the Almetyevsk industrial agglomeration (suppliers of raw materials for
chemical production, e.g., oil and natural gas production enterprises). The city of Kazan is
characterized by large production facilities for chemical products and production of rubber
and plastic products presence.

3.2. Indicators of 1–3 Levels of Integration Calculation for Industrial Zones, Links Analysis
between Environmental Sustainability Criteria K1–K4

The second level indicators formation and directly the criteria K1–K4 themselves
(level 1 integration) for the objects of assessment (A1–A11) is carried out by the method
of one-dimensional scaling. This approach is used to integrate indicators system due to
environmental sustainability parameters large number, as well as their diversity. The
methodology is intended for the purposes of ranking industrial zones according to the
criteria of environmental sustainability K1–K4.

The algorithm for calculating second level indicators (indices Ikn) and the first level of
integration (criteria K1–K4) is as follows:

(1) The logical orientation of indicators is determined: some indicators are maximized
(that is, with an indicator value increase, its essence improves), others are minimized (that
is, with an indicator value decrease, its essence improves).

(2) At each stage of integration, due to different dimensions and different directions,
the indicators are normalized on a scale from 0 to 1.

(3) If the indicator xij is maximized, then it is normalized according to the following
formula:

Pij =
Xij

maxXij
,
(
i = 1, m, j = 1, n

)
, (4)

где x—previous level of integration indicator;
Р—next level of integration indicator;
i—object number (industrial zone);
m—objects quantity (11 industrial zones);
j—indicator or criterion number;
n—given integration level indicators quantity.
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(4) If indicator is minimized, it is normalized according to the following formula:

Pij =
maxXij

Xij
,
(
i = 1, m, j = 1, n

)
. (5)

Table 2 shows the matrix of the highest first integration level with standardized objects
A1–A11 and calculated environmental criteria K1–K4. All elements of the matrix are in the
range [0,1], while the best or optimal criterion value is 1.

Table 2. Matrix of criteria for environmental sustainability assessment of industrial zones (level of
integration 1) with the allocation of criteria vectors.

Industrial zones
(A1–A11)

Environmental Sustainability Criterion (K1–K4)

Ecosystem Load (K1) Ecosystem State (K2) Life Quality (K3)
Ecosystem Restoration

Potential (K4)

Aznakaevskaya (A1) 0.39 0.37 0.42 0.49
Almetyevskaya (A2) 0.35 0.29 0.68 0.35
Bavlinskaya (A3) 0.65 0.59 0.65 0.73
Bugulminskaya (A4) 0.63 0.54 0.65 0.61
Yelabugskaya (A5) 0.52 0.37 0.44 0.37
Zainskaya (A6) 0.55 0.34 0.45 0.34
Leninogorskaya (A7) 0.52 0.61 0.58 0.71
Mendeleevskaya (A8) 0.41 0.38 0.32 0.31
Nignekamskaya (A9) 0.32 0.27 0.49 0.27
Nurlatskaya (A10) 0.61 0.65 0.61 0.62
Kazan (A11) 0.51 0.64 0.41 0.42
Optimal values max max max max
Criterion vectors 0.65; 0.63 0.65; 0.64 0.68; 0.65 0.73; 0.71

The gray cells in the table contain criteria vectors.

The pair correlation coefficient according to K1–K2 criteria shows a fairly strong direct
dependence of the industrial zone ecosystem state on the industrial load on it (the tightness
of the relationship Kkor = 0.74). At the same time, the criteria dependence is not absolutely
linear, which is confirmed graphically on the concentration diagram “Industrial zone
ecosystem load—Industrial zone ecosystem state” (Figure 3).
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The diagram shows individual points—emissions from the concentration zone, charac-
teristic of industrial zones that do not have a high environmental load due to the specifics
and scale of petrochemical industries, but adjacent to disadvantaged areas. For example,
the Yelabuga industrial zone (A5), located in close proximity to a large petrochemical
center—the city of Nizhnekamsk: with a relatively favorable level of industrial load of 0.52,
the state of the ecosystem is 0.37.

Weak relationship is observed between the criteria K1–K3 “Industrial zone ecosystem
load—Industrial zone life quality” (tightness of connection Kkor = 0.37) (Figure 4). We
believe that the formation of a criterion for industrial zone life quality is influenced by a
number of other factors related, inter alia, by health care system characteristics. One of the
emission points on the concentration diagram is the Almetyevsk industrial zone, where,
against the background of an unfavorable load (0.35) and the state of the environment
(0.29), a fairly high level of life quality (0.68) is observed, probably due to the presence of
medical institutions of the largest oil company.
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Nevertheless, the purpose of our solution is not only to select the optimal industrial zones 
for petrochemical industries potential development, according to the criterion of 
environmental sustainability, but also to assess the impact of enterprises on ecosystem 
state and life quality in the territories. In addition, certain optimal zones (Bavlinskaya, 
Bugulminskaya) based on the feature of vector criteria require confirmation, since not all 
of the four criteria have vector significance. Furthermore, the importance of K1–K4 criteria 
is not equivalent for making a decision that will be discussed below. 

In this regard, we will convolve criteria K1–K4 for all studied objects A1–A11. Let us 
accept the condition that for making a decision, the criteria K1–K4 are not equal and are 
assigned to the corresponding weight coefficients ai by carrying out the expert evaluation 
procedure: 

a1 = 0.45; 
a2 = 0.15; 
a3 = 0.15; 
a4 = 0.25; 

where ∑ ai =1, that is 0.45 + 0.15 + 0.15 + 0.25 = 1.  
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Figure 4. Criterion concentration chart K1–K3 «Industrial zone ecosystem load—Industrial zone life
quality».

3.3. Calculation of Additive Global Criterion for Environmental Sustainability with the Choice of
Industrial Zones for the Potential Development of Chemical Production

To make a decision on the choice of the most optimal industrial zones for potential
development of chemical industries, let us single out the vectors of environmental sustain-
ability criteria—the best values close to 1. These are most likely the Bavlinskaya (A3) and
Bugulminskaya (A4) industrial zones, where in the first case three vector criterion (K1, K3,
K4), in the second—two vector criteria (K1, K3).

In case of multi-criteria problems, before proceeding to a single-criterion problem,
a procedure is performed to filter out the worst objects with respect to vector values.
Nevertheless, the purpose of our solution is not only to select the optimal industrial
zones for petrochemical industries potential development, according to the criterion of
environmental sustainability, but also to assess the impact of enterprises on ecosystem
state and life quality in the territories. In addition, certain optimal zones (Bavlinskaya,
Bugulminskaya) based on the feature of vector criteria require confirmation, since not all of
the four criteria have vector significance. Furthermore, the importance of K1–K4 criteria is
not equivalent for making a decision that will be discussed below.

In this regard, we will convolve criteria K1–K4 for all studied objects A1–A11. Let us
accept the condition that for making a decision, the criteria K1–K4 are not equal and are
assigned to the corresponding weight coefficients ai by carrying out the expert evaluation
procedure:
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a1 = 0.45;
a2 = 0.15;
a3 = 0.15;
a4 = 0.25;
where ∑ ai =1, that is 0.45 + 0.15 + 0.15 + 0.25 = 1.

(6)

The expert decision on assigning weight coefficients to the criteria is based on the opin-
ions of six specialists—representatives of the environmental safety services of petrochemical
enterprises and employees of state structures in terms of managing and monitoring pro-
cesses in the industry and ecosystem.

The survey of experts was conducted by the interview method based on the developed
regulations for the collection and analysis of expert assessments. The development of
expert assessments by specialists was carried out on the basis of the method of preference
vectors and focal objects. Further, the examination of the received opinions and assessments
of experts was carried out by comparing the obtained average estimates.

As you can see, the key criterion is industrial zone ecosystem load (aK1 = 0.45),
which we consider quite justified in view of the fact that K1 serves as a “starting” link
and “launches” the entire further chain of criteria. The second most important K4, which
represents the potential to restore lost environmental sustainability of an industrial zone
(aK4 = 0.25). Criteria K2 and K3, which are a consequence of the cause of K1, have equal
importance and weight coefficients—1.5 each.

The transformation of multi-criteria problem into a one-criterion problem was carried
out by the method of additive convolution of criteria according to the formula:

ESK,A = ∑n
j=1 aiKij,

(
i = 1, m

)
, (7)

where ESKA—integral criterion of environmental sustainability obtained from a set of
criteria Kj on objects (industrial zones) Ai.

For the integral criterion ESKA, scale of environmental sustainability of an industrial
zone in the range [0,1] is proposed, corresponding to four sustainability states:

0.75 < ESKA < 1.0—high environmental sustainability;
0.50 < ESKA < 0.75—environmental sustainability above average;
0.25 < ESKA < 0.50—environmental sustainability below average;
0.0 < ESKA < 0.25—low environmental sustainability.

Table 3 shows industrial zones classification with chemical-technological facilities on their
territory, according to the level of environmental sustainability. The convolution of K1–K4
criteria made it possible to obtain an additive global criterion and to group the industrial zones.

Table 3. Additive global criterion value for ESKA environmental sustainability and industrial zones
classification.

Industrial Zone Name Integral Criterion Value ESKA Value Range ESKA
Industrial Zones Environmental

Sustainability Classification

No representatives in this selection 0.75 < ESKA < 1.0 high environmental sustainability

Bavlinskaya (A3) 0.661

0.50 < ESKA < 0.75
environmental sustainability

above average
Nurlatskaya (A10) 0.619
Bugulminskaya (A4) 0.615
Leninogorskaya (A7) 0.590

Kazan (A11) 0.492

0.25 < ESKA < 0.50
environmental sustainability

below average

Zainskaya (A6) 0.451
Yelabugskaya (A5) 0.448
Aznakayevskaya (A1) 0.417
Almetyevskaya (A2) 0.391
Mendeleevskaya (A8) 0.367
Nignekamskaya (A9) 0.326

No representatives in this selection 0.0 < ESKA < 0.25 low environmental sustainability
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According to ESKA not one of the research objects has been assigned to the zone of
“ideal” high environmental sustainability. The situation is similar with the group of low
environmental sustainability. Thus, all industrial zones are divided into the second and
third groups with environmental sustainability above and below average. Furthermore,
in the second group, there are mainly regions with oil-producing companies, in the third
(i.e., the production of chemical and petrochemical products). Our earlier assumptions
about the optimality of Bavlinskaya (A3) and Bugulminskaya (A4) industrial zones on the
basis of 4 criteria are confirmed by additive criterion present calculations. We believe that
industrial zones included in the group of environmental sustainability above average may
be considered as optimal for the development of petrochemical industries: Bavlinskaya
(A3), Nurlatskaya (A10), Bugulminskaya (A4), Leninogorskaya (A7) industrial zones.

To verify the results of industrial zones selection for the development of chemical
industries according to the classification scale of the global criterion for environmental
sustainability ESKA, a hierarchical classification of objects is carried out according to the
criteria K1–K4 by multidimensional clustering method. The method of single connection
is used where the distance between observation objects is determined on the basis of the
Euclidean metric. The distance (Seu) between the values of K1–K4 for industrial zones (Ai)
is determined by the formula:

Seu =

√√√√ 4

∑
i=1

(KAi − KAi+1)
2. (8)

The results of cluster analysis confirm industrial zones distribution by the level of
environmental sustainability, which is confirmed by the matrix of Euclidean distances
(Table 4). Objects with a value of the Euclidean distance Seu ≤ 0.18 are included in the
group of industrial zones of environmental sustainability above average; with the value of
the Euclidean distance Seu ≥ 0.18 are included in the group of industrial zones of ecological
stability below the average.

Table 4. Euclidean distances matrix between industrial zones when clustering objects by levels of
environmental sustainability according to the criteria K1–K4.

A3 A7 A10 A4 A1 A11 A5 A2 A6 A8 A9

environmental sustainability above average
A3 0.00 0.15 0.14 0.13 0.48 0.42 0.49 0.57 0.51 0.62 0.67
A7 0.15 0.00 0.14 0.18 0.39 0.34 0.44 0.52 0.48 0.54 0.60
A10 0.14 0.14 0.00 0.12 0.42 0.30 0.42 0.52 0.45 0.54 0.60
A4 0.13 0.18 0.12 0.00 0.39 0.34 0.38 0.46 0.40 0.52 0.56

environmental sustainability below average
A1 0.48 0.39 0.42 0.39 0.00 0.30 0.18 0.31 0.22 0.21 0.26
A11 0.42 0.34 0.30 0.34 0.30 0.00 0.28 0.48 0.32 0.31 0.45
A5 0.49 0.44 0.42 0.38 0.18 0.28 0.00 0.31 0.05 0.17 0.25
A2 0.57 0.52 0.52 0.46 0.31 0.48 0.31 0.00 0.31 0.38 0.21
A6 0.51 0.48 0.45 0.40 0.22 0.32 0.05 0.31 0.00 0.20 0.25
A8 0.62 0.54 0.54 0.52 0.21 0.31 0.17 0.38 0.20 0.00 0.23
A9 0.67 0.60 0.60 0.56 0.26 0.45 0.25 0.21 0.25 0.23 0.00

The presented classification of industrial zones according to the level of environmental
sustainability is relevant at this point in time and may be mobile in dynamics. With a high
degree of probability, it may be assumed that in the case of putting into operation low-
ecological petrochemical plants in industrial zones with environmental sustainability above
average, the territories may move to a worse group of environmental sustainability below
the average. On the contrary, the modernization of existing production facilities, and the
organization of ecological industrial chemical engineering systems with a corresponding
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decrease in industrial load on the territory may raise the level of sustainability to a higher
one.

In this regard, we believe that the proposed and tested methodology for multi-criteria
environmental sustainability assessment of industrial zones is relevant and practically
significant for programs creation aimed for development of petrochemical complex at the
level of state coordinating structures (ministries, departments), at the level of holdings or
groups of companies (for example, in Tatarstan JSC Tatneftekhiminvest Holding, GC Taif).
In turn, the further methodology development, taking into account the natural resource
potential, seems valid. The study of financial resources in two projections—as pre-costs
(for measures to improve technological processes in order to minimize the negative impact)
and post-costs (costs for the elimination, neutralization and compensation of already
committed environmental violations) allows you to justify the direction and feasibility of
environmental engineering projects.

4. Conclusions

Achievement of the set goal of choosing industrial zones for chemical industries
development made it possible to obtain the following scientific and practical results:

1. To solve the question of choosing industrial zones for chemical industries develop-
ment, a method that provides for solving a multi-criteria problem of selecting objects by
the method of an additive global criterion has been developed. The algorithm for solving
the problem provides for seven consecutive steps, including the calculation of indicators
of the third level (partial indicators), the second level (summary indices) and the first
level (criteria) using methods of mathematical processing of different quantities array. The
procedure for identifying criterion vectors space allows you to optimize the sample of
industrial zones and to obtain a global criterion for environmental sustainability using the
additive convolution method. The final algorithm step is objects classification according to
the level of environmental sustainability, which makes it possible to make a decision on the
selection of potential industrial zones for the development of chemical production.

2. A multi-criteria system for assessing zones environmental sustainability for the
development of chemical industries of three-level integration has been developed. The
assessment system combines 48 private local indicators into 11 composite integral indices
with their further convolution into 4 criteria: industrial zone ecosystem load (K1), industrial
zone ecosystem state (K2), industrial zone life quality (K3), and the potential for ecosystem
restoration industrial zone (K4). The criteria for the environmental sustainability of indus-
trial zones represent a dependent ecological chain. The objects of assessment according to
the K1–K4 criteria are industrial zones with a predominance of chemical production in the
industrial structure (11 territorial units A1–A11).

3. By three-level integration method of basic indicators using one-dimensional scaling
of values and their linear convolution, the key criteria of environmental sustainability
K1–K4 are obtained for the industrial zones under study. Pairwise correlation showed a
fairly strong direct dependence (Kkor = 0.74) of the state of the ecosystem of the industrial
zone (K2) on the industrial load on the territory (K1) with individual emissions of points-
objects from the concentration zone. A weak relationship (Kkor = 0.37) is observed between
industrial zone ecosystem load (K1) and industrial zone life quality (K3), which is explained
by a number of other social factors and the indirect criteria impact. The tendencies of
a decrease in the environmental sustainability of industrial zones that have relatively
environmentally friendly production facilities on their territory, but are adjacent to the
zones where environmentally unfavorable production facilities are located, are revealed.

4. The problem of selecting industrial zones for the potential development of chemical
industries is solved on the basis of obtained additive global criterion for environmental
sustainability. When transforming a multi-criteria problem into a one-criterion problem,
the procedure for determining the criteria vectors, screening out non-dominated objects
relative to the vectors, weighing the criteria during convolution based on expert assess-
ment is performed. Industrial zones classification according to the level of environmental
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sustainability relative to the value of the additive global criterion is made, which is verified
by the method of clustering objects according to the set of criteria K1–K4. Industrial zones
that are included in the group of environmental sustainability above average Bavlinskaya
(A3), Nurlatskaya (A10), Bugulminskaya (A4), and Leninogorskaya (A7) are selected for the
development of chemical production.

The practical significance of the results of the study lies in the need to develop method-
ological tools for enterprises of the first category in order to assess the negative impact on
the ecosystem. The new legislation obliges chemical industries to assess the environmental
sustainability of their areas. Approbation of the proposed tools clearly shows the practical
applicability of the methodology and the multivariance of its use in the real economy.
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Abstract: For the problem of 5G network planning, a certain number of locations should be selected
to build new base stations in order to solve the weak coverage problems of the existing network.
Considering the construction cost and some other factors, it is impossible to cover all the weak
coverage areas so it is necessary to consider the business volume and give priority to build new
stations in the weak coverage areas with high business volume. Aimed at these problems, the
clustering of weak point data was carried out by using k-means clustering algorithm. With the
objective function as the minimization of the total construction cost of the new base stations, as well
as the constraints as the minimal distance between adjacent base stations and the minimal coverage
of the communication traffic, the single-objective nonlinear programming models were established to
obtain the layout of macro and micro base stations in order to illustrate the impact of the shape of
the station coverage area, the circular and the “shamrock” shaped coverage areas were compared
in this paper. For the “shamrock” base station, a secondary clustering was undertaken to judge the
main directions of the three sector coverage areas. Then, an improved model taking the coverage
overlapping into consideration was proposed to correct the coverage area of different sectors. Finally,
the optimal layout was obtained by adjusting the distribution of all base stations globally. The results
show that the optimal planning method proposed in this paper has good practicability, which also
provides a very good reference for solving similar allocation problems of dynamic resources.

Keywords: 5G network planning; k-means clustering algorithm; “shamrock” shaped coverage area;
secondary clustering; single-objective nonlinear optimization model

MSC: 90C90

1. Introduction

The location–allocation problem is a classic mathematical optimization problem that
determines the best location for a facility to be placed based on geographical demands,
facility costs, and transportation distances. They are widely utilized in many industries to
find the optimal placement of various facilities, including public transportation terminals,
power plants, polling locations, warehouses, and cell towers, to maximize efficiency, impact,
and profit [1].

With the rapid development of mobile communication technology, its operation scale
is getting bigger and bigger; the communication network is getting more and more complex.
Especially with the arrival of the 5G era, the effective range that a base station can cover
is getting smaller and smaller with the increase of the communication bandwidth. At
the same time, with the increasing types of base stations and antennas, communication
network planning—especially the site selection of base stations—is more complex.

Generally, base station planning is usually considered as a typical single-objective or
multi-objective programming problem. The location and the configuration of base stations
have to be chosen so that the majority of the traffic is served, while at the same time the
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amount of interference and multi-coverage is kept minimal [2]. During this process, the
selection of the best location is only a decision variable. The ultimate goal of the selection
is usually to achieve the shortest weighted distance, to minimize the cost of network
construction, to maximize energy efficiency, or to obtain the optimal site layout scheme,
while considering the optimal signal coverage.

For a given area requiring base station planning, a large number of weak signal
coverage points scatter in this region. The attributes of each weak coverage point include
the location coordinates and the mobile data traffic (the data volume transmitted over
mobile networks). In practical network planning, it is almost impossible to cover all weak
coverage points due to the prohibitive construction cost and the geographical constrains.
Therefore, it is necessary to consider the volume of business and to give priority to the
area with high traffic volume. Conventionally, when 90% of the total traffic volume in the
area was covered, the construction scheme was considered to have met the deployment
requirements [3]. Besides, the shape of the signal coverage domain is very important for
planning the base station, but it is in general assumed to be a circle, and there are few
discussions on planning the base station combining signal coverage in a “shamrock” shape.

The objective of this work is to build the optimization model of planning base stations
in consideration of the actual shape of the coverage area. The main contributions of this
paper are the following: (1) the clustering of weak point data was implemented by the
k-means clustering; (2) two different single-objective nonlinear programming models were
established to obtain the layout scheme of base stations; and (3) discussion and comparison
of two cases with a circular coverage area and “shamrock” shaped areas.

The rest of this paper is organized as follows: Section 2 presents the previous work on
base station selection. Section 3 introduces the preprocess of the original data. Section 4
shows the establishment of the single-objective nonlinear programming models. Section 5
discusses the obtained results. Section 6 concludes the entire work and gives an outlook for
future work.

2. Related Works

In this section, we focus on related works about the optimization location–allocation
problem of macro and micro base stations.

A variety of according analytical optimization problems were introduced by
Mathar et al. [2] in 2000. Each was formalized as an integer linear program, and the
optimum solutions can be given in most cases. When the exact solution cannot be obtained
due to the complexity of the problem, simulated annealing was used as an approximate
optimization technique. Besides, in 2001, Mathar et al. [4] also used discrete mathematical
programming approaches to solve the frequency allocation and cell site selection problem
in an integrated setup. The site selection problem of the base station was expressed as
integer linear programming and solved by combinatorial optimization methods by which
the two objectives can be solved simultaneously in a single programming step.

In 2003, a multi-objective optimization model for the antenna layout problem, which
involves interference, traffic demand, area coverage, different parameterized antenna types
and cell geometry, was proposed by Zimmermann et al. [5]. An evolutionary algorithm
was presented to deal with more than 700 candidate sites in the working area.

Between 2003–2008, different mathematical programming models and algorithms
were described by Amaldi et al. [6–8] for locating and configuring base stations in order to
maximize the coverage and to minimize the costs. In 2006, Amaldi et al. [9] also outlined
some of the most significant optimization problems emerging in planning second and
third generation cellular networks. The main corresponding mathematical models were
introduced, and some of the computational methods designed to solve these models were
also briefly described.

The problem of site placement was formulated as an optimization problem by
Khalek et al. [10] in 2010. The objective function, variables, and constraints were de-
fined in this paper. Taking the base station location as a decision variable and the powers
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allocated to its designated users as a state variable, an algorithm using pattern search
techniques was proposed and implemented.

The antenna placement problem involving locating and configuring infrastructure for
mobile networks was studied by Fattouh et al. [11,12] between 2008–2011. Aiming at the
problems existing in mobile network planning, a density-based spatial clustering algorithm
combined with a cluster partition based on Medoids algorithm was improved.

For fourth generation (4G) wireless network base station planning, a multi-objective
mathematical model was proposed by Mai et al. [13]. The goal of the model was to minimize
construction costs, while maximizing coverage and capacity. In this model, factors such
as orthogonal frequency division multiplexing, co-channel interference, reference signal
received power, base station density, and cell edge rate were considered in detail.

An integer programming mathematical model with the goal of minimizing network
costs was proposed by Selim et al. [14] in 2015 to study the location and the configuration
of base stations in cellular mobile networks. The IP model was solved using the commercial
software LINGO12.

In 2016, a multi-objective genetic algorithm (NSGA-II) that fulfills three criteria related
to coverage, capacity, and total network cost was proposed by Valavanis et al. [15] by which
the optimum location of base stations, satisfying certain coverage and capacity limitations
in a cellular network size planning, was investigated.

The supplement problem of the capacity of existing in a network of macro base stations
was studied by Iellamo et al. [16] in 2017 by dynamically placing a 5G network of small base
stations in the form of unmanned aerial vehicles (UAV). Two clustering algorithms were
proposed to maximize the capacity boost provided by the UAVs during each considered
period and to extend the battery life of the mobile users served. Real Beijing downtown
trajectory data was used for the numerical analysis, the simulation results show that
the proposed algorithm has a good performance, and it can be used to realize real-time
connection configuration.

Goudos et al. [17] focused on the efficient maximizing of the average user rate, average
area rate, and energy efficiency. These three goals are in conflict with each other, and
they require the use of multi-objective optimization techniques. So, a comprehensive
optimization framework based on multi-objective evolutionary algorithms (MOEAs) was
proposed in 2018 to solve such multi-objective problems in 5G networks and to achieve the
best compromise solution.

A 5G base station deployment method considering cost and signal coverage was
proposed by Wang et al. [18] in 2020. The optimization problem of 5G macro and micro
base station location was proposed. Aiming at reducing the setup cost and strengthening
the signal coverage, while deploying 5G base stations, an implementation procedure was
carried out for the cooperative operation and the deployment scheme of optimizing the
location of 5G heterogeneous base stations. The effectiveness of the proposed method was
verified by a series of numerical examples, and the optimal deployment scheme for the
number of macro and micro base stations was determined by cost-benefit analysis.

A multi-objective methodology for optimizing radio base station positioning was
presented by Fraiha et al. [19] in 2021. The proposed methodology aims to improve the
work of [20], with meeting the largest coverage and serving the largest number of users.

The comprehensive performance of 5G base stations was evaluated by Liang et al. [21]
in 2022 from the perspectives of financial performance, operational performance, social
influence, and environmental impact so as to clarify problems such as poor user experience
and frequently insufficient coverage area existing in the construction of base stations. A
mixed multicriteria decision-making model based on the difference quotient gray corre-
lation analysis technique and the Bayesian best worst method was proposed. The results
show that the signal coverage area and per capita investment costs are the most important
indicators affecting the overall performance of the 5G base station.

For most of the planning methods mentioned above, the signal coverage domain was
mainly simply assumed as a circle. However, in actual scenarios, no matter whether a macro
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or a micro base station, the signal coverage domain mostly has three sectors (“shamrock”
shaped) and each sector points to a direction. In the main direction of each sector, the range
of signal coverage points is the largest, the coverage of the area around the main direction
roughly decreases in a nonlinear relation with the angle.

Based on the propagation characteristics of signals, Liu et al. [22] and Blanch et al. [23]
have discussed the sector distribution shape of base stations in detail; the characteristics of
base station sector antennas were investigated. The scattering surfaces were designed by
Wu et al. [24] to improve the radiation patterns of the base-station antennas, thus improving
the efficiency and the coverage quality of the antenna. However, their discussion was
limited to a single sector of a single base station, and it did not consider the planning of
three sectors of each base station. Furthermore, the overall construction plan of the base
station was not discussed.

In addition, there is some research on transmission power distribution in wireless
sensor networks. Wireless sensor network design requires a high-quality location and en-
ergy saving power allocations to maximize network lifetime and coverage. The traditional
deployment and power assignment approaches is to optimize these two goals separately, or
combine them together as one objective, or constrain one and optimize the other. Aiming
at the problem of multi-objective deployment and power distribution, a decomposition-
based multi-objective evolutionary algorithm was proposed by Konstantinidis et al. [25] to
decompose the multi-objective optimization problem into multiple single-objective prob-
lems. The neighborhood information was simultaneously used to solve sub-problems. A
memetic ant colony algorithm combining transmission power assignment with the network-
coding-based-multicast routing was proposed by Khalily-Dermany et al. [26] to improve
network efficiency.

3. Data Preprocessing

For the area selected in this paper, the range of horizontal and vertical coordinates is
defined as integer numbers from 0 to 2499, which results in 2500 × 2500 points [3]. In 5G
base station planning, two different base stations are mainly established: macro station
(the maximum coverage assumed to be 30 in this paper) and micro base station (maximum
coverage assumed to be 10). The coverage of base stations is the area after scaling and
converting according to the actual situation. For convenience of subsequent calculations,
the unit price of a micro base station is assumed to be 1, and that of a macro base station is
assumed to be 10.

3.1. Selection of Weak Coverage Points

The construction of a 5G base station is usually based on the existing 4G base station. It
is necessary to judge all weak coverage points in the studied area and to determine whether
these points have been covered by the original 4G base station. For a given point, if the
distance between the coordinates of the planned base station and the given point is greater
than the coverage range of the base station, it is considered that the point is not covered by
the base station; otherwise, it is covered. The data of 182,807 weak points (the coordinates
and the business volume) as well as the location coordinates of 1474 existing base stations
are provided by [3].

For convenience of calculation, the coordinate data of all weak coverage points before
and after filtering are numbered. The coordinates of provided weak points are expressed as
Xi, i represents the series number of each point assigned in sequence, i = 1, 2, 3, . . . , 182,807.
The coordinates of all points that still meet the requirements of weak coverage points
after filtering are expressed as Yj, j represents the series number of remaining points after
filtering. Meanwhile, the coordinates of all old base stations are numbered and expressed
as Jk, k = 1, 2, 3, . . . , 1474. The distance Dij between the coordinates of old base stations and
weak coverage points can be expressed as:

Dij = ‖Xi − Jk‖, (i = 1, 2, 3 · · · 1, 882, 807; k = 1, 2, 3 · · · 1474) (1)
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If Dij < 10, this indicates that this weak coverage point has been covered by the old
stations, which is not necessary to be considered. If Dij > 10, the corresponding Xi values
will be assigned to Yj and form a new coordinate data set of weak coverage points.

3.2. Filtering of “Noise” Points

For an ideal solution, it doesn’t have to cover 100% of the traffic volume, further
filtering of “noise” points was considered in this paper. The “noise points” here refer to
the weak coverage points with low traffic volume, which correspond to the areas with few
traffic users and poor traffic signals. Since the deployment scheme in this paper only needs
to meet more than 90% of the business volume, reasonably giving up some “noise points”
with very low business volume can not only simplify the data volume but also better meet
the needs of the actual base station construction.

By deleting weak coverage points with service values ranging from 1 to 5 one by one,
the ratio of lost service volume and the percentage of the deleted points were calculated.
The results are shown in Table 1:

Table 1. Traffic loss results after filtering some weak signal coverage points.

Weak Coverage Points to Be Deleted 1 2 3 4 5

Percentage of the deleted points 31.1% 40.7% 47.0% 51.6% 55.2%

Ratio of lost service volume 0.26% 0.63% 1.03% 1.44% 1.91%

After several calculation attempts, the weak coverage points with service value lower
than four were finally filtered as “noise points” in this paper. The comparison of weak
coverage points before and after data processing is shown in Figure 1. After the above
data preprocessing, the number of weak coverage points were reduced from the initial
182,807 to 83,841.

 

Figure 1. Comparison diagram of weak coverage point distribution before and after deleting
“noise” points.

4. Methodology

Factors to be determined in base station construction planning mainly include three
aspects: (1) coordinates of the site where the base station needs to be constructed; (2) the
type of base station to be built; and (3) orientation of the three sectors of each base station.
Considering that the judgment of the base station sector orientation is more complex than
determining the base station type and location, two models were established in this paper
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to conduct a comparative study on this problem: (1) the location and type decision model
of a single base station with circular coverage area and (2) the base station orientation
decision model based on a “shamrock” shaped coverage area.

4.1. Decision Model of a Single Base Station with Circular Coverage Area

In this paper, the k-means clustering algorithm [27] was adopted to group the discrete
weak coverage points and gather the small-scale weak coverage areas. The schematic
diagram of 0–1 clustering planning model used in this paper is shown in Figure 2.

 

no

input data

data filtering

delete points with 
very low traffic

select n objects as the 
initial cluster center

calculate the distance 
of cluster centers

assign each object to 
cluster center

cluster center 
does not change
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problem solving

Data pre-processing k-means clustering Objective programming
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Figure 2. Schematic diagram of 0–1 clustering planning.

4.1.1. Classification of Weak Coverage Data Sets by k-Means Clustering Algorithm

As shown in Figure 2, the main steps of k-means clustering algorithm are: setting the
number of groups n that you want to divide all data into; selecting n objects as the initial
cluster center; calculating the distance from each object to each cluster center; and assigning
each object to its nearest cluster center. At the same time, after each object is allocated, the
cluster center will be re-determined, the final process is repeated until the set termination
condition is satisfied.

(1) Determining the number of required clustering centers

In this paper, the ratio of the number of weak coverage points to the total number of
points in the distribution area was denoted as the distribution density of weak coverage
points, expressed by ρ.

ρ = M/Z (2)

where M represents the total number of weak coverage points and Z is the total number of
weak coverage points in the distribution area. In reality, only when the distribution of the
base station is not uniform will the weak coverage point appear. Therefore, the distribution
area of weak coverage points needs to be divided separately. A more scientific approach
is to gather all the circular areas with radius 30 around the weak coverage points into a
total area so that the area with a good signal can be excluded. On this basis, all ranges
with the coordinates of the old base station as the circle center and 30 as the radius were
further excluded. In this way, the influence of the old base station on the weak coverage
area can be eliminated. The range obtained by the final filtering is the area where the weak
coverage points distribute. According to the above process, the calculation was carried out,
the distribution area of weak coverage points obtained is shown in Figure 3.
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Figure 3. Distribution area of weak coverage points (the white area is weak coverage area).

The white area in Figure 3 represents the distribution area of weak coverage points,
which contains 4,351,125 coordinate points. It is more accurate to calculate the distribution
density of weak coverage points ρ by applying Equation (2).

After obtaining the distribution density of weak coverage points, it is necessary to
estimate how many base stations are needed to cover all the weak coverage points evenly
distributed in the region, under conditions of using both a micro base station with a radius
of 10 and macro stations with a radius of 30. The calculation formula can be expressed
as follows:

A =
M

S × ρ
(3)

where S represents the number of points that the base station can cover. The corresponding
calculated average value of a micro base station is 317 and that of a macro base station
is 2821. A indicates the number of base stations to be built. By substituting the existing
data into the formula, we can get the number of two different types of base stations to be
established. Then, we assign weights to the two types of base stations according to the
actual situation. The number of clustering centers can be finally determined.

(2) Clustering of weak coverage points

If the number of the k-means cluster is known, clustering can be implemented. MAT-
LAB was used for programming calculation. The clustering distribution results obtained
by classification is shown in Figure 4. The clusters of points of different colors shown in the
figure are weak coverage points assigned to a cluster.
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Figure 4. Distribution result of the weak coverage points after clustering.

4.1.2. Total Covered Business Amount of a Circular Coverage Area

After that, the problem was simplified to calculate the total traffic volume covered
according to the site coordinates, quantity, and distribution of three known types of base
stations (old base station, new micro and macro base stations). For different types of base
stations, the method of calculating the coverage traffic is essentially the same. Taking the
macro base station as an example.

Suppose that for a given macro station Zi, its coordinates in Cartesian coordinates are
(Ai, Bi), the weak coverage points in the circular coverage range are denoted as Rj(aj, bj).
According to the Euclidean distance formula, the distance dij between the weak coverage
point and the base station can be expressed as:

dij = ‖Zi − Rj‖2 (4)

Obviously, when the radius is greater than the distance between the weak coverage
point and the base station site, this point cannot be covered, and the coefficient of the weak
coverage point was assigned to 0; otherwise, the coefficient was assigned to 1.

Rj =

{
1 , dij ≤ R
0 , dij > R

(5)

Therefore, by summing all the business volume yj covered by the base station num-
bered j, the total business volume Sj covered by all macro base stations can be obtained.

Sj =
n

∑
j=1

Rj · yj (6)

Similarly, for the micro base station, the only difference is that the coverage radius of
the micro base station is 1, while that of the macro station is 10. The total business volume
Sk covered by all base stations can also be obtained.

4.1.3. Establishment of Single-Objective Nonlinear Programming Model

In this paper, the single-objective nonlinear programming model was used to deter-
mine the site deployment by which the theoretical global optimal solution can be obtained.

(1) Determination of objective function
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Obviously, construction planning belongs to the planning model involving cost; the
most common objective function for this type of question is to minimize the cost, while
satisfying all constraints. Therefore, the objective function set in this paper is:

Min W =

{
10

n

∑
i=0

ai +
n

∑
i=0

bi

}
(7)

where W represents the total cost of building new base stations; ai represents the situation
of constructing macro station in the location with series number as i; bi refers to the
construction of micro-base station at the location with series number as i.

(2) Determination of the constraints

After confirming the coordinates of points that can establish a base station, three
situations need to be discussed for each point: don’t build a base station, build a micro
base station, or build a macro base station. If ai represents the 0–1 variable of a coordinate
point to build a macro station; bi represents the 0–1 variable of a coordinate point to build a
micro base station. The 0~1 constraint can be expressed as follows:

⎧⎨
⎩

ai = 0, 1
bi = 0, 1

ai + bi ≤ 1
(8)

In the meantime, the distance between different planned construction base stations
should also be limited to avoid overlapping coverage. Am is used to represent the location
of the new base station with series number m; An represents the location of the new base
station with series number n; and the distance constrain can be written as follows:

‖Am − An‖2 > 10 (9)

Finally, it is necessary to ensure that the signal area covers at least 90% of the total
business volume. The constraint of business volume can be expressed as:

n

∑
i=0

n

∑
j=0

Sj · ai +
n

∑
i=0

n

∑
k=0

Sk · bi + Po ≥ 0.9 × Pt (10)

in which Pt represents the total business volume and Po represents the sum of all the
business volume covered by the old base station.

4.1.4. Final Single-Objective Programming Model Based on Circular Coverage Area

Finally, by taking the total cost of constructing new base stations as the objective
function, the 0–1 constraint to limit one base station built in each point, the distance
between adjacent base stations is bigger than 10, and the signal area covering at least 90%
of the traffic as the constraint conditions. A single-objective nonlinear programming model
can be established as follows.

Min W =

{
10

n

∑
i=0

ai +
n

∑
i=0

bi

}

subject to (8)–(10).

4.2. Base Station Orientation Decision Model Based on “Shamrock” Coverage Area

In fact, the signal coverage of each base station is not circular. Most base stations
have three sectors, each pointing in different directions. The sector has the farthest signal
coverage distance in the main direction. It can be covered in a certain range around the
main direction, but the coverage gradually decreases with the angle according to a certain
law. In this paper, it is assumed that the coverage of the area around the main direction of
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60◦ attenuates to approximately 75% of the maximum range. At the same time, considering
the utilization of coverage, generally, the included angle between the main direction should
be not less than 45◦ for any two “blades” of the same base station.

In order to determine the main direction orientation of the “shamrock” blade, three
angle variables need to be introduced. Therefore, the polar coordinate system obviously has
great advantages compared with the Cartesian coordinate system in the model establish-
ment. Considering the huge number of base stations to be established in this paper, a polar
coordinate system set was finally established, the poles of each polar coordinate system
fall on the coordinates of the site where the base station is to be established. Subsequent
discussions were taken at each polar coordinate system of each coordinate system set.

4.2.1. Proposed “Shamrock” Shaped Coverage Area Model

(1) Introduction of the area covered by the “shamrock” model

According to the previous description as well as the established polar coordinate
system, a schematic diagram of the “shamrock” shaped coverage area is shown in Figure 5.

Figure 5. Schematic diagram of the “shamrock” covering model built in polar coordinate system.

The figure above shows a particular state of the “shamrock” coverage area combined
with polar coordinates. The light blue circle area represents the traditional circular coverage
area. The “shamrock” shaped coverage area is colored in light green. Different lines indicate
the direction of the center of each sector. The three angles represent the rotation angle of
each sector based on polar coordinates. It can be seen there are great differences in coverage
areas between the two different models.

In this case, by determining the rotation angle of each sector at a particular pole, the
state of the area covered by that pole can be obtained. Meanwhile, in order to ensure that
the included angle between the main directions of each two sectors is not less than 45◦, the
following constrain should be met:

⎧⎨
⎩

θ2 − θ1 > 45◦
θ3 − θ2 > 45◦
θ3 − θ2 < 315◦

(11)

Meanwhile, the relation between the real coverage area of a base station and the angle
change value can be approximated as a heart-shaped line. Assuming the radius is ρ, the
coverage area of any sector can be expressed in the following formula according to polar
coordinates, where θ0 represents the angle of a sector with polar axis rotation:

ρ =
2arctan|θ|+ π

π
[1 + cos(θ0 − θ)]·R (12)

(2) Simplify data by analyzing coverage areas

The details for a sector of any “shamrock” shaped coverage area are shown in Figure 6:
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Figure 6. Detail of a sector of the “shamrock” shaped coverage area.

It can be seen from Figure 6 that in any case, a sector of 120◦ radian with radius
R/2 can always be guaranteed to be fully covered. At the same time, under the given
constraints, the three sectors of each base station will overlap, resulting in the central area
also being affected by overlap. However, considering that the purpose of each base station
is to cover as much business volume as possible, different sectors are distributed relatively
evenly in most cases so that the area with R/2 radius as the center of each base station can
be completely covered, as the shadow area shown in Figure 7:

Figure 7. Idealized signal coverage diagram.

In the subsequent calculation, by default, for all base stations, it is regarded that the
weak coverage points with a Euclidean distance less than R/2 can be fully covered. In this
way, the number of weak coverage points needs to be discussed as they can be reduced
theoretically, and the spatial complexity of the model can be greatly reduced.

(3) Determination of the main direction based on k-means clustering algorithm

According to the analysis above, the problem has been simplified to cover as many
weak coverage points in the ring region as possible. A schematic diagram is shown in
Figure 8.

Figure 8. Schematic diagram of a ring signal cover region.

In order to determine the main directions of the three sectors and to cover as many
points as possible, the k-means clustering algorithm was used again to separate all points
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according to the pole angle of the polar coordinate system. The number of cluster centers
selected for this division was three.

It is assumed that the coordinates of the clustering center point obtained after calcula-
tion are Mm (ai, bi). Then, this point was connected to the coordinates of base station Nn (Ai,
Bi); the obtained line direction is the main direction. The transformation formula can be
obtained from the relation between the Cartesian coordinate and polar coordinate angle. θi
was used to represent the polar coordinate angle of the “blade” with series number i in a
“shamrock” model; the transformation formula can be written as follows:⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

θi
′ = arctan

( |bi−Bi |
|ai−Ai |

)

θi =

⎧⎪⎪⎨
⎪⎪⎩

θi
′ , ai > Ai, bi > Bi

π − θi
′ , ai > Ai, bi < Bi

π + θi
′ , ai < Ai, bi < Bi

2π − θi
′ , else

(13)

For each base station, the clustering center coordinates of the three ring weak coverage
points obtained by the k-means algorithm were substituted into the above formula, the
optimal coverage distribution state of each base station after changing the shape of the
coverage range could be obtained.

4.2.2. Solution of the Total Amount of Covered Business

According to Formula (13), the deflection angle of the weak coverage point in the
polar coordinate system θij can be written as:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

θi
′ = arctan

( |bj−Bi|
|aj−Ai|

)

θij =

⎧⎪⎪⎨
⎪⎪⎩

θi
′ , aj > Ai, bj > Bi

π − θi
′ , aj > Ai, bj < Bi

π + θi
′ , aj < Ai, bj < Bi

2π − θi
′ , else

(14)

According to Formula (12), the radius length ρ corresponding to a specific angle in
any sector can be determined by the formula:

ρ =

⎧⎨
⎩
(

1 − 3θ0
2π

)
·R + 3R

2π ·θij, θ0 − π
3 ≤ θij < θ0(

1 + 3θ0
2π

)
·R − 3R

2π ·θij, θ0 ≤ θij < θ0 +
π
3

(15)

For a macro base station, it is the same as the circular coverage area, according to the
Euclidean distance formula, the distance d′ij between the weak coverage point and the base
station can be expressed as:

d′ij = ‖Z′
i − R′

j‖2
(16)

Obviously, when the radius of the blade is greater than the distance between the weak
coverage point and the base station site, the point cannot be covered, and the value of R’j is
assigned to 0. Otherwise, it is assigned to 1.

R′
j =

{
1 , dij ≤ ρ

0 , dij > ρ
(17)
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Therefore, by summing all the business volume y′j covered by the base station num-
bered j, the total business volume S′

j covered by all macro base stations can be obtained.

S′
j =

n

∑
j=1

R′
j·y′j (18)

Similarly, for the micro base station, the total business volume S′
k covered by all base

stations can also be obtained.

4.2.3. Improved Model with Considering the Coverage Domain Overlap

After completing all the steps above, the model in this paper has basically realized the
judgment of the sector orientation; but, in an actual situation it is necessary that the angle
between the main directions of any two sectors not be less than 45◦. In this paper, all sectors
of a coverage area were numbered as 1, 2, and 3 in the counterclockwise direction. When
considering the angle in the main direction, we need only to consider the angle between
1–2, 2–3, and 3–1. It is assumed in this paper that if the detected angle between the main
direction is less than 45◦, the former of the two sectors should be fixed and its angle remain
unchanging, the angle increased to the critical condition by rotating the latter angle. At the
same time, for the second blade, if the changing of the angle leads to the angle between the
second and the third sectors being less than 45◦, these two blades were gathered into a new
group and the above operations were repeated. Obviously, the most extreme case of each
“shamrock” requires only two rotations of the blades, as shown in Figure 9:

Figure 9. Illustration of extreme case correction.

Based on the above analysis, the formula of a regional overlap modification model can
be expressed as: ⎧⎨

⎩
θ2 = θ1 + π/4, |θ2 − θ1| < π/4
θ3 = θ2 + π/4, |θ3 − θ2| < π/4
θ1 = θ3 + π/4, |θ1 − θ3| < π/4

(19)

Using the above method, the coverage area of the base station can be modified. Even-
tually, all base station coverage can be changed to a realistic “shamrock” state.

4.2.4. Decision by Using Single-Objective Nonlinear Programming Model

The same as the model built for a circular coverage area, a single-objective nonlinear
programming model can also be established for “shamrock” shaped areas.

The objective function established was:

Min W ′ =
{

10
n

∑
i=0

a′i +
n

∑
i=0

b′i

}
(20)

where W′ represents the total cost of building new base stations; a′i represents the situation
of constructing a macro station in the location with a series number as i; and b′i refers to the
construction of a micro-base station at the location with a series number as i. All constraints
can be determined as:
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Judging whether to build base station and the type of base station to be built:
⎧⎨
⎩

a′i = 0, 1
b′i = 0, 1

a′i + b′i ≤ 1
(21)

Constrain used to avoid overlapping coverage:

‖A′
m − A′

n‖2 > 10 (22)

Constraints on region overlap modification:
⎧⎨
⎩

θ2 = θ1 + π/4, |θ2 − θ1| < π/4
θ3 = θ2 + π/4, |θ3 − θ2| < π/4
θ1 = θ3 + π/4, |θ1 − θ3| < π/4

Also, to ensure that the signal area covers at least 90% of the total business volume:

n

∑
i=0

n

∑
j=0

S′
j·a′i +

n

∑
i=0

n

∑
k=0

S′
k·b′i + Po ≥ 0.9 × Pt (23)

4.2.5. Final Model Based on “Shamrock” Shaped Coverage Area

Finally, for the “shamrock” shaped coverage area, the single-objective nonlinear pro-
gramming model can be established as follows.

Min W ′ =
{

10
n

∑
i=0

a′i +
n

∑
i=0

b′i

}

subject to Equations (19), (21)–(23).
For this proposed model, the objective function and the constraints are very clear. The

commercial optimization modelling software, LINGO 18, can be used to find the optimal
layout scheme and the least cost.

5. Results and Discussion

A flow chart of planning the base station is shown in Figure 10. The whole solving
process of this paper can be divided into three main steps: (1) data preprocessing and K-
means clustering by using MATLAB software; (2) based on the data processed by MATLAB,
LINGO was used for the programming solution to obtain the minimum cost and the location
of the base station, two different approaches based on the circular and the “shamrock”
shaped coverage areas were presented, respectively; and (3) according to the results of
LINGO, MATLAB was used again to draw the position of the base station in the region to
be planned.
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Figure 10. Flow chart of proposed algorithm.

5.1. Solution of Single Base Station with Circular Coverage Area

Based on the single-objective linear programming model established in Section 4.1
(Equations (7)–(10)) as well as the flow chart shown in Figure 10, the optimal layout scheme
and the least cost can be calculated. According to the result, 8856 micro base stations are to
be built and the number of macro stations is 412, which covers 6,599,691 businesses and
accounts for 93.53% of the total business volume, the nominal cost is 10,092.

For a detailed construction plan, it is necessary to determine the coordinates and types
of base stations to be constructed. Considering the huge amount of data, only 20 results are
listed in this paper, as shown in Table 2.

Table 2. Part results of the location coordinates and types of base stations needed to be established.

Series Number X Coordinates Y Coordinates Type Series Number X Coordinates Y Coordinates Type

1 1985 1495 Micro BS 11 493 629 Micro BS

2 1662 1191 Micro BS 12 540 438 Micro BS

3 1501 1501 Micro BS 13 1641 1153 Micro BS

4 1532 241 Micro BS 14 1836 1331 Micro BS

5 218 2328 Micro BS 15 158 929 Micro BS

6 1009 1009 Micro BS 16 168 2006 Micro BS

7 1228 963 Macro BS 17 555 282 Micro BS

8 1864 1528 Micro BS 18 1733 656 Micro BS

9 602 1024 Micro BS 19 1637 667 Macro BS

10 914 671 Micro BS 20 1867 1325 Micro BS
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5.2. Solution Based on “Shamrock” Shaped Coverage Area Model

Similarly, according to Equations (19)–(23) as well as the flow chart shown in Figure 10,
it can be obtained that a total of 9043 micro base stations and 437 macro stations need to be
established, which covers 6,499,493 businesses and accounts for 92.11% of the total business
volume, the total nominal cost is 10,530. Results of 10 base stations are listed in Table 3.

Table 3. Part results of the location coordinates and types of base stations needed to be established.

Serial Number X Coordinates Y Coordinates Type θ1 θ2 θ3

1 309 1486 Micro BS 42◦ 148◦ 284◦

2 77 1299 Micro BS 17◦ 151◦ 240◦

3 1905 127 Micro BS 103◦ 228◦ 324◦

4 2464 1539 Micro BS 95◦ 197◦ 282◦

5 1063 438 Micro BS 51◦ 166◦ 268◦

6 1838 1838 Micro BS 7◦ 133◦ 226◦

7 2338 741 Micro BS 22◦ 152◦ 248◦

8 2212 1062 Macro BS 65◦ 165◦ 255◦

9 1889 2420 Micro BS 26◦ 142◦ 234◦

10 1955 128 Micro BS 49◦ 133◦ 267◦

It can be seen from Table 3 that based on the proposed model, both the coordinates
and the angles of all sectors can be obtained.

5.3. Discussion

According to the above method, the optimal plannings of base station construction
for both circular and “shamrock” shaped coverage areas were calculated, respectively, the
comparison results are shown in Figure 11.

 
(a) (b) 

Figure 11. Diagrams showing the locations and the types of base stations need to be constructed.
(a) shows— the results based on a circular coverage area, the big circles with ochre yellow are the
macro stations, and the dark green circles are the positions of the micro stations. (b) shows the results
based on the “shamrock” shaped coverage area, the big red circles are the macro stations and the
blue circles are the positions of the micro stations. The red arrows in the zoom window shows part of
the differences compared with the corresponding positions in (a).
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For the results based on a circular coverage area, the number of macro stations needed
to be built is 8856, the number of micro stations is 412, and the nominal cost is 10,092. For
the results based on the “shamrock” shaped coverage area, the numbers of macro and
micro stations are 9102 and 476, respectively, and the total nominal cost is 10,530.

According to the results of the two methods, it can be found that the number of
base station planning using the “shamrock” shaped coverage area algorithm increased
slightly, and it results in a slight increase in cost compared with the circular coverage area.
However, since the two coverage models have very different coverage areas, the improved
“shamrock” model proposed in this paper can effectively reduce the occurrence of repeated
coverage, which is also more reasonable.

6. Conclusions

Firstly, the complexity of calculation is configurable by multi-step data filtering. The
stepwise design of the model greatly improves the degree of flexibility. The available
scenarios of the model can be broadened by adjusting parameters, which also makes the
adjustment of the model more convenient.

Secondly, in order to get closer to reality, the “shamrock” shaped of the coverage area
model was used in comparison with the circular coverage area model. When determining
the sector orientation of the “shamrock” coverage area model, a k-means clustering algo-
rithm was introduced again in a small range. These changes make the planning of base
station construction more reasonable with the observation that the final signal coverage is
more uniform and the overlapping waste of signal coverage domain is reduced.

Thirdly, single-objective nonlinear programming was used to plan the base station
construction. This method permits finding the global optimal solution theoretically, but the
disadvantage is the excessive demand on computing power. The model used in this paper
can be further extended to a multi-objective function so that more evaluation indicators
can be taken into account; the model will be much closer to the real situation.

Finally, some factors related to propagation, such as shadowing or effects related to
antenna radiation patterns, were not taken into account in this paper, which can have a
detrimental effect on coverage in certain points. These factors are left for future study.

This model is mainly based on clustering of a large dataset sample and optimization
based on density distribution for resource allocation problems. Although the capacity
of the model is manifested by the special case of the base station construction planning,
theoretically, this model can also be used to solve various problems related to dynamic
resource allocation regulation with a wide range of application scenarios.
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Abstract: Approaches presented today in the scientific literature suggest that there are no methodolog-
ical solutions based on the training of artificial neural networks to predict the direction of industrial
development, taking into account a set of factors—innovation, environmental friendliness, modern-
ization and production growth. The aim of the study is to develop a predictive model of performance
management of innovative industrial systems by building neural networks. The research methods
were correlation analysis, training of neural networks (species—regression), extrapolation, and expo-
nential smoothing. As a result of the research, the estimation efficiency technique of an innovative
industrial system in a complex considering the criteria of technical modernization, development,
innovative activity, and ecologization is developed; the prognostic neural network models allow to
optimize the contribution of signs to the formation of target (set) values of indicators of efficiency for
macro and micro-industrial systems that will allow to level a growth trajectory of industrial systems;
the priority directions of their development are offered. The following conclusions: the efficiency of
industrial systems is determined by the volume of sales of goods, innovative products and waste
recycling, which allows to save resources; the results of forecasting depend significantly on the
DataSet formulated. Although multilayer neural networks independently select important features,
it is advisable to conduct a correlation analysis beforehand, which will provide a higher probability
of building a high-quality predictive model. The novelty of the research lies in the development
and testing of a unique methodology to assess the effectiveness of industrial systems: it is based
on a multidimensional system approach (takes into account factors of innovation, environmental
friendliness, modernization and production growth); it combines a number of methodological tools
(correlation, ranking and weighting); it expands the method of effectiveness assessment in terms of
the composition of variables (previously presented approaches are limited to the aspects considered).

Keywords: innovative industrial system; extractive industry; manufacturing industry; efficiency;
forecasting; neural networks; radial basis functions (RBF); multilayer perceptron (MLP)

MSC: 90C35

1. Introduction

The growing demands on industry and the conditions of modernity are caused by
a number of objective reasons: the problem of the exhaustion of natural resources, in-
tensive environmental pollution, and concern for future generations. Industrial systems
that do not meet the requirements of the external (interaction with the environment and
excessive emissions of pollutants, external effects in relation to society, etc.) and internal
environment (working conditions, the state of fixed assets, etc.), need significant mod-
ernization. This affects the efficiency of the functioning of industrial systems, due to the
level of rationality of capital investment, operating costs, organization and automation of
production, digitalization of industrial systems, and innovation activities. The importance
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of managing the efficiency of innovative industrial systems in Russia is due to the high
indices of industrial production: over a ten-year period (2010–2020) the index in Russia
was 124%, Turkey—167%, Poland—143%, Australia—126%, the Republic of Korea—115%,
USA—104%, Japan—88%, etc. [1]. However, Russian industry operates under conditions
of high depreciation of fixed assets (at the end of 2021 in the extractive industry the index
was 60.8%, and in the manufacturing sector—52.5%), which increases production risks and,
presumably, affects the performance. Thus, under the conditions of tightening economic
conditions, the management of efficiency and its factors becomes especially important,
which makes the problems studied in this article urgent.

The aim of the study is to develop a predictive model of performance management of
innovative industrial systems by building neural networks. The theoretical significance of
the formulated provisions consists of the development of the methodology of performance
management. The practical significance of the research lies in the possibility of predicting
the performance of enterprises based on data management of the assets of industrial
systems, and the identification of the degree of influence of production factors on the
results of the functioning of industrial systems.

The object of the study is innovative industrial systems. The key features of such sys-
tems are, firstly, notable innovation activity, supported by human capital, scientific potential,
availability of resources, investments, and secondly, production of products. Consequently,
the considered category is based on a combination of the designated key features with an
orientation on technological development. Let us highlight the provisions characterizing
the functioning of innovative industrial systems in modern economic conditions.

First, industrial innovations determine the competitiveness of companies on the mar-
ket and make a significant contribution to improving the quality of products [2–4].

Second, the ongoing structural transformation of industrial systems is accompanied
by modernization, the quality of which is determined by innovation [5,6].

Third, the level of change management determines the category of the system, in
connection with which modern scientists distinguish such types of innovation systems as
national, regional, technological, and sectoral [7–15]. Our research is focused on innovative
branch systems, i.e., systems which unite organizations (links of production system),
processing raw materials into finished products, and interacting with each other and with
infrastructural organizations of a national innovation system.

Fourthly, the interaction of agents in the innovative development of industry takes
place under various forms of cooperation, which include clusters [16–18], technological
platforms [19,20], consortia [21,22] and other types of cooperation.

Generalizing the above provisions, as well as relying on [23], let us clarify the definition
of «innovation industrial system». Under it, we understand a set of interconnected subsys-
tems, processes, elements, and participants, united by commodity-raw, energy, information,
financial and service flows, contributing to the production of industrial products and the
formation of GDP. By subsystems, we mean a subsystem of R&D, supply, production,
distribution, transport, storage subsystems, and related infrastructure. Industrial systems
can be considered at the scale of micro, meso- and macro levels. In the first case we should
understand a production system and its functioning subsystems, in the second case—an in-
dustrial complex (a set of interacting enterprises located in a particular territory and united
by industry, in particular, industrial clusters, holdings), in the third case—national industry
as an independent branch of the national economy, uniting extractive, manufacturing, and
energy production.

The behavior of complex systems, in particular industrial systems, is influenced by
many external and internal factors, predictable and random. In this regard, the processes
occurring in innovative industrial systems are stochastic in nature. Simulation tools allow
us to assess and predict the behavior of such a system, as well as the nature and degree of
influence of factors. In the conditions of the necessity of processing large arrays of data
(on equipment operation, technological and business processes, stocks, etc.) methods of
predictive analytics: Data mining, statistical and econometric methods, and methods of
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artificial intelligence are recognized as valuable tools. The latter is based on the training
of neural networks, which has gained popularity in practice today: the search for min-
erals, solving logistics problems, the prediction of equipment failures, etc. Against the
background of the advantages of neural networks, statistical methods of data processing
(correlation and regression, cluster analysis, factor analysis and the principal component
method, classification, and regression trees, etc.) have a certain weakness—the prediction
of results based only on available data; neural networks can generate a prediction based on
data not encountered in the training.

The practical application of neural network tools is popular and covered in the studies
of many scientists. Conceptually, the neural network training methodology is widely
covered in the scientific literature [24–31]. According to scientists, the quality and adequacy
of models, and their predictive properties for extrapolation purposes are conditioned by
the data set and their volume. Learning neural networks contribute to the structuring of
information about complex dynamic systems, which include industrial systems. In this
regard, neural networks are widely used in industry, due to the need for high-quality
processing of large amounts of data on resource consumption, energy consumption, and
business processes. In the context of oil pipeline monitoring and petroleum product
volume prediction, this tool is highlighted in Mayet et al. where pipeline performance
characteristics (amplitudes) are defined as inputs of the neural network, with percentages of
four petroleum products as outputs [32]. To ensure continuous pharmaceutical production,
the neural network model was tested by Wong et al. [33].

One of the purposes of the neural network technique is forecasting. A one-dimensional
GDP prediction model was proposed by Longo et al. [34]. The problems of forecasting the
regional industrial systems, where the authors proposed a neural network model with two
blocks of input data (block 1—regional system and regional GDP level; block 2—panel data
network and indicators of regional GDP growth index, mining, manufacturing and service
sector growth values), and output parameters—forecasted values of industrial growth are
disclosed in the works of Tuo et al. [35]. A predictive neural network model was proposed
by Zhao and Niu [36]. The authors investigated the dependence of CO2 emissions on four
factors—population, GDP per capita, standard coal consumption and the share of thermal
power generation. Adesanya et al. use neural networks to predict process parameters in
the thermoplastic extrusion process in the cable industry, whereby the authors set nine
neurons (parameters describing physical material properties) as the input and 11 neurons
(temperature parameters) as the output layer [37].

Under the conditions of implementation of resource and energy-saving policies, energy
consumption management is of particular importance, and in this regard, neural network
models have become very popular in the context of rationalization of energy consumption.
The study by Leite Coelho da Silva et al. presents the results of building a one-dimensional
model for predicting energy consumption and reveals that a better prediction is obtained
by building an MLP mode [38]. Shinkevich et al. propose energy resource optimization
methods based on neural network training: the input parameters of the model are optimal,
minimal and average energy consumption values, deviation and variance, and the output
parameter is the optimal energy consumption in the chemical industry [39]. Ramos et al.
propose a model to predict the electricity consumption of industrial facilities by analyzing
online data (consolidated every 5 min) and applying an artificial neural network (ANN) [40].
Seawram et al. propose a predictive model of specific heat capacity (one neuron per output)
based on the latent dependence of the target variable on the input parameters (nine neurons
per input—different parameters of base fluid, nanoparticles and temperature) consistent
with sustainable development and direction to reduce carbon dioxide emissions [41]. The
team of scientists, Dli et al., built a process state prediction model using recurrent neural
networks [42]. Thus, the key effect of modeling industrial systems based on a neural
network is to improve the quality of manufactured products and the level of safety of
production systems.
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The methodology for training neural networks to assess the performance of enterprises
(microindustrial systems) is covered in a number of papers [43–45], which demonstrates
the high practical value and widespread application of deep learning tools as part of
the evaluation and prediction of enterprise performance. However, studies limited to
economic and innovation indicators, ignoring the environmental aspects of the functioning
of enterprises prevail. Thus, Du combines such a wide range of indicators, including
innovation activities, but does not focus on the analysis of a series of dynamics and
prospection, but on a set of enterprises with an identical set of indicators, and does not
consider environmental issues [43]. A similar approach is outlined in a study by Luo and
Ren [45], but it also omits the environmental issue.

At the same time, the literature review of scientific positions allows us to judge
the presence of a certain unrealized potential in the methodology of industrial systems
efficiency management: there are no methodological solutions based on the training of
artificial neural networks, allowing us to evaluate and predict the direction of industrial
development, considering a complex of factors—innovation, environmental friendliness,
modernization and production growth. An interesting approach to regional industry
management based on neural networks was found in [35], but the authors limited the
study to the inclusion of GDP and production index indicators. The above determines
the relevance and importance of the development of predictive models and directions of
development of both macro- and micro-industrial systems with the use of intelligent data
processing tools.

2. Materials and Methods

The algorithm of this study is built on the principle of decomposition at the macro-
and micro levels of management of industrial systems. In the first case, we are talking
about the industrial sector of the Russian economy, represented mainly by extractive
and manufacturing industries. The array of data for diagnostics and forecasting of the
development of industrial systems (in retrospect) covers the period from 2005 to 2021—the
period of structural transformation of industry in Russia [1,46]. In addition, speaking
of innovative industrial systems, we refer not only to the output of innovative products
but also to the investment of resources in improving the environmental friendliness of
production. In the second case—at the micro level—the object of the research was a Russian
industrial petrochemical enterprise PJSC «Nizhnekamskneftekhim»; the initial data set
represented by the time series for 2009–2021 (quarterly data). The choice in favor of this
enterprise is due to its strategic importance since it is one of the largest petrochemical
enterprises in Russia and in Europe, one of the largest producers of synthetic polyisoprene
in the world and the third largest supplier of butyl rubbers in the world.

1. Consequently, it is strategically important to develop adequate predictive models that
can not only consider the history of the development of the industrial system but also
be able to predict the results of activity under the influence of certain factors. In this
regard, the following stages of research are outlined:

1. identification of patterns and trends in the development of macro- and micro-
industrial systems;

2. forecasting the efficiency of innovative macro-industrial systems;
3. predicting the efficiency of the microindustrial system.

2. The methodological basis of this study is a set of the following stages of modeling:

1. information gathering;
2. identification of significant relationships between indicators (correlation analy-

sis);
3. formation of a mathematical model;
4. model verification;
5. analysis of simulation results.
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As an indicator of efficiency at the macro level, the use of the gross value added,
combining the interests of all participants of the industrial system and the economy as a
whole state proposed. It is a value equal to the difference between the volume of produced
goods and services and their intermediate consumption [1]. The latter covers payroll, net
profit, taxes, and depreciation, which is of interest not only to owners, but also to the state,
investors, and employees.

We took the gross value added (Yi) as the dependent variable:
Ymining—is the gross value added created in the mining sector (billion rubles);
Ymanufacturing—is the gross value added created in the manufacturing sector

(billion rubles).
Taking into consideration current trends in economic development, the following

indicators are taken as independent variables:
DFA(i)—degree of depreciation of fixed assets on the full range of organizations of the

i-th sector of industry (%)—criterion of technical modernization;
VSG(i)—volume of shipped goods of own production, work and services performed

by own forces in the i-th sector of industry (million rubles)—development criterion;
VIG(i)—volume of innovative goods, works, and services in the Russian Federation

(million rubles)—criterion of innovative activity;
RW(i)—use and neutralization of production and consumption waste in the i-th sector

of industry (million tons)—greening criterion.
At the micro level, the evaluation efficiency of the classical indicators of profitabil-

ity, taken as dependent (output) variables carried out, and taken as dependent (output)
variables:

Rps—profitability of sold products;
Rs—return on sales.
As input variables (independent) investigated:
CA—current assets (thousand rubles);
FA—fixed assets (thousand rubles);
GP—gross profit (thousand rubles);
PS—profit from sales (thousand rubles).

Based on the identified relationships between the criteria variables and predictors the
author’s methodology for assessing the effectiveness of innovative industrial systems (IIS)
is proposed. Our approach is based on the method of rating assessments and benchmarks
and focused on a comprehensive assessment of the development of an innovative industrial
system. For this purpose, the index which takes into consideration the correlation of
predictors with the gross added value created by a separate sector of the economy—the
growth of the innovative industrial system coefficient (Kiisd) is developed. It takes into
consideration the criteria of technical modernization, development, innovation activity,
and ecologization and reflects the complex efficiency of industrial system functioning.
The algorithm of the methodology (Figure 1) clearly reflects the stages and the arrays of
necessary data formed at each stage.

The suggested methodology is distinguished by taking into account heterogeneous,
but significant components of the functioning of industrial enterprises (technical modern-
ization, development, innovation activity, and greening), which allows us to overcome
the limitations in assessing the directions of development; correlates with the interests
of all stakeholders in the economic system (noted above); is multifaceted, flexible and
adaptive (the weighting factors are adjustable and respond to changes in the dynamics
of indicators), which affects the correlation coefficients. The formulated methodology
develops the previously proposed by us method for assessing the sustainable growth of
innovative mesosystems (ISDI) [23] and overcomes the problems of dimensionality of the
parameters under study.
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Figure 1. The author’s methodology algorithm for assessing the effectiveness of innovative industrial
systems.

The result of the presented methodology is the calculation of the coefficient of devel-
opment of an innovative industrial system—Kiisd (1):

Kiisd = ∑4
j=1

( Aij(min)
Aij(year)

·wj

)
+ ∑4

j=1

( Aij(year)
Aij(max)

·wj

)
,

wj =
aj
4 and wj ≤ 1,

aj = 4, if rmax
(
Yi; Aij

)
,

aj = 1, if rmin
(
Yi; Aij

)
,

(1)

where j—is one of the four attributes (DFA, VSG, VIG, RW); Aij(min) or Aij(max))—is the
reference value for the corresponding attribute in the dynamics series; Aij(year)—is the
actual value of the indicator in a particular year; wj—is the weight coefficient j attribute;
aj—the rank assigned to the j attribute in accordance with the value of the correlation
coefficient (aj = 4 for the attribute with the strongest correlation; aj = 1 for the attribute with
the weakest correlation); Yi—the gross value added created in the i-th industry sector.

At the next stages of the study, modeling and forecasting of the indicators are carried
out. The forecasting tool was artificial neural networks (ANN), trained in the Statistica
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environment. Of the three available modeling strategies (automated neural networks search
(ANS), custom neural networks (CNS) and subsampling (random, bootstrap)) the ANS
option is used in all modeling cases. The basic problem solved by neural networks is
regression. The neural network parameters are weights and shifts of neurons, and the
hyperparameters are the number of layers, the number of neurons in each layer, activation
functions and the error function. Let us consider these parameters in more detail.

The neural network construction is based on the summation function of a neuron,
which consists of the summation of products of input values by their weight coefficients (2):

Y = F(WX) = F(x1ω1 + x2ω2 + . . . + xnωn) = F
(

n
∑

i=1
xiωi

)
or

Y = b + x1ω1 + x2ω2 + . . . + xnωn = b +
n
∑

i=1
xiωi

(2)

where Y—is the output value; X = (x1, x2 . . . , xn)—is a vector of input signals, a feature;
W = (ω1, ω2 . . . , ωn)—is a vector of weights reflecting the significance of the corresponding
feature (strength of synaptic connection, synapse); b is the activation function bias neuron.

The inputs of the artificial neural network are a mathematical vector of numbers X (3):

X = [x1, x2, . . . , xn]. (3)

• An activation function is a function that converts weighted inputs into an adequate
output. We distinguish between activation functions for radial basis functions (RBF)
and multilayer perceptron (MLP). In the former, we rely on the following functions:

• Gauss function (4):

f (x) = exp
(
−S2

2σ2

)
,

S2 = |X − W|2 = ∑
i
(xi − ωi)

2 (4)

where σ—is the standard deviation of the width of the radial-baseline function; S is the
weighted sum of the neuron;

• the identity function (linear) (5):

f (x) = x. (5)

The following activation functions in MLP training applied:

• an identical function;
• logistic function (sigmoid) (6):

f (x) = 1
1+e−x ,

f (x) ∈ (0; 1)
(6)

• function of the hyperbolic tangent (7):

f (x) = th(x) = (ex−e−x)
(ex+e−x)

,

f (x) ∈ (−1; 1),
(7)

• exponential function (8):

f (x) = e−x. (8)
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The error function (neural network error) in regression problems is determined by the
formula for summing the squares of errors (9):

E =
n

∑
i=1

(Y − Y∗)2, (9)

where Y—is the actual value of the output variable and Y*—Y* is the predicted value of the
output variable.

We evaluated the quality of trained artificial neural networks using the test sample
with the average absolute error MAPE (10):

MAPE =
1
n

n

∑
i=1

|Y − Y∗|
Y

=
1
n

n

∑
i=1

YAR
Y

, (10)

where n—is the number of observations in the test sample (automatically); YAR—is the
absolute residuals on Y in the test sample.

According to the architecture, all neural networks are divided into two types: single-
layer and multilayer. A single-layer network is a neural network without hidden layers, the
signals of the input layer, including synapses, are fed to the output layer, which provides
a relatively high speed of learning; the architecture of such a network is stable and does
not vary; pre-processing of predictors is required [47–51]. However, due to the simplicity
of tuning and consequently, the low accuracy of the model, we do not use the method of
training single-layer neural networks in the study.

We rely on the application of a multilayer neural network (deep), in which the input
signals pass through hidden layers with one set of synapses, and only then to the output
layer with other weights. While the single-layer network requires careful preparation of
the input data, in the multilayer neural networks this problem is overcome by the transfor-
mation and selection of features during training. At the same time, the addition of hidden
layers causes an increase in the training time of the network, and the ability to process a
small amount of data and retraining can contribute to a low quality of prediction [52–55].

Thus, the key type of neural network used in the paper is a multilayer network
(1 hidden layer with h neurons), where x—is a set of predictors, inputs, and Y—is a set of
categorical variables, outputs (Figure 2).

Mathematics 2023, 11, x FOR PEER REVIEW 9 of 25 
 

 
Figure 2. The architecture of the multilayer neural network. 

Homogeneous and heterogeneous neural networks are distinguished according to 
the type of neuronal structures. In the first case, homogeneous networks consist of neu-
rons with one type of activation, while in the second case there is a combination of activa-
tion functions [56]. In our study, there are artificial neural networks of both types, but 
predominantly heterogeneous ones, because in this way the network automatically 
chooses the best option to calculate the output value. 

The methodological basis was the use of such methods of data processing as correla-
tion analysis, training of neural networks (species—regression), extrapolation, and expo-
nential smoothing. An instrumental set of data processing includes such software prod-
ucts as Statistica (module—«Automated neural networks search», «Time series and fore-
casting») and Deductor Studio (module—Neural network). The calculation of efficiency 
indicators and the coefficient of development of the innovative industrial system Kiisd is 
implemented in Microsoft Excel. 

Figure 2. The architecture of the multilayer neural network.

Homogeneous and heterogeneous neural networks are distinguished according to the
type of neuronal structures. In the first case, homogeneous networks consist of neurons
with one type of activation, while in the second case there is a combination of activation
functions [56]. In our study, there are artificial neural networks of both types, but predomi-
nantly heterogeneous ones, because in this way the network automatically chooses the best
option to calculate the output value.

The methodological basis was the use of such methods of data processing as correlation
analysis, training of neural networks (species—regression), extrapolation, and exponential
smoothing. An instrumental set of data processing includes such software products as
Statistica (module—«Automated neural networks search», «Time series and forecasting»)
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and Deductor Studio (module—Neural network). The calculation of efficiency indicators
and the coefficient of development of the innovative industrial system Kiisd is implemented
in Microsoft Excel.

3. Results

3.1. Trends in the Development of Stochastic Innovation Industrial Systems in Russia

Industrial systems in Russia are developing steadily to a certain extent, as evidenced
by the dynamics of gross value added created in the mining and processing sector. The
trend analysis makes it possible to judge the global growth trend in both types of industrial
systems (Figure 3) (more data in Appendix A). A more predictable and sustainable dynamic
is demonstrated by manufacturing, which, unlike extractive industries, maintained its
production momentum in 2020 (the year of the global pandemic, when supply chains
around the world were disrupted, negatively affecting technological processes, production
costs, and sales volumes). While the index of gross value added in 2020 in the extractive
industries decreased by 27% (relative to 2019), the index in the manufacturing industries
increased by 1.4%. This trend is due to the specificity of industries, flexibility and ability to
restructure and diversify production.
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Figure 3. Extrapolation of gross value added by industrial sector of the Russian economy by con-
structing an exponential trend line for the mining (a) and manufacturing (b) industries.

According to the author’s methodology algorithm (Figure 1), the data collection of the
development of the industrial system in Russia allowed to carry out a correlation analysis,
which revealed that the dependent variable (Yi) significantly depends on all four input
variables (DFA, VSG, VIG, RW) in both cases—the extractive and manufacturing sectors of
the economy in Russia (Table 1, Table 2). The correlation coefficients exceed 0.7, and the
closeness of the relationship between all the indicators is high.

Table 1. Correlation matrix and ranking indicators the mining sector of the economy.

Mean Ymining DFA(mining) VSG(mining) VIG(mining) RW(mining)
The Rank of
the Trait, a Weight, w

Ymining 6652 1 0.788233 0.997309 0.862541 0.953822

x1(mining) 54 0.788233 1 0.796851 0.666535 0.775370 1 0.25

x2(mining) 10,315,429 0.997309 0.796851 1 0.871492 0.948996 4 1

x3(mining) 400,421 0.862541 0.666535 0.871492 1 0.785332 2 0.5

x4(mining) 2274 0.953822 0.775370 0.948996 0.785332 1 3 0.75
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Table 2. Correlation matrix and ranking indicators the manufacturing sector of the economy.

Mean Ymanufacturing DFA(manuf.) VSG(manuf.) VIG(manuf.) RW(manuf.)
The Rank of
the Trait, a Weight, w

Ymanuf. 9048 1 0.915754 0.996381 0.917357 0.720713

x1(manuf.) 48 0.915754 1 0.920973 0.843458 0.784281 2 0.5

x2(manuf.) 29,618,279 0.996381 0.920973 1 0.942095 0.738616 4 1

x3(manuf.) 2,035,221 0.917357 0.843458 0.942095 1 0.718756 3 0.75

x4(manuf.) 149 0.720713 0.784281 0.738616 0.718756 1 1 0.25

Having all the necessary data, we identified the reference values in the series of
dynamics (Table 3).

Table 3. Benchmark values the innovative industrial systems indicators.

DFA (min) VSG (max) VIG (max) RW (max)

Mining 49.6 (2009) 23,598,403 (2021) 874,337 (2021) 3585 (2018)

Manufacturing 45.6 (2008) 62,978,104 (2021) 3,659,812 (2021) 247 (2021)

Then by Formula (1), we calculated the weighted values of the four indicators for the
study period and the final coefficient of growth of the innovative industrial system Kiisd
for two types of industrial systems (Table 4) and compared them to the dynamics of gross
value added (Figure 4).

Table 4. Comprehensive assessment of the development of innovative industrial systems (calculated
according to the author’s methodology).

Year
Ymining

(bln rub.)
Kiisd (mining)

(Coefficient)
Ymanuf.

(bln rub.)
Kiisd (manufacturing)

(Coefficient)

2005 2064 0.63 3388 0.85

2006 2509 0.68 4116 0.92

2007 2866 0.87 5025 0.97

2008 3285 0.90 6164 1.07

2009 2885 0.84 5005 1.00

2010 3843 0.92 5935 1.12

2011 4944 1.25 6896 1.24

2012 5563 1.37 7774 1.46

2013 5911 1.29 8070 1.56

2014 6231 1.46 8959 1.56

2015 7276 1.43 10,289 1.76

2016 7423 1.56 10,017 1.93

2017 9029 1.72 11,308 1.79

2018 12,410 2.09 13,315 1.90

2019 12,622 2.12 14,215 1.99

2020 9185 1.73 14,415 2.17

2021 15,031 2.44 18,926 2.43
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Figure 4. The verification coefficient of development effectiveness the innovation industrial system
for the mining (a) and manufacturing (b) industries (comparison of the actual values of gross value
added and calculated by the author’s methodology values of the coefficient of development of
innovative industrial system).

As in the case of gross value added, the coefficient of integrated development of
industrial systems as a whole, increases (in both cases). The quality of the proposed
indicator is confirmed by the comparison with the size of the gross value added. The
higher quality of the indicator is demonstrated by the mining sector, as evidenced by
low deviations and a correlation coefficient of 0.988 (Figure 4a). The deviations are more
pronounced in the manufacturing industrial systems sector, as evidenced by the correlation
coefficient of 0.969 (Figure 4b).

In general, the high quality of the proposed indicator should be noted; it succinctly
and comprehensively describes the characteristics of industrial systems in a particular
period of time and allows a comparative analysis of the development of various objects
of research.

Thus, the patterns of development of innovative industrial systems should include
the steady growth of gross value added, which satisfies the interests of owners, investors,
government, and employees; there is direct and high dependence on this performance
indicator for the four most important criteria of modern economic system functioning
(the criteria of technical modernization, development, innovation activity, greening). The
causal relationship (positive) between the depreciation of fixed assets x1 and the gross
added value Y can be explained by the concentration of efforts and resources of production
systems not on the renewal of technical infrastructure, but on product and technological
innovation, as well as on measures for the recycling of production and consumption waste.
Shifting the focus to the purchase of new equipment and the subsequent reduction in the
degree of fixed assets will restrain the growth of production and gross value added as a
result of the redistribution of income and investment.
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3.2. Variative Forecasting of the Efficiency of Innovative Macro-Industrial Systems in Russia
3.2.1. Univariate Prediction

In order to predict the efficiency of industrial systems development the gross value
added indicator taken as a basis (modeling for the dependent variable Kiisd showed similar
architectures and characteristics of neural networks and corresponding predictions), alter-
native types of neural networks—Multilayer Perceptron (MLP) and Radial Basis Function
(RBF)—evaluated. Univariate prediction assumes a single neuron input and output: the
actual value (input value) and the predicted value (output value). The size of the subsam-
ples is set in the following proportions: training—60%, test—20%, validation—20%. By
applying the ANS option, five networks with the best quality scores were trained.

1. In the extractive sector, the highest performance is shown by the radial basis function
network with five hidden neurons RBF 1-5-1 and a learning performance of 97.55%
(Table 5). The error function is defined by the sum of squares formula, the activation
function of hidden neurons is Gaussian, and the output neurons are identical (linear).
Thus, the obtained one-dimensional neural network is heterogeneous, combining
neurons with two different activation functions, and multilayer.

Table 5. Alternative univariate models for predicting Ymining gross value added.

Net.
Name

Training
Perf.

Test Perf.
Validation

Perf.
Training

Error
Test Error

Validation
Error

RBF 1-5-1 0.975502 0.991997 0.999828 74,038.1 2,517,832 10,540,650

RBF 1-5-1 0.924554 −0.713870 0.999946 290,964.0 13,077,520 29,005,897

RBF 1-5-1 0.958372 0.973763 0.986317 148,272.0 6,215,827 17,400,202

MLP 1-6-1 0.969824 0.931990 0.984887 98,788.5 834,197 4,930,694

RBF 1-5-1 0.750521 −0.862889 0.975379 944,232.3 1,353,0519 29,115,342

The time series graph is plotted in the projection over 25 periods (starting from
period 1), which allows us to estimate the near-term performance of the extractive sector of
the economy in Russia (in 7 years). According to the best network (RBF 1-5-1), the projected
value of gross value added in the industry will remain at 9000 billion rubles (Figure 5a).
Forecasting Kiisd shows a similar development trend (Figure 5b).
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Since the quality of the model was estimated by the test sample, we estimated the
relative error of this model by absolute residuals. We calculated the average absolute error
of MAPE and found that the quality of the test sample for Ymining was 31.3%, for Kiisd—22%
(high error), indicating the low quality of the predicted scenario of changes in gross value
added in the mining sector. The difficult-to-predict indicator is due to the previously noted
sharp decline in gross value added in the industry.

The application of the exponential smoothing tool (α = 0,1; without trend and seasonality)
reduces the average absolute error of MAPE to 12%. However, the results of smoothing
significantly distort the original data set, which affects the results of forecasting by neural
networks. If the actual data provide the forecast of the indicator for future periods at the
level of 9000 billion rubles (Figure 5a), then taking into account the exponential smoothing,
the forecasted value falls below 6000 billion rubles.

The intermediate conclusion is that the neural network RBF 1-5-1 (MAPE = 31.3%)
predicts the value of gross value added in the extractive industry at 9000 billion rubles.

2. In the processing sector, we obtained the best multilayer perceptron type network
described by the MLP 1-2-1 architecture—with two hidden neurons, whose activation
function is hyperbolic; the activation function of neurons at the output is identical
(Table 6). The model is again heterogeneous.

Table 6. Alternative univariate models for forecasting the gross value added of Ymanuf..

Net.
Name

Training
Perf.

Test Perf.
Validation

Perf.
Training

Error
Test Error

Validation
Error

MLP 1-2-1 0.942668 0.965460 0.955398 242,733.9 295,473.1 2,886,074

MLP 1-2-1 0.941358 0.954011 0.961203 251,689.5 348,608.2 2,281,566

MLP 1-8-1 0.942357 0.959377 0.958476 245,806.0 312,927.0 2,445,556

MLP 1-7-1 0.941358 0.954011 0.961203 249,517.3 365,610.0 2,588,421

MLP 1-2-1 0.941099 0.964267 0.956155 287,181.8 277,392.1 2,333,691

According to the projection, the gross value added will fluctuate between 15,000 and
16,000 billion rubles (Figure 6). The average value of the error calculated on absolute
residuals in the test sample was 14.6%, which is twice better than in the case of the one-
dimensional Ymanuf. projection model. The manufacturing industry is expected to grow
further, but at a lower growth rate (with a probability of 14.6%).
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The intermediate conclusion is that the multilayer neural network of MLP 1-2-1 archi-
tecture (MAPE = 14.6%) predicts the value of Ymanuf. in the range of 15,000–16,000 billion
rubles.

3.2.2. Multivariate Forecasting

As an alternative method of prediction, we trained a neural network taking into
account several features—DFA, VSG, VIG, RW. The quality of the models has increased
significantly.

We modeled the dynamics series, which characterize the efficiency of industrial sys-
tems functioning, according to a similar algorithm carried out. However, the architecture
of networks has changed in terms of input neurons—their number has increased to 4
(according to a set of features). Both types of neural networks (MLP and RBF) are set for
training the largest number of networks, nets for training—50, nets for conservation—5.

1. In the field of mining, it was revealed that MLP models demonstrate a higher quality
of prediction of the output variable (Table 7). The balance of the quality of the training
and control samples allows the choice to be made in favor of networks with MLP 4-8-1
and MLP 4-9- 1 architecture. The choice of the best model was also made according
to the MAPE criterion, so network #3 with MLP 4-9-1 architecture was chosen for
scenario prediction. The activation function of hidden neurons is a hyperbolic tangent;
the activation function of output neurons is identical. A quality check of the test
sample confirms the lowest error value for the selected network, but at the same
time—high (28%).

Table 7. Alternative multivariate models for predicting Ymining gross value added.

Net. Name Training Perf. Test Perf. Validation Perf. Training Error Test Error Validation Error MAPE

RBF 4-5-1 0.986852 0.975468 0.999344 24,126.39 3,109,395 12,947,184 42%

MLP 4-8-1 0.991204 0.927100 0.994118 4907.93 1,623,501 7,684,535 32%

MLP 4-9-1 0.992292 0.933468 0.999945 0.00 1,285,083 6,436,301 28%

MLP 4-8-1 0.992292 0.969944 0.998589 0.00 2,112,949 9,731,973 33%

MLP 4-9-1 0.992292 0.943643 0.999955 0.00 1,567,571 7,404,531 29%

The evaluation of the weights in the network connections allows us to judge the high
strength of the synaptic connection of the variable DFA(mining), which characterizes the
degree of depreciation of fixed assets at the enterprises of the industry, with the hidden
neuron #5 (w (DFA(mining); h5) = 4.20); the hidden neuron #3 has a high positive effect on
the output variable, as evidenced by indicates w (h3; Ymining) = 1.21.

Based on the constructed neural network model, four different scenarios were calcu-
lated (Table 8):

• Scenario 1: continuation of the increase in all four variables (by 1%);
• scenario 2: reduction in the degree of depreciation of fixed assets in the industry

(DFA(mining)) by 1% as a result of the modernization of industrial systems) and an
increase in the other three indicators by 1%;

• scenario 3: reduction of DFA(mining) by 1% and growth of the other three indicators
by 5%;

• scenario 4: reduction DFA(mining) by 5% (investing in the renovation of fixed assets)
and an increase in the other three indicators by 1%.
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Table 8. Scenarios of changes in the efficiency of industrial systems in the mining sector of the
economy.

Year Ymining DFA(mining) VSG(mining) VIG(mining) RW(mining)

2021 15,031 60.8 23,598,403 874,336.9 3510.6

Scenarios
Ymining

(predicted)
DFA(mining) VSG(mining) VIG(mining) RW(mining)

1 11,646.8 61.4 23,834,387 88,3080.3 3545.7

2 11,143.7 60.2 23,834,387 88,3080.3 3545.7

3 11,103.6 60.2 24,778,323.2 91,8053.7 3686.1

4 10,320.2 57.8 23,834,387 88,3080.3 3545.7

According to these scenarios, the efficiency of macro-industrial systems in the field of
mining is at the point of bifurcation, the way out of which will be a choice between further
increasing economic efficiency to the detriment of the state of fixed assets (which are the core
of the production system) and investing in modernization with an economic return only
in the future. As noted above, this revealed a high relationship between Y and DFA. Our
hypothesis that the redistribution of income and investment in favor of the modernization
of fixed assets will restrain the increase in the efficiency of the industrial system is confirmed
(the value of Ymining (predicted) will be only 10 320.2 billion rubles). If economic agents
concentrate the financial flow on the purchase of new machinery, equipment, and transport,
it will provide a decrease in the added value relative to the level of 2021.

2. In the field of manufacturing industries, the lowest value of absolute error MAPE by
the network of architecture MLP 4-3-1 is shown (Table 9). The error of 6.9% can be
considered satisfactory, and this neural network is applicable in the quality of scenario
forecasting of the industrial system. The highest strength of the synaptic connection is
also demonstrated by the predictor DFA(manuf.) in connection with the hidden neuron
#3 (connection weight is 0.46); in the output—hidden neuron #1 (connection weight
is 0.77).

Table 9. Alternative multivariate models for forecasting the gross value added of Ymanufacturing.

Net. Name Training Perf. Test Perf. Validation Perf. Training Error Test Error Validation Error MAPE

MLP 4-4-1 0.915479 0.976979 0.985058 457,466.8 384,616 2,737,451 11.6%

RBF 4-5-1 0.944350 0.803836 0.957482 233,871.7 4,591,564 13,365,813 31.4%

RBF 4-5-1 0.956258 0.994056 0.960144 171,935.9 4,136,706 13,562,300 26.9%

RBF 4-5-1 0.963447 0.917787 0.956054 134,166.2 3,415,319 11,026,154 26%

MLP 4-3-1 0.895015 0.941203 0.999883 549,292.2 563,440 554,153 6.9%

3. The development of the four scenarios outlined above regarding manufacturing
allows us to judge in all cases, a significant increase in the gross value added in the
industry compared to 2021 (Table 10).
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Table 10. Scenarios of changes in the efficiency of industrial systems in manufacturing industries.

Year Ymanuf. DFA(manuf.) VSG(manuf.) VIG(manuf.) RW(manuf.)

2021 18,926 52.5 62,978,104 36,598,12.3 247

Scenarios
Ymanuf.

(predicted)
DFA(manuf.) VSG(manuf.) VIG(manuf.) RW(manuf.)

1 24,113.16 53.02 63,607,885 36,964,10 249.4

2 23,101.90 51.98 63,607,885 36,964,10 249.4

3 24,959.65 51.98 66,127,009 38,428,03 259.3

4 21,224.49 49.88 63,607,885 36,964,10 249.4

A summary of the results of forecasting the efficiency of macro-industrial systems,
as well as the priority areas of development that require special attention, is presented in
the form of a scheme (Figure 7). The univariate (1 attribute on the input) and multivariate
(4 attributes on the input) variant models are reflected.
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Figure 7. A predictive model for improving the efficiency of macro-industrial systems and priority
areas for their development.

Thus, a more predictable trend of changes in the efficiency of industrial systems is
observed in the sphere of manufacturing industries. This is due to a more uniform rate of
change Yi (Figure 3). Prediction of the efficiency of extractive innovative industrial systems
is complicated by the deterioration of the indicator of gross value added in 2020. This
«outlier» in the dynamic series affected the quality of neural networks. Further monitoring
of the dynamics of the criteria variables and predictors will allow for adjusting the neural
network and improving the quality of the predictive model.

3.3. Predicting the Efficiency of the Microindustrial System

Prediction of the efficiency of microindustrial systems is implemented on the example
of a large Russian petrochemical enterprise «Nizhnekamskneftekhim». In this case, the
input is four neurons (CA, FA, GP, PS), and the output is—2 (Rps и Rs). The learning
quality of the neural network on average has increased, due to the increase in the series
of dynamics to 52 periods (quarterly data on the activities of the company for 13 years,
Figure 8).
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Figure 8. Dynamics of change in input variables over 13 years (quarterly data presented).

The size of the subsamples is set in the following proportions: training—70%,
test—15%, validation—15%. ANS option is also applied, 50 networks for training. We ob-
tained five trained MLP networks (Table 11), the best quality of the test sample is observed
for network #4 MLP 4-8-2, which is the most adequate and considered by us acceptable for
prediction (the average absolute error of MAPE does not exceed 8%).

Table 11. Alternative multivariate models for predicting the profitability of an enterprise.

Net. Name
Training

Perf.
Test
Perf.

Validation
Perf.

Training
Error

Test
Error

Validation
Error

MAPE (Rps) MAPE (Rs)

MLP 4-3-2 0.977628 0.992374 0.986670 0.000158 0.000025 0.000173 9.68% 8.27%

MLP 4-9-2 0.975122 0.995172 0.981610 0.000174 0.000016 0.000325 16.65% 10.6%

MLP 4-9-2 0.981194 0.986588 0.984998 0.000132 0.000056 0.000260 12.15% 10.52%

MLP 4-8-2 0.993344 0.963579 0.991687 0.000046 0.000194 0.000102 7.11% 6.3%

MLP 4-6-2 0.987742 0.928401 0.996516 0.000082 0.000275 0.000157 10.87% 10.48%

The high quality of the trained neural networks is confirmed by the low scatter between
the target and output values of the performance indicators, clearly demonstrated by the
scatter diagrams (Figure 9).

Mathematics 2023, 11, x FOR PEER REVIEW 17 of 25 
 

 

 
Figure 8. Dynamics of change in input variables over 13 years (quarterly data presented). 

The size of the subsamples is set in the following proportions: training—70%, test—
15%, validation—15%. ANS option is also applied, 50 networks for training. We obtained 
five trained MLP networks (Table 11), the best quality of the test sample is observed for 
network #4 MLP 4-8-2, which is the most adequate and considered by us acceptable for 
prediction (the average absolute error of MAPE does not exceed 8%). 

Table 11. Alternative multivariate models for predicting the profitability of an enterprise. 

Net. Name 
Training 

Perf. Test Perf. 
Validation 

Perf. Training Error Test Error Validation Error 
MAPE 

(Rps) 
MAPE 

(Rs) 
MLP 4-3-2 0.977628 0.992374 0.986670 0.000158 0.000025 0.000173 9.68% 8.27% 
MLP 4-9-2 0.975122 0.995172 0.981610 0.000174 0.000016 0.000325 16.65% 10.6% 
MLP 4-9-2 0.981194 0.986588 0.984998 0.000132 0.000056 0.000260 12.15% 10.52% 
MLP 4-8-2 0.993344 0.963579 0.991687 0.000046 0.000194 0.000102 7.11% 6.3% 
MLP 4-6-2 0.987742 0.928401 0.996516 0.000082 0.000275 0.000157 10.87% 10.48% 

The high quality of the trained neural networks is confirmed by the low scatter be-
tween the target and output values of the performance indicators, clearly demonstrated 
by the scatter diagrams (Figure 9). 

  
(a) (b) 

Figure 9. Scatter plot of the training sample (exponential activation function): (a) Return on sales 
Rps; (b) Return on sales Rs. 

0

50000000

100000000

150000000

200000000

250000000

3/31/09 3/31/10 3/31/11 3/31/12 3/31/13 3/31/14 3/31/15 3/31/16 3/31/17 3/31/18 3/31/19 3/31/20 3/31/21

th
s

ru
b.

Current assets Fixed assets Gross profits Sales profit

Figure 9. Scatter plot of the training sample (exponential activation function): (a) Return on sales Rps;
(b) Return on sales Rs.
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Evaluation of the sensitivity of the neural network to the predictors allows us to con-
clude that the variables GP and PS are noisy because their sensitivity is many times lower
than the predictors CA and FA (Table 12). However, their importance for the formation of
performance indicators is unconditional, in connection with which we leave these signs in
the DataSet.

Table 12. Evaluation the sensitivity of neural networks to input variables.

Net. Name CA FA GP PS

1.MLP 4-3-2 110.66 49.02 3.56 2.30

2.MLP 4-9-2 185.18 142.50 3.35 2.38

3.MLP 4-9-2 136.86 57.61 4.31 3.51

4.MLP 4-8-2 120,584.73 813.57 20.61 16.84

5.MLP 4-6-2 159,432.66 1637.65 17.53 4.69

Mean 56,090.02 540.07 9.87 5.95

We considered four scenarios of enterprise development based on the results of neural
network modeling (Table 13), according to which different rates of one-time growth of
indicators are provided:

• Scenario 1: 1% increase in input variables;
• Scenario 2: 5% increase in input variables;
• Scenario 3: 10% increase in input variables;
• Scenario 4: Reduce the value of input variables by 1%.

Table 13. Scenarios of changes in enterprise efficiency (exponential activation function).

Year Rps (%) Rs (%)
CA

(ths. rub.)
FA

(ths. rub.)
GP

(ths. rub.)
PS

(ths. rub.)

4 quarter 2021 26.6 19.4 67,879,452 227,152,227 69,003,100 49,405,272

Scenarios Rps (%) Rs (%)
CA

(ths. rub.)
FA

(ths. rub.)
GP

(ths. rub.)
PS

(ths. rub.)

1 26.8 19.1 68,558,247 229,423,749 69,693,131 49,899,325

2 25.8 18.6 71,273,425 238,509,838 72,453,255 51,875,536

3 24.6 17.9 74,667,397 249,867,450 75,903,410 54,345,799

4 27.2 19.4 67,200,658 224,880,705 68,313,069 48,911,219

Of course, the trajectory of enterprise development is not limited to the considered
scenarios. However, the calculations allow us to form a general idea about the patterns of
change in the indicators of the effectiveness of the industrial system.

A distinctive feature of the enterprise is the inverse dependence of performance
indicators on the size of fixed assets, current assets and profits. As we can see, fixed assets
have a high value, which bears a significant contribution to the formation of the criterion
variables. However, according to the identified patterns, the variable has little effect on
efficiency indicators. The explanation may be idle production facilities or a high degree of
depreciation of fixed assets at the enterprise.

Deductor Studio is used as an alternative neural network-training tool. In a similar
neural network with eight neurons on a hidden layer, the activation function is sigmoid
(Figure 10).
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Figure 10. Graph of a neural network with architecture 4-8-2, constructed in Deductor Studio
(dependence of the performance indicators of the microindustrial system on the input variables DFA,
VSG, VIG, RW).

The quality of the models was assessed by the scatter diagram (Figure 11) and the root
mean square error, which was 0.86%.
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Evaluation of the scenario forecasting of the enterprise activity confirms the previously
identified vectors of change in the performance indicators of the industrial system. The
trained neural network made it possible to identify the following values of the output
variables:

• scenario 1 (1% increase in input variables): Rps = 26%, Rs = 18.9%;
• scenario 2 (5% increase in input variables): Rps = 25.7%, Rs = 18.7%;
• scenario 3 (10% increase in input variables): Rps = 25.5%, Rs = 18.7%;
• scenario 4 (1% reduction in the value of input variables): Rps = 28.5%, Rs = 20.3%.

Once again, the increase in performance indicators may be noticeable in the case of a
decrease in the values of predictors.

Thus, the prediction results are significantly dependent on the DataSet. Despite the
fact that multilayer neural networks self-select important features, it is advisable to perform
correlation analysis beforehand, which will provide a higher probability of obtaining a
high-quality predictive model.

4. Discussion

An analytical review of scientific approaches to performance management allows
us to state the widespread use of artificial neural network tools to predict the behavior
of complex systems. This work highlights numerous studies aimed at the study and
development of neural network modeling methodology, where the object is mathematical
tools, industries, enterprises, oil product volumes, GDP, CO2 emissions, technological
parameters, etc. However, in the conditions of Russian industry’s transition to sustainable
development, circular economy, as well as innovative development, a comprehensive
assessment of the efficiency of industrial systems becomes important. Such an attempt in
a study by Tuo et al. has been made [35] but is limited to the growth of production and
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GDP. Other studies are limited to either technological processes [41,42], the environmental
performance of industrial systems [36], or electricity consumption forecasting [38], etc.

We have come to the conclusion that there is no one-size-fits-all, true methodology
for the performance management of industrial systems, which expands the scope for
incremental methodology. We continue to emphasize complex solutions, which allow
for a comprehensive assessment of a particular system. The tasks set for production
enterprises and complexes at the federal level affect the issues of innovative development,
modernization, and recycling. This formed the basis of our research and contributed
to the identification of patterns of development of industrial systems of different levels
and obtaining a number of new scientific results. Thus, we develop the methodology of
performance management the industrial systems based on modern data processing tools.

Neural networks of different types and architectures served as a key tool for the
processing of a series of dynamics. The advantage of this tool in relation to others (e.g.,
regression analysis) is that the mechanism of multilayer artificial neural networks automat-
ically selects the best architecture based on the predefined conditions—the given sample
structure (training, control, test), choice of neural network type (MLP or RBF), number of
neurons on the hidden layer and activation function. This tool allows to train different
variants of networks based on the same set of input data and to select the best model in
terms of quality.

Thus, this article formulates the following conclusions and results.

1. The methodological solution for calculating the coefficient of development of an
innovative industrial system (Kiisd), which develops the scientific groundwork in
the field of efficiency management, is distinguished by its comprehensiveness and
takes into account the most important components for today (the criteria of technical
modernization, development, innovation activity, greening is taken into account). The
basic principle of calculation of the indicator is universal and based on the results of
correlation analysis. The combination of correlation, ranking and the determination
of weighting coefficients makes our approach unique. The verification of the method-
ology confirms the correctness and adequacy of the real dynamics of the effectiveness
of industrial systems.

2. The patterns of development of industrial systems in Russia (extractive and manufac-
turing) are based on the implementation of two methods—trend extrapolation and
neural network modeling (univariate and multivariate). The results of comparing the
results of the two methods identify different trajectories of development of industrial
systems: in the first case—unconditional growth of the efficiency indicator (gross
value added), and in the second case—decline. These trends allow us to summarize
the difficult predictability of the development of innovative industrial systems, as
well as the finding of the Russian industry at the point of bifurcation. The way out of
the bifurcation point can be a structural transformation of state support of industrial
enterprises of development institutions.

3. Prognostic neural network models, which allow for optimizing the contribution
of attributes in the formation of target (set) values of performance indicators have
been developed. The models are complemented by the definition of those priority
directions of development of macro-industrial systems, which today are not given
enough attention (according to the results of economic-mathematical modeling). Our
conclusions and proposals will make it possible to align the growth trajectory of
production systems.
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4. Based on the results of neural network training, scenarios for the development of
the micro-industrial system were proposed, allowing the forming of an idea and
the potential vector of development of the enterprise—the growth or decline in
efficiency. The choice of the direction of development is conditioned by the necessity
of rationalization of production capacities and further modernization of technical
infrastructure.

5. It is determined that the efficiency of industrial systems is determined by the volume
of sales of goods, which is logical and natural. At the same time, innovative products
and recycling of waste, which allow for saving resources, also make a significant
contribution to the formation of gross value added.

The limitation of the proposed methodological complex is in the data set: a trained
neural network will give better results with a larger data set. The wider the data set, the
more cases the predictive model will consider.

Summarizing the study, we note that the constructed predictive models are non-linear
in nature (the construction of the linear regression equation did not give a qualitative
adequate model with significant regression coefficients). Neural networks allow us to
overcome the complexity of such dependence, which is comparable to the opinion of other
scientists [37,51]: multilayer networks with linear activation functions can be transformed
into single-layer ones, which negatively affects network performance and prediction results.

Our findings and recommendations can be useful as a methodological basis for moni-
toring the effectiveness of industrial systems of different levels (for statistical services and
public authorities) and can be included in strategies and programs for the development
of industry in the country, and can be applied to the forecasting of activities based on the
training of artificial neural networks.

5. Conclusions

This article presents the results of the study of innovative industrial systems, evaluated
by their effectiveness at different levels of management (at micro- and macro levels), and
using artificial neural networks developed predictive models that allow to identify the
priority areas of development of the Russian economy, and align the growth trajectory
of industrial systems. The significance of innovations and the ecologization of industrial
systems was substantiated by a macroeconomic system. For the micro-economic system,
the levers of efficiency have been identified, the management of which serves as the basis
for the strategic development of the industrial system.

In future studies, the authors will test the performance of trained neural networks
on new data sets for forecasting other industrial systems (macro- and micro-level). An
interesting area of research could be the application of the Recurrent neural network (RNN)
and Beetle antennae search in diagnosing the efficiency of economic systems.
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Appendix A. Symbol Table

Unit Designation Contents

Macroindustrial systems

Ymining the gross value added created in the mining sector

Ymanuf. the gross value added created in the manufacturing sector

i sector of industry (mining sector, manufacturing sector)

DFA(i)
degree of depreciation of fixed assets on the full range of

organizations of the i-th sector of industry

VSG(i)
volume of shipped goods of own production, work and services

performed by own forces in the i-th sector of industry

VIG(i) volume of innovative goods, works, services in Russia

RW(i)
use and neutralization of production and consumption waste in the

i-th sector of industry

Kiisd (mining) the growth of innovation industrial system coefficient (mining sector)

Kiisd (manufacturing)
the growth of innovation industrial system coefficient

(manufacturing sector)

Microindustrial system

Rps profitability of sold products

Rs return on sales

CA current assets

FA fixed assets

GP gross profit

PS profit from sales
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Abstract: Recent research has focused on sheet shear cutting operations. However, little research has
been conducted on bar shear cutting. The main objective of the present investigation is to study bar
shear cutting with numerical and experimental analysis. Bar shear cutting is an important operation
because it precedes bulk metalworking processes for instance machining, extrusion and hot forging.
In comparison to sheet shear cutting, bar shear cutting needs thermomechanical modelling. The
variational formulation of the model is presented to predict damage mechanics in the bar shear cutting
of aluminium alloys. Coupled thermomechanical modelling is required to analyse the mechanical
behaviour of bulk workpieces, in which the combined effect of strain and temperature fields is
considered in the shear cutting process. For this purpose, modified hardening and damage Johnson–
Cook laws are developed. Numerical results for sheet and bar shear cutting operations are presented.
The comparison between numerical and experimental results of shearing force/tool displacement
during sheet and bar shear cutting operations proves that the use of a thermomechanical model in
the case of the bar shear cutting process is crucial to accurately predict the mechanical behaviour of
aluminium alloys. The analysis of the temperature field in the metal bar shows that the temperature
can reach T = 388 ◦C on the sheared surface. The current model accurately predicts the shear cutting
process and shows a strong correlation with experimental tests. Two values of clearance (c1 = 0.2 mm)
and (c2 = 1.2 mm) are assumed for modeling the bar shear cutting operation. It is observed that for
the low shear clearance, the burr is small, the quality of the sheared surface is better, and the fractured
zone is negligible.

Keywords: shear cutting; thermomechanical model; ductile fracture; Johnson–Cook model

MSC: 74R99

1. Introduction

Finite element methods are increasingly being developed and used for predicting the
behaviour of workpiece and tool components in manufacturing processes. Metal forming
and cutting processes require knowledge of the mechanical behaviour and damage of
the workpiece [1]. In fact, the accuracy of a finite element model of any metalworking
process is always dependent on the robustness of the identification of the constitutive law
of materials [2–4].

In decoupled models, plasticity and damage fields are independent. Various numerical
models take into consideration the stress triaxiality term in damage prediction [5,6]. Others
models consider the damage variable as a function of the cavity properties in porous
materials [7,8]. When predicting the behaviour and ductile damage of metallic materials
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during cutting and forming processes, Johnson–Cook models are the most widely used
laws [9,10]. Their accuracy has been proven in various works [11–14]. The Johnson–Cook
plasticity law considers the thermo-plastic behaviour of workpieces in manufacturing
processes with high deformation rates and high temperature variations. In addition, the
Johnson–Cook damage criterion takes into account the influence of stress triaxialities on
damage strain. This model was considered in computational manufacturing processes
because it takes into account the high deformation rates and high temperature fields
obtained in these processes, such as shear cutting and machining. The material parameters
of this model are determined by experimental tests.

Recently, the shear cutting process has been widely used by mechanical industries and
investigated by a larger number of numerical studies. This is due to the increasing demand
for a reliable and optimal shearing process in aeronautical and automotive developments.
In terms of numerical studies, the sheet shear cutting process has interested researchers
more than the bar shear cutting process. Sheet and bar metalworking differ in the blank di-
mensions, evolution of the temperature field during cutting operations, and the anisotropy
of the workpiece; each case should be studied distinctly. In this context, research works
on sheet shear cutting [15–17] are more developed than those on the bar shear cutting
process [18,19]. The impact of cutting parameters such as clearance and cutting speed on
the quality of the sheared workpiece, shearing efficiency and tool life has been studied.

Optimization of the workpiece geometry and tool wear during shear cutting operations
is a priority in the metalworking industry. Experimental and numerical studies have been
performed to analyse the impact of friction, cutting speed, punch force, etc. on workpiece
and cutting tools [20–22]. These studies are based on the efficiency of the computed material
models, which contain hardening and damage laws. In addition, a burr deformation
can frequently be illustrated in shear cutting operations on the cutting edge [23]. The
burr should be deburred before the next step of manufacturing operation, such as the
blanking and turning steps. Accurate shear cutting parameters have been determined
for a burr-free cutting edge. A pre-shear cutting operation was studied from a numerical
and experimental point of view [19]. The thermal field was not considered in the 3D
numerical model. Behrens et al. [18] develop an experimental study in order to show the
influence of microstructural conditions, clearance and shear rate on the shear plane quality
of aluminium bars.

In recent years, researchers have studied sheet shear cutting processes with experimen-
tal and numerical investigations. However, only a few results have been determined for
the bar shear cutting process. Sheet shearing studies are more advanced than bar shearing
studies because of the continuous development of automobile and aeronautic fabrication.
Accordingly, it is of interest that we conduct a study about the bar shear cutting process,
which is an important operation that principally precedes bulk forming processes. In this
paper, a mechanical and thermomechanical numerical modelling are developed. Based on
experimental and numerical tests, the thermal term should be considered in plasticity and
damage models to simulate the bar shear cutting process. For this purpose, a variational
formulation of the thermomechanical model of shear cutting operation is developed. The
efficiency of the plasticity and damage Johnson–Cook models are proved. The governing
laws take into account the effect of the temperature field on the flow stress and the damage
strain. Numerical tests of shear cutting operations are presented in order to prove the accu-
racy of the modified Johnson–Cook models in predicting ductile damage. The numerical
results of sheet and bar shearing operations are presented in this paper. The comparison
between the numerical and experimental results of the shear force/tool displacement, dur-
ing the shearing operations of plates and bars, proves that the use of the thermomechanical
model in the case of the bar shearing process is essential to flawlessly predict the behaviour
of aluminium materials. In fact, the temperature field influences mechanical properties
such as hardening, ductility and strain damage. The effect of shear clearance is investigated
in order to emphasize the effect of this parameter on burr formation, the quality of the
sheared surface and the dimensions of the fractured zone.
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2. Materials and Methods

The experiments are carried out using specific shearing tools (Figure 1). The exper-
imental cutting tests are conducted using a universal tensile machine (Figure 1a). Shear
cutting tests are carried out with a constant cutting speed and at ambient temperature.
Figure 1b,c show the 3D design of the employed shearing tools, which are used to cut
aluminium sheets and round bars, respectively.

 

Figure 1. Experimental shear cutting tools: (a) tensile machine; (b) specific sheet shearing tool;
(c) specific bar shearing tool.

Two grades of aluminium alloys are considered for the experimental and numerical
tests. The first material is the 5083 aluminium sheet. Its thickness is 2 mm, and its elastic
properties are illustrated in Table 1. The second material is the Al6061-T6 round bar. This
aluminium bar has a diameter of 18 mm. Table 2 illustrates its thermomechanical properties.

Table 1. Elastic properties of 5083 aluminium sheet [24].

Yield Strength (MPa) Poisson’s Ratio Young’s Modulus (MPa)

106.3 0.33 75.6
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Table 2. Al6061-T6 aluminium bar properties [25].

Density
(g/cm3)

Tensile
Strength

(MPa)

Yield
Strength

(MPa)

Young’s
Modulus

(GPa)

Poisson’s
Ratio

Thermal
Conductivity

(W/mK)

2.7 310 275 69 0.33 167

3. Constitutive Models of Mechanical Behaviour and Damage

3.1. Governing True Stress–Strain Model

The true stress–strain equation is determined in order to set up a finite element
simulation of the shear cutting operation. It is deduced from the engineering stress–strain
curve, which is plotted by recording the engineering stress variation with the engineering
strain until the bifurcation of the specimen. Both terms are known as nominal stress and
nominal strain. The engineering stress–strain curve is obtained by progressively applying
load F to a tensile test and measuring the engineering deformation (Equation (1)) from this
experimental test. This curve reveals the mechanical properties of the workpiece.

ε =
L − L0

L0
(1)

where L is the current length of the gauge section, and L0 is the original length of the
gauge section.

The engineering stress is calculated by dividing the applied load F by the original
cross-section S0. The nominal stress is given by Equation (2).

σ =
F
S0

(2)

However, the curve based on the instantaneous cross-section area S is called the
true stress–strain curve. The instantaneous applied load divided by the instantaneous
cross-sectional area of specimen S gives the true stress, as shown in Equation (3):

σv =
F
S

(3)

For the true strain, Equation (4) gives the definition of this term:

dε =
dL
L

(4)

Both sides, which are given by Equation (4), are integrated, and the boundary condi-
tions are applied. We obtain the following equation:

εv =
∫ L

L0

dL
L

(5)

True strain is a logarithmic term. It is given by Equation (6):

εv = Ln
(

L
L0

)
= Ln(1 + ε) (6)

3.2. Empirical Formulations and Identification of Hardening Model

Good knowledge of the mechanical properties is needed in order to perform accurate
numerical modelling of the manufacturing processes. Diverse empirical formulations have
been proposed in order to predict the plastic deformation behaviour of materials in metal
forming and cutting processes. One of the most commonly used formulations was proposed
by Hollomon [26]. This power-law empirical relationship depends on two parameters: the
strain-hardening coefficient and the strain-hardening exponent, respectively. Ludwik’s law
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has an additional stress factor [27]. This model depends on three parameters, which are the
yield strength, the coefficient of plastic resistance and the strain-hardening exponent. The
Hollomon power law is not capable of describing the plastic behaviour at low strains for
face-centred cubic steels with low stacking-fault energy (SFE). In fact, the stacking fault
introduces an irregularity into the normal sequence of atoms. This irregularity carries
the SFE. A modified Holloman relationship [28,29] was developed, which is extended to
all metals regardless of the SFE. Two additional parameters are added in the modified
Holloman law. In the same context, Swift [30] proposed a flow formulation by modifying
the Holloman relationship. He takes into account a pre-strain term as a structural parameter.

Furthermore, when a workpiece is subjected to a high temperature as in forming and
cutting processes, its strength tends to decrease. The thermal field has an effect on the
evaluation of the flow stress model. In fact, in the shear cutting process, the temperature
sensitivity should be taken into account when we define the plasticity and the damage laws.
We define in these models the temperature sensitivity term T, which is defined as shown in
Equation (7). We denote T0 and Tm as the reference and melting temperatures, respectively.

T =
T − T0

Tm − T0
(7)

Furthermore, an empirical plasticity law named the Johnson–Cook model (Equation (8))
was developed and is usually used to describe the ductile material’s behaviour under strain
hardening, strain rate hardening and thermal conditions [31].

σeq =
(

A + B
(

εpl

)n)(
1 + C Ln

( .
ε
))(

1 − (T)m) (8)

The constitutive parameters may be determined experimentally. In the current study,
the reference temperature (Equation (7)) and the reference strain rate (Equation (9)) are
taken, respectively, as 20◦ and 1 s−1. In the flow stress model, we have

.
ε =

.
ε
.

ε0
(9)

The strain-hardening effect depends on three parameters, which are A, B and n. They
are called the yield stress, flow stress and the strain-hardening coefficient, respectively.
The strain rate strengthening effect depends on the strain rate coefficient, denoted as C.
The last term represents the temperature effect. It contains the temperature dependence
coefficient m. In our model of the shear cutting test, the strain rate’s strengthening influence
is neglected.

However, two laws are considered. In the first one, the temperature effect is not taken
into account. The modified Johnson–Cook law is given by Equation (10).

σeq =
(

A + Bεn
pl

)
(10)

After rearranging Equation (10) and taking the logarithmic function on both sides of
this law, a linear relationship between Ln

(
σeq − A

)
and Ln

(
εpl

)
was determined, as shown

in Equation (11):
Ln
(
σeq − A

)
= n.Ln

(
εpl

)
+ Ln(B) (11)

This relationship is a linear function. Based on the experimental tensile test, the flow
stress model given by Equation (10) is calibrated. Then, the strain-hardening parameters
are predicted.

In the second law, the modified Johnson–Cook model is given by Equation (12):

σeq =
(

A + B
(

εpl

)n)(
1 − (T)m) (12)
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In order to linearize this relationship, it is necessary to rearrange it, as follows, by
considering the logarithmic function of the three terms:

Ln

⎛
⎜⎝1 − σeq

A + B
(

εpl

)n

⎞
⎟⎠ = m.Ln(T) (13)

After identification of the strain-hardening parameters (Equation (11) and fitting of
the different data points, the temperature dependence coefficient m can be identified.

3.3. Constitutive Model of Ductile Damage

When the fracture initiation occurs in the workpiece, its strength property reduces
during plastic deformation. The relationship between the damaged stress σD and the
damage parameter D gives the damage evolution, as shown in Equation (14).

σD = (1 − D)σeq; 0 ≤ D ≤ 1 (14)

The damage occurs when D reaches the maximum value Dmax = 1.
Furthermore, numerical models take into account the influence of stress triaxiality η

on the strain damage. The triaxiality factor is a dimensionless ratio between hydrostatic
and Von Mises equivalent stresses. We denote σI, σII and σIII as the principal tensor stresses.
We then have

η =
σm

σeq
=

σI+σI I+σI I I
3√

1
2

[
(σI − σI I)

2 + (σI I − σI I I)
2 + (σI I I − σI)

2
] (15)

The triaxiality factor gives us an idea of the stress states in the sheared piece. Therefore,
stress triaxiality is an important factor to consider in the design and analysis of ductile
materials, particularly in high-stress and high-strain applications in which the risk of
fracture is significant. By understanding the relationship between stress triaxiality and
fracture behaviour, engineers can optimize the design of materials and structures to improve
their strength, durability, and safety.

One of the damage models used in cutting processes is the Hooputra criterion [32].
It is widely used in the sheet shear cutting process, in which it assumes that the damage
strain depends only on the triaxiality factor (Equation (16)).

D =
∫ Δεpl

ε f

ε f = a1ea3η + a2e−a3η
(16)

where Δε is the equivalent plastic strain increment, and ε f is the damage strain. The
influence of the thermal term is not considered in this model. The material parameters,
which are a1, a2 and a3, should be identified experimentally. The maximal damage variable
was fixed to Dmax = 1. The failure happens when the damage variable reaches Dmax.

Otherwise, as shown in Equation (17), the Johnson–Cook damage model describes the
damage strain as a function of the stress triaxiality, strain rate and temperature fields.

ε f =
(

D1 + D2 eD3η
)(

1 + D4 Ln
( .
ε
))
(1 − D5T) (17)

The damage material parameters (D1 to D5) are determined from experimental charac-
terization tests. The cumulative damage parameter D is calculated as shown in Equation (18).

D = ∑
(

Δεpl

ε f

)
(18)
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The modified Johnson–Cook law (Equation (19)) describes the fracture strain when
the effect of strain rate is neglected. Only four parameters should be identified.

ε f =
(

D1 + D2 eD3η
)
(1 − D5T) (19)

When the effect of temperature is also neglected, the second modified Johnson–Cook
law describes the fracture strain:

ε f =
(

D1 + D2 eD3η
)

(20)

Both models (Equations (19) and (20)) will be used in numerical computations of shear
cutting tests.

4. Variational Formulation of Shear Cutting Operations

Friction forces should be considered in any cutting process, mainly in machining and
shear cutting tests. These forces play a critical role in the prediction of cutting parameters.
In shear cutting operations, friction is mainly present between the workpiece and the tool.
The contact force Ffr (Equation (21)) is decomposed into two parts, which are tangential
and normal terms.

Ff r = Fn
f r + Ft

f r (21)

The internal heat flux results only from the plastic strain and the contact friction
between the workpiece and the shear cutting tools.

In addition, the fundamental governing equation of the dynamic system in continuum
mechanics is given by Equation (22).

div(σ) + fd = ρ
..
U (22)

where σ is the symmetric stress tensor; it is defined with the behaviour law. fd is the volume
force, ρ is the mass density of workpiece, and

..
U is the acceleration. Based on the principle of

virtual work, the total work done by the applied forces during a small virtual displacement
δU is zero. This principle is shown in Equation (23):

Wint + Winert = ∑ Wext (23)

where Wint and Winert are the internal and inertial virtual work, respectively. They are
defined, respectively, by the following equations.

Wint =
∫
V

σ δ
.

U dV

Winert =
∫
V

ρ
..
U δU dV

(24)

In the same context, Equation (25) is the mathematical relationship of the external
virtual work.

∑ Wext =
∫
V

fd δU dV +
∫

S f r

(
Fn

f r + Ft
f r

)
δU dS +

∫
Sτ

τ δU dS (25)

where τ is the stress vector on the surface Sτ .
The variational form of the mechanical problem is given by the following equation:

∫
V

σ : δε dV +
∫
V

ρ
..
U δ

.
U dV

=∫
V

fd δ
.

U dV +
∫

S f r

(
Fn

f r + Ft
f r

)
δ

.
U dS +

∫
Sτ

τ δU dS
(26)
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In addition, the thermal equation is given by Equation (27). Cv, T and k are the
specific heat of the isotropic materials, the temperature rate and the thermal conductivity,
respectively.

ρ Cv
.
T = div(k.grad(T)) + Qconv + Qmec (27)

Qconv is the work created by heat convection between the tools and the workpiece.
Qmec is generated by the mechanical contribution. It is given by Equation (28).

Qmec = ηpl Qpl + η f r Q f r (28)

where ηp is the fraction of plastic work converted into heat Qpl, ηfr is the fraction of friction
work converted into heat in the workpiece Qfr. The contact surface between the workpiece
and the cutting tool is denoted Sf. The weak variational form of Equation (27) is expressed
as follows: ∫

V

(
ρCp

.
T − kΔT − ηpl σ :

.
ε
)

δTdV

=

− ∫
S f r

(
η f r f f rτf r

.
U + h(T − Ttool)

)
δTdS

(29)

The space of functions and their derivatives are L2-integrable and belong to the H1

space. We denote δT as an arbitrary temperature variation. Ttool is the temperature of the
tool, and h is heat transfer coefficient due to thermal convection. Then, thermomechanical
problem consists of solving the following system (Equation (30)).

⎧⎪⎪⎨
⎪⎪⎩

∫
V

(
σ : δε + ρ

..
U δ

.
U − fd δ

.
U
)

dV =
∫

S f r

(
Fn

f r + Ft
f r

)
δ

.
U dS +

∫
Sτ

τ δU dS

∫
V

(
ρCp

.
T − kΔT − ηpl σ :

.
ε
)

δTdV = − ∫
S f r

(
η f r f f rτf r

.
U + h(T − Ttool)

)
δTdS

(30)

Using the finite element method, the continuum mechanical problem described in
Equation (30) is discretized, in which the total computation step is decomposed into a Δt
time step (Appendix A).

After developing mathematical equations of thermomechanical shear cutting problem,
numerical results will be presented in the next sections. The accuracy of the developed
numerical models will be evaluated.

5. Numerical Models of Shear Cutting Operation

5.1. Numerical Model of Sheet Shear Cutting

The studied material is the 5083 aluminium alloy. A finite element code ABAQUS/Explicit
is used in order to simulate the shear cutting operation of the 5083 aluminium sheet, which
is meshed using a four-node bilinear axisymmetric quadrilateral element (CAX4R). In this
section, the J2 yield criterion is used to describe the yielding behaviour of the aluminium
material. As illustrated in Figure 2, we use a refined mesh in the failure zone. In our
numerical model, the punch, the die and the holder are supposed rigid solids.

The diameters of the punch and die are 12 mm and 12.25 mm, respectively. The
Coulomb friction model is used with a friction coefficient of 0.3. The parameters corre-
sponding to the isotropic hardening are given in Table 3.
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Figure 2. Numerical model of the sheet shear cutting operation.

Table 3. Behaviour parameters of 5083 aluminium sheet [24].

Young’s modulus (MPa) 75,636

Poisson’s ratio 0.33

Isotropic hardening parameters (MPa) σ
(

εpl

)
= 106.36 + 235.77

(
1 − e−9 εpl

)
+ 54.36

(
1 − e−514 εpl

)

5.2. Numerical Model of Bar Shear Cutting

The bar shear cutting process is modelled in this section. Figure 3 shows the numerical
model of this process. The bar is assumed to be composed of isotropic materials. Therefore,
The J2 yield criterion, also known as the Von Mises yield criterion, is used for predicting the
yield behaviour of the aluminium bar under complex stress states. In order to consider the
element deletion method, the sample is fine-meshed in the shear zone. In fact, the element
mesh size is 0.1 mm in this zone.

 

Figure 3. Moving and fixed parts of the shear cutting model.

All tools are considered rigid solids. The aluminium bar is modelled as an elastoplastic
solid. The action applied by the punch on the bar causes a high shear deformation in the
shear zone. The punch has a shear speed of Vsh = 200 mm/min. The holder and the die are
clamped in this model. The Coulomb friction model is used with a friction coefficient of 0.3.

Experimental characterization tests are elaborated on the 6061-T6 aluminium bar
by [33] in order to predict the Johnson–Cook parameters for the aluminium alloys. They
are estimated as drawn in Table 4.

138



Mathematics 2023, 11, 1980

Table 4. Johnson–Cook parameters of Al6061-T6 aluminium bar [33].

A (MPa) B (MPa) n m D1 D2 D3 D5

250 79.7 0.5 1.5 −0.77 1.45 −0.47 1.6

The plasticity and damage mechanics are modelled with the modified Johnson–Cook
model. For the bar shear cutting process simulations, two models are used. The first one con-
siders only the mechanical behaviour and damage laws of the bar (Equations (10) and (19)).
The second considers the thermal effect (Equations (12) and (20)) during the shear cutting
process, which can significantly affect the flow stress and damage strain of the material.

For the mechanical model, the sheared workpiece is meshed with an eight-node
linear brick element called C3D8 in Abaqus software. It is a fully integrated element.
However, if we consider the thermomechanical model, the hexahedral thermally coupled
elements with trilinear displacement and temperature (C3D8T) are used. In this model,
four degrees of freedom are defined, which are three displacements in spatial directions
with the temperature field.

6. Numerical Results and Discussion

6.1. Mechanical Model for Predicting Sheet Shear Cutting Operation

Mechanical models are used for the sheet metal in order to simulate the sheet shear
cutting operation. In fact, Figure 4 illustrates the computed result.

Figure 4. Numerical prediction of the sheet shear cutting operation for punch displacement of
1.1 mm.

Figure 5 illustrates a comparison between experimental and numerical curves. Figure 5
depicts the evolution of the shearing force vs. punch displacement during the shearing
operation. It is notable that whether for the numerical or experimental results, a sudden
drop in the shear force is detected, which is caused by a brutal crack propagation in the
sheet metal. There is good correlation between the both curves, which proves the efficiency
of the mechanical model in computing the sheet shear cutting operation.

Figure 5. Sheet shear cutting tests: numerical and experimental results.
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6.2. Thermomechanical Model for Predicting Bar Shear Cutting Operations

The bar shear cutting process of the Al6061-T6 alloy is simulated with the finite element
code ABAQUS/Explicit. We denote with “Model 1” the modified Johnson–Cook plasticity
and damage laws (Equations (10) and (19)), and with “Model 2” the modified Johnson–
Cook laws (Equations (12) and (20)). Computed shearing force vs. tool displacement curves
are illustrated in Figure 6.

Figure 6. Bar shear cutting tests: numerical and experimental results.

The experimental shearing force was illustrated in the same Figure 6. During the
experimental and numerical shear cutting operation, the clearance value is c = 0.1 mm.

The force–tool displacement curve contains four parts. The first is the elastic defor-
mation. In this part, the curve evolution is linear. The second is the plastic deformation
with hardening. If the curve attains the maximum value of shear cutting force, we obtain
the plastic deformation with partial section reduction. Finally, macro crack nucleation
and propagation are illustrated in the last zone. In Model 1, the temperature term is not
considered in plasticity and damage relationships. This model incorrectly predicts the
evolution of shearing force in the function of tool displacement. The numerical plastic
deformation parts are smaller than the experimental parts, as shown in Figure 6. However,
the maximum shear cutting force is approximately the same for both numerical models
and for the experimental test. It has been noted in Figure 6 that using Model 2 gives a
result very close to the experimental result. Finally, in the case of the bar shear cutting
process, the temperature field should be considered in the constitutive behaviour of the
aluminium material. This is because the shear cutting process can generate significant
heat due to plastic deformation and friction between the cutting tool and the workpiece.
The localized heating can affect the material’s flow stress, damage accumulation, and
microstructure evolution, leading to changes in the material’s mechanical properties and
potential failure modes.

A set of numerical tests of Model 2 are carried out in order to predict displacement
(Figure 7) and temperature (Figure 8) fields that occur via shear cutting operations.
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Figure 7. Displacement fields: (a) punch displacement U2 = 0.51 mm; (b) punch displacement
U2 = 2.4 mm.

Figure 8. Temperature fields: (a) U2 = 0.51 mm; (b) U2 = 2.4 mm; (c) Temperature distribution on
sheared surface (U2 = 2.4 mm).

The computed temperature fields in the bar metal show that the sheared surface
reaches T = 90.7 ◦C with a punch displacement U2 = 0.51 mm (Figure 8a), and T = 388 ◦C
with U2 = 2.4 mm (Figure 8b). The temperature distribution on the sheared surface
with U2 = 2.4 mm is illustrated in Figure 8c. We deduce that the temperature increases
significantly with the displacement of punch.

Friction work has a significant effect on the temperature fields in the bar workpiece
generated during a shear cutting process. In fact, frictional forces are generated during
the displacement of punch, which causes energy to be converted into heat. This explains
the increase in temperature on the sheared surface. Therefore, this temperature, which is
generated by friction, affects the mechanical properties of the bar workpiece.

In the shear cutting process, it is important to consider thermomechanical modelling
that takes into account the temperature generated during cutting. This is because the
temperature has a significant effect on the mechanical behaviour of the workpiece. This can
lead to a more efficient and effective process of shear cutting bar metal. Thermomechanical
modelling is used to predict the temperature distribution within the workpiece as well as
the resulting deformation and stresses.

Figure 9 illustrates the damage evolution in workpiece. An element deletion method
that eliminates the damaged element is applied to this model. This method allows a better
simulation of the contact between the workpiece and the tools. An element is deleted from
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numerical model if the cumulative damage parameter reaches Dmax = 1 at the integration
points of the element. The output variables for this element are set to zero. In the next steps,
the removed element has no energetic contribution to the shear cutting simulation.

Figure 9. Damage fields.

6.3. Influence of Clearance on the Sheared Surface Quality

After proving the accuracy of Model 2 in predicting the shearing force and the ductile
failure of the bar workpiece, a parametric analysis will be conducted in this section in order
to determine the influence of clearance c, as a shear cutting parameter, on the sheared bar
geometry. Three clearance values are chosen: c1 = 0.2 mm, c2 = 0.5 mm and c3 = 1.2 mm. The
most useful measures of sheared workpiece geometry are the burr (b) and the roughness of
the sheared surface (a).

The computed burr created in the bar is analyzed. Figure 10 illustrates the final
geometry of the workpiece.

Figure 10. Influence of shear clearance on the burr with c1 = 0.2 mm, c2 = 0.5 mm, and c3 = 1.2 mm.
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For the low shear clearance (c1), the burr (b1 = 0.4 mm) is small and the fractured zone
is minimal. However, when the shear clearance increases (c3), a larger fractured zone is
obtained and the burr (b3 = 2.1 mm) increases. We deduce from Figure 10 that the increase
in the shear clearance causes a high burr value.

In the same context, the influence of shear clearance on the quality of the sheared
surface is studied (Figure 11).

Figure 11. Influence of shear clearance on the sheared surface roughness with c1 = 0.2 mm,
c2 = 0.5 mm, and c3 = 1.2 mm.

With a low shear clearance (c1), the best quality of sheared surface (a1 = 0.6 mm) is
obtained. However, with a high shear clearance value (c3), a worse quality (a3 = 1.7 mm)
is found. As shown in Figure 11, the increase in the shear clearance causes the quality to
worsen.

In summary, burrs are a common occurrence in the process of shear cutting metal,
and their size and shape affect the roughness of the sheared surface. A good choice of
shear cutting parameters can minimize the size of burrs and reduce the roughness of the
sheared surface.
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7. Conclusions

A mathematical formulation of the thermomechanical problem of the shear cutting
process is developed. Various flow stress and damage models are analyzed. Modified
Johnson–Cook hardening and damage models are used to describe the mechanical be-
haviour of aluminium materials, taking into account the temperature field generated
during the bar shear cutting process.

Experimental and numerical force–displacement curves of the shear cutting process
are presented for both sheet and bar. By comparing the numerical and experimental results
of shearing force and tool displacement during both sheet and bar shear cutting operations,
it was found that the use of a thermomechanical model was crucial in accurately predicting
the mechanical behaviour of the aluminium alloys during bar shear cutting. The study
found that the thermomechanical model was able to accurately predict the temperature
distribution and strain during the bar shear cutting process. In contrast, the sheet shear
cutting process was found to be less sensitive to the use of a thermomechanical model. This
is likely due to the fact that the deformation during sheet shear cutting is more uniform
and less localized than during bar shear cutting.

In addition, numerical parametric studies are conducted in order to predict the influ-
ence of the shear clearance on the geometrical defects of bar workpiece. The evolution of
burr and the quality of the sheared surface for different values of clearance are observed.
Specifically, it is found that as the shear clearance increases, the burr height increases and
the quality of the sheared surface decreases. This is because larger clearance values result
in a larger deformation zone, which can lead to more severe deformations and greater
surface defects.

Finally, the shearing process can also affect the surface finish and cleanliness of the
bar. Surface defects can be carried over into the forging process, potentially leading to
surface defects or other quality issues in the final product. In a forthcoming publication,
the influence of the shearing process on the forging process may be studied in detail.
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Appendix A. Special Discretization of Thermomechanical Problem

In this Appendix, we describe the special discretization of the thermomechanical
problem used in the paper. The FEM is used to discretize both the thermal and mechanical
domains. The temperature distribution within the workpiece is approximated by solving
the heat transfer equation within each element, while the deformation of the workpiece
can be approximated by solving the momentum balance equation within each element.
Using the finite element method, the continuum mechanical problem (Equation (30)) is
discretized, in which the total computation step is decomposed into a Δt time step. The
displacement field uk

j (x, y, z, t) and its time derivatives of each node k of the element j are
given by Equation (A1).

uj = ∑
k

βkuk
j ;

.
uj = ∑

k
βk .

uk
j ;

..
uj = ∑

k
βk ..

uk
j

δ
.
uj = ∑

k
βkδ

.
uk

j
(A1)
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where βk is the shape function at the node k.
The relationship of the mechanical problem is given in Equation (A2).( [

Mki
j

]
i
j −
{

Gk
j

})
δ

.
uk

j = 0 (A2)

where
[

Mki
j

]
is the mass matrix of the element j,

{
Gk

j

}
is the resultant force’s vector at the

node k of the element j, and i
j is the acceleration at the node i of the element j. We represent

[Dk] as a matrix, which relies the differential matrix developed in the thermomechanical
problem with the shape function matrix. All vectors and matrices used for each element j
of the mechanical equilibrium are given in Equation (A3).

{
Gk

j

}
=
∫
Vj

[Dk]
trσ dV+

∫
Sj/Sτ

[
βk
]tr

τ dS +
∫

Sj/S f r

[
βk
]tr

Ff r dS

[
Mki

j

]
=
∫

Vj
ρ
[

βk
]tr[

βi]dV
(A3)

In a cutting operation, the contact forces Ffr (Equation (21)) between tools, which are the
punch and the die, and the workpiece are decomposed into normal and tangential components.

The normal force is responsible for holding the workpiece in place and preventing
it from moving away from the shear cutting tool. The tangential force is responsible for
actually shearing the metal bar.

Therefore, based on the virtual work formula for this formulation, we obtain⎛
⎝ n

∑
j=1

⎛
⎝[Mki

j

]
i
j −
⎛
⎝∫

S f r

[
βk
]tr

Fn
f r dS+

∫
S f r

[
βk
]tr

Ft
f r dS+

∫
Sτ

[
βk
]tr

τ dS

⎞
⎠
⎞
⎠
⎞
⎠ δ

.
uk

=

−∑
j

∫
V

[
Dk
]tr

σdVδ
.
uk

(A4)

If the influence of temperature fields is taken account on the strain expression, the
strain field becomes

ε = εel + ε pl + εth (A5)

Equation (A6) illustrates the temperature variable of each node, symbolized by k of
the element j.

Tj = ∑
k

βk
TTk

j ;
.
Tj = ∑

k
βk

T
.
T

k
j (A6)

where βk
T is the shape function related to temperature field at the node k. For each node k

of the element j, the semi-discrete thermal energy balance is illustrated in Equation (A7).
Here, the capacitance matrix is represented by

[
Cki

j

]
. In the same equation,

[
Hk

j/int

]
and[

Hk
j/ext

]
are the internal and external heat flux vectors, respectively.

([
Cki

j

] .
T

i
j +
[

Hk
j/int

])
δTk

j =
[

Hk
j/ext

]
δTk

j (A7)

We obtain the system Equation (A8):

[
Cki

j

]
=
∫
Vj

ρCv

[
βk

T

]tr[
βi

T
]
dV

[
Hk

j/int

]
=
∫
Vj

[Dk]
trk T[Dk]dV − ∫

Vj

[
βk
]tr

ηpl σ : ε dV − ∫
S f /Sj

[
βk
]tr

Q f dS
(A8)
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For all elements, the thermal semi-discrete equilibrium equality is given by Equation (A9).

∑
j

⎡
⎣
⎛
⎝∫

Vj

ρCv

[
βk

T

]tr[
βi

T
]
dV

⎞
⎠ .

T
i
j

⎤
⎦δTk

j

+∑
j

⎡
⎣
⎛
⎝∫

Vj

[B]trk T[B]dV − ∫
Vj

[φ]trηp σ : ε dV − ∫
S f /Sj

[φ]trQ f dS

⎞
⎠
⎤
⎦δTk

j

=

∑
j

[
Hk

j/ext

]
δTk

j

(A9)

References

1. Calamaz, M.; Limido, J.; Nouari, M.; Espinosa, C.; Coupard, D.; Salaün, M.; Girot, F.; Chieragatti, R. Toward a better understanding
of tool wear effect through a comparison between experiments and SPH numerical modelling of machining hard materials. Int. J.
Refract. Met. Hard Mater. 2009, 27, 595–604. [CrossRef]

2. Ben Said, L.; Wali, M. Accuracy of Variational Formulation to Model the Thermomechanical Problem and to Predict Failure in
Metallic Materials. Mathematics 2022, 10, 3555. [CrossRef]

3. Ben Said, L.; Allouch, M.; Wali, M.; Dammak, F. Numerical Formulation of Anisotropic Elastoplastic Behavior Coupled with
Damage Model in Forming Processes. Mathematics 2023, 11, 204. [CrossRef]

4. Benzerga, A.A.; Leblond, J.B.; Needleman, A.; Tvergaard, V. Ductile failure modeling. Int. J. Fract. 2016, 201, 29–80. [CrossRef]
5. Oyane, M.; Sato, T.; Okimoto, K.; Shima, S. Criteria for ductile fracture and their applications. J. Mech. Work. Technol. 1980,

4, 65–81. [CrossRef]
6. Lemaitre, J. Local approach of fracture. Eng. Fract. Mech. 1986, 25, 523–537. [CrossRef]
7. Rice, J.R.; Tracey, D.M. On the ductile enlargement of voids in triaxial stress fields. J. Mech. Phys. Solids 1969, 17, 201–217.

[CrossRef]
8. Gurson, A.L. Continuum Theory of Ductile Rupture by Void Nucleation and Growth: Part I-Yield Criteria and Flow Rules for

Porous Ductile Media. J. Eng. Mater. Technol. 1977, 99, 2–15. [CrossRef]
9. Johnson, G.R.; Cook, W.H. A constitutive model and data for metals subjected to large strains, high strain rates and high

temperatures. In Proceedings of the 7th International Symposium on Ballistics, The Hague, The Netherlands, 19–21 April 1983;
pp. 541–547.

10. Johnson, G.R.; Cook, W.H. Fracture characteristics of three metals subjected to various strains, strain rates, temperatures and
pressures. Eng. Fract. Mech. 1985, 21, 31–48. [CrossRef]

11. Shen, X.; Zhang, D.; Yao, C.; Tan, L.; Li, X. Research on parameter identification of Johnson–Cook constitutive model for TC17
titanium alloy cutting simulation. Mater. Today Commun. 2022, 31, 103772. [CrossRef]

12. No, T.; Gomez, M.; Karandikar, J.; Heigel, J.; Copenhaver, R.; Schmitz, T. Propagation of Johnson-Cook flow stress model
uncertainty to milling force uncertainty using finite element analysis and time domain simulation. Procedia Manuf. 2021,
53, 223–235. [CrossRef]

13. Murugesan, M.; Jung, D.W. Johnson Cook Material and Failure Model Parameters Estimation of AISI-1045 Medium Carbon Steel
for Metal Forming Applications. Materials 2019, 12, 609. [CrossRef]

14. Patil, S.P.; Prajapati, K.G.; Jenkouk, V.; Olivier, H.; Markert, B. Experimental and Numerical Studies of Sheet Metal Forming with
Damage Using Gas Detonation Process. Metals 2017, 7, 556. [CrossRef]

15. Li, M. Micromechanisms of deformation and fracture in shearing aluminum alloy sheet. Int. J. Mech. Sci. 2000, 42, 907–923.
[CrossRef]

16. Feistle, M.; Koslow, I.; Krinninger, M.; Golle, R.; Volk, W. Reduction of Burr Formation for Conventional Shear Cutting of
Boron-alloyed Sheets through Focused Heat Treatment. Procedia CIRP 2017, 63, 493–498. [CrossRef]

17. Gotoh, M.; Yamashita, M. A study of high-rate shearing of commercially pure aluminum sheet. J. Mater. Process. Technol. 2001,
110, 253–264. [CrossRef]

18. Behrens, B.A.; Lippold, L.; Knigge, J. Investigations of the shear behaviour of aluminium alloys. Prod. Eng. 2013, 7, 319–328.
[CrossRef]

19. Hu, C.L.; Chen, L.Q.; Zhao, Z.; Li, J.W.; Li, Z.M. Study on the pre-shearing cropping process of steel bars. Int. J. Adv. Manuf.
Technol. 2018, 97, 783–793. [CrossRef]

20. Rachik, M.; Roelandt, J.M.; Maillard, A. Some phenomenological and computational aspects of sheet metal blanking simulation.
J. Mater. Process. Technol. 2002, 128, 256–265. [CrossRef]

21. Mao, H.; Zhou, F.; Liu, Y.; Hua, L. Numerical and experimental investigation of the discontinuous dot indenter in the fine-blanking
process. J. Manuf. Process. 2016, 24, 90–99. [CrossRef]

22. Liu, Y.; Tang, B.; Hua, L.; Mao, H. Investigation of a novel modified die design for fine-blanking process to reduce the die-roll size.
J. Mater. Process. Technol. 2018, 260, 30–37. [CrossRef]

146



Mathematics 2023, 11, 1980

23. Sachnik, P.; Hoque, S.E.; Volk, W. Burr-free cutting edges by notch-shear cutting. J. Mater. Process. Technol. 2017, 249, 229–245.
[CrossRef]

24. Bouhamed, A.; Mars, J.; Jrad, H.; Wali, M.; Dammak, F. Experimental and numerical methodology to characterize 5083-
aluminium behavior considering non-associated plasticity model coupled with isotropic ductile damage. Int. J. Solids Struct. 2021,
229, 111–139. [CrossRef]

25. Škrlec, A.; Klemenc, J. Estimating the Strain-Rate-Dependent Parameters of the Johnson-Cook Material Model Using Optimisation
Algorithms Combined with a Response Surface. Mathematics 2020, 8, 1105. [CrossRef]

26. Hollomon, J.H. Tensile deformation. Trans. Metall. Soc. AIME 1945, 162, 268–290.
27. Palaparti, D.P.R.; Choudhary, B.K.; Samuel, E.I.; Srinivasan, V.S.; Mathew, M.D. Influence of strain rate and temperature on tensile

stress–strain and work hardening behaviour of 9Cr–1Mo ferritic steel. Mater. Sci. Eng. A 2012, 538, 110–117. [CrossRef]
28. Ludwigson, D.C. Modified stress-strain relation for FCC metals and alloys. Metall. Trans. 1971, 2, 2825–2828. [CrossRef]
29. Samuel, K.G. Limitations of Hollomon and Ludwigson stress-strain relations in assessing the strain hardening parameters.

J. Phys. D Appl. Phys. 2006, 39, 203–212. [CrossRef]
30. Swift, H.W. Plastic instability under plane stress. J. Mech. Phys. Solids 1952, 1, 1–18. [CrossRef]
31. Priest, J.; Ghadbeigi, H.; Ayvar-Soberanis, S.; Liljerehn, A.; Way, M. A modified Johnson-Cook constitutive model for improved

thermal softening prediction of machining simulations in C45 steel. Procedia CIRP 2022, 108, 106–111. [CrossRef]
32. Hooputra, H.; Gese, H.; Dell, H.; Werner, H. A comprehensive failure model for crashworthiness simulation of aluminium

extrusions. Int. J. Crashworthiness 2004, 9, 449–464. [CrossRef]
33. Sohail, A.; Syed Husain, I.; Jaffery, M.K.; Muhammad, F.; Aamir, M.; Liaqat, A. Numerical and experimental investigation of

Johnson–Cook material models for aluminum (Al 6061-T6) alloy using orthogonal machining approach. Adv. Mech. Eng. 2018,
10, 1–14.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

147



Citation: Chen, Y.-S.; Chang, J.-R.;

Hung, Y.-H.; Lai, J.-H. Oversampling

Application of Identifying 3D

Selective Laser Sintering Yield by

Hybrid Mathematical Classification

Models. Mathematics 2023, 11, 3204.

https://doi.org/10.3390/

math11143204

Academic Editor: Aleksey I.

Shinkevich

Received: 15 June 2023

Revised: 17 July 2023

Accepted: 18 July 2023

Published: 21 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Oversampling Application of Identifying 3D Selective Laser
Sintering Yield by Hybrid Mathematical Classification Models

You-Shyang Chen 1, Jieh-Ren Chang 2,*, Ying-Hsun Hung 3,* and Jia-Hsien Lai 2

1 College of Management, National Chin-Yi University of Technology, Taichung 411030, Taiwan;
yschen@ncut.edu.tw

2 Department of Electronic Engineering, National Ilan University, Yilan City 26047, Taiwan;
vernon.lai@luxvisions-inno.com

3 Department of Finance, Chaoyang University of Technology, Taichung 413310, Taiwan
* Correspondence: jrchang@niu.edu.tw (J.-R.C.); t2010102@cyut.edu.tw (Y.-H.H.)

Abstract: Selective laser sintering (SLS) is one of the most popular 3D molding technologies; however,
the manufacturing steps of SLS machines are cumbersome, and the most important step is focused on
molding testing because it requires a lot of direct labor and material costs. This research establishes
advanced hybrid mathematical classification models, including random forest (RF), support vector
machine (SVM), and artificial neural network (ANN), for effectively identifying the SLS yield of the
sintering results from three sintered objects (boxes, cylinders, and flats) to achieve the key purpose of
reducing the number of model verification and machine parameter adjustments, thereby saving a lot
of manufacturing time and costs. In the experimental process, performance evaluation indicators,
such as classification accuracy (CA), area under the ROC curve (AUC), and F1-score, are used to
measure the proposed models’ experience with practical industry data. In the experimental results,
the ANN gets the highest 0.6168 of CA, and it is found that each machine reduces the average
sintering time by four hours when compared with the original manufacturing process. Moreover, we
employ an oversampling method to expand the sample data to overcome the existing problems of
class imbalance in the dataset collected. An important finding is that the RF algorithm is more suitable
for predicting the sintering failure of objects, and its average sintering times per machine are 1.7,
which is lower than the 1.95 times of ANN and 2.25 times of SVM. Conclusively, this research yields
some valuable empirical conclusions and core research findings. In terms of research contributions,
the research results can be provided to relevant academic circles and industry requirements for
referential use in follow-up studies or industrial applications.

Keywords: selective laser sintering; random forest; support vector machine; artificial neural network;
oversampling method

MSC: 03C13; 18B05

1. Introduction

In this section, we introduce why selective laser sintering (SLS) is studied and describe
the important problems encountered in the manufacturing process of SLS machines. Then,
we illustrate the relevant industrial application research of SLS and machine learning (ML)
techniques, and we also explain the purpose of the relevant research.

1.1. Research Problems and Research Motivation

With the progress of the times, ordinary 2D printers can no longer meet customers’
needs for storing memories or data, and even 3D additive manufacturing (3D-AM) can
improve people’s quality of life significantly. The inventor of the first 3D molding machine
focused on using this excellent device to shorten the time for product design; at that
time, it took about 5 to 8 weeks from plastic mold opening to plastic injection for the
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traditional manufacturing process, but now it could be shortened to several hours through
the 3D-AM printing device and we could know instantly whether the product design was
successful and available. With the advent of the information technology era, a variety of
3D-AM technologies have surfaced, from the simplest fused deposition modeling (FDM) to
stereolithography (SLA), SLS, and finally direct metal laser sintering (DMLS) techniques.
These technologies have their own advantages and difficulties; in particular, SLS becomes
an excellent technology among them at this stage. The justified reason is that SLS has a
variety of materials to choose from, and each material has different characteristics. These
characteristics are highly dependent on the sintering temperature, and thus the temperature
has become one of the many factors that need to be overcome in the SLS manufacturing
process. However, the application use of SLS is very wide, particularly in pharmaceutical
manufacturing [1]; there will be different usages according to the properties of different
materials [2]. Interestingly, in order to make SLS with more industrial applications, there is
even a study [3] that points out the coloring research of extra functions for SLS to increase
the multi-application of SLS.

The so-called SLS [4,5] has the function of using laser and Galvo scanning systems
(GSS) to draw the outline of objects (e.g., boxes, cylinders, and flats) on specific materials [6],
and it is stacked layer by layer; following that, the noodles need to be heated through a
heating system and accurately maintained at an appropriate temperature. The temperature
setting needs to adjust different temperature values according to the different properties of
materials. Based on their different natures, some materials require lower temperatures but
have stronger toughness, and some materials require higher temperatures but have stronger
hardness. However, there have been some fatal problems for research. First, this technique
must build a heating system on the basis of a laser, and the laser system is very sensitive to
heat, which may cause the deflection of the GSS meter [7], resulting in dimensional size
errors of the molded object and in turn affecting the result of sintering. Second, in the SLS
technique, the accuracy of the motor, the scanning accuracy of the laser and GSS, and the
size of the laser power will deeply affect the sintering result or sintering quality [8,9]. SLS is
melted at high temperatures, which means that it will pollute the natural environment [10],
and thus it is an important issue for the difficulty addressed in how to recycle the powder
after high temperatures and to measure the strength of sintering after using the recycled
powder [11]. These are the SLS industry’s major problems that must be faced at present.
From an industrial perspective, if the use of these powder materials cannot be avoided now,
reducing unnecessary testing procedures by using an effective binary classification model
or technique will be an important issue. An accurate testing process can not only reduce
the use of manpower but also reduce the pollution generated during the testing process.
Thus, to construct such an effective classification technique motivates and rationalizes
this research.

Regarding binary classification models, some techniques from data mining and deep
learning [12,13] have been highly and widely used in various industrial application fields
with good performance. In particular, further data analysis can be done for the collected
industrial data to find more clues, and the importance of advanced models to industrial ap-
plications and data analysis is thus, further inspired. Based on the meaningful descriptions
mentioned above, this research has the interest of designing advanced binary models to
address the data analysis of industry applications. The accelerated triggering of the research
is highlighted in developing an effective prediction system for driving the research’s model
for identifying manufacturing processes in the SLS industry.

1.2. Relevant Research Purposes

In the research related to 3D printing and deep learning techniques, some of them
construct an identification mechanism to detect bed defects in powders through convolu-
tional neural networks (CNN) [14]. In this study, the related data of the sintering process
is collected and then put into the training mechanism of the CNN; after this training,
it is identified whether the sintered object is formed smoothly and successfully. In the
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study [15], a semi-supervised learning method is used to predict whether the model is
suitable for selective laser melting; the cases collected after actual sintering are thrown into
the training network. Different types of data are generated by a generative adversarial
network (GAN) to be evaluated due to the difficulty of actual sintering and the high cost
of materials, thereby resulting in a small number of experimental samples obtained for
the available data. In the study of Stathatos et al. [16], the laser power, speed, or energy
during sintering is trained with ML techniques, and then the trajectory and energy of each
laser sintering have an active optimization adjustment; finally, verification is performed
after all 3D objects are formed. In the study of Shen et al. [17], the energy density of the
object is estimated by sintering parameters such as laser intensity, scanning speed, scanning
interval, and layer thickness, so that the results of strength and scalability for the sintered
object can be predicted by supervised learning methods.

Through the above descriptions, this research takes the finished product from the SLS
machine as the research object and provides a comparison of the difference between the
old and new SLS production processes by analyzing the characteristic data for process
improvement. Thus, this research is based on the hybrid mathematical models [18,19] with
the following research purposes: (1) The research proposes a hybrid mathematical binary
classification model, including random forest (RF) [20], support vector machine (SVM) [21],
and artificial neural network (ANN) [21], due to their past superior performance, combined
with an oversampling method for the data used due to the problem of class imbalance.
(2) The method of cross-validation and the evaluation index of these algorithms are used for
the industry data application of identifying SLS production processes. (3) By the predictive
model, the sintering results are obtained in advance before the actual sintering, and the
machine parameters are adjusted in advance for the SLS equipment; it is a key point that
the actual sintering is not performed until it is predicted to be successful. (4) With this
research, the number of sintering times, the number of adjustments during sintering, and
the time and cost spent verifying the machine are reduced. (5) This research provides an
applicable contribution with practical industry value.

The structure of this research is divided into six sections, as follows: The Section 1 is the
introduction, which explores the research background and the prior industry applications
as the research base. The Section 2 is the technical background applications, including
reviews of the SLS techniques, the three well-known classification algorithms, the cross-
validation method, and the evaluation standard. The Section 3 is the step-by-step algorithm
of the hybrid mathematical binary classification model constructed in this research. The
content focuses on the introduction of the experimental process and explains how to
obtain data, build models, use an oversampling method, and compare sintering and
adjustment times. The Section 4 is the empirical results of the effectiveness analysis and
evaluation measurement after the demonstration; the Section 5 addresses research findings
and research limitations. Finally, the Section 6 is about the study’s contribution and
future prospects.

2. Related Technical Works

This section reviews and explores the relevant technical background of identifying
SLS, three classification algorithms, the cross-validation method, and evaluation indicators.

2.1. SLS Technology with Its Applications

The SLS [22] is to use a laser to select the area to be formed, while the unformed
area should be in powder form. For the SLS applications, some core features (factors)
have been determined. If the temperature [23] controlled by the heater is too high, the
unsintered area agglomerates, and this increases the difficulty of picking up items. If the
temperature is controlled too low, the temperature of the area to be formed is pulled due
to the contrast with the air temperature in the sintering chamber, causing the object to
bend; in a slight case, the size of the formed object is inconsistent and wrong, and in a
serious case, the object is unable to form [24]. However, if during the sintering process of
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an object [25], high temperatures and low temperatures appear alternately, or even if the
temperature distribution is uneven during the sintering process on the same plane, it causes
some problems, such as insufficient strength of the object, inaccurate size of the object,
and even failure to form the object. Thus, the layout and control of the heater are very
important. Furthermore, each material has a different temperature range. Some materials
have a high temperature and a small operating range, but they have high strength after
molding; conversely, some materials have a low temperature and a large operating range,
but they have strong toughness after molding. Under such circumstances, it becomes a
very important issue to ensure that each material can be controlled within the range of its
properties [26]. In summary, it is better that the smaller the temperature change, the smaller
the range of temperature distribution [27]. Except for the above influences, it is also a
factor that the laser is not powerful enough to penetrate the powder, which causes sintering
defects. Importantly, there are three research directions defined. (1) The energy definitely
affects the shape of the object, so we can use the instrument to collect the intensity of the
laser energy as a very useful feature, which is used to dig out the relationship between
the laser energy and the sintering result. (2) Another factor that affects the sintering result
is the spot size of the laser. When the spot size is larger and the path overlap is higher,
the energy density is stronger and the sintering speed is faster. Conversely, the smaller
the spot size, the more compact the path is planned, so the sintering speed is slower but
the sintered objects are finer. Thus, we identify the spot size as one of the features to
predict the sintering result. (3) The galvanometer system often has pin distortion and barrel
distortion, which affect the size of a single plane of the object, and the error of the single
size is continuously amplified throughout the sintering process, which causes dimensional
(size) errors of the overall object. Thus, we also collect the error amount as a feature to
judge the sintering result.

For the manufacturing process of SLS [28,29], two key processes are identified. First,
the target temperature must be set at the beginning of the process, and the temperature
of the sintering chamber is raised and stably controlled at the target temperature through
the controller to control the heater; this process is called preheating. Second, accordingly,
wait for the temperature to reach a certain point and then start sintering. During the
sintering process, powder needs to be supplied to the powder surface structure, and
then reheating and laser scanning are performed; this process is called sintering. After
the graphics on each layer hit the powder surface through the laser, the temperature
needs to be lowered. Since the difference between the sintering temperature and the
room temperature is too large, if it is taken out directly, the object is directly cooled
and deformed, so it takes a long time for natural cooling to cool it. Figure 1 shows the
entire SLS process flow. By sintering these objects, it is possible to know whether the
molding is successful or not. Thus, we use the following three directions to identify it:
(1) Measure the size of the sintered cube; the horizontal (X) axis and the vertical (Y) axis
are both 30 mm ± 0.3 mm, and it is a sintered benchmark for success within this size
range. (2) Observe whether the lines are completely connected and whether the lines are
broken. If there is no break, the test is passed. (3) Observe the sintered gap. If the gap
cannot be clearly seen, it means that the details of the gap cannot be clearly displayed,
which means that the sintering has failed.

With the above sintering process and application of SLS [30,31], it is clear that SLS is a
specific technology that requires long-term, precise control to complete. If the number of
sintering times is reduced in the verification process, the verification cost is greatly reduced.
We collect the sintering data as featured attributes for training to judge the sintering results,
and we conduct a repair process on samples that have failed sintering.

2.2. Classification Algorithms

This section reviews the three mathematical classification algorithm models: RF, SVM,
and ANN for supervised training to predict the SLS result, respectively.
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Figure 1. Sintering process flow of SLS.

2.2.1. Random Forest

In the field of classification applications, RF belongs to the Bagging training method.
The Bagging concept is to randomly select training samples from the training data and put
them back after selection, which means that there is a chance to draw out the same sample
again next time, and even the selection of features during growth is random. This training
method determines the diversity of the RF, and the combined results are more accurate.
After the features are selected, a decision tree is built one by one, and finally, after a series of
feature selection (FS) and tree growth, the result is a lot of trees, which are the so-called RFs
model. RF is a combination of multiple decision trees, but there is no connection between
different decision trees; decision trees determine the correct features by choosing the degree
of disorder or entropy and determine the direction of tree growth, and the complexity or
entropy must converge to grow. Every time a node is passed, it is in the messiest state at
the beginning, and the messiness gets smaller and smaller. Importantly, RF can solve the
overfitting problem that other classification methods have [32]. The overfitting problem is
to closely match a specific data set so that it cannot be well adapted to other data, resulting
in the original correct result being classified in the wrong category. If the RF wants to
avoid overfitting, it needs to meet two conditions: one is that the trunk of the tree must be
larger and must reflect the law of the big tree, and the other is that the randomness must be
sufficient. Otherwise, if the sampling is biased towards a certain feature, trees of different
properties cannot be obtained, and an overfitting problem occurs.

Moreover, due to the wide range of industrial applications for RF classifiers, some
researchers had used RFs to predict real-life problems faced in different fields, such as the
analysis of the surface roughness and mechanical properties of 316L samples produced
by SLS [18], the ML prediction of SLS-AM part density [33], and the prediction for the 3D
printability of SLS formulations [34]. In the study of Jaime et al. [35], the user is guided to
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choose which classification method is more suitable for different types of data sets, and
how many samples do a RF need? Interestingly, the research results of Oshiro et al. [36]
just illustrated and verified this application issue. In the study of Peng et al. [37], various
types of in situ monitoring and defect detection methods (e.g., RFs) and their applications
are reviewed for the SLS processes.

This research chooses RF as one of the training algorithms first based on the fact
that it can avoid overfitting problems. The second reasonable reason is that there is not
enough training data, and RF can process it with good performance. It is evidence that the
characteristics of multiple trees for RFs can be established through the “big tree rule” to
strengthen the training data.

2.2.2. Support Vector Machine

SVM is a very popular classification method with a wide range of applications. SVM
can be used to detect network attack traffic [38]; particularly, the enhanced SVM method is
used to classify porosity defects during the SLS process [39]. SVM is a supervised learning
method based on the linear classification method; it can add support vectors to increase the
tolerance of misclassification, and it adds kernel functions to solve nonlinear classification
problems that linear classification methods cannot solve. SVMs have a place in ML by
virtue of their ability to calculate linearly separable dichotomies, solve linearly inseparable
kernel functions, and develop robust and rigorous mathematical theories. The importance
and process of SVM are highlighted as follows:

(1) SVM is mainly divided into two types of hard cutting and soft cutting. Although both
methods hope that the farther the boundary distance between them is the better, hard
cutting does not allow other support vectors to appear between the support vectors,
which will easily cause the problem of overfitting.

(2) When encountering linear inseparability, it is necessary to increase the dimension
by one level through the kernel function; thus, the two-dimensional feature space
is mapped into a three-dimensional feature space through the kernel function, then
the support vector is found, and further, the hyperplane is found for processing
the classification of features. So far, many calculation methods for kernel function
algorithms have been announced, such as linear kernel function, polynomial kernel
function, and Gaussian kernel function, which are studied and explored, and each
kernel function has its corresponding parameters and suitable application occasions.

(3) We know that when all data is mixed together, it is impossible to distinguish them
in a straight line from the perspective of a real-life situation. Accordingly, the SVM
maps the feature space from the original dimension to a higher-dimensional feature
space through the kernel function, and after mapping to a higher-dimensional space,
we use different angles to observe the distribution of each feature [40].

Since SLS is a nonlinear system, this research expects to predict the yield of SLS by
using the characteristics of SVM and kernel function to obtain good classification results,
and the use of SVM is based on its past outstanding performance.

2.2.3. Artificial Neural Network

A neural network is an algorithm developed by simulating the nerves of a living
being. With the advancement of the times, research on various types of ANNs has begun
to grow exponentially; ANN has become synonymous with artificial intelligence. The
application examples and uses of ANNs have been quite extensive, such as using ANNs
to model solar energy systems [41], using ANNs to solve second-order boundary value
problems [42], illustrating the recent application of ANNs in the study of Oludare et al. [43],
and re-examining the similarity of ANN representations in the study of Kornblith et al. [44].
In particular, Stathatos and Vosniakos used ANNs for arbitrary long tracks in the laser-
based AM of the SLS process [16]. In the related field of studying ANNs, there are many
derived ANN models used for specific purposes in industry applications. CNN is used for
visual recognition of images; especially, the study of Westphal and Seitz [45] based on CNN
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and ML methods offers an alternative approach for addressing non-destructive quality
assurance and manufacturing files with good performance during part manufacturing of
SLS. Yuan et al. [46] also used CNNs to well recognize desired quality metrics from videos
in the SLS dataset.

The ANN consists of three routings, including an input layer, a hidden layer, and
an output layer, and the connecting line between each layer represents a weight. When
the weight is output by the activation function and reaches the threshold, it means that
the neuron is activated and the data is transmitted to the next level. As to the activation
function, it has many kinds of nonlinear functions, such as sigmoid and tanh, while the
linear function has ReLU. From reviewing the literature, most studies confirmed that
the linear activation function effectively solved the problems of gradient disappearance
and gradient explosion. If we modify the weight value to achieve the effect of learning,
backward propagation transfer is an important mechanism. In the process of supervised
learning, the system randomly gives each neuron a weight, and the ANN uses these weights
to calculate the first output value. However, the output value may be a messy value, in
which case we calculate the cost value through the output value. The cost value is the
squared difference between the predicted result and the actual result, and the smaller the
squared difference, the higher the accuracy rate. In each backward pass, it modifies the
weight value between each neuron from the back to the front based on the cost function,
then repeatedly executes the output result, calculates the cost value, and passes the back-
propagation network until the cost function is close to or equal to 0, and the complete
neural model is finished. Figure 2 shows a schematic diagram of backward transmission.

Laser energy 

Galvanometer 

Other parameters 

Figure 2. Schematic diagram of backward propagation transfer.

Due to the power and versatility of the ANN, if we need to modify the model used, it
is only necessary to remove or add neurons. This advantage makes the application of the
ANN much higher than other algorithms; thus, this research organizes the ANN model to
identify SLS results to get good research results with supportability.

2.3. Cross-Validation Method

The commonly used cross-validation methods are quite extensive. We study the re-
liable accuracy estimation of K-fold cross-validation [47], optimize the cross-validation
method and apply it to time series data with the ANN model [48], use genetic algorithm
(GA) to optimize the SVM and K-means algorithms plus the K-fold crossover verification
method for the mapping of mineral perspectivity [49], and employ ANN, SVM, and RF
with hyperparameter tuning by GA optimization for the prediction of landslide suscepti-
bility [50], etc. They are all verified through the cross-validation method to verify real-life
issues. There are many effective types of cross-validation, including random example
validation, leave-one-out cross validation, test on training data, K-fold cross validation, etc.
They have attracted much concern about influencing performance from many researchers.
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2.4. Evaluation Indicators of Verification

Evaluation indicators are used for the main function of judging the quality of the clas-
sifier. Commonly used indicators include area under ROC (AUC), classification accuracy
(CA), F1-score, precision rate (PR), and recall rate (RR) used to measure the classification
model for further verification [45,51]. For these indicators, confusion matrix is a core role
and very versatile for different application fields, such as a CNN based on ML techniques
widely used to classify good and defective image data recorded for AM parts [45], altering
a SVM model with the FS method compared to those of the classical soft margin model
through the confusion matrix [52], and based on the confusion matrix by different metrics
for comparing two SVM models for AM [53]. They are described in detail as follows:

(1) Confusion matrix: it has four different prediction results, including true positive
(TP_C), true negative (TN_C), false positive (FP_F), and false negative (FN_F).

(2) CA: the main purpose of the CA rate is to evaluate the performance of the model with
a high value, but it cannot distinguish which category is the accuracy rate. Thus, if
there is no special requirement for a certain category, we use this indicator to judge
the model. The mathematical Formula (1) of the CA rate is formatted as:

CA =
TP_C + TN_C

TP_C + TN_C + FP_F + FN_F
(1)

(3) PR and RR: it is a key purpose that the PR and RR provide a more accurate analysis of
the samples for the binary of success or failure classes, respectively, which is helpful to
describe the model for the practical application of product production. The following
Formulas (2) and (3) are formatted for the PR and RR, respectively:

PR =
TP_C

TP_C + FP_F
or

TN_C
TN_C + FN_F

(2)

RR =
TP_C

TP_C + FN_F
or

TN_C
TN_C + FP_F

(3)

(4) F1-score: the F1-score reflects the weight and average of the PR and RR, and it reflects
the most balanced value of the PR and RR when neither of them get the best score.
The following mathematical Formula (4) of the F1-score is formatted. If the difference
between the two values of PR and RR is too large, this value will tend to be smaller.

F1 − Score =
PR × RR
PR + RR

(4)

(5) Receiver operator characteristic (ROC) and AUC: ROC represents the change in deci-
sion threshold between the TP_C rate and the FP_F rate. An important purpose of
calculating the ROC curve is to derive the AUC value. AUC is a probability, which
means that when randomly given a sample of successful cases, the classifier correctly
judging the value of a success is higher than judging the value of a failure. The
related research on AUC has focused on (1) using AUC to classify the performance of
unbalanced data for risk prediction of Chronic Obstructive Pulmonary Disease [54],
(2) performance metrics of AUC to identify these intrinsic properties of AM-focused
alloy design [55], and (3) using time-dependent AUC to address mortality or read-
mission prediction for hospitalized heart failure patients [56]. The AUC has three
evaluation results: (a) AUC = 1: it represents the perfect classification of the sample
data by this classifier; (b) 1 > AUC > 0.5: this represents better than random guessing;
and (c) AUC ≤ 0.5: it means that the sample data is not suitable for this classifier.

This research mainly uses the above-mentioned excellent evaluation indicators to
evaluate the model built and measure the analytical result after the cross-validation method
to determine whether these classifiers are suitable for the SLS production process.
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3. Materials and Methods

In this section, the research proposes a model to address the study topic used in
materials and methods, and the proposed model has the following four main stages:
(1) data collection stage: collect data through corresponding instruments and divide the
given data into training data and testing data; (2) model building stage: build a model
through training data with a cross-validation method and observe the real results of the
validation; (3) oversampling method stage: carry out an oversampling method on the
data to establish a classification model again and compare with the model results without
processing the oversampling technique; and (4) process improvement stage: through the
prediction results of the testing data, compare the sintering times and machine adjustment
times of the new and old processes to judge how much labor time is saved. Thus, the
proposed model has: data collection  model building  oversampling method  
process improvement. Accordingly, the four stages are described in the following four
subsections, respectively.

3.1. Data Collection Stage

Data is an important part of AI, and data mining is an important technique of data
analysis. It can obtain information related to the target from some irregular data. We
introduce the data collection stage by experiencing this research object in the case of the
manufacturing process for the SLS industry, and thus the data acquisition and processing
flow are divided into the following core data features for defining the data collection:

(1) Core features for data collection are first identified: we first identify the core features,
such as the moving amount and inclination degree of the motor on the X and Y axes of
the construction platform, the power energy of the laser system at 50%, the spot size
of the laser, the scanning error of the galvanometer system, etc. We use the analysis
method for the above feature data to predict the success rate of product molding in
advance during the manufacturing process. Measure the movement of the vertical
motor through the dial gauge. When the platform moves down once, the distance
measured by the dial gauge should be 0.1 mm, and this value is recorded as a core
feature (factor) to be used as the basis for the classification model.

(2) Collect all data for a successful sintering module when the laser energy is 50%: laser
system measurements require specific and expensive instrumentation. We put the
light beam into the laser power meter, measured it through the probe, and converted it
into an electrical signal. The power meter integrates the read value and the converted
value and records the value on the connected computer through a USB port. This
value is measured when adjusting the laser galvanometer control system. In the
test production phase, since the energy distribution obtained by each laser with the
same energy is different, it is tested to see how much power the laser will output
when the laser energy is 50%. In the case of simulated maintenance, the measured
energy distribution is regarded as a set of modules to simulate the replacement of the
laser module, and the successful sintering module is replaced by the sintering failure
machine to observe the simulation result after repairing.

(3) Data on spot size is also collected: regarding the spot size of the laser, we use a
beam analyzer to measure the size of the laser beam. Each different type of beam
analyzer has a different measurement wavelength and energy range. Therefore, we
must first know the required laser specifications and then select the correct measuring
instrument; otherwise, the instrument itself is damaged. The size of the spot affects
the degree of detail when the object is formed. Generally speaking, the smaller the
size, the more delicate the object is formed, but the molding time is longer, and
vice versa. Importantly, the specification range of the spot size set by the machine
is 500 um~600 nm. The scanning error of the galvanometer system brings about
information about the error of the plane size. Due to the principle of the galvanometer
system, the system has a distortion problem, which affects the horizontal dimension
error of the sintered object. However, the method of measuring the error can use

156



Mathematics 2023, 11, 3204

the weakest energy to print a dot every one centimeter on the white paper, fill the
preset scanning range, and calculate the distance between the dots through image
recognition. Then, record the values of the maximum error and the average error.

(4) The type data of boxes, cylinders, and flats and the total result are defined: judge
whether the sintering is a successful product by each sintered object, and the basis or
key point for judging is to measure whether the sizes of the box meet the specifications,
check whether the lines of the cylinder are complete, and whether the gap between
the flats is clear. Importantly, when one of the objects is marked as a failure, the total
result is marked and classified as a failure; otherwise, it is marked as a pass product.
After that, follow-up supervised learning models are used for this data.

(5) All data is collected and used: in this research object, Figure 3 shows the relationship
diagram for all the data. In this part, 10 copies of all data are made. In Figure 3, six
samples are randomly selected from each of these 10 copies as testing samples, and
the rest are used as training data. The training data is used to build a model, and the
cross-validation is used to obtain the verification evaluation index after the model is
built. The testing data is used to verify the prediction results of the models.

Figure 3. Relationship diagram of research data.

3.2. Model Building Stage

This research uses Orange software to test the data and then verify the predictions.
Figure 4 shows the architecture diagram of the proposed model. In Figure 4, we see all the
processes and the main components of the prediction model structure. The main compo-
nents or results are training data (input elements), testing data, oversampling methods,
RF, SVM, ANN, cross-validation methods, and prediction results. The operation flow of
this model building stage is described in detail as follows: (1) The training data is inputted
first, and the form of the parameter is set, which determines whether the role of the value
is a feature or the marking result of each sintered object. (2) After these sample data are
inputted and transmitted into four components: the cross-validation method, RF, SVM, and
ANN. The set of parameters is also passed into the cross-validation method. (3) Take the
training data into RF, SVM, and ANN to build a classification model and directly output
these three algorithm parameters to the cross-validation method. (4) The cross-validation
method is set as a 10-fold, and AUC, CA, and F1-scores are achieved after this calculation
of these evaluation indexes is completed in order to preliminarily evaluate the superiority
of the classification model.

3.3. An Oversampling Method Stage

In the data of asymmetric categories (or classes), the CA rate is often high, but there
are some unrealistic situations, such as the class imbalance problem (resulting in an illusion
of high accuracy rates). To avoid this serious problem, an oversampling method to expand
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the experimental data is a feasible method for processing and addressing it. Oversampling
methods mean expanding the asymmetric data of the minority category to the same amount
of data as the majority category, so that the classification model is strengthened and the
prediction results are more reliable and feasible.

Figure 4. Architecture diagram of the proposed model with cross-validation method.

After implementing this stage for an oversampling method for the expansion, we
understand that the experimental data becomes larger, which is conducive to subsequent
implementation and good use of the three classifiers of RF, SVM, and ANN to establish a
classification model again and use relevant test data for prediction.

3.4. Process Improvement Stage

Accordingly, after achieving the testing results of the previous step, the number of
sintering times and the number of adjustments are identified and compared. In this process
improvement stage, we have the following three main directions to address:

(1) Original verification process: Figure 5 shows the original verification process before
the prediction model is established. In Figure 5, after the machine is assembled, it
directly carries out sintering and directly observes the sintering result. If the sintering
result is a failure, it is repaired and adjusted directly. After the repair, the above
process continues to be repeated until the sintering result is successful. Thus, we
find that the minimum number of sintering is to start the sintering process after
the machine is assembled, and if the first sintering is successful, the verification is
completed promptly. However, if the result of the first sintering is a failure product,
it means that the second sintering process is required, and if the second sintering is
successful, the verification job is completed in two sintering processes. Interestingly,
the main goal of this research is to ensure that the verification is completed after the
first sintering, so as to avoid the waste of time and cost of the second sintering.

(2) Improved verification process: Figure 6 shows the improved process to solve the
above problems. The improved verification process is to first pass the prediction
results and then decide whether adjustments are required. In Figure 6, after the
machine is assembled, the sintering result is predicted first, and the parameters are
adjusted when the prediction is a sintering failure. The sintering is performed when
the sintering is predicted to be successful. The advantage of this approach is that only
the practical sintering failure occurs, in that only the predicted sintering is successful.
On the contrary, if it is predicted that the sintering process is a failure, it is adjusted in
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advance at the time of prediction; thus, the number of sintering times is reduced and
the probability of success in the first sintering is increased.

(3) Comparison results before and after process improvement: we use the following
methods to count the possible sintering times of the test data: First, we must optimize
the original verification process.

(a) Assume that the second sintering is definitely sintered successfully, and there
are six test samples in each test data set, of which three are sintered successfully
and three are sintered unsuccessfully. Thus, through the original verification
process in Figure 5, it is calculated that a total of nine sinterings were required in
the original process.

(b) In the new verification process in Figure 6, the rules for defining the number of
sintering times are set and presented as follows:

(i) Rule 1: The actual sintering success is also predicted as the sintering success,
only needing once sintering;

(ii) Rule 2: The actual sintering failure is also predicted as a sintering failure,
only needing sintering once (because the first sintering failure has been
predicted in advance);

(iii)Rule 3: The actual sintering is successful, but the predicted sintering is a
failure, requiring twice as much sintering;

(iv)Rule 4: The actual sintering failure is predicted to be a sintering success,
needing twice as much sintering.

(c) Judge the sintering times according to the above rules, and compare the sintering
times of the original process and the improved process. Accordingly, we need
to determine the number to adjust the parameters. Figure 7 shows the flow
of determining the number of parameters to adjust. When the predicted or
actual sintering fails, we perform adjustments according to the process shown
in Figure 7. Since no more actual sintering is done, we use some more objective
methods to measure it. In practice, for sintered objects, there are probably shapes,
such as boxes, cylinders, and flats, that are used to judge the results of sintered
objects. The main judgment process is described in the following three directions:
First, adjust according to the predicted sintering failure. If it is a box object, in
addition to adjusting the error of the galvanometer, it is necessary to adjust
the movement of the construction slot motor. Second, when the box object is
judged to have failed, two adjustments are required. Third, both cylinder and
flat objects only need to be adjusted once and then summed up for each object,
which becomes the total number of adjustments in the classification model. The
fewer the total number of adjustments, the higher the prediction accuracy.

Figure 5. Original verification process.
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Figure 6. Improved verification process.

Figure 7. The process of judging the number of parameter adjustments.

4. Empirical Results and Data Analysis Results for a Real Case Study

This section mainly explains the experimental results of random distribution data
collected, the cross-validation results of classifiers for each sintered object, the prediction
results of classifiers with/without an oversampling method for the given data, and compar-
ison results for the number of sintering and adjustment times for the original verification
process and the improved verification process for the purpose of performance evaluation
and data analysis. Lastly, the empirical summary from all the experiments and some
discussions are further addressed.

4.1. Collection Results of Sample Data

In this section, after the first stage of data collection in Section 3, all 65-sample data
with nine features is analyzed, and the detailed information of all samples of feature data
is displayed as Appendix A, Table A1. From Appendix A, Table A1, it is found that the
box objects have 25 failure cases and 40 successful cases they have 17 failure cases and
48 successful cases for cylinder objects; they have 18 failure cases and 47 successful cases
for flat objects; and for total-result objects, they have 37 failure cases and 28 successful
cases. Next, Table 1 shows the 10 samples of testing data performed each time with six data
points; the testing data is randomly and fairly selected from six of the 65 record samples
from the targeted data set each time, and the rest is used for training data. Importantly,
it is not guaranteed that the proportion of sintering failure and sintering success for each
selected object must be the same.
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Table 1. 10 testing samples for each validation with six data.

1st Data No. 2nd Data No. 3rd Data No. 4th Data No. 5th Data No. 6th Data No.

1st test sample 4 12 23 43 48 57
2nd test sample 13 23 37 41 56 65
3rd test sample 12 24 34 47 52 64
4th test sample 9 18 33 38 43 56
5th test sample 5 22 30 43 55 63
6th test sample 14 21 34 41 48 58
7th test sample 6 11 26 40 55 58
8th test sample 1 24 36 41 53 62
9th test sample 4 8 9 39 44 63
10th test sample 3 10 35 44 46 50

4.2. Implementing Results of Cross-Validation Method

For the cross-validation results of the case study, we illustrate it with four research
objects: box, cylinder, flat, and the total-result into the following four parts, respectively.

(1) Results for box objects: Figure 8 shows the scores of various indicators in the cross-
validation method for the box objects. From Figure 8, it is observed that among the
three classification algorithms, the ANN (0.5777) and the RF (0.5761) have obtained
the top two higher CA rates, and the ANN (0.6016) is better than random guessing
in the evaluation of AUC (i.e., 1 > AUC > 0.5). Especially in the comparison of the
F1-score, it is obvious that among the three algorithms, the accuracy rate of predicting
sintering success is higher than the rate of predicting sintering failure.

 

Box objects with performing a cross-valdation method

Figure 8. Cross-validation results for box objects.

(2) Results for cylinder objects: Figure 9 shows the results for the cross-validation index
score of three algorithms used on the cylindrical objects. From Figure 9, we observe
that in this cylindrical object, the three algorithms have achieved a CA rate higher
than 0.65, the RF is as high as 0.712, and the performance of RF and SVM is better than
random guessing (i.e., 0.5). However, the AUC part of the ANN is lower than random
guessing for this cylindrical object. This situation is worthy of further research by
subsequent scholars. Moreover, what is more serious when compared with box objects
in Figure 8 is that the F1-score results of a sintering failure obtained by these three
algorithms are all lower than those obtained by boxes, and the possible reason is also
worthy of further investigation in the future.
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Cylinder objects with performing a cross-validation method

Figure 9. Cross-validation results for cylinder objects.

(3) Results for flat objects: The cross-validation results with score indicators for three
algorithms used in the flat objects, are shown in Figure 10. In terms of AUC, the three
algorithms are similar to random guessing, and in terms of CA rate, the ANN has the
highest accuracy rate of 0.6712; but in terms of F1-score, it is found that the F1-score
of a sintering failure for these three algorithms is close to 0, and even the ANN is
0, which means that in this confusion matrix, the number of samples successfully
predicted as a sintering failure is 0.

 

Flat objects with performing a cross-validation method

Figure 10. Cross-validation results for flat objects.

(4) Results for total-result objects: As for the results of the total-result objects, Figure 11
shows their cross-validation results. In the AUC part, the ANN shows better perfor-
mance than random guessing; as for the CA rate, the ANN has the highest accuracy
rate, reaching nearly 0.6, which is higher than the classification performance of the
other two classifiers. After observing the F1-score, it is found that the results obtained
for this object are different from those obtained for the other three objects. In the
other three objects, the probability of sintering success is much higher than that of
sintering failure. However, it has the opposite case in this total-result object. That is,
a sintering failure is higher than a sintering success, but the gap in rate between a
sintering failure and a sintering success is not large.
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Total-result objects with performing a cross-validation method

Figure 11. Cross-validation results for total-result of all objects.

Summarizing the above four results, we get the important results of implementing the
cross-validation method, and there are fewer objects on the sintering failure of cylinders (17)
and flats (18), so that the cross-validation results may directly be classified as successful
sintering. Although such results can get a relatively high accuracy rate, they cannot
faithfully present the real situation; thus, we need to perform an oversampling operation
for the given data on each sintered object to solve the imbalance problem for two classes (fail
and pass), and then compare the difference between each verification index with/without
an oversampling method. The comparison results are shown in the next section.

4.3. Oversampling Results for Sintering Objects

For the empirical results of testing sintering objects, we still differentiate four differ-
ent object purposes by identifying and illustrating their performance with/without an
oversampling technique for the given data, respectively.

(1) Box objects: Provide the testing data to the established model and experiment operations,
and observe the experimental results. Figure 12 shows a comparison of testing results
with/without using an oversampling technique for box objects. Figure 12 (above) is the
result obtained by verifying the no-oversampling data of samples for the box objects. In
particular, from Figure 12 (above), there are three key points identified. (a) The accuracy
rates of the three classification algorithms used are all above 0.6, and the highest are the
SVM (0.6334) and the ANN (0.6333); (b) Moreover, the scores of the F1-score are all around
0.6. (c) In terms of AUC, the ANN is the highest, followed by the RF, and finally the
SVM, and the SVM is even worse when compared to random guessing. To identify the
difference between with/without using an oversampling method, this experiment adds
the oversampling technique. Figure 12 (below) presents the empirical results with a data
oversampling method; as a result, there are some key points identified from it. (a) The
accuracy of the SVM and the ANN is improved to 0.6501 and 0.6668, respectively; from
the CA results, it is found that the data processed by the oversampling technique is more
helpful to the ANN in this box object. On the contrary, it is the least effective for RFs,
and the accuracy rate does not increase but decreases. With this interesting result, it is
a valuable issue to further explore in the future. (b) As an AUC indicator, the ranking
is SVM  ANN  RF, just conversely without using an oversampling technique, and
the three algorithms are better than random guessing. (c) On the F1-score, the ANN and
SVM have improved, from 0.598 to 0.6644 and from 0.6085 to 0.6482, respectively. Finally,
summarizing the empirical results on this box object from Figure 12, there are better testing
results using an oversampling technique to conclude that the classification performance
has been significantly improved.
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Box objects without using an oversampling method

 

Box objects with using an oversampling method

Figure 12. Testing results with/without using an oversampling technique for box objects.

Furthermore, Table 2 shows the classification results of box objects with/without
an oversampling technique for the sample sets that are successfully sintered. From the
comparison of statistical quantities, it is known that both the ANN and the SVM have one
case of data that directly predicts the result of the sample set as sintering success when
the 10 sample sets are not oversampled, while the RF has two cases of data. However,
in the prediction after the oversampling technique, none of the sample sets are predicted
as successful sintering, and the accuracy of the ANN is improved, which means that the
accuracy of the prediction of a sintering failure is improved.

Table 2. The information whose classification results are all successfully entered in the box sample set.

ANN RF SVM

Un-oversampled 1 2 1
Oversampled 0 0 0

(2) Cylindrical objects: Figure 13 shows the comparison with/without using an oversam-
pling technique for testing the results of cylindrical objects. As shown in Figure 13
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(above), the accuracy rates of these three classification algorithms are all higher than
0.7, among which the highest CA rate is 0.7499 for RF, 0.7167 for ANN, and 0.70 for
SVM. In terms of the AUC evaluator, it is found that only the SVM is better than
random guessing; however, in the F1-score indicator, the ranking of the three classi-
fication algorithms is the same as that of the CA rate. That is RF  ANN  SVM,
and all the scores are above 0.63. From Figure 13 (below), there are two key directions
identified. (a) After implementing the oversampling technique, it is found that only
the performance of the RF is improved, while both the performances of the SVM and
the ANN are reduced; this special case represents that when the model is changed,
there may be an overfitting problem with the prediction data. (b) Among them, there
exists one special thing: the accuracy of the RF remains unchanged, but the F1-score
and AUC show a decline in terms of most performances. This interesting point is also
worth further exploring the possible reasons in the future.

 
 

 

Cylinder objects without using an oversampling method

Cylinder objects with using an oversampling method

Figure 13. Testing results for cylindrical objects with/without an oversampling method.

165



Mathematics 2023, 11, 3204

Furthermore, Table 3 shows the classification results with/without an oversampling
technique of successful sintering for cylindrical objects in the sample set. From its statistical
outcome, in the 10 sample sets that have not been oversampled, both the ANN and the RF
have six cases that directly predict a successful sintering case of the sample set, while there
are five cases in the RF. However, in the prediction work after the oversampling technique,
the number of sample data points that were originally classified as successful sintering
has decreased significantly. In particular, the CA rate in the RF remains unchanged; this
interesting phenomenon represents that this classification model is good, and the empirical
result is more in line with the real situation and closer to the status quo.

Table 3. The information whose classification results are all successful sintering in the cylindrical
sample set.

ANN RF SVM

Un-oversampled 6 6 5
Oversampled 2 4 0

(3) Flat objects: Figure 14 shows the comparison of testing results for the flat objects
with/without treatment using an oversampling technique. From Figure 14 (above),
the accuracy rate and F1-score in the ANN without using an oversampling technique
are higher than those of the other two classification models; however, only in the
AUC indicator is it lower than the SVM, and it is inferior to random guessing. In
exploring the possible reasons, it is possible that due to the unbalanced categories
of the original training data, all classifiers predict the sintering result as successful,
resulting in higher accuracy. However, in practice, the expected results cannot be
achieved, which is compared and seen from the cross-validation method of flat objects.
In Figure 14 (below), after using the oversampling technique, it is strange that the
accuracy rates of the ANN and the SVM are greatly reduced to 0.4499 and 0.4334,
respectively; however, the RF is just the opposite, and its accuracy rate has slightly
improved from 0.6333 to 0.6499. Both the F1-score and AUC have also increased
slightly to 0.6262 and 0.5163, respectively. Moreover, from the above empirical results,
we discover a very interesting fact: on flat objects, when the data classes are more
unbalanced and after implementing the oversampling technique of data, the RF gets a
relatively good classification performance.

 

 

Flat objects without using an oversampling method

Figure 14. Cont.
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Flat objects with using an oversampling method

Figure 14. Testing results for flat objects with/without using an oversampling technique.

Accordingly, Table 4 shows the classification results of sample sets for flat objects
with/without using an oversampling method with successful sintering. From Table 4,
we count that among the 10 un-oversampled sample sets, the results of eight, four, and
six sample sets of the ANN, RF, and SVM are directly predicted as successful sintering,
respectively. However, in the prediction, after implementing the oversampling technique,
the number of sample data points that are all classified as successful sintering is reduced.
In this flat object, the accuracy rate of the RF has increased, and this special case means
that the accuracy rate of predicting a sintering failure has increased, which implies that the
classification model is more in line with the reality of 3D-SLS for the case company.

Table 4. The information whose classification results are all successfully sintered in the flat sample set.

ANN RF SVM

Un-oversampled 8 4 6
Oversampled 0 2 2

(4) Total result of summarized objects: In yield prediction for SLS on the total result of
sintered objects, Figure 15 shows the comparison of testing results for summarized
objects with/without sample augmentation. Through Figure 15 (above), it is observed
that when there is no processing sample augmentation, the ANN performance is
higher than the other two listed models regardless of indicators of AUC, CA rate, and
F1-score; therefore, the prediction ability of the ANN model is the best performer.
However, in Figure 15 (below), the CA rate of the ANN after implementing the sample
data augmentation method has dropped to 0.5668, the F1-score has dropped to 0.525,
and the AUC has dropped to 0.5556. On the contrary, the indicators of AUC, CA
rate, and F1-score for the RF are increased to 0.5777, 0.5834, and 0.5468, respectively;
similarly, all the performances of the SVM are also improved. However, since there
is no serious class unbalance problem in the total result of summarizing objects, the
function of an oversampling technique is not performed; the data is directly expanded
to more than 200 items. Unfortunately, such an approach may lead to overfitting
problems in these models; in this total result of the cross-validation method, the ANN
has also achieved the best result in this research. Thus, we can clearly express that in
this model, the ANN can still be used as a predictive model, and in the overall result,
the best performance result is the ANN model.
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Total-result objects without using a sample augmentation method

Total-result objects with using a sample augmentation method

Figure 15. Test results for objects summary processed with/without sample data augmentation.

Subsequently, Table 5 shows the classification results of the total-result object sample
sets with/without sample data expansion for a successful sintering. From Table 5, no matter
whether sample data has been expanded or not, there is no sample of the sintering results,
which is classified into the sample set of a successful sintering. After data expansion, the
CA rate of the ANN has decreased significantly, while the accuracy of the RF and SVM has
increased, however, they are not higher than the un-augmented ANN.

Table 5. The information in which the classification results are all successfully sintered in the total-
result sample set.

ANN RF SVM

Un-oversampled 0 0 0
Oversampled 0 0 0

More importantly, this research thus concludes with two core directions for the overall
results. (1) It is unnecessary for the total-result objects to perform data expansion processing.
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(2) However, in the prediction results for box, cylinder, and flat objects, it is absolutely
necessary to perform data processing using an oversampling technique because it can
reduce the case that the sintering results are all predicted as successful sintering, and it can
make the predicted results closer to the actual situation of SLS and increase the plasticity
and credibility of these classification models.

4.4. Comparison Results for Sintering Times and Adjustment Times before and after the Modification of
Verification Process

Consequently, this research first calculates the comparison of sintering times for the
proposed model. To facilitate the follow-up comparison operation, we assume that the
sintering will be successful in the second sintering, then count the number of sintering
times based on the predicted results, and further compare the number of sintering times
obtained before and after the modification of the verification process. By the previous
testing sample data in Table 1, we know that there are six testing samples each time; in
the data set of the total-result objects, there are three samples of failed sintering and three
samples of successfully sintered. Looking at this combination again, the verification process
before modification needs to be sintered nine times (3 + 3 × 2) before the six samples are
successfully verified. As a result, Figure 16 shows the statistical results of sintering times
for each data set after the modification.

 

Figure 16. Statistical results of sintering times for the modified verification process for each sample
data set.

From Figure 16, we get the number of sintering times for each classification model.
Interestingly, the number of sintering times for the ANN is reduced by one time (i.e., eight
times) on average in each sample set; especially in the first and second sample sets, the
sintering times of the verification process before and after the modification are the same,
except the seventh sample set is sintered once more after the modification than the verifica-
tion process before the modification, and the sintering times of other sample sets are the
same. Thus, it is less than nine times, so the average number of sintering times is calculated
as eight times for the ANN model. The average sintering times for the modified verification
process of the ANN outperform the verification process before the modification and that of
other classification models: RF and SVM. Especially, SVM (9.2 times) is even worse than the
original verification process (9.0 times) before the modification, and the potential reason is
also worthy of further exploration in the future.
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Subsequently, in the comparison of the number of adjustment times after quantifying
the oversampled data results, Figure 17 shows the number of prediction adjustment times
for the three classifiers on each testing data set. By observing Figure 17, we know that
among the 10 sample sets, the average number of adjustments for the RF is the least, and
each test sample set has an average adjustment of 10.7 times, while the average adjustment
times of the ANN and SVM are 11.7 times and 13.5 times, respectively. In terms of the
number of adjustment times, it is found that the RF model yields fewer adjustments than
the other two models; thus, RFs perform the best in terms of the number of adjustment
times for this research case.

Figure 17. Information on adjustment times for the three classifiers in each testing data set.

More importantly, through the above empirical results, the following key points are
sorted out: (1) It is found that the best verification process is to use the ANN that has not
been processed by the oversampling technique to forecast the total-result objects. (2) Use
the RF model obtained after an oversampling method to predict the sintering results for
each sintered object and to train out the parameters of the best model. (3) After doing
the above operations, the study models proposed are used to effectively carry out the
best verification process with the least number of sintering times and the least number of
adjustment times, which is one of the major contributions of this research for experiencing
industrial data analysis and application.

4.5. Empirical Summary of All Results for the Experiments with Discussions

Totally, we use five directions to uniformly illustrate the primary outcome of the
empirical summary with some meaningful discussions and values after executing all the
experiments in this research, as follows:

(1) Key experimental results of objects: in the mathematical experiment operations based
on the cross-validation method, we have identified and summarized the following
four main points: (a) On the box objects: the evaluation indicators of the ANN are the
best, and the results of three indicators are AUC 0.50, CA rate 0.57, and F1-scores of a
sintering success of 0.61 and a sintering failure of 0.30. (b) On the cylindrical objects:
the evaluation indicators of RF are the best, and the three indicators are described
as AUC 0.54, CA rate 0.71, and F1-score of a sintering success of 0.74 and a sintering
failure of 0.23. (c) On the flat objects: ANNs have the best performance results, and the
evaluation indicators are AUC 0.52, CA rate 0.67, and F1-score of a sintering success

170



Mathematics 2023, 11, 3204

of 0.64 and a sintering failure of 0. (d) On the total-result objects: the performance
results are the same as those of flat objects, and the experimental results of the ANNs
model are also the best. The evaluation indicators are identified as AUC 0.65, CA rate
0.60, and F1-scores of a sintering success of 0.50 and a sintering failure of 0.56.

(2) Gaps of the cross-validation method: regarding the cross-validation method, the result
for the gap of the F1-score between the sintering success and the sintering failure for
the three objects is too large, which means that most mathematical binary classification
models are still more inclined to classify the data as sintering success.

(3) Differences with/without using an oversampling technique: we obtain the following
four core values for the gaps with/without the oversampling technique: (a) In the case
of box objects: the best CA is to use the ANN model; after using the oversampling
technique, its CA is increased from 0.6333 to 0.6668, and the F1-score is increased
from the original 0.587 to 0.6644. (b) In the case of cylindrical objects: the highest
CA is 0.7499 in the RF, its AUC is increased from 0.4756 to 0.5657, and its F1-score
is increased from 0.6920 to 0.7038. (c) In the case of flat objects: the best CA is the
ANN when the samples have un-oversampled data. However, after implementing
the oversampling technique, the CA of ANN is not rising but falling, and even lower
than 0.5; interestingly, the RF has achieved the highest CA from 0.6333 to 0.6499, the
highest F1-score from 0.5847 to 0.6262, and the lowest AUC from less than 0.5 to 0.5163.
(e) In the case of total-result objects: the ANN model without sample data expansion
has the highest CA of 0.6168, AUC of 0.6222, and F1-score of 0.5857. However, after
expanding the sample data, the highest CA for the total-result objects is the RF model,
which has increased from 0.5333 to 0.5834; the F1-score has increased from 0.4898 to
0.5468; and the AUC indicator has also increased from 0.5389 to 0.5777.

(4) Reduction of time and times: After integrating the experiment results and comparing
them with the original manufacturing process time, it is found that each machine
reduces the sintering time by an average of four hours. Moreover, if the sampling of
the data used is expanded, it is more suitable to use the RF algorithm when predicting
the sintering failure of the objects, and its average number of sintering times per
machine is 1.70 times, which is better than 1.95 times for the ANN and 2.25 times for
the SVM.

(5) Results of sample data expansion: the result of the cross-validation method for the
total-result objects does not have the serious problem of class imbalance; thus, using
the sample data expansion method instead of the oversampling method is suitable.
Especially in this case, there are two core concerns identified. (a) This research
confirms that in each given data set, the ANN without sample expansion can reduce
the sintering verification by one time. (b) After processing the sample expansion
method, the RF for the failure prediction of objects gets a minimum of 10.7 times of
adjustments, which is lower than the 11.7 and 13.5 of the ANN and SVM, respectively.

5. Research Findings and Research Limitations

It is necessary to identify two types of research concerns for further aggregating the
study results mentioned above, including research findings and research limitations, in
order to benefit from and highlight the study issue of the SLS manufacturing process,
as follows.

5.1. Important Research Findings

In summarizing the empirical study results of this research in the field of industrial
data analysis, the following key research findings have been defined, and these findings
can provide a useful reference for relevant industry applications and academic circles.

(1) As a total result of object prediction, this research finds that it is not absolutely neces-
sary to carry out data expansion processing on samples. However, in the mathematical
prediction of experiment results for box, cylinder, and flat objects, it is necessary to
perform an oversampling technique because this technique can solve the problem that
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the sintering results are all predicted to be sintering successes, making the prediction
results more accurate and real. The closeness to the factual situation can increase the
plasticity and credibility of the mathematical classification model.

(2) In terms of the number of adjustment times in this research case, it is found that the
performance of the RF model is the best. Thus, it is recommended that follow-up
operators simulate and use the constructed RF model if they are more focused on
reducing the number of adjustment times for identifying the SLS yield.

(3) In the empirical results, it is found that the best verification process is to use the ANN
model that has not been processed by the oversampling technique as the prediction of
the total result for the objects sintered.

(4) In the CA for the modified verification process, it is found that the average performance
of the ANN is better than that before the modification, and its verification process of the
binary classification model is better than the other listed models, followed by the RF,
and finally the SVM; that is, in the ranking of ANN  RF  SVM.

(5) If the sample data is processed by an oversampling technique, it is found that the
RF model in this research is the best to optimize the parameters used to predict
the sintering failure of each sintered object. After performing the above operations,
the proposed mathematical binary classification model effectively carries out and
appropriately obtains the best verification process with the least number of sintering
times and the least number of machine parameter adjustments for interested parties.

5.2. Research Limitations

The focus of this research is the SLS manufacturing process, and there are three
potential research limitations identified.

(1) Due to many shortcomings in sintering the SLS products, such as the high unit price
of machine equipment, the high construction cost of the sintering environment, and
the high sintering cost, these major defects result in a limited application value: the
sales volume of the machine (already a niche market) has shrunk even more, and even
this makes companies daunting. Due to the high costs of purchasing this equipment,
general business is discouraged. This special situation causes the sample data to be
relatively scarce; thus, the small amount of raw sample data has also become the first
main research limitation for this research.

(2) For manufacturers of SLS machines, the verification results of machine output are a
huge expense; thus, the data of each verification record is an expensive and valuable
experience. Given this reason, general SLS manufacturers mainly hope to reduce the
number of sintering times in order to lower the high verification cost of the machine
output. Thus, enhancing the one-time sintering greatly lowers the operating burden
on the manufacturer. The high verification cost creates a bottleneck problem in data
collection, and this problem is serious and is the second research limitation.

(3) The third research limitation is that the example of the research objects is only from a
certain SLS company, which may result in a lack of diversity of sample data and an
inference limitation of research results.

6. Conclusions and Future Research

To overcome the serious problems when forming the sintering of a standard SLS object,
this research has constructed a mathematical prediction system to reduce the time and cost
of sintering verification. The following two sections give the core highlights of empirical
conclusions with contributions and future prospects, respectively.

6.1. Empirical Conclusions with Industrial Contribution

After all the experiments, we have concluded that the following two key contributions
were integrated into the study conclusions:

(1) Industrial contribution: this research is mainly aimed at realizing an effective predic-
tion framework for identifying SLS yield, which is mainly used to reduce the sintering
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time cost and direct material cost of the verification process. The ability of proposed
mathematical binary classification models for each object is evaluated through the
cross-validation method, and their accuracy is verified by actual data collected from
a case study for industrial applications. Thus, through the above empirical results,
the number of sintering times is reduced. Importantly, although this research has not
provided an innovative technique, such a binary model constructed is rarely seen in
the SLS industry for 3D-AM issues, and it has made a great industrial contribution by
effectively reducing the verification cost of the SLS manufacturing process in practice.

(2) Applicable values: the proposed mathematical binary models in this research make
the prediction of the SLS yield more accurate to reduce the situation that the prediction
results are all predicted to be sintering success, and to be closed to the real case of
industries, it is proved that the mathematical binary model has the superiority of
its application performance in industrial manufacturing processes. Thus, it also has
significant applicable values based on the empirical results of industrial data analysis.

6.2. Future Research

Although the experimental performance of this research has research advantages
and benefits and the empirical results are remarkable, there are still some rooms for
improvement in the future, and these improvements can provide references for subsequent
directions to interested researchers or industry requirements, as follows:

(1) The first improvement is about the diversity of molding materials; these materials
have different material properties, molding parameters, and shrinkage rates. Since
the main material of this research is PA12 (Polyamide 12 powder for SLS printing
material) [10,30], subsequent researchers can use materials different from PA12, and
the new material may not be able to adapt to the optimized parameters of the pro-
posed binary classification model. Therefore, we suggest that new types of materials
are added into the proposed models as new features (factors), and after collecting
sample data, data retraining and data retesting are conducted to further measure the
classification performance and efficiency of the binary classification model.

(2) In the practical sintering application, since the sintering result is not only determined
by the dimensional size accuracy but also requires other measurements of unique
characteristics of different materials, such as the range of strength and toughness or
the density detection of the objects, these results directly or indirectly lead to molding
whether the object is successful. Thus, it is suggested that subsequent researchers can
collect the above different data, add it to the proposed models, and then re-predict
the forming results of the SLS manufacturing process.

(3) The biggest problem in this research is that the amount of SLS practical sample data is
insufficient, causing insufficient training data, which directly affects the prediction
results. Thus, it is recommended to collect more raw samples of data to retrain the
mathematical binary classification model and address future directions.

(4) In some large machine tools, it is a common problem that obtaining the sample data is
difficult; thus, it is suggested that the models of how to predict with a small amount of
data should be further focused in the future. It is a feasible alternative to use the GAN
method to create more fake sample data of a sintering failure to increase the sample
number for sufficiently training the binary model and improving its performance.

(5) For the RF algorithm, it also has a feature importance score, which can help gain
insight into which features are important. Thus, the RF can be used for the technique
of FS to reduce the dimensionality of data to select the best features [57]. For this
reason, the RF can be added to the proposed model to further remove irrelative
features, facilitate experiment operations, and measure its model performance in
the future.

(6) Finally, this research is still committed to constructing a set of classification frame-
works to judge sintering result strategies in a process-based structure of automatic
and intelligent methods. The purpose is that researchers can regard the proposed
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models as a basis to develop their future models for comprehensive comparison with
more techniques of the state of the art, such as Xgboost or K shot. Moreover, the estab-
lishment of the maintenance strategy for sintering enables the adjustment of machine
parameters to be more automatic and intelligent, with effective and efficient effects.

Author Contributions: Conceptualization, J.-R.C. and Y.-S.C.; Methodology, J.-R.C. and Y.-S.C.;
Software, J.-H.L. and Y.-H.H.; Visualization, J.-R.C., Y.-S.C. and Y.-H.H.; Writing—original draft,
J.-H.L., J.-R.C. and Y.-S.C.; Writing—review and editing, Y.-S.C. and Y.-H.H. All authors have read
and agreed to the published version of the manuscript.

Funding: This research was partially supported by the National Science and Technology Council of
Taiwan for grant number NSTC 111-2221-E-167-036-MY2.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Table A1. Information of 65 records of raw data.

Serial
No.

Z at 239.9 mm
Accuracy

Spot
Size
(um)

The Max. Error
of the X-Axis

Galvanometer

The Max. Error
of the Y-Axis

Galvanometer

Laser
Energy

50%
Box Cylinder Flat

Total-
Result

1 0.09 525 0.22 0.31 23.35 fail pass fail fail
2 0.09 515 0.33 0.27 22.26 fail fail fail fail
3 0.11 555 0.28 0.28 20.72 pass pass fail fail
4 0.12 545 0.18 0.22 21.38 pass pass fail fail
5 0.10 545 0.27 0.31 22.79 pass pass fail fail
6 0.10 575 0.30 0.35 20.79 fail pass fail fail
7 0.10 555 0.23 0.24 18.02 pass fail fail fail
8 0.11 565 0.31 0.23 20.93 fail pass pass fail
9 0.10 545 0.24 0.31 21.46 fail fail pass fail

10 0.10 575 0.31 0.22 18.29 fail pass pass fail
11 0.10 565 0.19 0.26 21.62 fail pass pass fail
12 0.11 545 0.33 0.20 20.74 fail pass fail fail
13 0.09 535 0.25 0.31 20.47 fail pass fail fail
14 0.11 525 0.33 0.28 22.99 fail pass pass fail
15 0.11 505 0.25 0.26 22.20 pass pass fail fail
16 0.11 515 0.26 0.22 23.67 fail pass pass fail
17 0.12 535 0.34 0.33 22.23 fail fail fail fail
18 0.09 555 0.21 0.26 18.66 fail fail fail fail
19 0.11 555 0.23 0.20 22.09 fail pass pass fail
20 0.12 515 0.21 0.18 21.75 fail pass fail fail
21 0.11 535 0.27 0.29 21.88 fail fail pass fail
22 0.10 545 0.32 0.21 22.52 fail pass pass fail
23 0.08 555 0.24 0.32 20.25 fail pass pass fail
24 0.11 555 0.33 0.33 24.33 fail fail pass fail
25 0.10 525 0.27 0.24 22.18 fail pass pass fail
26 0.10 515 0.22 0.26 23.49 pass fail fail fail
27 0.10 545 0.33 0.28 23.18 pass fail fail fail
28 0.12 535 0.25 0.31 19.58 fail pass pass fail
29 0.10 535 0.28 0.27 21.52 fail pass pass fail
30 0.12 515 0.21 0.25 23.36 pass fail pass fail
31 0.11 545 0.18 0.14 22.23 pass fail pass fail
32 0.11 525 0.26 0.22 20.89 pass fail pass fail
33 0.09 535 0.26 0.20 22.45 fail fail fail fail
34 0.10 565 0.23 0.30 23.32 pass fail fail fail
35 0.10 545 0.18 0.15 22.41 pass fail fail fail
36 0.09 515 0.21 0.33 23.75 fail fail pass fail
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Table A1. Cont.

Serial
No.

Z at 239.9 mm
Accuracy

Spot
Size
(um)

The Max. Error
of the X-Axis

Galvanometer

The Max. Error
of the Y-Axis

Galvanometer

Laser
Energy

50%
Box Cylinder Flat

Total-
Result

37 0.10 545 0.20 0.18 25.86 fail fail pass fail
38 0.10 535 0.32 0.26 20.52 pass pass pass pass
39 0.10 525 0.32 0.21 21.03 pass pass pass pass
40 0.10 555 0.27 0.26 19.90 pass pass pass pass
41 0.10 525 0.28 0.32 21.56 pass pass pass pass
42 0.11 525 0.18 0.27 22.19 pass pass pass pass
43 0.09 545 0.30 0.31 21.13 pass pass pass pass
44 0.10 535 0.26 0.23 22.50 pass pass pass pass
45 0.10 545 0.21 0.23 22.30 pass pass pass pass
46 0.12 555 0.27 0.255 21.13 pass pass pass pass
47 0.11 525 0.24 0.24 22.08 pass pass pass pass
48 0.10 555 0.18 0.24 25.09 pass pass pass pass
49 0.11 575 0.28 0.20 22.80 pass pass pass pass
50 0.11 615 0.25 0.28 24.72 pass pass pass pass
51 0.11 535 0.26 0.26 22.97 pass pass pass pass
52 0.10 525 0.24 0.28 26.70 pass pass pass pass
53 0.12 515 0.30 0.26 24.54 pass pass pass pass
54 0.11 545 0.26 0.21 22.87 pass pass pass pass
55 0.10 545 0.17 0.24 23.65 pass pass pass pass
56 0.11 515 0.22 0.23 22.34 pass pass pass pass
57 0.10 575 0.24 0.26 23.81 pass pass pass pass
58 0.11 555 0.26 0.32 22.07 pass pass pass pass
59 0.11 515 0.30 0.30 21.83 pass pass pass pass
60 0.10 565 0.27 0.25 21.88 pass pass pass pass
61 0.11 545 0.18 0.26 21.60 pass pass pass pass
62 0.09 525 0.15 0.26 21.27 pass pass pass pass
63 0.11 595 0.23 0.26 21.68 pass pass pass pass
64 0.10 595 0.27 0.32 22.61 pass pass pass pass
65 0.10 535 0.20 0.20 23.67 pass pass pass pass
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Abstract: An interdisciplinary approach to management allows for the integration of knowledge
and tools of different fields of science into a unified methodology in order to improve the efficiency
of resource management of different kinds of systems. In the conditions of global transformations,
it is economic systems that have been significantly affected by external destabilizing factors. This
determines the focus of attention on the need to develop tools for the modeling and optimization of
economic systems, both in terms of organizational structure and in the context of resource manage-
ment. The purpose of this review study is to identify the current gaps (shortcomings) in the scientific
literature devoted to the issues of the modeling and optimization of economic systems using the tools
of mass service theory. This article presents a critical analysis of approaches for the formulation of
provisions on mass service systems in the context of resource management. On the one hand, modern
works are characterized by the inclusion of an extensive number of random factors that determine
the performance and efficiency of economic systems: the probability of delays and interruptions in
mobile networks; the integration of order, inventory, and production management processes; the cost
estimation of multi-server system operation; and randomness factors, customer activity, and resource
constraints, among others. On the other hand, controversial points are identified. The analytical study
carried out allows us to state that the prevailing majority of mass service models applied in relation
to economic systems and resource supply optimization are devoted to Markov chain modeling. In
terms of the chronology of the problems studied, there is a marked transition from modeling simple
systems to complex mass service networks. In addition, we conclude that the complex architecture of
modern economic systems opens up a wide research field for finding a methodology for assessing
the dependence of the enterprise performance on the effect of optimization provided by using the
provisions of mass service theory. This statement can be the basis for future research.

Keywords: modeling; productivity and efficiency of economic systems; mass service theory; resource
supply; complex networks; optimization; organizational structure

MSC: 37N40; 60K20; 90B22

1. Introduction

Modeling is generally recognized as an effective tool for making managerial decisions
and realizing the hidden potential of the management object. According to the theory
of decision making, the basis for the justified choice of the best alternative for solving a
problem situation is the use of mathematical tools; the situation itself is considered as the
object of research. Managerial decisions are performed on the scale of economic, organiza-
tional, technical, and other types of systems. An interdisciplinary approach to management
allows for the integration of the knowledge and tools of different fields of science into a
unified methodology in order to improve the efficiency of resource management of different
types of systems. In the context of global transformations, the focus is economic systems
that have been significantly affected by external destabilizing factors. The importance of
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optimizing flows in global supply chains has increased significantly. The Russian economy
is at the stage of the radical revision of import routes, which is accompanied by changes
in the load on border crossing points. As a consequence, queues are inevitable due to the
large traffic flow. Similar problems are characteristic not only for macroeconomic systems,
but also for meso- (region, industrial complex) and micro-level systems (business entity).

The abovementioned factors determine the focus of attention on the need to develop
tools for the modeling and optimization of economic systems, both in terms of organiza-
tional structure and in the context of resource management.

Modern economic systems are a complex structure, a set of interrelated elements united
by flows of resources and information, processes, and operations. The key problem of the
functioning of economic systems is limited resources, which determines the emergence of
«bottlenecks» and queues. As a consequence, it affects the efficiency of the whole system
and its competitiveness.

There is a wide variety of mathematical methods used in economics to forecast pro-
cesses, operations, and indicators, such as statistical models and dynamic models (linear
and nonlinear) [1]. The methods that provide the search for optimal solutions include the
following: linear or nonlinear programming problems, combinatorial problems, production
functions, mass service systems, and others. However, there are disadvantages that are
compensated by the theory of mass service. The main difference of the latter is the ability to
effectively manage the flow (of information, customers, orders, etc.), while other methods
focus on optimizing the functioning of individual links. An alternative modeling method
can be the problem of optimizing the distribution of requests for servicing the flow of
container cargoes by time slots (a time slot is a time window for receiving and servicing
requests). However, this method ignores the definition of probabilities (denial of service,
system downtime, queue formation), which allows us to judge the leveling by the theory of
mass service on the drawbacks of other methods of optimization.

Summarizing the above, we emphasize that the study of the provisions of the mass
service theory and the study of practicing its application in modeling economic systems
of different levels (macro-, meso- and microsystems) is a topical issue. However, under
the conditions of the complexity increasing in economic systems structures, the intensive
development of technologies, as well as the transition to Industry 5.0, the interest in
flexible complex automated solutions is growing. Such solutions can be built on the basis
of combined (covering several constraints, including resource constraints) and network
(combined systems of several processes) mass service systems. It is necessary to study
scientific approaches of the application of provisions adapted for mass service theory in the
management of complex organized systems and their optimization. Therefore, the purpose
of this review study is to identify the current gaps (shortcomings) in the scientific literature
devoted to the issues of the modeling and optimization of economic systems using the
tools of mass service theory.

2. Materials and Methods

The main method of this research was the content analysis of scientific papers devoted
to the problem under study. The international bibliographic platforms Scopus, Web of
Science, Science Direct, Springer journals, as well as the official website of MDPI publishing
house served as the knowledge base.

The research algorithm covers three key steps:

1. Searching for and studying scientific papers;
2. The systematization of approaches to the application of mass service theory in the

context of the optimization of economic systems through the prism:

• Resourcing of processes and operations;
• Of the organizational structure of management;

3. The formulation of identified gaps, whose filling is planned to be realized by the
authors in future research.

179



Mathematics 2024, 12, 403

A more detailed outline of the research work is reflected in the Figure 1.

Figure 1. The flowchart of the survey study.

3. An Analytical Review of the Current State of Scientific Research

Mass service systems are present in various fields of activity and can project pro-
duction systems, computing systems, order and sales management systems, purchasing,
warehouses, transport, organizational structures, border points, etc. The key categories of
mass service theory are requests for service and service channels, while the parameters of
evaluation are the intensity of the flow of lost or served requests, the probability of one
or another system state (denial of service, queuing, system idle time), and the duration
of service.
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The fundamentals of mass service theory were outlined by Erlang in his work «Sandsyn-
lighedsregning og Telefonsamtaler», and the probability of hitting x events in a time interval
a (probability Sx) is usually defined as follows [2]:

Sx =
(na)x

x!
· e−na (1)

where n is the flow intensity (average number of calls during the device operation time); a
is the specified time interval; and x is the number of events.

Subsequent adaptation of the theory of mass service to various spheres of activity
represents modifications aimed at optimizing the distribution of resources (personnel,
stocks, production capacity, transport, etc.), etc.

3.1. Resource Management Based on a Mass Maintenance System

The functioning of the economic system relies on the use of a wide range of resources,
the combination of which is determined by the level of management and industry specifics.
In our study, we focus on types of resources such as:

• Personnel;
• Material;
• Technical (devices, servers, appliances);
• Capital (buildings, structures, machinery, equipment).

The mass service system is considered at the microeconomic level and refers to man-
ufacturing, warehousing, transport, service, or other types of economic systems. In each
of these areas, queues occur. It is necessary to distinguish three types of models: (1) the
maintenance of excess capacities provides immediate customer service (no queue is formed,
supply exceeds demand); (2) the capacities (resources) for customer service are loaded
almost completely and used more efficiently, but a queue is formed due to available prices
(demand is higher than supply); (3) the capacities (resources) are idle, and a queue is
formed (high fluctuations of demand during the day, week, seasons). On this basis, the
mass service system is applicable to the models of the second and third types.

From the point of view of the management object, all known approaches are proposed
to be classified into four categories: management of technical resources, resource pool,
capital, and material resources. A further review of the scientific literature within this
section is differentiated by the four blocks.

3.1.1. Optimization of Technical Resources

An extensive body of scientific research focuses directly on technical devices, devices,
servers, and information-computing systems. These are the key resources in mass service
models describing the behavior of the economic system in the conditions of improving
business processes and queuing. Mobile networks, order management systems (in ware-
housing, production, catering), the resource capacity of nodes in service channels, banking
systems, the operation of post offices, and other aspects are the subject area of the research.
The listed systems are mostly discrete in nature, i.e., the system parameters change only in
case of customer arrival (incoming request). It is reasonable to classify all resource capacity
management models into two types: single-server and multi-server.

Single-server mass service models (model notation—M/M/1) are simple with a single
service unit, a Poisson flow of incoming requests, and an exponential distribution of
service times [3–6]. The advantage of building the simplest models is the ability to conduct
preliminary studies before proceeding to modeling complex multi-server systems.

However, modern economic systems focused on high productivity, high level of
service quality, and profit maximization are not limited to a single service channel; on
the contrary, they are complex multi-channel systems. In this regard, multi-server service
models are more popular. Next, let us focus on the coverage of this type of system in
the literature.
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The theory of mass service finds application in the field of mobile communication
system optimization, which is caused by mass flows of requests for information transfer
requiring organization. In this case, the input flow is described by a Markov process.
Modeling the user service of mobile networks has been the subject of research [7–9]. Thus,
the system model of Makeeva et al. is characterized by taking into account the probability
of delays and interruptions in the operation of the 5G network as well as the retransmission
of data. The system of repeated calls in the categories of mass service theory, according to
the authors’ idea, is described by a Markov chain with a continuous process [7]:

X (t) = (Nm (t), Nu (t), Q1 (t), Q2 (t)), t ≥ 0,
χ = {(nm, nu, q1, q2): nm ≥ 0, nu ≥ 0, 0 ≤ q1 ≤ C1, 0 ≤ q2 ≤ C2, bnm + nu ≤ C, nm + q2 ≤ N},

(2)

where χ is the state space; Nm(t) is the number of active extended mobile broadband
sessions; Nu(t) is the number of active URLLC (ultra-reliable low-latency communication)
sessions; Q1(t) is the number of pending extended mobile broadband sessions; Q2(t) is the
number of interrupted sessions; Ci is the capacity of buffer 1 (for storing pending sessions)
and buffer 2 (for storing interrupted sessions); and N is the number of resource blocks.

Multi-server models find applications in order and production inventory management.
In the work of Shajin et al., the optimization of the number of required servers is based on
the total cost minimization function [10]. The advantage of the author’s solution, in our
opinion, is the consideration of the causal relationship between orders, inventories, and the
production process. Researchers have determined that when the probability of fulfilling
a customer order is 50%, the optimal number of servers stabilizes, and the cost of the
order management system decreases. In this case, the system is described by a continuous
Markov chain [10]:

Ω = {(N (t), I (t), C (t), J (t), t ≥ 0}, (3)

where N(t) is the number of customers in the system; I (t) is the number of goods in stock;
J(t) is the production phase (production on/off); and C(t) is a component taking the value
«0» when production is «off» and the value «1» when production is «on».

A number of multi-server customer service systems are based on setting aside time for
maintenance and upgrades to ensure uninterrupted operation of the system («vacation»—a
period of time during which the server is unavailable for maintenance) [11–14]. Jeganathan
et al. consider a mass service system with server holidays with respect to warehouse
order management [13]. According to the study, the server independently determines
the necessity of going on holiday (when insufficient number of customers is detected)
independently of other servers. The practical value of the authors’ research results is due to
the cost estimation of the functioning of a multi-server system with an adjustable number
of servers. Also, the team of scientists led by Jeganathan developed a model of mass service
based on a two-level service system: junior and senior servers. Such a model takes place
when the junior servers do not have the data to solve the problem and they turn to the
senior server [15].

The problems of optimal server resource allocation are widespread. In the work of R.
Yang et al., the authors study three cases with a characteristic optimal level of resources:
in the first case, the studied service centers are independent of each other; in the second
case, there is a distribution of resources between service centers (when launching a new
task); and in the third case, resources are redistributed during the execution of operations.
Scientists have revealed the following regularity: the optimal number of server resources
has the highest value for the first case and the lowest for the third model [16]. In the
example of heterogeneous resource-based mass service systems, Pankratova et al. offer a
method for determining the optimal level of resource provision for the k-th channel of the
system [17]:

Vopt
k = ak + r

√
Kkk, (4)

where a is the mathematical expectation; r is the radius of the hyperellipsoid due to the
probability of losing customers; and Kk is the state of the Markov chain.
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At the same time, the authors propose a solution for mass service systems with an un-
limited number of servers. However, the question remains open as to how cybersecure and
capital- and energy-intensive such a solution is for large industrial enterprises. After all, an
industrial system is a set of interconnected elements and processes united by commodities,
energy, information, and financial and service flows that contribute to the production of
industrial products.

Modern catering businesses are also mass service systems that integrate combinations
of online and offline ordering. Zhan et al. determined the optimal throughput of an
industry enterprise for different service channels [18].

Methods of mass service theory are widely used in the banking sector, as the bank
system is built on the management of incoming requests, i.e., customer service through N
channels (bank specialists). With the application of mass service models, the problems of
managing the requests of multiple classes of customers [19], stability of the mass service net-
work [20], and reengineering of business processes in order to eliminate «bottlenecks» [21]
are solved. In the latter case, Hao and Yifei, relying on the classical provisions of the theory
of mass service, offer a model for optimizing the number of servers based on simulation.
The key criteria of optimization are the growth of the customer satisfaction level and reduc-
tion of waiting time. It is noteworthy that the authors based their study on the assumption
that it is economically inexpedient to open a large number of servers.

Another area of service subject to the provisions of mass service theory is the operation
of post offices. The processes in such systems are described by their stochastic nature,
infinite queues, and the need to optimize the number of service counters. An example
of optimizing the operation of post offices is the simulation modeling of a mass service
system [22]. The ambiguity of the author’s approach is that the result is based on finding
the optimal number of service counters «manually». The imperfection of this method lies
in the risk of missing the true optimal value in a set of search iterations.

The principles of mass service theory are also realized in the sphere of medical services.
The research and modeling of this category of systems are covered in the works of [23,24].

Summarizing the highlighted points, we summarize the numerical superiority of
manuscripts devoted to multi-server mass service models. The complex architecture of
such systems opens a wide research field but at the same time requires taking into account
many different factors that determine a high level of entropy in service systems.

3.1.2. The Object of the Mass Service Model Is a Pool of Resources

This group of scientific works includes studies of universal character, which do not
focus on a specific type of resource, but are not limited to the sphere of application of mass
service models. A special place in the literature devoted to the practical application of mass
service theory is occupied by the works of Naumov and Samouylov. In the work of [25],
the scientists, in the context of resource management, discuss the occurrence of negative
resources; these occur in the case of excess demand over supply, but the total amount of
resources should not be negative and should correspond to the established threshold level.
In another study [26], the authors propose a method for analyzing mass service systems
that provides accurate convolution power calculations and is based on the detection of
the pattern of approximation error from the level of resource load. As a consequence,
the authors conclude that the accuracy of calculations increases with increasing resource
load. Summarizing the ideas of Naumov and Samouylov, it should be emphasized that the
accuracy of calculations increases with increasing resource load. For Samouylov, it should
be emphasized that the factors of randomness, client activity, and resource constraints are
taken into account.

Kim and Yeun, in terms of a sharing economy, justified the mass service model of
the G/M/1 type on the example of a technological (online) platform. The key task of this
model is to find a balance of interests of the key participants of the model—resource owners
and consumers. The authors take into account the term of the contract and distinguish two
types of contracts: individual (one-time) and permanent. The peculiarity of the mass service
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system examined by the authors is as follows: the first subsystem is aimed at checking
suppliers and estimating the time between their arrival in a single-channel queue; the
second subsystem—customer (consumer) service—is built on Markovian service time [27].
The advantage of the model proposed by the authors is its universal character and its
applicability to the management of any type of resource.

3.1.3. Focus of Mass Maintenance Models on Capital Resources

The optimization of capital resource management is less represented in the global
scientific literature than the modeling of server resources. However, the published works
are undoubtedly practically significant and cover an extensive sphere of economic systems.
Such works include the ANFIS model for the optimization of a queuing system in ware-
houses [28], a model of railway stations [29,30], an analytical study of the capacity of Cairo
International Airport [31], etc.

A separate niche in the section of research devoted to the study of fixed assets and
their management is occupied by works focused on modeling logistics systems. A logistics
system is a set of harmoniously interacting subsystems oriented towards the management
of material and service flows with an optimal level of costs and maximum customer
satisfaction. As a consequence, a logistics system is a set of mass service systems, the
efficiency of which is conditioned by rational management of queues of transport units,
passenger flow, and material flow.

Stojčić et al. propose a model for managing the time component in the context of
logistics system optimization: the arrival time of vehicles and the service time of logistics
operations (loading and unloading) [28]. The authors conclude that the time spent in the
system determines the total vehicle dwell time in the warehouse, total logistics costs, and
efficiency of the microeconomic system as a whole. Servers are associated with loading
zones where queuing is possible, and the modeled warehouse system includes two such
servers. The peculiarity of the solution proposed by the authors is the combination of
the principles of mass service theory and artificial neural networks (adaptive neuro-fuzzy
inference system, ANFIS). The input variables are: (1) time between vehicle arrivals; (2)
total dwell time; and (3) service time. The output variable is the time spent in the system.
The advantages of the model include: the ability to take into account the uncertainty factor
in the management of logistics processes; and adaptability, which is achieved in the process
of training neural networks.

In the example of railway stations, the theory of mass service is disclosed in the papers
by Bychkov et al. [29] and Kazakov et al. [30]. The station operation system covers four
subsystems (arrival, accumulation, loading, departure), each of which represents a separate
mass service system [29]. A special merit of the authors lies in the development of a
model of mass service networks serving as a basis for routing within the logistics system.
The solution makes it possible to optimize the service channels (number of service crews,
locomotives) and contribute to the reduction of service time. The mathematical apparatus
is based on the BMAP (batch Markovian arrival process) model and allows for the control
of the intensity of request processing, which is described as follows [29]:

(D0)υ,υ = −λυ, υ = 0, W, (D0)υ,υ′ = λυ p0(υ, υ′), υ, υ′ = 0, W, (Dk)υ,υ′ = λυ pk(υ, υ′), υ, υ′ = 0, W, k ≥ 1 (5)

where υt is a Markov chain with continuous time and state {0, 1,. . ., W}; λυ is the query
intensity; and pk (υ, υ′) is the probability that the chain transitions to state υ′.

The problem of modeling the airport service system has been reflected in a few scien-
tific studies [31–36]. The classical mass service system for the example of the infrastructure
of Cairo International Airport was studied by Abdulaziz Alnowibet et al. [31]. In the work
of the scientists, it is emphasized that check-in counters are an extremely limited resource,
the irrational management of which leads to an increase in the time of passenger flow ser-
vice. The authors described the notations (Kendall) of mass service systems, differentiated
for different links of passenger flow passage:
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• “Check-in” subsystem—model M/M/s/GD/N/N/N;
• “Security Check” subsystem—M/G/s/FCFS//∞∞;
• “Immigration” subsystem—M/G/s/GD/N/∞;
• “Boarding” subsystem—M/G/s/GD/N/N/N.

This approach can provide the flexibility of an automated system for managing scarce
airport resources but ignores the baggage service channels that are an integral part of the
flight service process.

A related area of economic systems research is the modeling of taxi operation. The
service device in such a mass service system is a taxi itself, and a taxi call is a request.
The taxi service is a model with an unlimited queue, an example of a Markov process. In
this case, the system is characterized by non-uniformity and randomness of flow (unlike
an airport, where the schedule of aircraft departures and arrivals is known in advance).
Accordingly, the main purpose of solving taxi service optimization problems is the modeling
of dynamic queues [37,38]. Yang et al. see the solution of this problem as considering
random factors such as the coincidence of passenger flow and free taxis, the pattern of
passenger arrival (taxis on the airport territory), etc. [39].

In addition to logistic systems, the block of capital resource research includes produc-
tion processes. A technological system as a set of machines and production equipment
with the flow of products and the probability of equipment failure (in case of failure)
can serve as a mass service system. Scientists have developed a number of solutions to
improve the efficiency of the production system: the method of identifying «bottlenecks»
in the technological process in the conditions of Industry 4.0 [40], a model for the accurate
forecasting of queue length [41], a model of a repairable mass service system [42], etc.

Martyn et al. rightly point out that the productivity of a technological process is
determined by the productivity of its weakest link, and they also determine the optima
intensity of material feeding based on the following methodology [40]:

p = λ/μ,
ψ(n) = p/n,

(6)

where p—loading intensity of the production line (channel); λ—average processing time;
μ—intensity of material processing in the channel; and ψ(n)—intensity of material supply
for n channels.

Complex production systems are characterized by the type of production (continuous,
direct flow) and intensity of material flow. From the point of view of mass service theory,
material flow is a queue that is characterized by unstable size (length). Scientists see the
solution to the problem of queue management as optimizing its length. So, May et al., in
the example of semiconductor production using machine learning tools, offer the following
heuristic approach [41]:

Queue (j,t1) = Queue (j,t0) − LeavingJobs + ArrivingJobs, (7)

where t0 is the time before the material arrives in the system (on the machine); t1 is the time
after machining is completed on this machine; and LeavingJobs, ArrivingJobs are outgoing
and incoming machining jobs.

However, the statements formulated by May et al. are only based on machine learning
and require comparative analysis with alternative methods of mass service system prediction.

In general, approaches to capital resource management require consideration of a
greater number of random factors, which is firstly due to the dynamism of the development
of new technologies and secondly due to the high degree of uncertainty of external factors.

3.1.4. Optimization of Material Flow Based on Mass Service Models

The theory of mass service considers the material flow as a flow of requirements
(orders, stocks, material resources, finished products, etc.), and the efficiency of the man-
agement of queues of requirements determines the level (quality) of service of the system.
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The stock level optimization problem is a classical problem in logistics systems man-
agement. From the perspective of a mass service system, the problem is to determine the
inventory level (and the number of customers) such that the server will self-regulate going
on and off holiday. This approach ensures that it is possible to pre-process information
about the product that is booked during the holiday [5].

Various studies of the inventory management system are presented in the works
of Melikov. These works cover the modeling of the system with the formation of stock
shortages due to production delays [10]; the problems of stock shortage and the search for
the optimal threshold level of stocks [43]; a warehouse system with catastrophes (in the
form of two-dimensional Markov chains) and the optimization of the reorder point [44]; and
systems with flows of primary customers, repeat sales customers, repeat service customers,
and destructive customers (customers who do not purchase an item but destroy stock, after
which stock is reduced by one) [45], among others. The models proposed by the author
represent a Markov chain based on random factors and are aimed at minimizing expected
total costs and improving the efficiency of the inventory management system. The random
variables are order fulfilment time, inventory volume, and customer flow.

The time for processing orders, stocks, and delivery of the order to the distributor is
also considered as a random variable in the works of Jeganathan et al. (using the example
of asynchronous holidays in a multi-server system) [13], Baek and Moon (the independence
of the level of production stocks and queue length is proven) [46], Alnowibet et al. (mass
service system with impatient customers leaving the queue for various reasons) [47], Dissa
and Ushakumari (in modeling the flows of perishable products with random lifetime) [48],
and other works. Random demands on the stock of manufactured products are considered
in the model of Chang and Lu; the researchers optimize the base stock level in a hybrid
production system for standard and ad hoc needs [49].

Limitations—Earlier, we noted that a modern economic system is a rather complex
structure that combines many subsystems and requires simultaneous consideration of
a wide range of random factors. Scientists have presented serious attempts to develop
hybrid models that integrate mass service models with machine learning or neuro-fuzzy
models, which are able to jointly solve control and optimization problems. At the same time,
digitalization of business processes requires capacious capacities for collecting, storing,
and processing big data. And the economic system is a set of connected mass service
models that regulate the functioning of the individual links of the system. To service
such a volume of information flows requires significant energy resources and capacity,
which entails significant costs. A number of authors address the issues of the total costs of
the functioning of the subsystems under study [10,13,16,22,43]. However, the numerical
measurement of the dependence of enterprise performance (including profitability) on the
optimization effect (achieved through simulation) is poorly represented in the literature
and represents a promising area of research.

3.2. Optimization of Organizational Structure on the Basis of Mass Service Systems

The practices in recent decades have shown that the Russian industry is facing the
acute task of increasing competitiveness and efficiency. It is possible to achieve these tasks
only on the basis of innovative transformations of both the production system itself and its
structural elements.

The organizational structure of management is one of the tools for improving the
management system, the units of which are subject to constant changes and adjustments—
creation, reduction, division, and unification of links—as enterprises develop and grow.
Consequently, there is a need for an evaluation to identify a more effective and optimal
organizational structure, which requires the development of appropriate techniques or a
set of them.

The design methods, their essence, and the approaches that are used in each method
are summarized and shown in Table 1.
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Table 1. Methods of designing organizational management structures (summarized by the authors).

Methods of Designing
Organizational Management

Structures
Approaches/Models/Stages Characterization

Analogies Method
[50–55]

Building an organizational
management structure based

on best practices
Use of best practices for
enterprises with similar

parameters; recommendations
to enterprises based on typical

organizational structures

Development of model
organizational management

structures

Expert-analytical method
[50–55]

Quantitative and qualitative
evaluation methods,

questionnaires

Identification by experts and
managers of the peculiarities

and failures in the functioning
of organizational structures

and development of measures
to improve the methods of

their management

Structurization purposes
method
[54–58]

Developing a goal tree
Analyzing management

organizational structures in
terms of whether the

functional mix is fit for the
purpose

Expert analysis of structured
objectives

Development of key
performance indicators to

achieve objectives

Organizational
modeling method

[57–61]

Mathematical and cybernetic
models

Designing organizational
management structures based

on the use of mathematical,
graphical, and machine

models for the purpose of the
optimal distribution of

functional powers

Graphoanalytical models

Natural models

Mathematical and statistical
models

The application of a set of these methods makes it possible to evaluate management
organizational structures in order to determine their efficiency and identify weak links in
the structure that need to be improved and changed. However, it is necessary to adapt
these methods for the management organizational structures of petrochemical enterprises
focused on saving resources.

An analysis of their advantages and disadvantages should be carried out to determine
the methodology that will enable the design of the optimal organizational management
structure (Figure 2).

The analysis allows us to conclude that for the design of flexible organizational man-
agement structures, it is not enough to use one method. It is necessary to use a set of
methods, focusing on the positive characteristics of each of them. To verify the correctness
of the selected methods of the design and development of organizational structures, it
is also necessary to determine the methods of evaluation, conducting their comparative
analyses (Figure 3).

One of the important indicators for assessing the effectiveness of the management
hierarchy in the chain «supervisor—subordinates» is the norm of controllability.

In the theory of personnel management, the norms of manageability for management
levels have been derived. Numerous empirical studies and the law of rational range of
management derived by the American scientist Graicunas, presented in the research Calvo
and Wellisz [62], were the basis for the development of management norms. This law states
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that the number of unit, direct, group, and cross relations in an organization is in geometric
progression and obeys Formula (8):

N = n [2n−1 + (n − 1)], (8)

where N is the number of possible interrelationships of the unit’s employees, units; and n
is the number of subordinates of the manager, people.

Figure 2. Advantages and disadvantages of methods of designing organizational management
structures (summarized by the authors).

 

Figure 3. Outlying parameters and performance indicators of methods for assessing organizational
management structures (summarized by the authors).

It is very difficult to represent this dependence graphically, but we provide the esti-
mated number of possible relationships according to the Graicunas formula for 10 subordi-
nate employees (the index at the bottom is the number of subordinates).
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N1 = 1; N2 = 6; N3 = 18; N4 = 44; N5 = 100; N6 = 182; N7 = 504; N8 = 1080; N9 = 2306; N10 = 5210.

The calculation shows that with 5 subordinates, the number of links is 100, and with
10 subordinates, the number of links is 5210, i.e., when the number of subordinates is
doubled, the number of links increases more than 50 times.

The design of optimal organizational structures characterizes the efficiency of man-
agement and the speed of processes within each enterprise. In this regard, it is very
important to determine the speed of the processes running within each unit and evaluate
their efficiency.

One method of analyzing organizational structure, as already presented in Figure 3, is
to represent structures in the form of mass service networks. The use of a method based on
the mass service theory makes it possible to perform an evaluation using indicators such as
the average number of operations performed by an employee, the average time to perform
an operation, the average number of operations waiting to be performed, and the average
waiting time to perform an operation, which makes it possible to find problem areas in the
management structure and in individual departments.

Often, the assessment is carried out by integrated indicators; for example, the ratio of
management costs per one manager and the share of the number of management employees
in the stock output and stock capacity is calculated. However, such calculations do not
allow for characterization of the organizational structure itself and the processes that take
place in it.

The use of a method based on the theory of mass service provides an opportunity to
estimate the speed of information passage in the control system of petrochemical enterprises.

The representation of the organizational structure in the form of a mass service system
model is justified by the fact that org structures are affected by the multitude of tasks that
the system must solve given the requirements placed on the system (Figure 4).

Figure 4. Organizational structure model in the form of a mass service system [50].

In Figure 4, λ characterizes the average speed of arrival of tasks to be performed,
adapting it to the management org structure of a petrochemical enterprise; it is an indicator
that characterizes the requirements of petrochemical consumers. μ is the average speed
of operations per unit of time, i.e., the satisfaction of needs. Individual structures of the
control system can be represented as a mass service network.

In the case of a lean strategy of petrochemical enterprises development and a develop-
ment strategy aimed at the development of new petrochemical products, divisional and
project types of organizational management structures are recommended. In this regard,
let us present these structures in the form of mass service networks (Figure 5a,b).

In the presented schemes, the general director of the enterprise, line and functional
managers, and the project manager are single-channel mass service systems, and the other
units of the organizational structure are multi-channel systems. Each employee is a part
of a multi-channel system. And it should be noted that the organizational structure of
management is a mass service network without queue limitation, which means that the
incoming request to the enterprise will be fulfilled sooner or later.
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(a) (b) 

Figure 5. Modeling of the organizational structure of management in the form of a mass service
network: (a) mass service network of the divisional organizational structure of management of
a petrochemical enterprise; (b) mass service network of the project organizational structure of
management of a petrochemical enterprise (proposed by the authors).

The main characteristics of a classical mass service system, like any mass service
system, are the following numerical characteristics of it:

- Probability of waiting;
- Average number of claims under service (related to the service unit utilization rate);
- Average queue length;
- Average number of requirements in the system;
- Average length of the real queue.

For single-channel mass service systems, the calculation of the main indicators can be
presented in the form of the following formulas, which are specified in the work of Prof.
Kirpichnikov [63].

Waiting probability, i.e., the probability that an incoming demand will be in the queue
(find the serving device busy):

pexp =
∞

∑
k=1

pk =
∞

∑
k=0

pk − p0 = 1 − (1 − ρ) = ρ (9)

where pexp—the probability of waiting for the application to be completed; p0—the maxi-
mum probability that the system is free; and pk—the maximum probability that the system
is busy servicing existing applications.

Respectively, the probability of immediate servicing of the request received in the system:

pser = 1 − pexp = 1 − ρ = p0 (10)

where pser—the probability of maintenance.
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The average number of demands simultaneously under service (in this case, i.e., for
the single-channel model, which coincides with the load factor) is obvious:

l. f . = m = 0 · p0 + 1 · p1 + 1 · p2 + . . . = 1 − p0 = ρ (11)

where l.f.—load factor.
The variance of this value is:

σ2
m = 02 p0 + 12(p1 + p2 + . . .)− m2 = 1 − p0 − ρ2 = ρ − ρ2 (12)

Further, if the service flow is a Poisson flow, then the probability Bk (t) that k requests
are served by the system at time t is defined by Formula (1).

The average number of claims in the queue (actual average queue length) is:

l = 0 · p0 + 0 · p1 + 1 · p2 + 2 · p3 + 3 · p4 + . . . =
∞

∑
k=1

(k − 1)pk (13)

The average number of demands in the mass service system as a whole (both in queue
and under service) is:

k =
∞

∑
k=0

kpk =
ρ

1 − ρ
(14)

The waiting probability in a multi-channel mass service system, i.e., the probability
that an incoming demand finds all channels occupied, is obviously given by the formula:

pexp =
∞

∑
k=m

pk =
p0

m!

∞

∑
k=m

ρk

mk−m =
ρm p0

m!

(
1 +

ρ

m
+

ρ2

m2 + . . .
)
=

ρm p0

(m − 1)!(m − ρ)
(15)

This formula in the USA is called the Erlang C formula and is denoted as C(m,ρ), while
in Europe it has a different designation—E2,m(ρ), where it is called Erlang’s second formula.

To carry out the assessment of organizational management structures of industrial
enterprises, which are complex systems, it is necessary to apply these methods compre-
hensively, taking into account different criteria and indicators. And it should be noted
that the organizational structure of management is a mass service network without queue
limitation, which means that the incoming request to the enterprise will be fulfilled sooner
or later.

4. Discussion

The conducted analytical study allows us to state that the prevailing majority of mass
service models applied in relation to economic systems and resource supply optimization
are devoted to the modeling of Markov chains. In terms of the chronology of the problems
studied, there is a noticeable transition from modeling simple systems to the creation of
complex mass service networks.

At the same time, certain peculiarities of approaches to the formulation of provisions
on mass service systems in the context of resource management have been found. On the
one hand, modern works are characterized by the inclusion of a large number of random
factors that determine the performance and efficiency of economic systems: probabilities
of delays and interruptions of mobile networks [7]; the integration of order, inventory
and production management processes [10]; cost estimation of multi-server system perfor-
mance [13]; and randomness, customer activity, and resource constraints [25,26], among
others. On the other hand, controversial points have been identified. For example, there
is a contradiction in the approaches of some authors: E. Pankratova et al. propose a mass
service model with an unlimited number of servers [17], and Hao and Yifei are based
on the idea that it is economically inexpedient to open a large number of servers [21];
in optimization issues, scientists rely on the development of alternative hypotheses and
models [22], which is not always able to reflect the single best solution; and in the context
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of forecasting, a number of alternative prediction methods should be applied rather than
limiting to comparing only two different models, as was conducted in May et al. [41].

As a consequence, the literature review revealed the need for a systematic consid-
eration of a number of optimal criteria: profit, costs (energy, material, and labor costs),
production capacity, and others. Only such a multi-criteria approach can overcome the
difficulties of the effective application of the provisions of the theory of mass service
in the optimization of economic systems. The solution of this problem can help to in-
crease the efficiency of business process automation and form a highly efficient digital
corporate platform.

In modern conditions of the transformation of the production structure of economic
management, deployment of the Fourth Industrial Revolution, technological modernization
of the industrial complex, and new approaches to the organization of resource-saving
production systems are required. One of the tools for solving such an important problem is
the design of organizational structures for managing resource-saving production systems
in the conditions of digitalization of industry, as well as the development of approaches
assessing their effectiveness. An effective method of designing optimal organizational
structures, which characterizes the efficiency of management and the speed of processes
within each enterprise, has been proposed to represent management structures in the
form of mass service networks. This method makes it possible to perform evaluations
using indicators such as the average number of operations performed by an employee,
the average time to perform an operation, the average number of operations waiting to be
performed, and the average waiting time to perform an operation, which makes it possible
to find problem areas in the management structure and in individual departments.

Implementation of the policy of resource-saving production technologies finds practi-
cal application in all sectors of industry, which predetermines the importance and relevance
of their use to achieve sustainable development and improve the competitiveness of in-
dustrial enterprises. At present, it is impossible to ignore the fact of the complex nature
of this issue, which involves competitiveness management, the development of product
and process innovations, networking models, and ensuring the sustainable development
of industry. It is not possible to achieve a solution to these problems without a proper
assessment of existing organizational structures and their optimization, if necessary.

5. Conclusions

Thus, the following gaps in the research of mass service systems have been revealed:
the principles of system analysis (unity of elements, connectivity, hierarchy, etc.) are often
ignored when modeling functional subsystems interconnected within the contour of an
economic system (for example, an industrial enterprise); calculations of the optimal level
of resource consumption should be based on the analysis of the maximum number of
solutions (search iterations) within the modeled mass service system and should not be
limited to alternative ones; causal relationships between the eco-economic effect of the
practical implementation of the provisions of the theory of mass service (in the context of
processes) and the level of competitiveness of organizations are insufficiently presented
and substantiated; and studies devoted to the construction of an effective organizational
structure on the basis of the mass service system are poorly presented.

Regarding digital platforms, which are flexible and scalable, it becomes possible to
plan the production of new goods. The organizational structure of management is one of
the tools to improve the management system, the units of which are subject to constant
changes and adjustments—the creation, reduction, division, and unification of links—in the
process of the development and growth of enterprises. Each type of organizational structure
has its advantages and disadvantages and can be formed in accordance with a particular
strategy of enterprise development. The identification of a more effective and optimal
organizational structure requires the development of appropriate methods or a set of them.
Each employee is a part of a multi-caliber system. In this regard, the systematized toolkit
of industrial production efficiency management based on the methodology of mass service
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system, the technology of designing the organizational structure of management, and the
formed indicators for assessing its effectiveness allows us to improve the performance
of the existing organizational structure of the enterprise as a whole. The organizational
structure of management is a network of mass service without queue limitation, which
means that the incoming request to the enterprise will be fulfilled sooner or later. The
main characteristics of a classical mass service system are its numerical characteristics: the
waiting probability; average number of requirements under service (related to the load
factor of the servicing unit); average queue length; average number of requirements in the
system; and average length of the real queue, which requires further testing as data are
accumulated. For correct management decision making and evaluation of the efficiency
of the management system, we propose to take into account, for example, the following
criteria: the coefficient of manageability; the share of personnel involved in innovative
management projects; the coefficient of the labor efficiency of the staff; the coefficient of the
economic efficiency of managerial activity; the output of the target product; and the cost of
production, among others.

In addition, we conclude that the complex architecture of modern economic systems
opens a wide research field for finding a methodology for assessing the dependence of
enterprise performance on the effect of optimization provided by using the provisions of
the theory of mass service. The application of this theory to resource and organizational-
structural components seems to be a promising direction of research. This statement can be
used as the basis for future research aimed at formalizing the mathematical dependence
of the effective indicators of the organization’s functioning (profit, profitability, etc.) on
the optimization effect (reducing customer service costs, order management, process and
operation management, organizational structure rationalization, etc.).
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