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Preface

“Advanced Molecular Solutions for Cancer Therapy” is a collection of 25 articles presenting

clinical investigations, bioinformatics analyses, and experimental studies in support of novel

molecular anti-cancer approaches. It continues “Molecules at Play in Cancer”, which examined the pro-

and anti-carcinogenic roles of several important molecules. In addition to the Editorial that discusses

the limits of the biomarker approach, the reprint is organized into 15 cutting-edge research articles, 9

well-documented reviews, and 1 promising case report.

The reprint covers a wide range of malignant tissues and organs, i.e., blood, breast, cervix, head

and neck, kidney, liver, lung, nervous system, ovary, prostate, skin, and thyroid gland. The research

studies used advanced experimental methods, including DNA, RNA, exome and protein sequencing,

gene and microRNA expression microarrays, qPCR, CRISPR, and ultra-high-performance liquid

chromatography. Along with analyzing the involved molecular mechanisms and proposing

improvements to existing immunotherapy, chemotherapy, and gene therapy, the Special Issue also

assessed the benefits of repurposing as anticancer agents existing drugs like aspirin and tezosentan

used to treat other diseases.

We were honored by the contributions of 145 scientists affiliated with academic and clinical

institutions from Belgium, Canada, China, Egypt, France, Germany, India, Japan, Korea, Lebanon,

Lithuania, Mexico, Morocco, the Netherlands, Poland, Portugal, Romania, Russia, South Africa, the

U.K., and the U.S.A. The number of coauthors and the geographical distribution of their institutions

indicate both the actuality of the proposed theme and the level of international cooperation to fight

cancer.

Although our efforts were mainly addressed to the respected community of scientists involved in

cancer research and oncology clinicians devoted to curing their patients, we do hope that the general

public will also find the presented book both interesting and informative.

We would like to acknowledge that this book would not have been possible without the excellent

editorial work of the team led by Ms. Norah Tang, CIMB Managing Editor, and the rigorous

evaluations provided by the invited reviewers.

Dumitru A. Iacobas

Editor
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Editorial

Advanced Molecular Solutions for Cancer Therapy—The Good,
the Bad, and the Ugly of the Biomarker Paradigm
Dumitru Andrei Iacobas

Laboratory of Personalized Genomics, Undergraduate Medical Academy, Prairie View A&M University,
Prairie View, TX 77446, USA; daiacobas@pvamu.edu; Tel.: +1-936-261-3086

Identifying the most effective actionable molecules whose “smart” manipulation might
selectively kill/slow down/stop the proliferation of cancer cells, with few side effects
on the normal cells of the tissue, was for decades the single major objective of countless
investigators. This Special Issue (SI), a continuation of the previous Current Issues in Molecular
Biology SI “Molecules at Play in Cancer” [1], aimed to present the latest developments in
the molecular solutions for cancer therapy, and the ways of personalizing the treatment
to the individual characteristics of the patient. The authors have contributed their best
efforts, either by performing accurate experiments, reanalyzing publicly accessible genomic
datasets (including The Cancer Genome Atlas (TCGA) [2]), or writing comprehensive
reviews of the literature. Among the interesting proposed solutions, of note are: the
targeted delivery of chimeric antigen receptor into T cells via CRISPR [3], the metabolic
silencing via methionine-based amino acid restriction [4], the inhibition of ERK5 [5], the
activation of ADRA2A [6], and the aspirin treatment of breast cancer [7].

Most articles dealing with molecular mechanisms that should be activated or inhib-
ited to destroy the cancer cells either directly, (e.g., [5]), or by increasing the efficacy of
immuno- [3,8], chemo- [6], and radiotherapy were aligned with the main stream “biomarker
paradigm” (BMP). For a long time, the vast majority of investigators and clinical oncolo-
gists have believed that the mutation and/or altered expression of certain genes, called
“biomarkers”, are responsible for triggering cancerization. Moreover, it was hoped that
restoring the normal status of such gene biomarkers would provide the natural anti-cancer
therapy. The efficacy of various biomarker-oriented gene therapies was tested on both
standard human cancer cell cultures and animal models.

However, let us have a candid discussion about how cancer biomarkers have been
discovered, what their real values are for diagnostic and therapy, and how reliable their
testing is on animal models and human cell cultures. Decades of work at almost all stages
of both experimental and theoretical genomic research using numerous types of platforms
entitle and oblige me to take the risky enterprise of discussing “the good, the bad and the
ugly” of this paradigm. Studies of my lab-profiled cell cultures and tissues from surgically
removed human tumors, as well as a wide variety of cells and tissues from animal (mouse,
rat, rabbit, dog, chicken) models of human diseases. In addition to optimizing the wet
protocols, we have introduced the Genomic Fabric Paradigm and developed advanced
mathematical algorithms and computer software to analyze the genomic data.

The GOOD (BMP promises). Cancer is a multi-factorial disease regulated by an
enormous number of widely diverse favoring conditioners, understanding of which is
far from being complete. Therefore, relying on a few gene biomarkers (even with each
of them presenting several variants [9]) is a considerable simplification of the diagnostic
process. One of the greatest advantages of BMP is that (in theory) it provides molecular
explanations of the origin of various cancer forms.

Several test kits (e.g., [10–12]) have been developed and are currently in use for the
genomic detection of an existing, particular cancer form or the perspective of a tissue that
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will undergo sooner or later a malignant transformation. For instance, the “Invitae Multi-
Cancer Panel” [10] of 70 genes specifically designed for heritable germline mutations in
blood, saliva, or buccal swab specimens sequences BRCA1 and BRCA2 to detect hereditary
breast and ovarian cancer syndrome. The “nCounter PanCancer IO 360™ Panel” [11], a
unique 770 gene expression assay looking for the transcriptomic signatures of various
cancer forms, which provides a number of cancer risk scores. “TissueScan™ Cancer and
Normal Tissue cDNA Arrays” [12] were developed for differential gene expression analysis
by comparing patient samples with pathologist-verified cancer and normal tissues.

The biomarkers are also considered legitimate targets for cancer gene therapy, offering
significant economic advantages in the large-scale production of biomarker-manipulating
medicines that should be prescribed to all persons affected by the same cancer form. In
contrast, the economic incentives of the precision medicine that tries to tailor the treatment
to the patient’s characteristics are still limited, especially for low-income countries [13,14].
Owing to these (mostly desired rather than real) benefits, BMP serves to standardize the
oncological recommendations and procedures (e.g., [15,16]).

To resume, the very important BMP (believed) GOODs are that:

(1) it provides a simple molecular mechanistic explanation of cancerization in any human
and animal regardless of race/strain, sex, age, or any other personal and environmen-
tal characteristic;

(2) it is the theory behind organizing the genes in functional pathways by the very
popular software: Ingenuity Pathway Analysis [17], DAVID [18], and KEGG [19];

(3) it provides the reason for developing universal assays to detect the existing cancer of a
particular form and/or estimating the chances of future cancerization for any person;

(4) it stimulated the development of animal models and engineered cell cultures to mimic
various forms of human cancer, validate their genetic etiology, and test gene therapy;

(5) it is the basis of designing therapeutic solutions that target the molecular mechanisms
of cancerization;

(6) it supports the standardization of the oncological procedures by the National Com-
prehensive Cancer Network (e.g., [20]);

(7) it has been adopted by the vast majority of genomic researchers (as of 6 January 2024,
PubMed [21] listed 421,759 “cancer biomarker” and 957,483 “cancer genetic etiology”
publications);

(8) it benefits from the most generous research funding by public and private agencies
and is of major interest for the pharma industry.

The BAD (BMP reality). According to the 39.0 release (12 April 2023) of the NIH-NCI
Harmonized Cancer Datasets [22], almost every single gene was found as mutated in at
least one case of almost every form of cancer and every form of cancer exhibited mutations
in almost all genes. So, what about the specificity of the biomarkers?

Nonetheless, together with the blamed biomarker(s), hundreds of other genes appear
as mutated and/or regulated when comparing tissues from cancer stricken and healthy
persons; however, their potential contributions to the cancer phenotype are mostly ignored
by the BMP users. One reason for disregarding the other altered genes might be that their
combination is practically never exactly repeated among patients and changes (slowly but
steadily) in time for the same person.

It is legitimate to ask how the developers of the cancer test kits determined and
validated the predictive values of the transcriptomic signatures since not 770 but only
30 genes that can be up-/down-/not regulated form over 2 × 1014 distinct combinations
(many more than living humans).

Most biomarkers were identified through meta-analyses that compared DNA se-
quences and/or RNA expression profiles from tissues of cancer patients and healthy
counterparts. In order to increase the statistical significance of the biomarkers, numerous
analyses covered data collected by several laboratories (using sometimes different wet
protocols and/or equipment) from large and in many cases heterogeneous (as in race, sex,
age) populations. Thus, beyond possible human errors, protocol differences, and the nor-
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mal technical noise of the platform, the data were biased by the distinct cancer prevalence
among races, sexes, and age groups (to name just a few favoring factors) [23]. Owing to
the dispersions of the gene expression levels among cancer-stricken and healthy persons,
the difference between the mean values of the two distributions is most likely smaller than
between the extreme values within each distribution. Thus, two healthy persons may have
larger transcriptomic differences than a healthy and a cancer-stricken person (Figure 1).
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Figure 1. Potential distributions of the expression levels of a hypothetical gene biomarker within
healthy (H) and cancer-stricken (C) persons. Note that the difference between the expression levels in
two healthy individuals (H1 and H2) may be larger than that between the average healthy (AVE-H)
person and the average cancer-stricken (C) person.

Nonetheless, the tumors are heterogeneous, harboring cell subpopulations with dis-
tinct genotypes and phenotypes, and it is a very slim probability that in the large repository,
the profiled samples have been collected from exactly the same type of clones and/or region
of the tissue (affected by the microenvironment) from different individuals. Intra-tumor
genetic and transcriptomic heterogeneity was reported by many groups (e.g., [24–28]).
In our gene expression studies (e.g., [29,30]), we found large differences even between
equally graded cancer nodules from the same tumor. So, what do “genetic etiology” and
“transcriptomic signature” (both deduced by comparing the average cancer patient with
the average healthy counterpart) stand for when genes from different locations within the
same tumor exhibit different mutations and expression regulations? Therefore, the best
comparison is not between the tissues of the average cancer-stricken person and average
healthy counterpart, but between the cancer nodule(s) and surrounding cancer-free tissue
from the same tumor. This strategy has already been adopted by several laboratories
(e.g., [29–34]).

About the BMP-based therapy: as selected from the most frequently altered genes in
large populations of people harboring similar cancer forms, biomarkers appear as the least
protected by the homeostatic mechanisms, an indication of their low importance. Therefore,
restoring their normal status might be of little consequence.

In summary, the BMP BADs are:

(1) low diagnostic specificity owing to the large number of cancer forms harboring the
same biomarker;

(2) insufficient diagnostic sensitivity, numerous cases missing the alleged biomarker
(e.g., [35]);

(3) disconsiders major personal favoring factors of the patient, including race, sex, age,
diet, and environmental factors, such as exposure to radiation, toxins and stress;

(4) differences between healthy persons might be larger than between the average healthy
and the average cancer-stricken persons;

(5) disregard of the contributions of the many other genes whose sequences and/or
expression levels are altered (even in not repeatable combination) in the cancer of
each individual;

(6) BMP-based functional pathways do not discriminate with regard to race, sex, and age,
do not change with the cancer progression and/or in response to external stimuli and
treatments, and are reduced to unique gene networking;
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(7) it selects low cell players for gene therapy.

The UGLY (BMP justification). Whilst even a germline mutation is supposed to be
present in all cells, only a part of them evolves into a cancer phenotype, indicating the
importance of the local environment. Moreover, most cancers were not inherited but occur
and disappear spontaneously in some cells of otherwise homo-cellular tissues.

A very important issue is related to the experimental resolutions of both sequencing
and expression studies. Although the single-cell sequencing technology discriminates
the genomic characteristics of cell subpopulations with distinct phenotypes, it is still
unable to quantify gene alterations within a single cell. Not only does it take a critical
number of neighboring cells harboring synchronously the same mutation/expression
regulation to start developing a tumor but this is also necessary to be detected by the
experimental platform.

Despite the strict control exerted by the cellular homeostatic mechanisms, both DNA
replication and transcription are affected by errors caused by the stochastic nature of
the involved chemical reactions. The average one of each of a 1000 nucleotides being
mutated at any time (i.e., over 3 mil spontaneous mutations in every cell genome) makes
it practically impossible to find an unmutated gene in any cell of the human body. The
expected number of mutations in a gene equals the number of its composing kilo bases but
there is a negligible overlapping of the mutations among the cells of the tissue, making
most of them impossible to detect.

Moreover, the expression level of each gene fluctuates around the cell-cycle dependent
value to provide the needed rate of protein synthesis and, although correlated, fluctuations
are not synchronized among all cells of the tissue. Therefore, the transcriptome is not
homogeneous across the tissue and the detection of significantly regulated genes (and
implicitly the transcriptomic signature) depends on the selection of the profiled regions in
the compared tissues. Not to mention that the arbitrarily introduced absolute fold-change
cut-off (e.g., 1.5×) for a gene to be considered as significantly up-/down-regulated is too
stringent for stably expressed genes across biological replicas and low-noise platforms and
too lax for variably expressed genes and noisier platforms.

The experimental validation of both BMP-based diagnostic and targeted therapy is
disputable owing that manipulating the sequence and/or the expression level of one gene
has ripple effects on hundreds of other genes. There is no way of dissecting the contribution
of the biomarker from those of the other genes in any genetically engineered animal model
or cell line.

Therefore, the BMP UGLY aspects are related to the limited resolution and high
technical noise of the actual genomic platforms, together with the impossibility of ex-
perimentally validating the functional roles of the biomarkers and the benefits of the
biomarker-targeting therapy.

The continuing development of the next generation sequencing and the unlimited
power of AI algorithms will soon decrease the need of the oversimplified BMP looking
for genes universally responsible for a particular cancer form in any human. The clinical
oncologists are already moving from the “fit-for-all” model to personalized gene therapies.
The spectacular advancements in gene-editing technologies and the economic incentives
are expected to convince the pharma industry to start producing shelf-ready constructs to
manipulate the master regulators identified for each cancer patient (e.g., [29,30]).
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Abstract: To identify effective treatment modalities for breast cancer with acquired resistance, we first
compared the responsiveness of estrogen receptor-positive breast cancer MCF-7 cells and long-term
estrogen-deprived (LTED) cells (a cell model of endocrine therapy-resistant breast cancer) derived
from MCF-7 cells to G-1 and 2-methoxyestradiol (2-MeO-E2), which are microtubule-destabilizing
agents and agonists of the G protein-coupled estrogen receptor 1 (GPER1). The expression of GPER1 in
LTED cells was low (~0.44-fold), and LTED cells displayed approximately 1.5-fold faster proliferation
than MCF-7 cells. Although G-1 induced comparable antiproliferative effects on both MCF-7 and
LTED cells (IC50 values of >10 µM), 2-MeO-E2 exerted antiproliferative effects selective for LTED
cells with an IC50 value of 0.93 µM (vs. 6.79 µM for MCF-7 cells) and induced G2/M cell cycle
arrest. Moreover, we detected higher amounts of β-tubulin proteins in LTED cells than in MCF-7 cells.
Among the β-tubulin (TUBB) isotype genes, the highest expression of TUBB2B (~3.2-fold) was detected
in LTED cells compared to that in MCF-7 cells. Additionally, siTUBB2B restores 2-MeO-E2-mediated
inhibition of LTED cell proliferation. Other microtubule-targeting agents, i.e., paclitaxel, nocodazole,
and colchicine, were not selective for LTED cells. Therefore, 2-MeO-E2 can be an antiproliferative
agent to suppress LTED cell proliferation.

Keywords: 2-methoxyestradiol; 2-MeO-E2; LTED cells; tubulin; G-1; breast cancer

1. Introduction

Estrogen receptors (ERs) are pivotal in breast cancer development and progression,
and their expression and activity are tightly regulated. Among patients with breast cancer,
>70% are ER-positive at diagnosis. Clinically, ER-positive patients are treated with agents
such as aromatase inhibitors and fulvestrant (also known as ICI 182780, an antagonist
of ERα), which exert estrogen-lowering effects by suppressing estrogen signaling [1].
Although >50% of patients are sensitive to the medications, most patients exhibit relapse [1].
Thus, resistance to endocrine therapy remains a major clinical concern in breast cancer,
and understanding the molecular mechanism(s) responsible for the acquired resistance
to endocrine therapy is important. An experimental cell model (i.e., long-term estrogen-
deprived [LTED] cells) was established by maintaining parental human breast cancer MCF-7
cells (ER-positive) under estrogen-deprived conditions for approximately six months [2–4].
In addition to the previously reported feature that ERs expressed in LTED cells display
ligand-independent activity [2–6], we recently reported that LTED cells express very low
levels of G protein-coupled estrogen receptor 1 (GPER1, formerly known as GPR30), such
that its expression is comparable to that of GPER1 produced by human breast cancer MDA-
MB-231 cells, a GPER1-negative (or very low), and an ER-negative cell line [6]. GPER1 is a
membrane-type receptor discovered in 1996 in breast cancer tissue [7]. G-1 (also known as
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LNS-8801) (Figure 1A), a GPER1-selective agonist, was identified in 2006 by Bologa et al.
and has been shown to exert no significant effects on other protein-coupled receptors
or ERα/β [8]. The biological impact of G-1 treatment on breast cancer cell proliferation
and survival is controversial, although G-1-mediated stimulation of breast cancer cells
has been reported [9–13]. However, we and others demonstrated that G-1 abrogates the
proliferation of both MCF-7 (ER/GPER1-positive) and MDA-MB-231 (ER/GPER1-negative)
breast cancer cells, with more substantial effects on MDA-MB-231 cells than on MCF-7
cells [6,14].
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Wang’s research group has reported that G-1 can also act as a microtubule-destabilizing
agent and target β-tubulins to kill MDA-MB-231 and MCF-7 cells [14,15]. Similar to G-1,
2-methoxyestradiol (2-MeO-E2) (Figure 1B), a metabolite of 17β-estradiol, has been shown
to bind to the colchicine-binding site on β-tubulins [14,16] and has the potential to activate
GPER1 as an agonist [17]. Although E2 metabolites are known to either stimulate or
abrogate breast cancer cell proliferation, 2-MeO-E2 can act as an antiproliferative agent in
both ER-positive and -negative breast cancer cells [18–20]. Microtubules comprise two types
of tubulin proteins, α- and β-tubulin, that heterodimerize [21]. α/β-Tubulins comprise
multiple isotypes, each encoded by a different gene. Microtubules are targeted for anti-
cancer therapies, and a large majority of the United States Food and Drug Administration-
approved tubulin inhibitory drugs target β-tubulins. The fluctuating expression of β-
tubulin isotypes is profoundly related to resistance to microtubule-targeting agents [22,23].
We and others have reported that compared with parental MCF-7 cells, LTED cells exhibit
stronger resistance to several antiproliferative agents, including etoposide (a topoisomerase
IIα inhibitor), LY2835219 (a cyclin-dependent kinase 4/6 inhibitor), and trichostatin A (a
histone deacetylase inhibitor) [24]. Based on the above-mentioned findings, we analyzed
the expression level ofβ-tubulin and its isotype involved in the aggressive behavior of LTED
cells. We sought to investigate whether G-1 and 2-MeO-E2 are effective antiproliferative
agents for LTED cells.

2. Materials and Methods
2.1. Reagents

G-1 (Chemical Abstract Service [CAS] number 881639-98-1, purity ≥ 98%) and 2-MeO-
E2 (CAS number 362-07-2, purity ≥ 95%) were purchased from Cayman Chemicals (Ann
Arbor, MI, USA). Paclitaxel (CAS number 33069-62-4, purity ≥ 98%) was obtained from
FUJIFILM Wako Pure Chemical Corporation (Osaka, Japan). Nocodazole (CAS number
31430-18-9, purity ≥ 99%) was supplied by Sigma-Aldrich (St. Louis, MO, USA), and
colchicine (CAS number 64-86-8, purity ≥ 97%) was purchased from Tokyo Chemical
Industry Co., Ltd. (Tokyo, Japan). All chemicals were dissolved in dimethyl sulfoxide
(molecular biology grade).
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2.2. Cell Culture, Chemical Treatments, and Cell Morphology Analysis

The cell culture methods were based on previously described procedures [6,25,26].
Briefly, human breast cancer MCF-7 cells (obtained from the American Type Culture
Collection, Rockville, MD, USA) were routinely grown in phenol red-containing minimum
essential medium α (MEMα) (FUJIFILM Wako Pure Chemical Corporation) supplemented
with 10 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), 5% fetal bovine
serum (FBS), 100 U/mL penicillin, and 100 µg/mL streptomycin in a humidified incubator
with an atmosphere of 5% CO2 at 37 ◦C. LTED cells were derived from parental MCF-7 cells
as previously described [2–4,6]. The LTED cell batches obtained were routinely cultured in
phenol red-free MEMα (FUJIFILM Wako Pure Chemical Corporation) supplemented with
10 mM HEPES, 5% dextran-coated charcoal-treated FBS (DCC-FBS), 100 U/mL penicillin,
and 100 µg/mL streptomycin. Prior to the 24 h chemical treatments, the culture medium
was changed to phenol red-free MEMα supplemented with 10 mM HEPES, 5% DCC-
FBS, 100 U/mL penicillin, and 100 µg/mL streptomycin. The cells were treated with
G-1, paclitaxel, nocodazole, 2-MeO-E2, or colchicine in the culture medium at different
concentrations and time points, as indicated in each Figure legend. Cell morphology
analysis was performed as previously described [6].

2.3. Preparation of Total RNA and Real-Time Reverse Transcription Polymerase Chain Reaction
(RT-PCR)

Total RNA was extracted, and RT-PCR was performed as previously described [25,26].
The total RNA concentration was determined using a NanoDrop 2000 UV spectrophotome-
ter (Thermo Fisher Scientific, Waltham, MA, USA). The following PCR primers were used:
GPER1 (sense), 5′-TTT GTG GGC AAC ATC CTG ATC-3′; GPER1 (antisense), 5′-CAC CGC
CAG GTT GAT GAA GTA-3′; histone deacetylase 6 (HDAC6) (sense), 5′-TGC CTC TGG
GAT GAC AGC TT-3′; HDAC6 (antisense), 5′-CCT GGA TCA GTT GCT CCT TGA-3′; the
β-tubulin (TUBB) isotypes, TUBB (sense), 5′-CTG CCA CAT CAG TGT TTG AGT C -3′;
TUBB (antisense), 5′-AAA AAG ATG GAG GAG GGT TCC-3′; TUBB2A (sense), 5′-GAC
GAA CAA GGG GAG TTC G-3′; TUBB2A (antisense), 5′-GGA TGC ACG ATT GAT CTG
AG-3′; TUBB2B (sense), 5′-AGG ACG GAC AGA CCC AGA C-3′; TUBB2B (antisense),
5′-CTG ATG ACC TCC CAA AAC TTG-3′; TUBB3 (sense), 5′-GGC CTT TGG ACA TCT
CTT CA-3′; TUBB3 (antisense), 5′-CGG TCG GGA TAC TCC TCA-3′; TUBB4A (sense),
5′-TGG TAC ACG GGC GAG GGC AT-3′; TUBB4A (antisense), 5′-GTG GGA AGC GAT
GGG AGC AGC-3′; TUBB4B (sense), 5′-CTG CTG CTG TTT GTC TAC TTC C-3′; TUBB4B
(antisense), 5′-GCT GAT CAC CTC CCA AAA CT-3′; TUBB6 (sense), 5′-CCA GTT CCT
AGC GCA GAG CCG-3′; TUBB6 (antisense), 5′-GCA CGC TGT CCA TGG TGC CT-3′;
TUUBB1 (sense), 5′-GGA GAT GAT TGG TGA GGA ACA C-3′; TUBB1 (antisense), 5′-GGT
TCT AGG TCC ACC AAG ACT G-3′; β-actin (sense), 5′-GGC CAC GGC TGC TTC-3′; β-
actin (antisense), 5′-GTT GGC GTA CAG GTC TTT GC-3′. The primers for human GPER1,
HDAC6, TUBB, TUBB2A, TUBB2B, TUBB3, TUBB4A, TUBB4B, TUBB6, TUBB1, and β-actin
were determined in previous reports [6,27–31]. The mRNA levels of GPER1, HDAC6, TUBB,
TUBB2A, TUBB2B, TUBB3, TUBB4A, TUBB4B, TUBB6, and TUBB1 were normalized to that
of β-actin.

2.4. Ponceau Staining and Western Blot Analysis

Antibodies specific to GPER1 (ab39742; Abcam, Cambridge, MA, USA), β-actin
(sc-47778; Santa Cruz Biotechnology, Dallas, TX, USA), α-tubulin (017-25031; FUJIFILM
Wako Pure Chemical Corporation), and β-tubulin (014-25044; FUJIFILM Wako Pure Chemi-
cal Corporation) were used. Whole-cell extracts were prepared, and Western blot analysis
was performed as previously described [32]. The protein concentrations of whole-cell
extracts were determined using the RC DCTM Protein Assay (Bio-Rad, Hercules, CA, USA).
The polyvinylidene difluoride membrane was stained with Ponceau S solution (Beacle
Inc., Kyoto, Japan). Pink-stained blots were scanned, and the images were converted to
grayscale for publication. Band intensities were quantified using the ImageJ 1.46r software
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“https://imagej.nih.gov/ij/ (accessed on 21 September 2022)”. The values obtained for the
GPER1 band were normalized to the intensity of the β-actin band (internal control).

2.5. Cell Proliferation Analysis (MTS Assay) and Cell Counting

MTS assays were performed to determine cell proliferation as previously described [25].
The cells were seeded in 96-well plates at a density of 5 × 103 cells/well. After chemical
treatment, cell proliferation was analyzed using the CellTiter 96® AQueous One Solution Cell
Proliferation Assay Kit (MTS Reagent; Promega, Madison, WI, USA). Cells were counted
using a TC10TM Automated Cell counter (Bio-Rad).

2.6. Cell Cycle Analysis Using Flow Cytometry

Cells were stained with propidium iodide as previously described [6]. Stained cells
were analyzed using a FACSCaliburTM flow cytometer (BD Biosciences, Franklin Lakes, NJ,
USA). The obtained data were analyzed using ModFit LTTM v3.0 (Verity Software House,
Topsham, ME, USA).

2.7. Gene Silencing

To avoid off-target effects, we used commercially available TUBB2B siRNA (sc-105006;
Santa Cruz Biotechnology) and a pool of three target-specific siRNAs. Control siRNA
(sc-37007; Santa Cruz Biotechnology) was used as the negative control. TUBB2B and
control siRNAs were transfected using Lipofectamine RNAiMAX reagent (Thermo Fisher
Scientific). The siRNA concentration used for transfection was 15 nM.

2.8. Data Analysis

The IC50 values were calculated by fitting the dose–response curves using the SigmaPlot
11 software (Systat Software, Inc., San Jose, CA, USA). Differences were considered sta-
tistically significant when p values were less than 0.05. The statistical significance of the
difference between the two groups was determined using Student’s t-test. The statistical
significance of the differences between multiple groups was determined using analysis of
variance (ANOVA) with Dunnett’s or Tukey–Kramer’s post hoc test. These calculations
were performed using the StatView 5.0 J software (SAS Institute Inc., Cary, NC, USA).

3. Results
3.1. On LTED Cells, 2-MeO-E2 Exerts Selective Antiproliferation

Prior to conducting experiments to determine whether G-1 and 2-MeO-E2 negatively
affected the proliferation of LTED and MCF-7 cells by targeting GPER1, we confirmed the
expression profile of GPER1 in these breast cancer cells. The mRNA expression level of
GPER1 was less than that (0.23-fold, p < 0.05) in LTED cells compared to that in parental
MCF-7 cells (Figure 2A). Consistent with the mRNA expression profile, GPER1 protein
expression displayed a similar trend (0.44-fold) (Figure 2A, inset) [6]. As shown in Figure 2B,
LTED cells exhibited more aggressive proliferative features than MCF-7 cells. The reduced
expression of GPER1 favors cell aggressiveness, such as stimulated cell proliferation,
particularly in LTED cells, as indicated in the reports suggesting that GPER1 can act as a
tumor suppressor in different types of cancers, including breast cancer [33–36]. Therefore,
the possible negative (antiproliferative) effects of GPER1 agonists (G-1 and 2-MeO-E2) [8,17]
on the aggressive behavior of LTED cells were not observed or weakened. Therefore, we
investigated the validity of this hypothesis. Both LTED and MCF-7 cells were exposed
to G-1 and 2-MeO-E2 in varying concentrations from 1 pM to 10 µM for 48 h; 2-MeO-E2
exhibited potent/selective inhibitory effects on the proliferation of LTED cells as compared
with that on MCF-7 cells (IC50 values: 6.79 ± 0.71 and 0.93 ± 0.11 µM, respectively)
(Figure 3A,B). Furthermore, the antiproliferative effects of 2-MeO-E2 on LTED cells were
prolonged in a time-dependent manner for up to 96 h, with lower IC50 values of 0.55 ± 0.02
and 0.40 ± 0.02 µM observed at 72 and 96 h, respectively (Supplemental Figure S1). To
confirm the antiproliferative selectivity of 2-MeO-E2 in LTED cells, we investigated other
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representative microtubule-destabilizing agents (i.e., paclitaxel, nocodazole, and colchicine)
belonging to the same group as G-1 and 2-MeO-E2 [24,37]. Although they exhibited stronger
antiproliferative effects than 2-MeO-E2, none of the antiproliferative agents displayed
selective inhibitory potential for the proliferation of LTED cells (Figure 4). Thus, among the
molecules that interact with tubulins, it is strongly suggested that 2-MeO-E2 is a selective
antiproliferative molecule for LTED cells.
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Figure 2. Highly proliferative long-term estrogen-deprived (LTED) cells display a lower expression
of G protein-coupled estrogen receptor 1 (GPER1). (A) Basal GPER1 mRNA and GPER1 protein
(inset) expression in MCF-7 and LTED cells. Data are presented as the mean ± S.E. (n = 6) of the fold
induction from MCF-7 cells. Significant differences (by Student’s t-test) to MCF-7 cells are marked
with an asterisk (* p < 0.05). (A, inset) Western blot analysis was performed using antibodies specific
for GPER1 and β-actin, respectively. Representative images are shown. The band intensity of GPER1
(MCF-7 lane as 1) was quantified using the ImageJ 1.46r software and normalized to the band intensity
of β-actin. Data are shown below the blot image. (B) Basal proliferation in MCF-7 and LTED cells.
Data are presented as the mean ± S.E. (n = 6) percentage of MCF-7 cells. Significant differences (by
Student’s t-test) to MCF-7 cells are marked with an asterisk (* p < 0.05).

3.2. G-1 Arrests LTED Cells at the G2/M Phase with Accompanying Sub-G1

Depending on the concentration used, G-1 can evoke suppressive effects on the pro-
liferation of MCF-7 cells, coupled with apoptosis [6,14]. Furthermore, G-1 decreased the
percentage of the cell population in the G1 phase and increased the number of MCF-7
cells in the G2/M phase [14]. Based on these findings, we first performed flow cytometry
analysis to study the LTED cell cycle progression after exposure to 1 µM G-1 for 48 h and
used MCF-7 cells as a positive control. The flow cytometry results showed that G-1 induced
G1 phase downregulation and G2/M phase stimulation in MCF-7 cells compared to that
in the vehicle-only treated control (Figure 5A, upper panel; Figure 5B, left panel). We
focused on the interplay between G-1 and LTED cells and found that the cell population
exhibited characteristics similar to those of MCF-7 cells after exposure to G-1 (Figure 5A,
lower panel; Figure 5B, right panel). G-1 induced a population of cells in the sub-G1 phase
(a hallmark of apoptosis) in both breast cancer cell lines. The fold induction of the sub-G1
population after G-1 treatment was approximately 355-fold (0.06% vs. 21.3% in MCF-7 cells)
and 617-fold (0.017% vs. 10.3% in LTED cells) higher than that in the controls (Figure 5A,C).
Cellular morphology analysis after exposure to 1 µM G-1 for 48 h indicated membrane
blebbing. One of the apoptotic cell markers [38] was detected in both MCF-7 and LTED
cells (Supplementary Figure S2). Considering the significant appearance of the sub-G1 peak
after G-1 exposure, G-1 treatment was presumed to decrease the proliferation of LTED cells
and induce apoptotic signaling, as previously observed in MCF-7 cells [14].
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Figure 3. On LTED cells, 2-methoxyestradiol (2-MeO-E2) exerted selective antiproliferative effects. MCF-7
and LTED cells were treated with G-1 (1 pM to 10 µM) (A) or 2-MeO-E2 (1 pM to 10 µM) (B) for 48 h. The
control sample (indicated as Ctl.) cells were treated with the vehicle. Data are presented as the mean± S.E.
(n = 6) percentage of the vehicle-treated control. Significant differences (by two-way ANOVA, followed by
Tukey–Kramer’s post hoc test) as compared with the vehicle-treated control for each cell and compared
with MCF-7 cells are marked with asterisks (* p < 0.05) and hashes (# p < 0.05), respectively.
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Figure 5. G-1 arrests LTED cells at the G2/M phase with accompanying sub-G1. MCF-7 and
LTED cells were treated with 1 µM G-1 for 48 h. The control sample was treated with the vehicle.
(A) Representative histograms are shown. (B,C) The percentages of cells in G1, S, G2/M (B), and
sub-G1 (C) phases are shown. Data are presented as the mean± S.E. (n = 3). Significant differences (by
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3.3. 2-MeO-E2 Arrests LTED Cells at the G2/M Phase without Accompanying Sub-G1

Cell morphology and cell cycle analyses of MCF-7 and LTED cells exposed to 0.1 µM
or 1 µM 2-MeO-E2 revealed differences in the morphology of MCF-7/LTED cells exposed
to G-1 and 2-MeO-E2 (Supplementary Figure S2 and Figure 6A). Similar to the effects of
G-1, 2-MeO-E2 induced cell cycle arrest at the G2/M phase and reduced the number of
MCF-7 cells in the G1/G0 phase (Figure 6B,C) [14,39]. However, unlike the effects of G-1
on MCF-7 and LTED cells (Figure 5 and Supplementary Figure S2), 2-MeO-E2 did not affect
the G1/G0 phase, even at 1 µM; however, it caused a concentration-dependent increase in
the G2/M cell population (Figure 6B,C). Furthermore, the sub-G1 phase did not appear
in LTED or MCF-7 cells exposed to 2-MeO-E2 (Figure 6B), suggesting that 2-MeO-E2 may
have an antiproliferative mechanism(s) distinct from that of G-1.
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Figure 6. At the G2/M phase, 2-MeO-E2 arrests LTED cells without accompanying sub-G1. MCF-7
and LTED cells were treated with 2-MeO-E2 (0.1 and 1 µM) for 48 h. The control sample was treated
with the vehicle. (A) Morphology of 2-MeO-E2-treated cells. Representative images are shown. The
images were acquired at 400× magnification. Scale bar is indicated as 50 µm. (B) Representative
histograms are shown. (C) The percentage of cells in the G1, S, and G2/M phases are shown. Data
are presented as the mean ± S.E. (n = 3). Significant differences (by one-way ANOVA, followed
by Dunnett’s post hoc test) as compared with the vehicle-treated control are marked with asterisks
(* p < 0.05).

3.4. Expression Profiles of β-Tubulin and Its Isotype in MCF-7 and LTED Cells

We investigated the possible targets underlying the 2-MeO-E2-mediated inhibition
of LTED cell proliferation. G-1 and 2-MeO-E2 are microtubule (i.e., polymers of α/β-
tubulin)-targeting agents that bind to the colchicine-binding sites of β-tubulin and exert
antiproliferative activity in MCF-7 cells [14]. As shown in Figure 7A, Western blot anal-
ysis indicated that a high protein expression of α- and β-tubulins (1.62- and 1.55-fold,
respectively, p < 0.05), but not β-actin, was detected in LTED cells compared to MCF-7
cells. The post-translational modification of α-tubulin has been suggested to be engaged
with the aggressive nature of breast cancer cells [40,41]. It has been reported that in the
ERα-positive MCF-7 cells, ligand-dependent activation of ERα can upregulate HDAC6,
leading to deacetylation of α-tubulin mediated by HDAC6 [41,42]. When focusing on the
HDAC6 mRNA expression between MCF-7 and LTED cells, LTED cells that largely dis-
play ligand-independent ERα activation [6,32] showed reduced HDAC6 levels (~0.79-fold,
p < 0.05) in comparison to MCF-7 cells (Figure 7B), indicating that the involvement of ERα
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in the HDAC6/α-tubulin axis might not be high in LTED cells. Additionally, the altered
expression of the isotype has been suggested to be involved in resistance to chemother-
apy [22,23]. Hereafter, we focused on the β-tubulins and investigated the expression profile
of β-tubulin isotypes expressed in MCF-7 and LTED cells. Real-time PCR analysis revealed
that compared with MCF-7 cells, a low expression of TUBB3 and TUBB4A (p < 0.05) but
a significantly higher expression of TUBB2B (3.44-fold, p < 0.05) was detected in LTED
cells (Figure 7C). Thus, among β-tubulin isotypes, the TUBB2B gene is a possible target of
2-MeO-E2-mediated antiproliferation in LTED cells.
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Western blot analysis was performed using antibodies specific for α-tubulin, β-tubulin, and β-actin, 
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Figure 7. Expression profiles of β-tubulin and its isotype in MCF-7 and LTED cells. (A) Basal α-
tubulin, β-tubulin, and β-actin protein expression in MCF-7 and LTED cells. (Upper left panel)
Western blot analysis was performed using antibodies specific for α-tubulin, β-tubulin, and β-actin,
respectively. (Upper right panel) Ponceau S staining was performed to indicate total protein loading
in each lane. (Lower panel) The band intensity was quantified using the ImageJ 1.46r software. Data
are presented as the mean± S.E. (n = 3) of the fold induction from MCF-7 cells. Significant differences
(by Student’s t-test) to MCF-7 cells are marked with asterisks (* p < 0.05). (B,C) mRNA expression of
Basal histone deacetylase 6 (HDAC6) (B) and β-tubulin (TUBB) isotypes (C) in MCF-7 and LTED cells.
Data are presented as the mean ± S.E. (n = 6) of the fold induction from MCF-7 cells. Significant
differences (by Student’s t-test) to MCF-7 cells are marked with asterisks (* p < 0.05).
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3.5. Effects of siTUBB2B on the Antiproliferation by 2-MeO-E2 in LTED Cells

Given that TUBB2B is an antiproliferative target evoked by 2-MeO-E2 in LTED cells,
TUBB2B siRNA (siTUBB2B) treatment would somewhat restore the antiproliferative effects
of 2-MeO-E2 on LTED cells. We first investigated the effects of siTUBB2B on the basal
proliferation of LTED cells. Treatment with siTUBB2B resulted in reduced proliferation
(87%, p < 0.05) compared to the control siRNA-treated (siControl) group (Supplementary
Figure S3), implying the functional role of TUBB2B in the proliferation of LTED cells. To
confirm the above-mentioned possibility, we applied 2-MeO-E2 to siTUBB2B-treated LTED
cells maximally at 100 nM based on the results in Figure 3B, which revealed selective
antiproliferation by 2-MeO-E2 against LTED cells below 100 nM. As shown in Figure 8A,
the treatment with siTUBB2B caused a 0.23-fold decrease in TUBB2B compared to that in
the siControl group. Compared with the siControl group, siTUBB2B restored the reduction
in cell viability caused by 2-MeO-E2 over almost the same concentration range (at 10 and
100 pM; p < 0.05), although the rescue effect of siTUBB2B was lower, particularly at higher
concentrations of 2-MeO-E2 (>10 nM) (Figure 8B).
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Figure 8. Effects of TUBB2B siRNA (siTUBB2B) on antiproliferation by 2-MeO-E2 against LTED
cells. (A) mRNA expression of TUBB2B in LTED cells transfected with control siRNA (siControl) or
siTUBB2B. Data are presented as the mean ± S.E. (n = 3) of the fold induction from the siControl-
transfected group. Significant differences (by Student’s t-test) to the siControl-transfected group are
marked with an asterisk (* p < 0.05). (B) LTED cells were transfected with siControl or siTUBB2B,
followed by treatment with 2-MeO-E2 (1 pM to 100 nM). Data are presented as the mean± S.E. (n = 6)
percentage of the vehicle-treated control. Significant differences (by two-way ANOVA, followed by
Tukey–Kramer’s post hoc test) as compared with the vehicle-treated control and compared with the
siControl-transfected group are marked with asterisks (* p < 0.05) and hashes (# p < 0.05), respectively.
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3.6. Effects of G-1 on the 2-MeO-E2-Mediated Antiproliferation in LTED Cells

The binding potential of G-1 to β-tubulin is stronger than that of 2-MeO-E2 [14,16].
Therefore, we investigated whether adding G-1 abrogated the 2-MeO-E2-mediated inhibition
of LTED cell proliferation. Compared with the control group, 2-MeO-E2-treated cells showed
reduced proliferation in a concentration-dependent manner at concentrations up to 10 µM. At
1 µM, G-1 treatment alone reduced the proliferation of LTED cells to approximately 60% of
that of the control. However, an additive antiproliferative interaction between 2-MeO-E2 and
G-1 was not observed, and the degree of inhibition was comparable to that of the G-1 alone
system (Figure 9). Thus, G-1 and 2-MeO-E2 may share a mechanism of action with β-tubulin
in LTED cells.
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treated with 2-MeO-E2 (1 pM to 10 µM) in the absence or presence of 1 µM G-1 for 48 h. The control
sample was treated with vehicle only. Data are presented as the mean ± S.E. (n = 6) percentage of the
vehicle-treated control.

4. Discussion

We used two breast cancer cell lines, MCF-7 (a parental cell line for LTED) and LTED
cells (a cell model resistant to endocrine therapy). Compared to MCF-7 cells, LTED cells
showed a much higher proliferative potential (Figure 2B) and displayed resistance to
microtubule-destabilizing agents (paclitaxel, nocodazole, and colchicine) (Figure 4). Ad-
ditionally, we reported that LTED cells were tolerant to different kinds of established
antiproliferative agents, etoposide, LY2835219, and trichostatin A [24]. We sought to
identify chemicals that selectively kill LTED cells and focused on two antiproliferative
molecules, G-1 and 2-MeO-E2, which can target both GPER1 and β-tubulin to display their
antiproliferative activities. Whereas G-1 preferentially inhibited MCF-7 cell proliferation, 2-
MeO-E2 exhibited antiproliferative activity in LTED cells (Figure 3). The protein expression
analysis of GPER1 and β-tubulin in MCF-7 and LTED cells revealed upregulated β-tubulin
but downregulated GPER1 in LTED cells compared with MCF-7 cells (Figures 2A and 7A).
Among the β-tubulin gene isotypes, the highest expression of TUBB2B was detected in
LTED cells compared to MCF-7 cells (Figure 7C). The introduction of siTUBB2B restored
2-MeO-E2-driven antiproliferation (Figure 8B), indicating that 2-MeO-E2 is an effective
pharmacological modality; that is, the 2-MeO-E2–TUBB2B interaction is a promising candi-
date for the abrogation of LTED cell proliferation.

We could not detect the sub-G1 phase in LTED or MCF-7 cells exposed to 2-MeO-E2
(Figures 5 and 6), suggesting that 2-MeO-E2 may utilize mechanism(s) distinct from G-1 for
the abrogation of breast cancer cell proliferation. In support of this notion, a recent study
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reported that 2-MeO-E2 induces centrosome declustering in breast cancer cells, resulting in
mitotic arrest via multipolar spindle formation [43].

G-1 and 2-MeO-E2 can bind to the colchicine-binding site of β-tubulin, and G-1 dis-
plays a stronger binding potential to the tubulin site than 2-MeO-E2 [14,44]. Compared to
the results in which LTED cells were singly treated with 2-MeO-E2, the antiproliferative ef-
fects of 2-MeO-E2 were completely blocked by the co-introduction of G-1 (1 µM) (Figure 9).
Given that 2-MeO-E2 targets β-tubulin to exert its antiproliferative activity in LTED cells,
the binding potency itself might not be essential for the action. Furthermore, after 2-MeO-E2
interaction with β-tubulin (TUBB2B), the downstream antiproliferative signaling pathways
might differ between G-1 and 2-MeO-E2. Although little is known about the functional
participation of the TUBB2B subtype in breast cancer, including endocrine therapy-resistant
ER-positive breast cancer, TUBB2B can function as an oncogene in hepatocellular carci-
noma and plays a role in promoting cell proliferation [45]. Among the β-tubulin isotypes,
significant upregulation of TUBB2B was noted in LTED cells compared to parental MCF-7
cells, suggesting the possibility that TUBB2B can play a common biological role in cancer
cells. Although 2-MeO-E2 was suggested to have no antiproliferative effect in vivo and
in vitro (on MCF-7 cells) because of its low stability [46,47], the antiproliferative effects of
2-MeO-E2 on LTED cells were not only detected but also prolonged in a time-dependent
manner for up to 96 h, with lower IC50 values of 0.55± 0.02 and 0.40± 0.02 µM observed at
72 and 96 h, respectively (Figure 3 and Supplemental Figure S1). Although further research
is required, this study strongly suggests that 2-MeO-E2 can be used as a prototype for
developing anticancer agents against endocrine therapy-resistant breast cancers.

5. Conclusions

LTED cells were used as an experimental model of endocrine therapy-resistant ER-
positive breast cancer. Compared to the parental MCF-7 cells, LTED cells display highly
aggressive cancerous behavior. Due to the acquisition of resistance, effective modalities
for abrogating LTED cell proliferation are required. In this study, we focused on several
tubulin-inhibitory drugs, including paclitaxel, nocodazole, colchicine, G-1, and 2-MeO-E2.
It was demonstrated that 2-MeO-E2 selectively suppresses the proliferation of LTED cells
compared to that of MCF-7 cells (i.e., IC50 values: 0.93 µM for LTED cells vs. 6.79 µM for
MCF-7 cells). Among the β-tubulin isotypes, LTED cells display the highest upregulated
expression of TUBB2B compared to parental MCF-7 cells. In the G2/M phase, 2-MeO-
E2 arrested LTED cells, in conjunction with a reduced number of cells in the S phase,
and targeted TUBB2B for antiproliferative activity. Our findings suggest that TUBB2B-
targeting 2-MeO-E2 is a potential candidate molecule for preventing LTED cell proliferation.
However, further studies are required to assess whether 2-MeO-E2 abrogates LTED cell-
driven breast cancer progression in vivo.
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proliferation of LTED cells.
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Abstract: HER2-positive breast cancer is one of the most prevalent forms of cancer among women
worldwide. Generally, the molecular characteristics of this breast cancer include activation of human
epidermal growth factor receptor-2 (HER2) and hormone receptor activation. HER2-positive is
associated with a higher death rate, which led to the development of a monoclonal antibody called
trastuzumab, specifically targeting HER2. The success rate of HER2-positive breast cancer treatment
has been increased; however, drug resistance remains a challenge. This fact motivated us to explore
the underlying molecular mechanisms of trastuzumab resistance. For this purpose, a two-fold
approach was taken by considering well-known breast cancer cell lines SKBR3 and BT474. In the
first fold, trastuzumab treatment doses were optimized separately for both cell lines. This was done
based on the proliferation rate of cells in response to a wide variety of medication dosages. Thereafter,
each cell line was cultivated with a steady dosage of herceptin for several months. During this period,
six time points were selected for further in vitro analysis, ranging from the untreated cell line at the
beginning to a fully resistant cell line at the end of the experiment. In the second fold, nucleic acids
were extracted for further high throughput-based microarray experiments of gene and microRNA
expression. Such expression data were further analyzed in order to infer the molecular mechanisms
involved in the underlying development of trastuzumab resistance. In the list of differentially
expressed genes and miRNAs, multiple genes (e.g., BIRC5, E2F1, TFRC, and USP1) and miRNAs
(e.g., hsa miR 574 3p, hsa miR 4530, and hsa miR 197 3p) responsible for trastuzumab resistance were
found. Downstream analysis showed that TFRC, E2F1, and USP1 were also targeted by hsa-miR-8485.
Moreover, it indicated that miR-4701-5p was highly expressed as compared to TFRC in the SKBR3 cell
line. These results unveil key genes and miRNAs as molecular regulators for trastuzumab resistance.

Keywords: microRNA; microarray; HER2; breast cancer; drug resistance
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1. Introduction

Cancer continues to pose a substantial global health threat despite advancements in
diagnosis and treatment [1]. In a recent update in 2020, there were an estimated 19.3 million
new cases and 10.0 million cancer-related deaths [2], an increase from 18.1 million cases
and 9.6 million deaths in 2018 [3]. This rise can be attributed to factors such as popula-
tion growth, increased exposure to risk factors like smoking and obesity, and changing
reproductive patterns due to economic development and urbanization. Lung cancer is the
most frequently diagnosed and deadliest, followed closely by breast cancer. Breast cancer
is the most common cancer in women worldwide, with over 2.3 million new cases in 2020,
significantly contributing to cancer-related mortality [4]. Breast cancer is now recognized
as a diverse group of diseases with distinct clinical behaviors, molecular components, risk
factors, prognostic markers, and responses to treatment. Molecular classification relies
on markers like estrogen receptors (ER), progesterone receptors (PR) and HER2 and Ki67
proliferation rate [5]. As a result, breast cancer has been categorized into five subtypes:
luminal A, luminal B, triple-negative, and two HER2-positive types. Breast cancers with
HER2 overexpression constitute 15–25% of cases, being aggressive and challenging to treat.
Trastuzumab was approved by the FDA in 1998 and demonstrated a 37% relative improve-
ment in overall survival with an increase of about 9% in the probability of 10-year OS
when combined with chemotherapy [6]. Mutations in PIK3R1, activating PI3K/Akt/mTOR,
drive trastuzumab resistance, especially in HER2-overexpressing breast cancer [7]. Approx-
imately 70% of HER2-positive breast cancer patients develop resistance to trastuzumab
within a year of treatment initiation, despite initial responsiveness [8].

In this context, the present study aimed to comprehensively investigate the molecular
mechanisms underlying trastuzumab resistance using a two-fold approach. Initially, well-
established breast cancer cell lines, namely SKBR3 and BT474 [9], were used to mimic the
in vitro conditions representative of HER2-positive breast cancer. Optimal trastuzumab
treatment doses were determined for each cell line based on their respective proliferation
rates in response to a wide range of medication dosages. Subsequently, both cell lines were
continuously cultivated with a steady dosage of trastuzumab over several months, leading
to the development of trastuzumab-resistant cell lines. To capture the dynamic changes
occurring during the acquisition of resistance, six distinct time points were selected for fur-
ther analysis, encompassing the progression from the untreated cell line at the outset to the
fully resistant cell line at the termination of the experiment. Concurrently, a second stage
of the study involved the extraction of nucleic acids from the aforementioned cell lines
for subsequent high-throughput microarray experiments targeting gene and microRNA
expressions. The resulting expression data were subjected to comprehensive bioinformatics
analyses to unravel the intricate molecular mechanisms underpinning the development
of trastuzumab resistance. Through this approach, we focused on the 25 genes and mi-
croRNAs with the most statistically significant changes in expression levels across time,
implicated in the development of trastuzumab resistance, and demonstrated crucial roles
in protein–protein interactions. Notably, among the identified genes and microRNAs,
BIRC5, E2F1, TFRC, and USP1 emerged as the top candidates influencing trastuzumab
resistance, while miR-574-3p, miR-4530, miR-8485, and miR-197-3p were identified as the
key microRNAs regulating this process. In-depth investigations using the prediction by the
miRDB database [10] highlighted the miR-4701-5p targeting TFRC and the targeting of E2F1
and USP1 by hsa-miR-8485. Moreover, the expression revealed substantial upregulation of
miR-4701-5p compared to TFRC in the SKBR3 cell line, providing crucial insights into the
intricate regulatory mechanisms governing trastuzumab resistance. Overall, the findings of
this study shed light on the critical molecular players and pathways driving trastuzumab
resistance in HER2-positive breast cancer, offering valuable insights into potential ther-
apeutic targets and strategies for overcoming treatment challenges associated with this
aggressive subtype of breast cancer.
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2. Materials and Methods
2.1. Breast Cancer Cell Lines

SKBR3 and BT474 human breast cancer cell lines were chosen for this study due to
their HER2 receptor overexpression, trastuzumab sensitivity [11–13], and potential for
trastuzumab resistance [14,15]. These certified, mycoplasma-tested cell lines, obtained from
American type cell collection, were used as controls and parental lines for drug-resistant
cell line development. Despite sharing HER2 overexpression, their genetic backgrounds
and origins differ.

2.2. Cell Culture Conditions

Cells were cultured in DMEM/F12 with 10% FBS and antibiotics to prevent contamina-
tion. Adherent cell cultures were maintained in T75 flasks at 37 ◦C with 5% CO2. Parental
cell lines were cryo-preserved at 80–90% confluence with 10% DMSO/FBS. Fresh medium
or trypsin-EDTA was used to maintain cell lines as needed.

2.3. Drug Resistance Development Conditions and Monitoring

A long-term, consistent dose of trastuzumab (Herceptin) was used to develop drug-
resistant cell lines with a strong response. Initial experiments used a proliferation assay
to test various drug doses (ranging from 0.05 µg/mL to 500 µg/mL) on two cell lines.
As indicated in Figure 1, increasing the dose to more than 5 µg/mL and 10 µg/mL did
not substantially decrease the proliferation rate. Consequently, doses of 5 µg/mL and
10 µg/mL were selected based on the aforementioned results and literature [16]. Control
cells were cultured similarly without drug exposure. Regular proliferation assays were
conducted, and cell samples were preserved for analysis. Over time, cells became more
resistant, with SKBR3 cells starting to be more sensitive than BT474. Six key time points
were chosen for further investigation, including a control.

2.4. RNA Extraction

Total RNA was extracted from frozen cell pellets using the MirVana TM Isolation Kit
as per the manufacturer’s instructions, aiming to study mRNA and microRNA changes in
the same material, as recommended by Agilent for microarray experiments.

2.5. Gene Expression Microarray Experiments

Gene expression microarray experiments utilized Agilent’s SurePrint G3 Human
GE 8x60K v2 Microarrays, encompassing over 50,000 biological features, including long
intergenic non-coding RNAs (linc RNAs). Labeled cRNA was generated from 200 ng of
input, purified with the RNeasy Mini Kit, and quantified. Microarray slides were washed,
scanned using an Agilent Scanner, and analyzed with Feature Extraction software.

2.6. MicroRNA Microarrays Experiments

MicroRNA expression experiments utilized Sure Print G3 Unrestricted miRNA 8x60K
microarrays by Agilent Technologies, 5301 Stevens Creek Boulevard Santa Clara, CA, USA,
designed based on the miRBase-microRNA database. One Color approach was employed
with two replicates for each cell line and time point. RNA labeling and hybridization
followed standard protocols, and microarray data were analyzed with Agilent Scanner and
Feature Extraction software, all meeting quality control standards.

2.7. Gene and microRNA Expression Microarrays Data Analysis

Gene and microRNA expression data from BT474 and SKBR3 cell lines were separately
analyzed. A total of 34,756 genes and 2549 microRNAs were examined, with some genes
and microRNAs having multiple measurements. In particular, for each of the six time points,
two separate replicates were placed on two (out of three) different slides in a balanced
design to allow within-slide pairwise comparisons between the time points. Additionally,
for some genes and microRNAs, there were multiple probes. Measurements resulting from
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all the replicates and probes were analyzed for each gene and microRNA. In particular,
a linear model with slide and time-point factor (and a probe effect for genes with multiple
probes) was used for genes. The model included slide, time point, and probe factors for
microRNAs. The slide effect accounted for slide-to-slide variations and served as a normal-
ization factor. ANOVA was used for genes with multiple measurements, and LIMMA [17]
was employed for genes with non-replicated probes to enhance error variance estimation.
In the analysis, the null hypothesis of no mean expression difference among all time points
was tested first for both genes and microRNAs. The Benjamini–Hochberg procedure [18]
was used to correct for multiple testing (FDR = 0.05). Upon rejection of the null hypothesis,
Tukey’s multiple-testing procedure α = 0.05 was applied to conduct pairwise comparisons
between time points.

Figure 1. Plots representing the relationship between drug dose (“dose [µg/mL]”axis on the lo-
gorithmic scale) and proliferation intensity, presented as a percentage of the proliferation rate of
drug-treated cells compared to the control untreated cells, based on proliferation assay measure-
ments (“mean %” axis). Proliferation rates were measured based on six biological replicates and two
technical replicates. The experiment was carried out in three independent repetitions.
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2.8. Association of miRNA Target Genes

Based on the list of identified top 25 most significant genes and top 25 most significant
miRNAs from both cell lines, we derived the miRNA target gene pairs using the miRDB
database [10]. The miRDB database uses a Target score for target prediction, where the
score is assigned by the miRNA target prediction program based on support vector ma-
chines (SVMs) and high-throughput training datasets. We then examined the relationship
between miRNAs and their target genes by considering the distribution of log2FC scores
for each pair.

2.9. Bioinformatics Analysis of Statistically Processed Microarray Data

Two initial gene datasets were generated by analyzing microarray data from BT474
and SKBR3 cell lines. Genes with p-values below 0.05 were chosen, resulting in 8874 genes
for BT747 and 13,892 genes for SKBR3. A subsequent dataset was created by selecting
5674 genes that exhibited altered expression in both cell lines, meeting the same p-value
threshold. To identify enriched Gene Ontology (GO) terms, the topGO package in R [19]
was employed. It used a combination of “elim” and “weight” algorithms [20], considering
the hierarchical structure of the GO database. The Fisher exact test assigned p-values for
each GO term enrichment. Similarly, KEGG pathway enrichment analysis was conducted to
identify pathways affected by trastuzumab treatment in BT747 and SKBR3 cell lines. Due to
the complexity of KEGG pathways, the Fisher exact test was applied. Only genes analyzed
with the SurePrint G3 Human GE 8x60K v2 Microarray were included. Additionally,
protein–protein interaction analysis was performed by mapping gene names to Ensemble
and Uniprot IDs, creating proteome networks based on various databases. The focus was
on explaining the connections between the top 25 significant genes in each cell line via the
proteomic network, seeking the shortest path within 17 hops. Eight sub-network images
were generated for essential genes in both cell lines using the top four significant genes as
reference points.

3. Results

In this section, we first describe the cancer cell response to trastuzumab, observing,
notably, a temporal decline in the response. Six time points were selected within the
studied time period for further microarray experiments. The microarray experiment results
fulfill the acceptable quality control metrics for all the samples across different time points
for RNA and miRNA. Next, we discuss the results of the microarray expression data,
revealing statistically significant genes and miRNA, and their role in the development of
trastuzumab resistance.

3.1. Identification of the Molecular Changes That Occur during the Emergence of
Trastuzumab Resistance
3.1.1. Cell Culture: Drug Resistance Development Conditions and Monitoring

Cell cultures were maintained in Dulbecco’s Modified Eagle Medium (DMEM) sup-
plemented with F12 nutrient mixture, 10% fetal bovine serum (FBS), and antibiotics to
prevent bacterial contamination. The cells were incubated in T75 treated flasks at 37 ◦C with
5% CO2. Before any passage, the parental cell lines were cultured without drug treatment
until they reached 80–90% confluence and then cryo-preserved in 10% DMSO/FBS in liquid
nitrogen. Additional vials were frozen as a backup at an early passage number. A pro-
longed and consistent dosage of trastuzumab (Herceptin, Roche , Engelhorngasse 3, Vienna,
Austria) was administered to establish drug-resistant cell lines and determine an adequate
response. Initial experiments evaluated the proliferation intensity following exposure to a
wide range of drug doses (0.05 µ/mL–500 µg/mL) in both cell lines (Figure 1).

The cell response to Herceptin was assessed via a proliferation assay using the BioTek
Cytation TM 3 imaging reader. Based on the preliminary findings and existing literature,
two treatment doses (5 µg/mL and 10 µg/mL) were chosen. The control cell lines were
cultured alongside the resistant cells, following the same procedures except for drug expo-
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sure. Regular proliferation assays were performed monthly to monitor the development
of resistance by observing changes in cell response to the drug. At each time point, cell
samples were preserved in liquid nitrogen or frozen at −80 ◦C for future analysis. At the
commencement of the study, both the SKBR3 and BT474 cell lines showed differing levels
of sensitivity to the drug, with the BT474 primary tumor cells displaying greater sensitivity
compared to the metastatic SKBR3 cells, as evidenced by a 72% and 50% proliferation rate,
respectively. Despite the difference, this indicates a successful establishment of sensitivity
to trastuzumab. By the study’s conclusion, both cell lines exhibited increased proliferation
intensity, with the SKBR3 cells reaching 92% and the BT474 cells reaching 89% as compared
to untreated controls when exposed to a 100 µg/mL drug concentration. Furthermore,
there was a discernible trend indicating a decrease in the cells’ responsiveness to the drug
over time, suggestive of the development of resistance during the duration of exposure
(Figure 2). Six specific time points, including the control, were selected for subsequent
microarray experiments.

Figure 2. Diagrams presenting changes in proliferation rates at different time points of the experiment
during the whole time of cell exposure to trastuzumab. The charts represent the relationship between
drug dose (“[µg/mL]”axis) and proliferation intensity (y-axis) presented as a decimal fraction of
the proliferation of drug-treated cells compared to the control untreated cells and are based upon
proliferation assay measurements, with each curve corresponding to a particular time point. “Control”
means cells purchased from ATCC and confirmed to be trastuzumab sensitive and able to develop
resistance. Control cell lines were not treated with the drug at any time in the experiment and
reaction for the drug was stable. T2, T4, T5, and T7 were treated at for 2, 4, 5, and 7 months,
respectively. The time points were selected based on the significant increase in proliferation rates
(decreased reaction for the drug) to the previous month, reflecting a gradual development of resistance
to trastuzumab.

28



Curr. Issues Mol. Biol. 2024, 46

3.1.2. RNA Extraction and Quality Evaluation

For each designated time point, total RNA was isolated from frozen cell pellets using
the MirVana TM Isolation Kit (Ambion, Life Technologies, Carlsbad, CA, USA) as directed
in the online protocol https://assets.fishersci.com/TFS-Assets/LSG/manuals/MAN00111
31_A27828_magmax_mirvanatotalrna_manualextration_ug.pdf, accessed on 15 March 2024.
This approach aimed to enable the examination of both mRNA and microRNA in the same
material, in accordance with Agilent’s recommendations for microarray experimentation.
Each RNA sample underwent rigorous assessment of its concentration and quality using
the NanoDrop 2000 spectrophotometer (Thermo Scientific, Waltham, MA, USA) to ensure
acceptable purity (260/280 nm: 1.9–2.1; 260/230 nm: 1.8–2.2). Additionally, Agilent
Bioanalyzer was employed to evaluate concentration and integrity, ensuring a minimum
RNA Integrity Number (RIN) of 7 for all samples (Figure S1). Repeated extractions and
assessments were conducted for samples that failed the quality checks.

3.1.3. Gene Expression Microarrays Experiment

The gene expression microarray analysis was conducted using the Sure Print G3
Human GE 8x60K v2 Microarrays from Agilent Technologies, designed to detect a wide
array of biological features, including long intergenic non-coding RNAs (linc RNAs).
Labeled cRNA targets were prepared from 200 ng of input using the One Color Low Input
Quick Amp Labeling Kit and One-Color Spike-In Kit from Agilent Technologies, followed
by purification with the RNeasy Mini Kit from Qiagen. The quality of the cyanine3CTP-
labeled cRNA was assessed to ensure samples had an activity exceeding 6 pmol/µg,
meeting the manufacturer’s standard for high-quality samples. Table 1 presents the results
of labeled cRNA quality control. The hybridization procedure was performed overnight,
with two replicates for each cell line at every time point. Microarray slides were washed
using GE Wash Buffers and then scanned with an Agilent Scanner version C (G2505C).
Feature Extraction software was utilized for image analysis, yielding raw data files, quality
control PDFs for each array, and a comprehensive summary protocol. All arrays exhibited
satisfactory quality control metrics, enabling a robust comparative analysis across different
time points without the need for dye-swap experiments.

Table 1. The results of labeled cRNA quality control. R—repeated extraction; the number of “R”
means the number of extraction repetitions.

Sample ID RNA ng/µL Yield µg 260/280 DyeConc.
ng/µL

Activity
pmol/µg

BT474
controlRR 351.3 10.539 2.19 7.5 21.34927412

SKBR3
controlRRR 426.7 12.801 2.18 8.7 20.38903211

SKBR3 T2 221.4 6.642 2.23 2.6 11.74345077
BT474 T2 269.2 8.076 2.25 3.5 13.00148588

SKBR3T5C 241.4 7.242 2.21 3.2 13.25600663
BT474 T5 378.6 11.358 2.22 6.8 17.96090861
SKBR3 T7 333.3 9.999 2.23 4.9 14.70147015
BT474 T7R 354.5 10.635 2.21 5.8 16.36107193
SKBR3T3R 374.4 11.232 2.2 5.6 14.95726496

BT474 T3RR 387.3 11.619 2.19 6.2 16.00826233
SKBR3T4R 311.6 9.348 2.2 5.2 16.68806162
BT474 T4R 443.5 13.305 2.2 8.6 19.39120631

3.1.4. MicroRNA Expression Microarray Experiment

The microRNA expression microarray experiment was conducted by utilizing the Sure
Print G3 Unrestricted miRNA 8x60K microarrays (Agilent Technologies), encompassing
probes for almost all known human microRNAs based on the miRBase database. Following
the One Color approach, two replicates were performed for each cell line and time point.
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Starting from 100 ng of input, dephosphorylated and labeled RNA was prepared using
the miRNA Complete Labeling and Hybridization Kit along with the microRNA Spike In
Kit, followed by desalt procedures with the Micro Bio-Spin P6 Gel Column. The hybridiza-
tion mixture, including Hyb Spike In, underwent overnight hybridization. Subsequently,
microarray slides were washed and scanned in an Agilent Scanner version C (G2505C).
Feature Extraction software was employed for image analysis (GRID: 070156DF20141006),
confirming satisfactory quality control rates across all arrays.

3.2. Analysis of the Molecular Changes That Occur during the Emergence of
Trastuzumab Resistance
3.2.1. Gene Expression Analysis

It is essential to note that only about one-third (5675/17,091 = 33%) of the genes
with statistically significant expression-level changes in SKBR3 or BT474 were common
to both cell lines. About 19% (3199/17,091) of the genes were unique to the SKBR3 cell
line, while about 48% (8217/17,091) were specific to BT474. Furthermore, a substantial
fraction (5675/8874 = 64%) of the genes important for BT474’s resistance development were
also found to have statistically significantly altered expression levels in SKBR3, but the
reverse was less true, with only 41% (5675/13,892) of genes related to SKBR3’s resistance
development identified in BT474 (Figure 3).

Figure 3. (A) Venn diagram shows the number of genes uniquely significant in SKBR3 and BT474
cell lines for trastuzumab resistance and the number of genes common to both. (B) Venn diagram to
display the percentage of significant genes unique to SKBR3 and BT474 cell lines, the percentage of
common significant genes, the percentage of genes significant in one cell line but important in the
other (with an arrow), and the percentage of unique genes for each cell line among all significant
genes in that cell line.

This disparity could be attributed to a significant imbalance in the number of signifi-
cant transcripts found in both cell lines, with SKBR3 having more relevant genes identified
as compared to BT474. In the second part of the statistical analysis, once the global null
hypothesis of no change in expression levels across time was rejected for a gene, pairwise
comparisons between all time points were conducted for that gene separately for each
cell line (Table S1). The comparisons between T2 vs. T0 and T3 vs. T0 yielded the most
statistically significant results, indicating that the most important global gene expression
changes occurred at the beginning of trastuzumab treatment. This was followed by a
temporary decrease in activity at T3, with more balanced gene expression modifications
thereafter. Similar trends were observed in SKBR3 (Table S2), with the largest changes in
gene expression occurring at the start of Herceptin exposure and a secondary increase in
activity at T4. Pairwise comparisons are presented in (Figure 4).
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Figure 4. Bar chart presenting the number of genes (y-axis) with statistically significant differences
between different pairs of time points (x-axis) for the two cell lines.

In both cell lines, the majority of genes at each time point of drug resistance devel-
opment were downregulated as compared to the parental cell line (Table 2), suggesting a
potential role for tumor-suppressive genes in the process.

Table 2. Number of genes for which statistically significant changes of expression levels across time
were obtained and which were either up-regulated or down-regulated.

BT474 SKBR3

Time-Point Up % of
Signif

Down % of
Signif

Up % of
Signif

Down % of
Signif

T2 vs. T0 174 2 7288 98 1328 14 8345 86
T3 vs. T2 614 74 220 26 4670 73 1694 27
T4 vs. T3 1790 95 86 5 648 7 8330 93
T5 vs. T4 892 32 1881 68 7788 83 1544 17
T7 vs. T5 1389 60 936 40 1645 61 1048 39

However, a different pattern emerged when considering sequential changes through-
out the process. In BT474, 98% of genes were initially downregulated at the beginning of
drug exposure (T2 vs. T0) (Table 3), followed by two instances of global gene overexpres-
sion (74% at T3 vs. T2 and 95% at T4 vs. T3) before more balanced changes toward the end
of the process (60% vs. 40% in both T5 vs. T4 and T7 vs. T5). In SKBR3, while the global
gene expression changes appeared more variable, they shared some similarities with BT474.
The majority of genes (86%) were initially downregulated (T2 vs. T0) (Table 3), followed by
a reverse situation (73% overexpressed at T3 vs. T2) and balanced expression patterns at
the end (40% vs. 60% in T7 vs. T5) (Figure S2, Table 3).
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Table 3. Number of genes for which statistically significant changes of expression levels across time
were obtained and which were either up-regulated or down-regulated at a specific time point when
compared with the control (parental) cell line.

BT474 SKBR3

Time-Point Up % of
Signif

Down % of
Signif

Up % of
Signif

Down % of
Signif

T2 vs. T0 174 2 7288 98 1328 14 8345 86
T3 vs. T0 267 4 6763 96 500 9 5091 91
T4 vs. T0 342 7 4568 93 402 4 10,596 96
T5 vs. T0 562 10 5250 90 550 7 7523 93
T7 vs. T0 502 8 5783 92 341 4 7273 96

These results suggest that trastuzumab had an inhibitory effect at the initial stages
of the experiments, but as time progressed, cells seemed to adapt to the drug treatment,
resulting in increasing global gene expression and dynamic changes throughout the process.
A more detailed investigation focused on the most statistically important genes in the
subsequent part of the gene expression profile analysis. The top 25 significant genes
(Table 4, remaining significant genes are listed in Table S3) were identified for both BT474
and SKBR3 cell lines, and it was found that 80% of the top 25 genes in BT474 were among
the top 200 in SKBR3. Conversely, as much as 92% of the genes were common. These
findings underscore the consistency of the results and the substantial overlap between both
cell lines, suggesting shared patterns in the development of drug resistance.

Table 4. List of the 25 genes with the most statistically significant changes during the whole period of
trastuzumab resistance development in both cell lines: BT474 and SKBR3.

Top 25 Most Significant in BT474 Cell Line

Gene Adj p-Val Gene Adj p-Val

KLK11 7.6 × 10103 ZNF195 2.0 × 10−51

IGF2BP1 3.4 × 10−72 C6orf48 2.2 × 10−51

GSTM3 1.6 × 10−65 ADM 2.7 × 10−51

IGFBP3 3.5 × 10−64 RND3 2.7 × 10−51

TNFRSF11B 1.1 × 10−63 CBPB 1.9 × 10−50

RASD1 3.8 × 10−61 PLA2G16 1.5 × 10−49

CHAF1B 3.8 × 10−58 2F1 1.5 × 10−49

TRIT1 1.7 × 10−56 KIAA0586 3.4 × 10−49

PMP22 8.1 × 10−55 ADK 3.7 × 10−49

PSN1 1.4 × 10−53 TFRC 4.0 × 10−49

PLAT 2.5 × 10−53 CNP 8.2 × 10−48

BIRC5 2.7 × 10−52 RO1L 3.1 × 10−47

USP1 2.0 × 10−51

Top 25 Most Significant in SKBR3 Cell Line

Gene Adj p-Val Gene Adj p-Val

CCL2 7.7 × 10108 HN1 6.6 × 10−90

F8A1 2.7 × 10104 C20orf24 8.3 × 10−90

E2F1 1.0 × 10102 EXO1 1.1 × 10−88

GINS2 6.4 × 10100 KIAA0101 4.3 × 10−88

YWHAH 6.4 × 10100 TFRC 2.6 × 10−87
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Table 4. Cont.

Top 25 Most Significant in SKRBR3 Cell Line

Gene Adj p-Val Gene Adj p-Val

PRMT6 7.7 × 10100 NACC2 1.5 × 10−86

DTL 7.8 × 10−99 DDIT4 2.5 × 10−86

GSTP1 4.4 × 10−98 CNOT10 2.8 × 10−86

BIRC5 6.5 × 10−98 FAHD1 7.3 × 10−84

DOLK 6.5 × 10−98 USP1 7.3 × 10−84

SAP30 7.5 × 10−92 MGST2 1.7 × 10−83

RPP40 1.3 × 10−91 BRCA1 2.5 × 10−83

RTN4IP1 3.9 × 10−90

Research on the association between specific genes and the development of
trastuzumab resistance in the BT474 cell line has yielded crucial insights. Among the
25 most significant genes identified (Table S4), CHAF1B stands out, with its steadily in-
creasing expression during trastuzumab exposure, indicating a role in DNA replication
and cell division, possibly as an effector. E2F1, a key transcription factor controlling cell
cycle and apoptosis, appears linked to the molecular mechanism driving drug resistance.
TRIT1, a mitochondrial tRNA modifier and potential tumor suppressor, shows expression
changes suggesting complex regulation. ADM’s role, despite its distinct expression pattern,
remains unclear due to its multifunctional nature. Additional candidates of interest include
BIRC5 and USP1, both prominent in both cell lines and potentially involved in apoptosis
prevention. IGFBP3’s role in extending IGF’s half-life, a factor in HER2 signaling pathway
crosslinking with trastuzumab resistance, is noteworthy. IGF2BP1’s mRNA binding and
translational regulation may also play a role. GSTM3 and RASD1, while having complex
expression patterns, are associated with drug resistance. Genes like KLK11, CENPE, TFRC,
and KIAA0586, though not fully understood, could be indirectly involved. Some genes with
diverse expression profiles (CEBPB, SNHG32, TNFRSF11B) or unclear functions (PMP22,
PSEN1, PLAT, ZNF195, RND3, and ERO1L) require further investigation into the context
of drug resistance development. Table S5 presents the 25 genes with the most statistically
significant differences associated with trastuzumab resistance in the SKBR3 cell line, each
accompanied by a brief description of their molecular functions. However, it is worth
noting that only eight of these genes (CCL2, F8A1, PRMT6, DTL, RTN4IP1, RAB5IF, EXO1,
FAHD1) were among the top 25 genes with the most statistically significant differences,
while the remaining 15 are listed in Table S17 (PFDN6, LOXL2, MRPS23, HMOX1, WASHC5,
PPIP5K2, AHSA1, DNAJA3, RAD50, SRRT, SUZ12, PSMD6, PCNA, TSFM, FAM25). Several
genes, such as BIRC5, E2F1, TFCR, GSTP1, YWHAH, DTL, DOLK, NACC2, DDIT, BRACA1,
and DNAJA3, seem to play crucial roles in trastuzumab resistance development. BIRC5
and E2F1 were also significant in the BT474 cell line, suggesting a common mechanism.
Furthermore, some genes are linked to the p53 pathway, a well-known tumor suppressor.
For example, NACC2 represses transcription and inhibits MDM2, stabilizing TP53. DDIT4 is
involved in p53-mediated apoptosis regulation and may connect to HER2 signaling through
mTOR. DNAJA3 interacts with both p53 and HER2 and stimulates Hsp70 chaperone activity.
Other genes involved in DNA repair and damage response, like BRCA2, PCNA, and RAD50,
are also implicated in trastuzumab resistance. While some genes have unclear associations,
such as CCL2 and MGST2 related to immune response, they require further investigation.
Additionally, Supplementary Materials (Supplementary Tables S3–S6) highlight the most
statistically significant changes in gene expression during trastuzumab resistance develop-
ment, including long non-coding RNAs and proteins with limited information, offering
avenues for future research into the molecular mechanisms of resistance.
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3.2.2. MicroRNA Expression Analysis

The primary objective of the microRNA expression analysis was to identify microRNAs
that played a statistically significant role at all stages of trastuzumab resistance development.
Surprisingly, for nearly all tested microRNAs, the differences in expression levels over
time were statistically significant, with 99.6% in BT474 and 99.3% in SKBR3 cell lines
found to yield significant results at the significance level of 0.05 (adjusted for multiple
testing). In contrast, gene expression analysis showed a more limited number of significant
transcripts, only 25% in BT474 and about 40% in SKBR3 (Table 5). This disparity suggests
that microRNA molecules play a substantial role in trastuzumab resistance development,
highlighting their involvement in complex regulatory networks.

Table 5. Expression of the genes and microRNAs undergoing statistically significant expression
changes during the development of trastuzumab resistance in both quantitative and percentage terms.

Genes BT474 SKBR3

all 34,756 34,756
significant p0.05 8874 13,892
significant p0.05 (%) 25.50% 40.00%
significant p0.01 4018 7529
significant p0.01 (%) 11.60% 21.70%

MicroRNAs

all 2549 2549
significant p0.05 2540 2541
significant p0.05 (%) 99.60% 99.70%
significant p0.01 2532 2537
significant p0.01 (%) 99.30% 99.50%

Statistical analysis was used to examine microRNA expression changes in two cell
lines, BT474 and SKBR3, during the development of drug resistance. Pairwise comparisons
between different time points were conducted for each microRNA with a statistically
significant test of the global null hypothesis of no change in expression across time (Figure 5).
In the BT474 cell line, the T7 vs. T5 comparison showed statistically significant results for
88.2% of microRNAs, and 12.7% for T4 vs. T2. In the SKBR3 cell line, the T5 vs. T4, T4
vs. T0, and T7 vs. T5 comparisons yielded the highest significant results (96.8%, 83.5%,
and 83.4%, respectively), while T7 vs. T2 yielded the lowest fraction of 11.8%. Both cell
lines displayed a similar pattern of microRNA expression changes, but SKBR3 cells seemed
to respond faster to changing conditions than BT474 cells (Table S6).

In the next phase of our microRNA expression profile analysis, we delved into the
detailed study of the 25 microRNAs with the most statistically significant changes (Table 6,
remaining significant miRNAs are in Table S8), focusing on their role in trastuzumab resis-
tance within BT474 and SKBR3 cell lines. Surprisingly, 24 of the top 25 microRNAs in BT474
were also among the top 200 in SKBR3, suggesting substantial overlap in their resistance
patterns. However, for the reverse scenario, we found less than 48% common microRNAs,
indicating a stronger representation of BT474 results in SKBR3. Gene expression analysis
further revealed that SKBR3 had a more complex network of genes and pathways involved
in trastuzumab resistance, possibly affecting microRNA engagement and leading to this
disparity in results.
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Figure 5. Bar chart presenting the number of microRNAs (y-axis) with statistically significant
differences between different pairs of time points (x-axis) for the two cell lines.

Table 6. Top 25 most statistically significantly expressed microRNAs during the whole process of
trastuzumab resistance development separately for both biological models: BT474 and SKBR3.

Top 25 Most Significant in BT474 Cell Line

microRNA Adj p-Val microRNA Adj p-Val

hsa-miR-574-3p 2.2 × 10213 hsa-miR-6775-3p 2.4 × 10177

hsa-miR-1207-5p 4.5 × 10204 hsa-miR-466 2.2 × 10174

hsa-miR-8485 4.3 × 10197 hsa-miR-4649-3p 2.9 × 10173

hsa-miR-6886-3p 6.5 × 10196 hsa-miR-1281 2.4 × 10172

hsa-miR-6088 3.4 × 10190 hsa-miR-6743-3p 5.9 × 10171

hsa-miR-4254 5.6 × 10190 hsa-miR- 4436b-5p 5.5 × 10170

hsa-miR-4701-5p 2.2 × 10185 hsa-miR-4530 2.0 × 10166

hsa-miR-3151-3p 4.5 × 10184 hsa-miR-3162-3p 5.3 × 10166

hsa-miR-197-3p 1.7 × 10182 hsa-miR-483-3p 1.7 × 10164

hsa-miR-1825 4.5 × 10180 hsa-miR-4725-5p 1.9 × 10164

hsa-miR-6834-3p 4.5 × 10180 hsa-miR-663a 1.1 × 10163

hsa-miR-4281 5.7 × 10180 hsa-miR-6794-3p 2.9 × 10163

hsa-miR-3591-3p 1.3 × 10177
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Table 6. Cont.

Top 25 Most Significant in SKBR3 Cell Line

microRNA Adj p-Val microRNA Adj p-Val

hsa-miR-7977 1.1 × 10235 hsa-miR-5100 4.5 × 10163

hsa-miR-6826-5p 2.2 × 10214 hsa-miR-4530 7.4 × 10163

hsa-miR-7975 6.5 × 10203 hsa-miR-6869-5p 2.1 × 10161

hsa-miR-6165 1.7 × 10190 hsa-miR-6085 3.0 × 10161

hsa-miR-5739 4.6 × 10185 hsa-miR-15b-5p 1.6 × 10156

hsa-miR-574-3p 4.6 × 10185 hsa-miR-20a-5p 1.6 × 10156

hsa-let-7a-5p 3.2 × 10179 hsa-miR-574-5p 5.1 × 10155

hsa-miR-6749-5p 5.6 × 10176 hsa-miR-8485 1.7 × 10153

hsa-miR-3162-5p 8.4 × 10173 hsa-miR-197-3p 7.0 × 10152

hsa-miR-1202 1.5 × 10171 hsa-miR-6090 8.0 × 10149

hsa-miR-4284 2.6 × 10168 hsa-miR-29c-3p 1.3 × 10148

hsa-let-7e-5p 2.1 × 10167 hsa-miR-4455 4.2 × 10148

hsa-miR-24-3p 1.5 × 10165

Upon further analysis, we found that the eight most crucial microRNAs identified
in the BT474 cell line were also among the top 50 (Table S8) microRNAs in the SKBR3
cell line. These microRNAs include hsa-miR-6886-3p, hsa-miR-4254, hsa-miR-4701-5p,
hsa-miR-3151-3p, hsa-miR-6834-3p, hsa-miR-4281, hsa-miR-4649-3p, and hsa-miR-3162-
3p. Additionally, two microRNAs with highly statistically significant changes discovered
in the SKBR3 cell line, hsa-miR-6826-5p, and hsa-miR-6869-5p, were found within the
top 50 (Table S8) important microRNAs in the BT474 cell line. These microRNA molecules
may play a role in the development of trastuzumab resistance mechanisms. Four microR-
NAs, including hsa-miR-574-3p, hsa-miR-4530, hsa-miR-8485, and hsa-miR-197-3p, were
identified among the 25 microRNAs with the most statistically significant results of the
test of the global null hypothesis of no change in expression across time in both cell lines,
suggesting their crucial role in trastuzumab resistance. Three of the four microRNAs (hsa-
miR-574-3p, hsa-miR-4530, hsa-miR-8485) were among the 34 and 38 microRNAs (Table S7)
in BT474 and SKBR3 cell lines, respectively, for which all pairwise timepoint comparisons
were statistically significant. This underscores their potential importance in trastuzumab
resistance development. Noteworthily, for hsa-miR-8485, all pairwise comparisons were
significant in both cell lines.

3.2.3. Analysis of miRNA Regulation of Genes

In our research, we employed a comprehensive approach by selecting the 25 genes
and miRNAs with the most statistically significant changes from their respective cell lines.
Our objective was to identify potential interactions between miRNAs and target genes
using the miRDB database [10]. The miRDB predicted three pairs of miRNA-gene targets,
as indicated in (Table 7).

Table 7. Pair of significant genes and miRNAs where miRNA target genes were predicted by
miRDB database.

miRNA.Name Gene.Symbol Target.Score

hsa-miR-4701-5p TFRC 69

hsa-miR-8485 E2F1 89

hsa-miR-8485 USP1 51

It is important to note that the miRDB predictions are assigned scores ranging from
50 to 100, with higher scores indicating greater statistical confidence in the prediction
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outcomes. Intriguingly, we observed that among these miRNA-gene pairs, four of the
miRNAs and genes belonged to the top 25 genes and miRNAs with the most statistically
significant changes identified in both cell lines. To gain deeper insights into the regulatory
dynamics at play, we conducted an analysis of the association between miRNA-gene target
pairs (miR-4701-5p-TFRC in Figure 6, figures for the remaining pairs from (Table 7) are
presented in Supplementary Figure S17), and the distribution of log2 fold change (log2FC)
values at their respective time points (Figure 6A) and average of time points (Figure 6B).
This allowed us to investigate the extent to which miRNAs exerted control over gene
expression within the context of the specific cell line under study.

Figure 6. (A) Box plot and (B) line plot of the distribution of log2 fold change (log2FC) values of
miRNA−target−gene pair, at their average and respective time points.

3.2.4. Gene Ontology Terms (GO Terms) Enrichment Analysis

This study leveraged high-throughput experiments to identify thousands of genes
associated with trastuzumab resistance development in breast cancer. These genes exhibited
diverse expression patterns throughout the study. The researchers conducted a Gene
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Ontology (GO) enrichment analysis [21] to gain insights into the underlying biological
processes. The analysis focused on molecular function (MF) and biological process (BP) GO
terms [22] separately for two cell lines, SKBR3 and BT474. SKBR3 showed 193 enriched MF
GO terms (Table 8) and 600 enriched BP GO terms (Table 9), while BT474 had 103 (Table 10)
and 354 (Table 11), respectively. Further investigation involved in-depth scrutiny of the top
20 statistically significant and the top 20 most overrepresented MF and BP GO terms for both
cell lines. Gene significance density plots were generated to visualize gene distribution by
p-value. To ensure result consistency within each cell line, the study examined the overlap
between the most significant and most enriched GO terms. A comparative analysis between
SKBR3 and BT474 included checking the overlap of GO terms, verifying enriched terms,
and comparing gene significance density plots. Lastly, a global analysis was performed to
categorize significant GO terms by molecular functions and biological processes, shedding
light on the major functional groups driving trastuzumab resistance. Figures S3 and S4
depict density plots revealing the distribution of the top 20 statistically significant MF
GO terms in the BT474 cell line. Five exhibits a symmetric distribution, encompassing
broad actions like DNA binding and protein homodimerization. In contrast, most GO
terms display a left-sided asymmetric distribution, including specific functions like DNA
replication origin binding and mRNA 5′-UTR binding. Notably, a deeper analysis reveals
that 10 of these terms are common between the most significant and enriched categories,
emphasizing their importance in BT474. These findings highlight the crucial roles of
these molecular functions in the studied process, as evidenced by their asymmetric gene
significance enrichment profiles. Figures S5 and S6 display density plots of the top 20 most
significant molecular function (MF) Gene Ontology (GO) terms in the SKBR3 cell line. Most
SKBR3 MF GO terms exhibit symmetric distributions, while only nine show asymmetric
distributions, with NADH dehydrogenase and single-stranded DNA binding being notable.
Among these terms, nucleosomal DNA binding stands out as the most influential in the
SKBR3 cell line despite some data inconsistency. Comparing the most significant Molecular
Function Gene Ontology (GO) terms in two different cell lines, BT474 and SKBR3, revealed
limited overlap, suggesting cell line-specific mechanisms in trastuzumab resistance. Three
common GO terms were found, such as single-stranded DNA binding, RNA binding,
and structural constituents of ribosome. However, their distribution patterns varied.
SKBR3 displayed more asymmetric plots and a higher percentage of enriched GO terms,
possibly due to its larger dataset. Despite differences, a substantial proportion of shared
molecular functions implies the existence of some universal mechanisms contributing to
trastuzumab resistance, albeit influenced by cell line-specific factors.

Figures S7 and S8 include density plots showcasing the top 20 most significant bio-
logical process (BP) Gene Ontology (GO) terms associated with the BT474 cell line. Like
the molecular function (MF) GO terms, many BP GO terms exhibit asymmetric gene
significance distributions. For example, “sister chromatid cohesion”, “DNA replication
initiation”, and “SRP-dependent cotranslational protein targeting to the membrane” dis-
play left-skewed plots. In contrast, 8 out of the top 20 BP GO terms exhibit relatively
symmetric distributions, including “cell division”, “cell proliferation”, and “DNA repair”.
Interestingly, there is no direct correlation between the number of genes within a particular
GO term and its gene significance distribution. However, there’s a tendency for these
terms to occupy higher hierarchical positions. When comparing the most significant and
enriched GO terms for BT474, only 4 out of 20 BP GO terms overlap. These common
terms include “DNA replication initiation”, “regulation of transcription involved in G1/S
transition of the mitotic cell cycle”, “NLS-bearing protein import into the nucleus”, and
“positive regulation of pri-miRNA transcription by RNA polymerase II”. Furthermore, all
these terms exhibit an asymmetric profile of gene significance enrichment, suggesting their
importance in trastuzumab resistance in the BT474 cell line. Moving on to the SKBR3
cell line, Figures S9 and S10 depict density plots for the top 20 most significant BP GO
terms. Unlike the MF GO terms, most BP GO terms in SKBR3 show asymmetric gene
significance distributions, with left-skewed plots for terms such as “mitochondrial transla-
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tional elongation” and “mitotic cytokinesis”. Conversely, 8 out of 20 BP GO terms display
relatively symmetric gene significance distributions, including “cell division” and “DNA
repair”. Unlike the BT474 cell line, there is no clear correlation between gene significance
distribution, the number of genes in a GO term, or its hierarchical level in SKBR3. Notably,
there is no overlap between the most significant and most enriched GO terms for SKBR3,
indicating the complexity of processes involved in trastuzumab resistance in this cell line.
Comparing the most significant BP GO terms between SKBR3 and BT474, 7 out of 20 are
shared, such as “cell division”, “DNA repair”, and “regulation of signal transduction by p53
class mediator”. However, the gene significance density plots reveal diversity, with some
terms showing asymmetric distributions in one cell line and symmetric distributions in the
other. This underscores the importance of certain biological processes, like “G1/S transition
of mitotic cell cycle”, in drug resistance development. In summary, while commonalities
exist in the main processes contributing to trastuzumab resistance between SKBR3 and
BT474, specific aspects and regulatory components differ, highlighting the cell line-specific
nature of these mechanisms. Nevertheless, universal biological processes are shared across
both cell lines, emphasizing their significance in trastuzumab resistance.

Table 8. Top 10 most significant and enriched resp. Molecular Function Gene Ontology (GO) terms
out of a total of 193 that have been identified for the SKBR3 cell line. A complete list of significant
and enriched GO terms in Table S10.

MF GO Term Analysis for SKBR3 Cell Line

Top 10 Most Significant MF Top 10 Most Enriched MF
GO Terms GO Terms

ID Term Adjusted
p-Value

ID Term %
Signif/All

GO:0003723 RNA binding 1.0 × 10−30 GO:0061608 nuclear import signal
receptor activity

100.00

GO:0003735 structural constituent
of ribosome

1.9 × 10−17 GO:0008097 5S rRNA binding 100.00

GO:0045296 cadherin binding 2.1 × 10−13 GO:0016884 carbon-nitrogen ligase
activity, with glutamine as
amido-N- donor

100.00

GO:0031625 ubiquitin protein
ligase binding

5.5 × 10−13 GO:0140142 nucleocytoplasmic
carrier activity

95.00

GO:0005524 ATP binding 2.2 × 10−9 GO:0000339 RNA cap binding 94.00
GO:0019899 enzyme binding 5.0 × 10−9 GO:0005123 death receptor binding 94.00
GO:0031492 nucleosomal DNA

binding
4.6 × 10−8 GO:0031492 nucleosomal DNA binding 93.00

GO:0003697 singl-strandd DNA
binding

8.4 × 10−8 GO:0030515 snoRNA binding 93.00

GO:0005525 GTP binding 2.0 × 10−7 GO:0008353 RNA polymerase II
carboxy-terminal domain
kinase activity

93.00

GO:0008565 protein transporter
activity

2.3 × 10−7 GO:0003688 DNA replication
origin binding

93.00
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Table 9. Top 10 most significant and enriched resp. BP GO terms out of a total of 600 that have
been identified for the SKBR3 cell line. Top 300 list of significant and top 20 enriched GO terms
in Table S12.

BP GO Term Analysis for SKBR3 Cell Line

Top 10 Most Significant BP Top 10 Most Enriched BP
GO Terms GO Terms

ID Term Adjusted
p-Value

ID Term %
Signif/All

GO:0051301 cell division 2.5 × 10−15 GO:0000920 cell separation
after cytokinesis

100

GO:0006364 rRNA processing 2.6 × 10−14 GO:1904874 positive regulation of
telomerase RNA
localization to Cajal body

100

GO:0070125 mitochondrial
translational elongation

2.1 × 10−12 GO:0000054 ribosomal subunit export
from nucleus

100

GO:1902036 regulation of
hematopoietic stem cell
differentiation

3.3 × 10−12 GO:0070525 tRNA threonylcarbamoy-
ladenosine metabolic
process

100

GO:0070126 mitochondrial
translational termination

5.2 × 10−12 GO:0051315 attachment of mitotic
spindle microtubules
to kinetochore

100

GO:0043488 regulation of
mRNA stability

1.0 × 10−11 GO:0060707 trophoblast giant cell
differentiation

100

GO:1901796 regulation of signal
transduction by p53
class mediator

2.4 × 10−11 GO:0090646 mitochondrial tRNA
processing

100

GO:0016579 protein deubiquitination 7.7 × 10−11 GO:0090151 establishment of protein
localization to
mitochondrial membrane

100

GO:0038061 NIK/NF-kappaB
signaling

1.3 × 10−10 GO:0072425 signal transduction
involved in G2 DNA
damage checkpoint

100

GO:0031145 anaphase-promoting
complex-dependent
catabolic process

2.5 × 10−10 GO:0016024 CDP-diacylglycerol
biosynthetic process

100

Table 10. Top 10 most significant and enriched resp. Molecular Function Gene Ontology (GO) terms
out of a total of 103 that have been identified for the BT474 cell line. A complete list of significant and
top 20 enriched GO terms in Table S9.

MF GO Term Analysis for BT474 Cell Line

Top 10 Most Significant MF Top 10 Most Enriched MF
GO Terms GO Terms

ID Term Adjusted
p-Value

ID Term %
Signif/All

GO:0005515 protin binding 1.3 × 10−12 GO:0003688 DNA rplication origin
binding

86.00

GO:0003697 single-stranded
DNA binding

2.1 × 10−5 GO:0030983 mismatched DNA binding 86.00
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Table 10. Cont.

MF GO Term Analysis for BT474 Cell Line

Top 10 Most Significant MF Top 10 Most Enriched MF
GO Terms GO Terms

ID Term Adjusted
p-Value

ID Term %
Signif/All

GO:0003677 DNA binding 3.9 × 10−5 GO:0097617 annealing activity 85.00
GO:0003688 DNA replication

origin binding
5.3 × 10−5 GO:1990825 sequence-specific

mRNA binding
80.00

GO:0030983 mismatched
DNA binding

5.3 × 10−5 GO:0008242 omega peptidase activity 77.00

GO:0003682 chromatin binding 7.6 × 10−5 GO:0043138 3′-5′ DNA helicase activity 75.00
GO:0003723 RNA binding 1.3 × 10−4 GO:0031996 thioesterase binding 73.00
GO:0097617 annealing activity 1.4 × 10−4 GO:0004303 estradiol 17-beta

dehydrogenase
activity activity

73.00

GO:0030331 estrogen receptor binding 9.0 × 10−4 GO:0000400 four-way junction
DNA binding

69.00

GO:0048027 mRNA 5′-UTR binding 1.1 × 10−3 GO:0031994 insulin-like growth factor
I binding

69.00

Table 11. Top 10 most significant and enriched resp. BP GO terms out of a total of 354 that have been
identified for the BT474 cell line. A complete list of significant and enriched GO terms in Table S11.

BP GO Term Analysis for BT474 Cell Line

Top 10 Most Significant BP Top 10 Most Enriched BP
GO Terms GO Terms

ID Term Adjusted
p-Value

ID Term %
Signif/All

GO:0051301 cell division 2.5 × 10−10 GO:0090161 Golgi ribbon formation 82.00
GO:0007062 sister chromatid cohesion 1.3 × 10−9 GO:0006744 ubiquinone biosynthetic

process
79.00

GO:0000082 G1/S transition of mitotic
cell cycle

2.8 × 10−8 GO:2000651 positive regulation of
sodium ion
transmembrane
transporter activity

77.00

GO:0008283 cell proliferation 2.1 × 10−7 GO:0048715 negative regulation of
oligodendrocyte
differentiation

75.00

GO:0006270 DNA replication initiation 4.1 × 10−7 GO:0031573 intra-S DNA damage
checkpoint

73.00

GO:0006614 SRP-dependent
cotranslational protein
targeting to membrane

4.3 × 10−7 GO:0000083 regulation of
transcription involved in
G1/S transition of mitotic
cell cycle

71.00
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Table 11. Cont.

BP GO Term Analysis for BT474 Cell Line

Top 10 Most Significant BP Top 10 Most Enriched BP
GO Terms GO Terms

ID Term Adjusted
p-Value

ID Term %
Signif/All

GO:0000184 nuclear-transcribed
mRNA catabolic process,
nonsense-mediated decay

1.9 × 10−6 GO:0006607 NLS-bearing protein
import into nucleus

71.00

GO:0019083 viral transcription 2.3 × 10−6 GO:0035461 vitamin transmembrane
transport

71.00

GO:0006364 rRNA processing 1.7 × 10−5 GO:0060576 intestinal epithelial cell
development

70.00

GO:0000083 regulation of
transcription involved in
G1/S transition of mitotic
cell cycle

2.1 × 10−5 GO:0003183 mitral valve
morphogenesis

70.00

In the final phase of the Gene Ontology study, significant GO terms were analyzed
separately for the BT474 and SKBR3 cell lines to uncover common molecular and cellular
factors driving resistance to trastuzumab. The analysis revealed that critical molecular func-
tions related to drug resistance included receptor binding (such as estrogen, retinoic acid,
and death receptors), protein kinase activities, GTPase-related functions, and ATP/ATPase
mechanisms. Additionally, significant functions were linked to transferase activities, RNA
processing, DNA replication and repair, and p53 binding. Key biological processes in-
volved cell cycle regulation, mitochondrial function, apoptosis, microRNA activity, stress
response, viral infection, microtubule organization, and DNA damage repair. Several path-
ways, including Wnt signaling and insulin receptor pathways, were also affected during
trastuzumab treatment and resistance development. For a detailed list of GO terms, refer
to the Supplementary Materials.

3.2.5. KEGG Pathways Enrichment Analysis

Section 2.1 highlights the complexity of trastuzumab resistance, involving numer-
ous genetic factors. To gain deeper insights into the underlying biological processes and
functional interpretation of high-throughput data, Section 3.2.4 focuses on Gene Ontology
(GO) enrichment analysis. This method helps identify significant molecular functions
and biological processes driving trastuzumab resistance, shedding light on the primary
mechanisms at play. Additionally, the section delves into KEGG Pathways enrichment
analysis, initiated by Professor Minoru Kanehisa in 1995 as part of the Japanese Human
Genome Program [23]. KEGG Pathways database offers manually curated pathway maps
encompassing molecular interactions, reactions, and networks involving genes, proteins,
RNAs, chemical compounds, and more. These pathways span various categories, including
replication, metabolism, transcription, and cellular processes, providing a comprehensive
understanding of biological processes [24]. This analysis examines genes identified as
significant in trastuzumab resistance development in BT474 and SKBR3 cell lines. Notably,
the study reveals that Herceptin treatment significantly affects 9 pathways in BT474 and a
striking 75 pathways in SKBR3. This discrepancy aligns with findings from the GO term
analysis and gene expression studies, underscoring the complexity of trastuzumab resis-
tance. The complete list of significant KEGG Pathways for both cell lines can be found in the
Supplementary Materials. A comprehensive comparative analysis was conducted on the
significance of various pathways in the BT474 and SKBR3 cell lines (Table S13 and Table S14,
respectively), focusing on their response to trastuzumab treatment. Three common key
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pathways were identified, cell cycle, cellular senescence, and DNA replication, signifying
their importance in both cell lines. Examining overrepresented pathways (Table S15 and
Table S16, respectively), SKBR3 displayed a notably higher percentage of genes significantly
affected within KEGG pathways (ranging from 76% to 94%) compared to BT474 (ranging
from 43% to 65%).

Four pathways—DNA replication, cell cycle, colorectal cancer, and bladder cancer—were
prominent in both cell lines, highlighting their significance. Furthermore, in the SKBR3
cell line, the 20 most significant and 20 most overrepresented KEGG pathways shared
seven pathways related to molecular activities (e.g., DNA replication, cell cycle, apoptosis)
and tumor development (e.g., pancreatic cancer, colorectal cancer). Interestingly, eight
pathways (Table 12) were found to be involved in drug resistance development in both
cell lines, underscoring the substantial overlap between these biological cell lines. Notably,
the SKBR3 cell line revealed greater complexity in molecular activities induced by Herceptin
exposure compared to BT474. These findings emphasize common resistance mechanisms
while acknowledging the unique aspects of each cell line’s response to treatment.

Table 12. KEGG Pathways common for both BT474 and SKBR3 cell lines (order is based on lower
adjusted p-value).

ID Pathway

path:hsa04110 Cell cycle—Homo sapiens (human)
path:hsa03460 Fanconi anemia pathway—Homo sapiens (human)
path:hsa04218 Cellular senescence—Homo sapiens (human)
path:hsa04115 p53 signaling pathway—Homo sapiens (human)
path:hsa03030 DNA replication—Homo sapiens (human)
path:hsa05169 Epstein–Barr virus infection—Homo sapiens (human)
path:hsa05219 Bladder cancer—Homo sapiens (human)
path:hsa05210 Colorectal cancer—Homo sapiens (human)

3.2.6. PPI Network Analysis

Integrating various “omics” data is essential for understanding intricate cellular-level
biological processes. In this study, a straightforward ID mapping method was employed
to link genomic data to proteomic data, focusing on protein-coding genes in the complete
human genome and proteome. To navigate complex biological interactions, the study
favored protein–protein interaction (PPI) networks over genomic networks due to their
higher density and connectivity. Unlike gene–gene interaction networks, PPI networks
provided a more reliable means to identify the shortest path between essential genes associ-
ated with trastuzumab resistance. The statistical analysis of the PPI network, particularly
the Gold set of interactions, is summarized in (Table 13). The study then delved into
detailed PPI network analyses for the top 25 significant genes in BT474 and SKBR3 cell
lines, complemented by literature-reported trastuzumab resistance-related genes. The re-
sults revealed a close and complex interplay among these significant genes, i.e., BIRC5
(Figure 7), (Figure 8), E2F1 (Figures S11 and S12), USP1 (Figures S15 and S16), and TFRC
(Figures S13 and S14), shedding new light on the pathways and networks involved in
trastuzumab resistance development.
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Table 13. Statistical parameters obtained by protein–protein interaction analysis in BT474 and SKBR3
cell lines).

PPI Statistics SKBR3 BT474

Total Genes 6588 7009
Total Unmapped Genes 128 142
Total Mapped Genes 6460 6867
Total Proteins Mapped 5871 6020
Total Unique Proteins Mapped 5871 6013
Total Edges Mapped 20,904 20,718
Total Nodes 6730 6667
Total Edges 16,421 16,301

Figure 7. Protein–protein interaction (PPI) sub-network focused on the BIRC5 gene, incorporating
the top 25 most significant genes in the BT474 cell line and genes associated with trastuzumab
resistance development.

Remarkably, BIRC5, E2F1, and RB1 are pivotal players at the core of these networks,
engaging with numerous proteins. As depicted in Figures 7 and 8, BIRC5 forms five direct
connections shared across both cell lines: caspase 9 (CASP9), exportin (XPO1), Aurora
kinase (AURKA), cyclin-dependent kinase 1 (CDK1), and inner centromere protein (IN-
CENP) [25]. CASP9, linked to apoptosis, AURKA, involved in cell cycle regulation and
tumorigenesis, and CDK1, essential for cell cycle progression, are vital contributors. XPO1
stands out due to its multiple connections and its role in regulating protein transport.
In SKBR3 cells, BIRC5 also connects directly with DIABLO and BECN1, influencing apopto-
sis and autophagy [14]. Additionally, BIRC5 interacts indirectly with BRCA1, TFRC, IGFBP3
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via AURKA, and RAC1 via CASP9, forming numerous connections via XPO1, including
MYC, RB1, E2F1, and IGF2BP1 [14].

Figure 8. Protein–protein interaction (PPI) sub-network focused on the BIRC5 gene, incorporating
the top 25 most significant genes in the SKBR3 cell line and genes associated with trastuzumab
resistance development.

4. Discussion

The primary aim of this research was to delve into the molecular mechanisms respon-
sible for developing resistance to trastuzumab, a drug used in breast cancer treatment.
Traditional studies on Herceptin resistance mainly focused on identifying differences be-
tween resistant and sensitive cells [26–28]. However, this approach has limitations because
cells can actively adapt to changing environments and treatment conditions. To address
this, we proposed a novel approach combining a longitudinal investigation of in vitro
resistance development with high-throughput microarray technology. Our comprehensive
analysis of gene expression data encompassed over 34,000 genes and identified 8873 and
13,891 genes significantly contributing to trastuzumab resistance in two breast cancer cell
lines, BT474 and SKBR3, with 5675 genes common to both cell lines. Further analysis
grouped these genes into various molecular functions and biological processes using Gene
Ontology terms. Additionally, we identified significant signaling pathways through KEGG
Pathway analysis, with eight pathways commonly affected in both cell lines. Our study
highlights the complexity of trastuzumab resistance development, emphasizing the need
for a multi-dimensional understanding of the process. This research contributes valuable
insights into potential targets for more effective breast cancer treatments [29,30]. In both cell
lines, four genes—BIRC5, E2F1, USP1, and TFRC—emerged as highly significant transcripts
within the top 25. BIRC5 and E2F1 exhibited a distinct expression pattern throughout the
study. They initially decreased upon drug exposure and then gradually increased, mirror-
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ing the gradual development of drug resistance. This pattern aligns with existing research
on BIRC5’s role in trastuzumab resistance, where the overactive PI3K/Akt [31] pathway
leads to survivin overexpression, contributing to resistance [32]. In patients with HER2-
overexpressing breast cancer, higher pretreatment survivin RNA levels correlated with
poorer responses to trastuzumab, indicating BIRC5’s involvement in primary Herceptin
resistance [32]. E2F1, a member of the E2F transcription factor family, shares similarities
with survivin (BIRC5) in contributing to trastuzumab resistance. E2F1 regulates cell growth
and apoptosis, often activated in response to DNA damage [33]. Fanconi anemia DNA
repair pathway emerged as crucial in trastuzumab resistance through KEGG pathway
analysis. E2F1 can also activate BIRC5, a known resistance factor. E2F1 is linked to HER2
signaling and trastuzumab actions, with research showing its involvement in proliferative
breast tumors. Interestingly, E2F1 expression levels rise during trastuzumab exposure, indi-
cating its potential role in drug resistance through independent HER2 pathway activation.
While the roles of BIRC5 and E2F1 in drug resistance in HER2 breast cancer are understood,
the involvement of USP1 and TRFC remains unclear. USP1 has been linked to cancer devel-
opment and metastasis but not yet to trastuzumab resistance. Interestingly, USP1 inhibitors
have shown promise in leukemia treatment. Suppressing USP1 leads to the degradation of
the ID1 transcription factor, crucial for cancer progression. The high representation of USP1
in molecular function and biological process gene ontology terms suggests its significant
role in trastuzumab resistance mechanisms. Unlike USP1, current scientific literature does
not mention TFRC’s role in Herceptin resistance development. Recent research has revealed
TFRC’s involvement in various cancer-related signaling pathways, notably the endocytosis
pathway, which is significant in trastuzumab resistance. While TFRC’s contribution to
Gene Ontology terms is less pronounced than USP1, it plays a role in the “response to drug”
biological process. This study emphasizes the importance of further investigating both
genes in trastuzumab resistance development, as their correlation with drug resistance
is not yet clear, and their molecular functions in the context of cancer progression and
trastuzumab resistance require deeper exploration.

Understanding the molecular mechanisms behind resistance to Herceptin is critical.
This study identified several genes, such as BIRC5, BRCA1, RB1, ERBB2, and others, as sig-
nificant players in trastuzumab resistance, supporting previous research. New candidate
genes like E2F1, USP1, and TFRC were also highlighted. Some genes, like IGF2BP1 and
GSTP1, showed potential involvement but require further confirmation. Surprisingly, this
study did not confirm the involvement of certain previously reported genes in resistance.
The findings suggest that primary Herceptin resistance may be linked to alterations in
downstream components of HER2 signaling pathways or antiapoptotic proteins, rather
than HER2 receptor activity itself. In contrast, acquired resistance may involve changes at
the receptor level, such as epitope masking or upregulation of receptor components. Some
intrinsic resistance mechanisms may overlap with acquired resistance, aligning with earlier
research. Overall, this study underscores the complexity of trastuzumab resistance involv-
ing both HER2-dependent and independent pathways. Our study significantly advances
our understanding of trastuzumab resistance by identifying new molecular contributors
and genetic pathways. This knowledge informs future cancer genetics and molecular
medicine research, potentially leading to effective adjuvant therapies. However, clinical
validation is crucial, as preclinical and in vitro findings may not always translate. Addition-
ally, we uncovered unexplored long non-coding RNAs and proteins, offering opportunities
for further basic research.

This study unequivocally demonstrates the substantial role of microRNA molecules
in developing resistance to trastuzumab. In both cell lines, more than 99.6% of the tested
human microRNAs exhibited statistically significant expression changes during the devel-
opment of drug resistance, even when applying stringent statistical criteria. Notably, using
a more rigorous threshold for medical purposes revealed a high percentage of significant
microRNAs, emphasizing the specificity of microRNA action. MicroRNA molecules play
crucial roles in cellular processes such as proliferation, development, metabolism, differ-

46



Curr. Issues Mol. Biol. 2024, 46

entiation, and apoptosis [34,35]. Their ability to target multiple mRNAs due to imperfect
matching and their widespread regulatory influence on protein-coding genes further high-
light their complexity [34]. Despite constituting only a small portion of the human genome,
microRNAs are predicted to regulate a substantial portion of protein-coding genes. Four mi-
croRNAs, specifically hsa-miR-574-3p, hsa-miR-4530, hsa-miR-8485, and hsa-miR-197-3p,
ranked among the top 25 most significant microRNAs in both cell lines, underscoring their
significant involvement in the development of trastuzumab resistance. In silico analysis was
conducted to identify potential targets of specific microRNAs (miRNAs) associated with
Herceptin resistance in breast cancer cell lines. For hsa-miR-574-3p, TargetScan predicted
potential targets such as RAC1, BIRC5, E2F1, PMP22, and EGFR [36]. Luciferase reporter
assays confirmed direct regulation of RAC1 and EGFR by miR-574-3p, both implicated in
Herceptin resistance [37]. Similarly, miR-4530 showed potential targets, including FOXO1,
MAPK4, and AKT predicted by miRDB [10] whereas Target Scan predicted BIRC5, TFRC,
HER2, ESR2, and AURKA [36], some of which are involved in HER2 signaling and were
important in Herceptin resistance. Another miRNA, hsa-miR-8485, was found to potentially
target genes like BIRC5, E2F1, USP1, RAC1, EPHA2, PTEN, and CCND1 [10,36], where,
E2F1 and USP1, being from the top four, were highly significant in both cell lines. Addition-
ally, miR-4701-5p was identified as targeting TFRC [10], which was highly significant in
both cell lines. These findings provide insights into the molecular mechanisms underlying
Herceptin resistance in breast cancer. The Hsa-miR-197-3p, a microRNA, plays a crucial role
in cancer progression, particularly in breast, bladder, and thyroid cancers. Multiple studies
emphasize the influence of long non-coding RNAs (ncRNAs) on regulating miR-197-3p
expression. LIFR-AS1 inhibits cell proliferation, migration, and invasion in breast cancer
by repressing miR-197 [38]. Similar results were observed in bladder [39] and thyroid can-
cers [40], where miR-197-3p downregulation led to decreased cell proliferation, migration,
and invasion due to the actions of specific ncRNAs. Notably, miR-197-3p is linked to the
PTEN/PI3K-Akt pathway [40], which plays a key role in HER2 signaling. This suggests that
miR-197-3p might be involved in an alternative pathway compensating for trastuzumab’s
therapeutic effects, a drug targeting HER2. Additionally, miR-197 targets MAPK1, a gene
associated with trastuzumab resistance. Overexpressing miR-197 can reverse drug resis-
tance by inhibiting MAPK1, as seen in gastric cancer cells [41]. Overall, miR-197-3p has a
significant role in trastuzumab resistance development, potentially through its regulation of
MAPK1 and involvement in alternative signaling pathways [41]. Furthermore, miR-197-3p
directly regulates other genes implicated in trastuzumab resistance, including FOXJ2 [42],
MTHFD1 [43], RAN [44], TUSC2 [45], and FUS1 [46], though their specific roles in drug
resistance and cancer progression require further investigation. These findings support
the hypothesis that miR-197-3p is a key player in developing resistance to trastuzumab,
a critical drug in breast cancer treatment.

In summary, our study suggests that nearly all known human microRNAs may play a
role in developing resistance to the drug trastuzumab. We identified four microRNAs that
are particularly important in both biological cell lines studied. Two of these microRNAs
are confirmed to be involved in either HER2 signaling or drug resistance, supporting
our findings’ reliability. The other two highly significant microRNAs, which have limited
existing information, were identified through computational analysis as potential regulators
of genes associated with trastuzumab resistance. However, further research is needed to
validate these hypotheses and understand the underlying mechanisms.

5. Conclusions

The current study conducted high-throughput microarray experiments to investigate
the intricate dynamics of gene and microRNA expression changes during the development
of trastuzumab resistance in two prominent breast cancer cell lines, BT474 and SKBR3.
The analysis of a pool of 34,000 genes revealed distinct patterns of differential expression,
with 8874 and 13,892 genes implicated in resistance development in BT474 and SKBR3,
respectively. Remarkably, our findings highlighted the significant involvement of key
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genes, including BIRC5, E2F1, USP1, and TFRC, which are crucial players in both cell lines,
particularly within the context of HER2 signaling. Moreover, the identification of novel
contributors to Herceptin resistance, such as IGF2BP1, GSTM3, RASD1, KLK11, GSTP1,
YWHAH, DTL, DOLK, NACC2, DDIT, and DNAJA3, among the top 25 significant genes,
suggests the existence of previously unrecognized mechanisms in drug resistance. Im-
portantly, our research also underscored the role of established genes, including BIRC5,
E2F1, BRCA1, RB1, ERBB2, EPHA2, IGFBP3, ADAM10, FOXM1, RAC1, MYC, CCND1,
PTEN, TP53, MAP2K4, and PI3KCA in contributing to resistance. Notably, protein–protein
interaction analysis illuminated the pivotal roles of BIRC5, E2F1, and RB1 as central hubs
within networks linked to Herceptin resistance. Furthermore, the significant impact of long
non-coding RNAs and microRNAs in this resistance context was evident, indicating their
potential as vital regulators in the process. Gene Ontology analysis highlighted enriched
molecular functions such as receptor binding, protein kinase activities, and DNA repli-
cation, while biological processes encompassed crucial aspects like cell cycle regulation,
apoptosis, and DNA damage repair. Pathway analysis brought to light 9 and 75 affected
networks in BT474 and SKBR3, respectively, with the convergence of eight common path-
ways, notably including cell cycle and p53 signaling. Notably, our investigation revealed
HER2-dependent and independent resistance mechanisms, thereby ruling out the involve-
ment of epitope masking and other ERBB receptors. Noteworthy complexities observed
in SKBR3 possibly arose from disparities in the cancer stage, considering the primary vs.
metastatic distinction. Intriguingly, our study highlighted the significant role of microRNAs
in Herceptin resistance, with hsa-miR-574-3p, hsa-miR-4530, hsa-miR-8485, and hsa-miR-
197-3p emerging as critical contributors, including some previously unreported microRNAs
specific to each cell line. These comprehensive findings shed light on the multifaceted
landscape of trastuzumab resistance in breast cancer, providing valuable insights for the de-
velopment of more effective therapeutic strategies and personalized treatment approaches.
Admittedly, the findings have been obtained based on an analysis of a limited amount
of material (that included, due to resource constraints, only two independent cell-line
replicates at each time point). Evaluation of their credibility should take this aspect of the
study into account. In this respect, further validation of the findings would be important.
For instance, an in vivo validation and analysis of gene expression at the protein level
could be used to ensure the accuracy and comprehensiveness of the microarray-based
findings. An investigation of the expression of identified DEGs in samples of patients
included in clinical databases and of the association with patients’ outcomes could shed
light on the relevance of the study’s findings to clinical practice. These extensions are left
for future research.
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Abstract: Nuclear receptor coregulators are the principal regulators of Estrogen Receptor (ER)-
mediated transcription. ERβ, an ER subtype first identified in 1996, is associated with poor outcomes
in breast cancer (BCa) subtypes, and the coexpression of the ERβ1 isoform and AIB-1 and TIF-2
coactivators in BCa-associated myofibroblasts is associated with high-grade BCa. We aimed to
identify the specific coactivators that are involved in the progression of ERβ-expressing BCa. ERβ
isoforms, coactivators, and prognostic markers were tested using standard immunohistochemistry.
AIB-1, TIF-2, NF-kB, p-c-Jun, and/or cyclin D1 were differentially correlated with ERβ isoform
expression in the BCa subtypes and subgroups. The coexpression of the ERβ5 and/or ERβ1 isoforms
and the coactivators were found to be correlated with a high expression of P53, Ki-67, and Her2/neu
and large-sized and/or high-grade tumors in BCa. Our study supports the notion that ERβ isoforms
and coactivators seemingly coregulate the proliferation and progression of BCa and may provide
insight into the potential therapeutic uses of the coactivators in BCa.

Keywords: estrogen receptor β; coactivator; correlation; coregulation; prognosis; therapy

1. Introduction
1.1. Two Estrogen Receptors

There are two estrogen receptor (ER) genes (ESR1/ERα and ESR2/ERβ). ERα and ERβ
are members of the nuclear receptor superfamily of transcription factors and share some
structural similarities, including a high degree of homology (96%) in their DNA-binding
regions. However, they also have distinct differences in genotype, tissue distribution, and
binding to pharmacological agents; they share only moderate homology in the ligand-
binding region, and they have markedly distinct NH2-terminal activation function-1 (AP-1)
regions. ERα and ERβ can form heterodimers [1]; when coexpressed, ERβ acts as a
transdominant inhibitor of ERα transcriptional activity. Thus, the relative levels of ERα
and ERβ in breast cancer (BCa) are likely to affect cell proliferation, signaling pathways,
and their response to ER ligands [2,3]. ERβ has different variant forms that interact with
multiple protein partners, as well as ligands, and heterodimerize with ERα, thereby creating
a highly complex labyrinth of functions. Furthermore, ERβ localizes in different cellular
compartments and is susceptible to different posttranscriptional modifications (PTM) [4–6].

The exact role of ERβ in BCa has not yet been fully established. Highly variable and
even opposite effects have been ascribed to the expression of ERβ isoform mRNA and
protein expression in BCa, including both proliferative and growth-inhibitory actions, as
well as favorable or adverse clinical outcomes [7,8]. Our recent study showed that ERβ1
protein expression is associated with poor prognostic markers [9]. ERβ2 and ERβ5mRNA
expression are risk factors for OS in BCa subtypes and are associated with poor prognostic
biomarkers, particularly in ERα-negative BCa and TNBC [10]. Overall, the outcome results
of ERβ expression in BCa are inconsistent. Such inconsistent and controversial results may
be due to the complexity of ERβ isoforms and the lack of standardized testing protocols
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but may also relate to various downstream signaling pathways, their PTM, and the their
involvement of coregulators in its transcription.

1.2. Nuclear Receptor Coregulators

Nuclear receptor (NR) coregulators have emerged as the principal regulators of gene
expression by directly interacting with and modulating the activity of NRs. ER-mediated
transcriptional and biological activities require the recruitment of a diverse array of coregu-
lator proteins to ERs. Coregulator complexes enable the ERs to respond to hormones or
pharmacological ligands and communicate with the transcription apparatus at target gene
promoters. Ligand-dependent and ligand-independent ERα and ERβ receptors recruit
coactivators and corepressors and activate or repress ER-mediated transcription [11–15].
Alterations in ER conformation induced by binding to different estrogen response element
(ERE) sequences modulate ERα and ERβ interaction with coactivators and corepressors [16].

Steroid receptor coactivator (SRC) family members, the p160 class, of coactivators
are a gene family characterized as the primary coactivators for NRs and are required
for NR-mediated transcription. They have been widely implicated in the regulation of
steroid hormone action by mediating functions of NRs and facilitating the assembly of
transcriptome complexes at target genes [14,17,18]. The SRC family consists of three
members: SRC-1 (NCOA1), transcriptional intermediary factor-2 (TIF-2/SRC-2/GRIP-
1/NCOA2), and amplified in breast cancer-1 (SAIB-1/SRC-3/NCOA3). The alteration or
deregulation of SRC coregulators is common in BCa and enhances both ligand-independent
and ligand-dependent ERα signaling to drive the proliferation, progression, and invasive
capacity of neoplastic cells [13–15,19].

Among the SRC family members, SRC-3/AIB-1 is the primary coactivator for ERα
and is overexpressed in BCa, and it is a crucial driver of mammary tumorigenesis [20–24].
AIB-1 mRNA and protein overexpression correlate with the expression of high Her2/neu,
larger tumor size, higher tumor grade, and poor disease-free survival (DFS). AIB-1 also
interacts with coactivates p65/NF-κB and plays an essential role in the NF-kB signaling
pathway [17,25]. Furthermore, AIB-1 facilitates the transition of downstream genes en-
coding cyclin D1 and the insulin-like growth factor-1 (IGF1) pathway [14,18,19], and it
promotes the epithelial–mesenchymal transition through its interaction with ERα and
worse outcomes in Erα-positive BCa [19,26]. In tamoxifen (TAM)-treated patients, high
AIB-1 expression is associated with TAM resistance and poorer DFS [19,27–29]. The overex-
pression of AIB-1 correlated with poor prognosis in TNBC patients [19,30].

TIF-2 is frequently overexpressed in various neoplasms. Recurrent prostate cancers
have exhibited high expression levels of THE androgen receptor, TIF-2, and SRC-1 [31].
TIF-2 correlates significantly with lymph node (LN)-positive BCa [32].

SRC-1 frequently correlates with high Her2/neu expression, LN metastasis, disease re-
currence, poor DFS, and more advanced disease stage in BCa [33,34]. SRC-1 is a coactivator
that can switch BCa from a steroid-responsive to a steroid-resistant state and promote the
aggressive BCa phenotype. It has been implicated in aromatase inhibitor-resistant recurrent
BCa [35]. SRC-1 and its homolog transcriptional co-activators p/CIP have been shown to
be the coactivators for NF-kB, CREB, and STAT-1 [36].

NF-kB is a pleiotropic transcription factor and is the key activator of genes involved
in host immunity and inflammatory responses with the induction of a large number of
genes that influence cellular proliferation and inflammation. NF-kB activity promotes
tumor proliferation, regulates cell apoptosis, and also induces the epithelial–mesenchymal
transition, which facilitates distant metastasis and transactivates the expression of cyclin
D1 and c-myc [37,38].

C-Jun is a component of the transcription factor AP-1. Extra- or intracellular signals,
including growth factors and transforming oncoproteins, stimulate the phosphorylation
of c-Jun at serine 63/73 and activate c-Jun-dependent transcription. Activated c-Jun has
been demonstrated to be associated with proliferation and angiogenesis [39], as well as
epithelial stem cell expansion [40].
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Cyclin D1 is frequently overexpressed in BCa and contributes to ERα activation in BCa.
AIB-1 and other steroid receptor coactivators can enhance the functional interaction of ERα
with the cyclin D1 promoter [41], while cyclin D1 can recruit SRC-1 and AIB-1 to ERα in the
absence of a ligand [42]. High cyclin D1 expression is associated with high proliferation and
a higher risk of death from BCa in ERα-positive BCa. However, no significant prognostic
impact of cyclin D1 expression has been found among ERα-negative cases [43], and the
reverse relationship was demonstrated for cyclin D1 overexpression in invasive ductal
carcinoma [44].

Overall, ERα-coactivator proteins enhance ligand-dependent and ligand-independent
ERα signaling, progression, endocrine therapy resistance, and metastasis in BCa. Suen et al. [45]
demonstrated that AIB-1 selectively enhances ERα but does not enhance ERβ-dependent
gene transcription. TAM-induced AIB-1 recruitment to the ER-ERE enhanced interaction
between AIB-1 and ERα but not ERβ. However, Liu et al. [46] observed opposing actions
of ERα and ERβ with the dominance of ERβ over ERα in the activation of cyclin D1
gene expression. Estrogens, which activate cyclin D1 gene expression with ERα, inhibit
expression with ERβ. The different recruitments of AIB-1 to ERα and ERβ may, in part,
explain the different associations between ERs and response to endocrine treatment [47].

On the other hand, Bai et al. [48] observed that both ERα and ERβ can interact with
the coactivator receptor interaction domains (RIDs) of all three SRC isoforms in living cells.
Other studies have also demonstrated that ERβ transactivation recruits members of the
SRC family [49,50]. The phosphorylation of AF-1 by MAP kinase (MAPK) leads to the
recruitment of SRC-1 by ERβ and provides a molecular basis for the ligand-independent
activation of ERβ via the MAPK cascade [51]. ERβ expression was significantly correlated
with SRC-1, TIF-2, and NCOR protein levels in BCa and the upregulation of expression
levels of ERβ and cofactors during the development of intraductal carcinomas [32]. ERβ
and GRIP1/TIF2 has been shown to interact in vitro in a ligand-dependent manner and
the transcriptional responses to estrogen in nonsmall cell lung cancer cells [52] and colon
cancer via ERβ [53].

In summary, the combinations of ligand and ER subtypes can effectively recruit
the three p160 coactivators albeit with differences in the levels and dose–response for
coactivator recruitment by some of the ligands, with respect to their agonist activity [49,54].
Thus, coactivators seem to play an important role in directing ERβ-regulating genes or
gene sets, further contributing to the functional complexity of ERβ.

Our previous study showed that high ERβ1 protein expression in BCa-associated
myofibroblasts (MFs) was significantly associated with AIB-1 and TIF-2 expression in
high-grade carcinoma with desmoplastic reaction and heavy lymphocytic infiltration [55].
Furthermore, our recent studies showed that high ERβ1 protein expression in ERα-negative
BCa was correlated with high Ki-67, P53, and Her2/neu expression [9], and the expression
of high ERβ2 and -5 isoform mRNAs is a poor risk factor and associated with high Ki-67
expression in BCa subtypes and subgroups [10]. As Erβ has strong affinity preferences for
particular coactivators, in this study, we aimed to identify specific co-activators that interact
with the Erβ isoform and are involved in the progression of BCa with ERβ expression.

2. Materials and Methods
2.1. Patients

All procedures involving patients with Bca were performed according to the ethical
standards of the Institutional Research Board, Bridgeport Hospital, Bridgeport, CT (IRB#
090101). This study included 65 Erα-negative (43 TNBC) and 73 ERα-positive BCa from
138 patients with a follow-up period from 2003 to 2010. The demographic and clinical
characteristics of all subjects were retrieved from medical records and cancer registry re-
ports, as well as pathology records for hormone receptor reports, histologic types, tumor
grades, tumor size, and AJCC tumor stages. Histological grades were assessed accord-
ing to the Bloom–Richardson classification criteria. The AJCC tumor stages consisted of
75 in stage 1, 45 in stage II, and 18 in stage III. The follow-up period ranged from 1 to
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96 months (median: 60 months); 20 patients died during this period. The phenotypic
BCa patterns were determined according to Erα, HER2/neu, and progesterone receptor
(PR) status following consensus guidelines. The proliferation marker Ki-67 was evaluated
for all tumors. The molecular types comprised 50 luminal A (Erα+/PR+/HER2−), 25 lu-
minal B (Erα+ and/or PR+/HER2+/Ki-67+), 17 HER2 (Erα−/PR−/HER2+), 17 basal-like
(ERα−/PR−/HER2−/CK5/6+), and 29 unclassified types [10].

2.2. Tissue Microarray (TMA) Preparation

Hematoxylin and eosin sections of formalin-fixed paraffin-embedded (FFPE) tumor
samples were evaluated. The TMA blocks were constructed using triplicate 0.6 mm diame-
ter cores selected from the most representative tumor cellular areas of the primary Bca.

2.3. Immunohistochemistry

Standard immunohistochemistry (IHC) was performed using 4 µm thick sections of
TMA slides of BCa following antigen retrieval with a steam-heating (95 ◦C) system in
0.01 M citrate buffer (pH 6.0) for 20 min or 1 mmol/L Tris–EDTA buffer at pH 9.0. The
slides were stained with the appropriately diluted antibodies (Table 1) using an automated
immunostainer (Dako, Santa Clara, CA, USA). Different clones of ERβ isoform antibodies,
prognostic markers, and coactivators (Table 1) were tested for the optimum and repro-
ducible immunoreaction, following the standard IHC testing protocol established in our
laboratory. The IHC testing was conducted on the following antibodies: Erα, Erβ1, Erβ2,
ERβ5, p-c-Jun (1:100), cyclin D1 (1:50), NF-kBp65 (1:100), SRC-1 (1:100), TIF-2 (1:50), AIB-1
(1:100), Ki-67, P53, CK 56, PR, and Her2/neu. The ERβ1 (38/AR385-10R), ERβ2 (57/3), and
ERβ5 (5/75) antibody clones used in our previous study [10] and in this study have been
tested by many investigators [7]; the immunogens were found to be peptide specific to the
ERβ2 and Erβ5 splice variants [56–61]. Under the optimum immunostaining condition,
ERβ1 (385p/AR385-10R) antibody displayed a consistent immunoreaction with each IHC
test. Myofibroblasts were identified by smooth muscle actin staining using the EnVision
G/2 double stain system. The positive and negative tissue and reagent controls were used.
The immunoreactions of nuclear staining were evaluated using a semiquantitative Allred
scoring system [10], summing the proportion of positive cells (scored on a scale of 0–5)
and staining intensity (scored on a scale of 0–3) to produce a cumulative score of 8. A total
score of 0–2 was regarded as negative, and a total score > 3 with 1–10% immunoreactive
cells as positive. For Erβ isoform protein expression, >20% nuclear positivity was taken as
the cutoff of positivity for ERβ1 and 2 isoforms, while >40% was applied for Erβ5 protein
expression [10]. Over 1% of ERα and PR nuclear staining was considered positive. The
Her2/neu expression was interpreted following the HercepTest kit guidelines and was
scored according to the ASCO/CAP guidelines and considered positive for 3+ Her2/neu
staining or 2+ Her2 staining with fluorescent in situ hybridization positivity. A nuclear im-
mune reaction of Ki-67 > 15% and p53 > 5% was considered positive. The positive nuclear
reaction of AIB-1, TIF-2, SRC-1, NF-kB, cyclin D1, and p-c-Jun in BCa were compared with
those of normal breast tissues.

2.4. Statistical Analysis

The associations and correlations between the Erβ isoform protein, coactivators, and
clinical characteristics were assessed for the entire cohort and the subtypes and subgroups
of BCa using Fisher’s exact test and by Spearman’s rank-order test, respectively. Overall
survival (OS) was calculated from the date of BCa diagnosis to death or the last follow-
up visit, and the OS outcomes were estimated using Cox univariate and multivariate
proportional hazard (PH) regression models. The hazard ratios were determined with 95%
confidence intervals. Results with a p-value < 0.05 were considered significant.

This study sample size was sufficient statistically to detect correlations as small as
±0.17 and to detect relationships that explain at least 3% of the variance in dependent
variables. All analyses were conducted using SAS 9.4 (SAS Institute Inc., Cary, NC, USA).
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Table 1. Antibodies for immunohistochemistry study.

Antibody Antibody Clone Supplier

ERβ1 385P/AR 385-10R Biogenex, San Ramon, CA, USA

ERβ2 MCA2279S/57/3 Bio-rads, Hercules, CA, USA

ERβ5 MCA4676/5/25 Bio-rads, Hercules, CA, USA

AIB-1 clone 34, mouse monoclonal BD Transductuction Labs, San Jose,
CA, USA

TIF-2 clone 29, mouse monoclonal BD Transductuction Labs, San Jose,
CA, USA

NF-kB p65 ABCAM E379 Waltham, MA, USA

SRC-1 clone 128E7, rabbit
monoclonal

Cell Signaling Technology, Daners,
MA, USA

Cyclin D1 DCS-6 DAKO, Carpintena, CA, USA

p-c-Jun 822, KM-1 Santa Cruz Biotech, Dallas, TX, USA

Actin-SMA clone 2A4, mouse antihuman DAKO, Carpintena, CA, USA

Ki-67 MIB-1 DAKO, Carpintena, CA, USA

P53 D07 DAKO, Carpintena, CA, USA

HER2/neu HerceptTest DAKO, Carpintena, CA, USA

ERα ID5 DAKO, Carpintena, CA, USA

PR Pg363 DAKO, Carpintena, CA, USA

3. Results

The immunostaining of ERβ isoform 1, 2 and 5 proteins was strongly positive in the
nuclei of luminal epithelial and myoepithelial cells, and stromal cells including fibroblasts,
myofibroblast (MF), endothelial cells, and lymphocytes in the benign breast tissues, whereas
that of Erα protein was positive only in the nuclei of luminal epithelial cells. The polyclonal
ERβ1 (385p/AR385-10R) and ERβ5 (57/3) antibodies produced a stronger nuclear staining
and some cytoplasmic staining than ERβ2. ERβ isoform 1, 2, or 5 protein expression
was detected in 61.5%, 44.9%, and 59.5% of the entire cohort, respectively. ERβ1 protein
expression showed differential expression in BCa subtypes with higher expression in well-
differentiated duct carcinoma and lobular carcinoma than in poorly differentiated BCa.
The ERβ1 protein expression was coexpressed with a high Her2/neu and p53 expression
in the ERα-negative BCa. A. high Ki-67 positivity > 15% correlated with ERβ1, ERβ2,
and/or ERβ5 protein expression in the various subtypes of BCa, as shown in our previous
study [10].

A high immunoreaction, as determined by an Allred score > 3, for AIB-1, TIF-2, SRC-1,
NF-kB, and p-c-Jun protein expression was consistently observed in the nuclei of neoplastic
epithelial cells, as well as in some stromal cells, particularly in MF (Figure 1). The nuclear
expression of ERβ1 in epithelial cells was positively correlated with that in MF. On the
contrary, ERαwas neither expressed in the stromal cells nor in the MF. The ERβ1 expression
was significantly associated with AIB-1, TIF-2, and p-c-Jun and with high-grade carcinoma
with desmoplastic reaction and heavy lymphocytic infiltration. The nuclear expression of
AIB-1, TIF-2, NF-kB, and p-c-Jun in MF gradually increased from the benign proliferative
disease to carcinoma. Overall, AIB-1 protein expression was exclusively present in BCa
and high-grade tumors and was higher in invasive BCa than in benign proliferative breast
tissues. The cyclin D1 reaction levels in ERα-positive BCa (32.9%) were higher than those of
ERα-negative BCa (11.4%) and TNBC (9.4%). Overall, the positive immunoreaction levels
of cyclin D1 and p-c-Jun were lower than those of AIB-1, TIF-2, and NF-kB.
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Figure 1. Immunohistochemistry stains of ERβ1 expression and coactivators in infiltrating duct car-
cinoma: (A) H & E staining of infiltrating duct carcinoma; (B) Erβ1 expression in the nuclei of benign 
epithelial cells and myoepithelial cells, stromal cells, and lymphocytes; (C) ERβ1 expression in the 
nuclei of neoplastic epithelial cells of infiltrating carcinoma and stromal cells and lymphocytes (im-
munohistochemistry staining using polyclonal ERβ1 385p/AR385-10R antibody); (D) ERα is ex-
pressed only in the nuclei of epithelial cells (original magnification 20×); immunohistochemistry 
stains of (E) AIB-1, (F) TIF-2, (G) SRC-1, and (H) p-c-Jun coactivators showing a positive nuclear 
reaction in the infiltrating carcinoma (original magnification 40×). 

3.1. Association of Coactivators and Clinical Parameters in BCa Subtypes 
A high cyclin D1 immunoreaction was positively associated with ERα-positive BCa, 

while that of TIF-2 and SRC-1 was associated with P53 > 5% positivity and that of p-c-Jun 
was associated with high Her2/neu expression (Table 2). However, there was an inverse 
association between cyclin D1 expression and luminal-B-type and TNBC (Table 3).

Figure 1. Immunohistochemistry stains of ERβ1 expression and coactivators in infiltrating duct
carcinoma: (A) H & E staining of infiltrating duct carcinoma; (B) Erβ1 expression in the nuclei of
benign epithelial cells and myoepithelial cells, stromal cells, and lymphocytes; (C) ERβ1 expression
in the nuclei of neoplastic epithelial cells of infiltrating carcinoma and stromal cells and lymphocytes
(immunohistochemistry staining using polyclonal ERβ1 385p/AR385-10R antibody); (D) ERα is
expressed only in the nuclei of epithelial cells (original magnification 20×); immunohistochemistry
stains of (E) AIB-1, (F) TIF-2, (G) SRC-1, and (H) p-c-Jun coactivators showing a positive nuclear
reaction in the infiltrating carcinoma (original magnification 40×).

3.1. Association of Coactivators and Clinical Parameters in BCa Subtypes

A high cyclin D1 immunoreaction was positively associated with ERα-positive BCa,
while that of TIF-2 and SRC-1 was associated with P53 > 5% positivity and that of p-c-Jun
was associated with high Her2/neu expression (Table 2). However, there was an inverse
association between cyclin D1 expression and luminal-B-type and TNBC (Table 3).

3.2. Spearman Rank Order Correlation between Coactivators and ERβ Isoforms

High expression levels of coactivators were significantly and differentially correlated
with the expression of ERβ isoforms and clinical parameters. In the entire cohort (Table 4),
high expression levels of AIB-1, TIF-2, and NF-kB were correlated with high ERβ1 and -5
expressions, while SRC-1, cyclin D1, and p-c-Jun were not associated with any of the ERβ
isoforms. A high expression of ERβ5 isoform was correlated with high Ki-67, her2/neu,
P53, and high-grade BCa; high ERβ1 expression was correlated with high Ki-67, high-grade
and large-size BCa; and ERβ2 expression was correlated with lymph-node positive BCa
and luminal-A-type BCa.
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Table 4. Spearman rank correlation of ERβ isoform protein expression with coactivators and clinical
parameters in the entire cohort.

ERβ1 Protein ERβ2 Protein ERβ5 Protein

AIB-1 0.19 (0.047) 0.066 (0.48) 0.25(0.0064)

NF-kB 0.21 (0.028) 0.13 (0.17) 0.41 (<0.0001)

TIF-2 0.24 (0. 008) −0.01 (0.90) 0.31 (0.0005)

SRC-1 0.17 (0.07) 0.07 (0.45) 0.12 (0.17)

p-c-Jun −0.04 (0.63) 0.08 (0.38) 0.06 (0.49)

Cyclin D1 0.11 (0.18) 0.11 (0.18) 0.13 (0.14)

Ki-67 0.38 (<0.0001) 0.14 (0.088) 0.34 (<0.0001)

P53 0.085 (0.33) 0.06 (0.49) 0.30 (0.029)

Grade 3 0.17 (0.049) 0.17 (0.071) 0.19 (0.024)

>2 cm 0.17 (0.04) 0.06 (0.49) 0.10 (0.23)

Her2/neu+ 0.26 (0.89) 0.25 (0.10) 0.31 (0.045)

LN+ 0.09 (0.29) 0.23 (0.007) 0.14 (0.08)

ERα+ 0.01 (0.81) 0.15 (0.07) −0.0005 (0.99)

PR+ 0.005 (0.95) 0.07 (0.39) −0.08 (0.32)

Luminal A type 0.005 (0.94) 0.17 (0.045) −0.08 (0.32)

Luminal B type −0.01 (0.87) −0.05 (0.54) −0.07 (0.37)

HER2 type −0.07 (0.39) −0.09 (0.27) 0.08 (0.36)

Basal type 0.03 (0.7) 0.05 (0.58) 0.17 (0.038)
Bold: significant p-value < 0.05.

In the subtypes and subgroups of BCa (Table 5), the coexpression of high AIB-1, NF-
kB, p-c-Jun, and TIF-2 and ERβ isoforms was significantly correlated with poor clinical
prognostic markers, such as high Ki-67, p53, high-grade BCa, large-size BCa, and/or
positive LN and with different types of BCa and molecular types. The coexpression of
cyclin D1 and ERβ5 was correlated with ERα- and PR-positive BCa and luminal-A-type
BCa, while p-c-Jun and ERβ5 were correlated with luminal-B-type BCa. Furthermore, the
coexpression of high ERβ1 and NF-kB, as well as TIF-2 was correlated with high-grade
BCa, and the expression of high ERβ1 and cyclin D1 was correlated with high Her2/neu
BCa and luminal-B-type. Coexpression of TIF-2 and both of the ERβ5 and ERβ1 isoforms
in TNBC suggests that TIF-2 may coregulate the proliferation and progression of Erβ-
expressing TNBCs.

Among the ERβ isoforms, the ERβ 1 and -5 isoforms, predominantly ERβ5, were
significantly correlated with coactivators in BCa, while ERβ2 was not associated with
coactivators. Among the coactivators, AIB-1, NF-kB, p-c-Jun, and TIF-2 were significantly
associated with ERβ isoform expression, while SRC-1 was not. Thus, SRC-1 seems inde-
pendent of the other coactivators.

3.3. Cox Univariate OS and Cofactors Expression in BCa Subtypes and Subgroups

Using a Cox univariate proportional hazards model (Table 6), it was found that among
the entire cohort, AIB-1, TIF-2, SRC-1, and NF-kB did not show any significant association
with OS. However, in the subgroups, cyclin D1 expression was the risk factor for OS in
ERα-positive BCa (p = 0.0336), PR-positive BCa (p = 0.0128), and luminal-A-type BCa
(p = 0.0320).
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Table 5. Spearman rank correlation of ERβ isoforms and coactivators in subtypes and subgroups.

ERβ 5
Expression

ERβ1
Expression

ERβ2
Expression

Correlation with subgroups r (p-value) * r (p-value) r (p-value)

AIB-1 ERα+ 0.34 (0.0082) 0.18 (0.16) 0.15 (0.25)

ERα- 0.18 (0.20) 0.21 (0.11) 0.012 (0.93)

Luminal A type 0.38 (0.019) 0.22 (0.17) 0.15 (0.34)

HER2 type 0.54 (0.035) 0.46 (0.08) −0.09 (0.73)

>2 cm tumor 0.29 (0.042) 0.11 (0.44) −0.16 (0.27)

Grade 3 0.23 (0.02) 0.14 (0.15) −0.12 (0.21)

Her2/neu+ 0.35 (0.027) 0.19 (0.23) 0.1 (0.34)

NF-kB ERα+ 0.43 (0.0004) 0.22 (0.07) 0.24 (0.06)

ERα- 0.39 (0.0078) 0.20 (0.17) 0.05 (0.72)

Luminal A type 0.51 (0.0007) 0.15 (0.33) 0.11 (0.50)

HER2 type 0.68 (0.035) 0.07 (0.08) −0.03 (0.9)

Ki-67 > 15% 0.31 (0.019) 0.16 (0.23) −0.07 (0.59)

Her2/neu+ 0.45 (0.0046) 0.20 (0.21) 0.15 (0.36)

>2 cm tumor 0.29 (0.042) 0.14 (0.35) −013 (0.39)

Grade 3 0.42 (<0.0001) 0. 25 (0.013) 0.15 (0.16)

PR 0.47 (0.0003) 0.023 (0.08) −0.13 (0.33)

LN+ 0.47 (0.013) −0.13 (0.51) 0.27 (0.16)

TIF-2 ERα+ 0.35 (0.0039) −0.21 (0.09) −0.15 (0.23)

ERα- 0.34 (0.043) −0.13 (0.34) −0.19 (0.16)

TNBC 0.33 (0.046) 0.33 (0.05) −0.19 (0.26)

Luminal A type 0.35 (0.019) 0.17 (0.24) 0.28 (0.07)

Ki-67 > 15% 0.32 (0.01) 0.15 (0.21) −0.12 (0.33)

p53 > 5% 0.28 (0.029) 0.12 (0.33) 0.12 (0.38)

Grade 3 0.30 (0.0023) 0.25 (0.012) 0.05 (0.61)

PR 0.28 (0.03) 0.16 (0.23) 0.19 (0.16)

Cyclin D1 ERα+ 0.29 (0.011) 0.19 (0.11) 0.16 (0.18)

Her2/neu+ 0.09 (0.53) 0.3 (0.049) 0.12 (0.45)

Luminal A type 0.25 (0.004) 0.11 (0.45) 0.25 (0.07)

Luminal B type 0.1 (0.49) 0.45 (0.02) 0.02 (0.94)

PR 0.24 (0.046) 0.22 (0.07) 0.09 (0.43)

p-c-Jun Luminal B type 0.44 (0.039) 0.007 (0.97) −0.008 (0.71)

SRC-1 ERα+ 0.18 (0.17) 0.09 (0.49) 0.01 (0.93)

ERα- 0.08 (0.48) 0.22 (0.07) 0.08 (0.52)

Her2/neu+ 0.53 (0.34) 0.10 (0.53) −0.09 (0.54)

PR 0.12 (0.34) 0.20 (0.11) 0.19/0.13
* bold: significant p-value < 0.05.
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4. Discussion

Studies on the role of coactivators in BCa have largely been investigated in ERα-
positive BCa. In ERα-positive BCa, AIB-1 amplification has been associated with worse
outcomes [26], progression of these tumors [62], resistance to TAM, early relapse during
treatment, and distant recurrences. Moreover, high AIB1 expression in patients with
Her2/neu-overexpressing tumors has been associated with an increased risk of relapse
on tamoxifen [63] and, along with poor prognostic factors, with poorer DFS and OS in
ERα-positive and -negative BCa [24]. This supports the notion of crosstalk between ERα
and growth factor receptor pathways through specific coactivator proteins. Furthermore,
high expression levels of cyclin D1 were significantly correlated to ERα positivity and with
luminal A type [64], as well as high proliferation and a higher risk of death in ERα-positive
BCa [43].

Studies on the role of ERβ isoforms and cofactors in BCa are limited. In this study,
the most pertinent findings are the significant association and correlation between the
expression of the Erβ5 and/or Erβ1 isoforms and AIB-1, NF-kB, TIF-2, p-c-Jun, and cyclin
D1 coactivators in the BCa subtypes and subgroups. However, ERβ2 was not associated
with coactivators and SRC-1 was not associated with ERβ expression. The coactivators were
found to be differentially correlated with ERβ5 and/or ERβ1 expression in ERα-positive
and ERα-negative BCa, as well as with TNBC and different molecular types of BCa. Their
coexpression is associated and correlated with high-grade and large-sized tumors and
high Her2/neu, p53, and Ki-67 positive BCa. High Ki-67 expression in BCa with high
NF-kB, TIF-2, and AIB-1 expression suggests that the coactivators may be involved in the
proliferation and growth of BCa. The coexpression of both ERβ5 and ERβ1 and TIF-2 in
TNBC suggests that both the TIF-2 and ERβ isoforms may be implicated in poor prognosis
in TNBC. The coexpression of high ERβ expression and AIB-1 and TIF-2 in MF in high-
grade carcinoma with desmoplastic reaction and heavy lymphocytic infiltration suggests
that the activation of AIB-1 and TIF-2 signal transductions in the MF may be involved in the
initiation and progression of ERβ1-expressing BCa [65], as MF are the predominant cells in
the cancer microenvironment that orchestrate the epithelial–mesenchymal crosstalk [66].
Tzelepi et al. [67] also reported that AIB-1 was more frequently expressed in the MF of
dysplastic or cancer-associated mucosa stroma compared with normal mucosa. Enhanced
nuclear ERβ1 expression and elevated nuclear AIB-1 expression were more frequently
noted in the MF of carcinomas of an advanced stage, supporting the notion of the possible
role of these coactivators in the initiation and progression of colorectal carcinomas through
paracrine actions [22].

Although ERβ2 expression in this study was not associated with the coactivators,
others have reported that ERβ2 mRNA levels are correlated with AIB-1 mRNA levels [68],
and ERβ2 protein expression was found to be strongly associated with p-c-Jun and NF-
kBp65 in ERα-negative BCa [69].

Furthermore, SRC-1 in our study was not correlated with any ERβ isoforms in BCa.
However, others [70] have observed that patients with high expression levels of Her2/neu
in combination with SRC-1 have a greater probability of recurrence on endocrine treatment
compared with those who are Her2/neu positive but SRC-1 negative. SRC-1 was associated
with nodal positivity and resistance to endocrine treatment. Fleming et al. [34] reported that
SRC-1 was inversely associated with ERβ, negatively associated with DFS, and positively
correlated with Her2/neu.

There was no significant association between OS and AIB-1, TIF-2, SRC-1, and NF-kB.
However, among the subtypes, cyclin D1 was a significant risk factor for OS in ERα-
positive BCa (p = 0.0336), PR-positive BCa (p = 0.0128), and luminal-A-type BCa (p = 0.0320).
Others reported that among the ERα-negative subgroup, strong AIB-1 protein expression
correlated with poorer DFS and overall survival and correlated with the amplification of
the Her2/neu gene [24]. AIB-1 was found to enhance the estrogen-dependent induction of
cyclin D1 expression by ERα [41].
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5. Conclusions

Our study is the first comprehensive simultaneous investigation of the correlation and
association of the ERβ1, ERβ2, and ERβ5 isoforms with multiple coactivators, including
AIB-1, NF-kB, cyclin D1, SRC-1, p-c-Jun, and TIF-2, in the entire cohort, as well as in
the subtypes and subgroups of BCa. AIB-1, NF-kB, p-c-Jun, and TIF-2 were found to be
associated and correlated with ERβ5 and ERβ1 expression, as well as with poor clinical
parameters, and were differently associated with the subtypes of BCa, including different
molecular types. ERβ5 was determined to be the predominant ERβ isoform associated and
correlated with coactivators in the subtypes and subgroups of BCa, while ERβ2 did not
demonstrate the relationship. High Ki-67 expression with the coexpression of coactivators
and ERβ5 suggests a potential involvement of the coactivators in the proliferation of ERβ-
expressing BCa. SRC-1 is not associated with any ERβ expression. Cyclin D1 was the risk
factor for OS only in the BCa subtypes.

In summary, although this study was limited by its relatively small sample size with
respect to the subtypes and groups, we firmly believe that the sample size sufficiently
supported both our positive and negative results.

ERβ interacts with the members of the SRC family and other coactivators and coreg-
ulate the development and growth of BCa [49–51,54]. As ERβ isoforms were found to be
the risk factors and associated with unfavorable clinical outcomes in BCa in our previous
study [10], the significant correlation between ERβ isoforms and the coactivators in the
present study supports the notion that the coactivators are co-implicated in the proliferation
of BCa and the risk factors of ERβ-expressing BCa.

Previous studies [71–74] have demonstrated that the activity of ERs depends on the
coordinated activity of ligand binding, PTM, and interaction with their partner coregulators
and that distinct receptor subtype-specific coregulators are recruited at the transcription
sites and factors, such as ERα or ERβ. Thus, further studies with other coregulators and
large cohorts of BCa subgroups and subtypes, including the BRCA-1-associated TNBC [75],
are needed to determine the involvement of specific coactivators in ERβ-expressing BCa.

This may provide insights into the potential usefulness of the coactivators as thera-
peutic targets in BCa in the adjuvant setting. The blocking of coactivators may slow disease
progression and potentially play an important role in the adjuvant setting to prevent disease
recurrence and the development of metastases in the subtypes of BCa [16,37,38,76–78].
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Abstract: Breast cancer is one of the most commonly diagnosed cancer types worldwide. Regarding
molecular characteristics and classification, it is a heterogeneous disease, which makes it more
challenging to diagnose. As is commonly known, early detection plays a pivotal role in decreasing
mortality and providing a better prognosis for all patients. Different treatment strategies can be
adjusted based on tumor progression and molecular characteristics, including personalized therapies.
However, dealing with resistance to drugs and recurrence is a challenge. The therapeutic options are
limited and can still lead to poor clinical outcomes. This review aims to shed light on the current
perspective on the role of miRNAs in breast cancer diagnostics, characteristics, and prognosis. We
discuss the potential role of selected non-coding RNAs most commonly associated with breast cancer.
These include miR-21, miR-106a, miR-155, miR-141, let-7c, miR-335, miR-126, miR-199a, miR-101,
and miR-9, which are perceived as potential biomarkers in breast cancer prognosis, diagnostics, and
treatment response monitoring. As miRNAs differ in expression levels in different types of cancer,
they may provide novel cancer therapy strategies. However, some limitations regarding dynamic
alterations, tissue-specific profiles, and detection methods must also be raised.

Keywords: breast cancer; miRNA profiling; cancer diagnostics; cancer therapy

1. Introduction

Breast cancer (BC) is the most commonly diagnosed cancer worldwide [1,2]. This
disease constitutes approximately 11.7% of total cancer cases. It has recently overtaken
lung cancer, which is assessed at 11.4%. Consequently, breast carcinoma is the leading
cause of death among females and the fifth among both sexes (although rare in males) [3–5].
Non-invasive breast cancer ductal and lobular carcinomas in situ represent 15% of total
breast malignancies. The first type develops in milk ducts, whereas the latter originates in
breast lobules. However, in both cases, cells can transform and become invasive [6].

Without a doubt, breast malignancy is heterogeneous, which makes it more challenging
to diagnose. The entities of neoplasms differ regarding how they were triggered, how
they respond to therapy, and the outcome. According to the World Health Organization
(WHO), there are at least 18 histological types of breast carcinoma. There is a significant
difference between histological and molecular classification. Luminal, HER2-enriched
(human epidermal growth factor receptor 2), basal-like, and normal breast-like are identified
as four molecular subtypes. The luminal is further divided into subgroups: luminal A and
luminal B [7]. The molecular taxonomy involves profiling of gene expression, evaluated at
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the mRNA levels, which provides a high sensitivity of detection. Early detection plays a
crucial role in decreasing mortality and providing a better prognosis for patients.

Breast malignancy has numerous risk factors such as sex, age, having children, age
at first birth, family history, genetic background, taking birth control pills, alcohol con-
sumption, smoking, etc. [4,8]. The prognosis and treatment of breast carcinoma depends,
among other things, on tumor-node-metastasis staging. The other crucial factors are
lymphovascular spread, age and menopausal status of the patient, histological grade,
hormone receptor status, and overexpression of ERBB2/HER2 (erythroblastic oncogene
B2/HER2) [9]. Altogether, dealing with unequivocal diagnostics, metastasis, resistance
to drugs, and recurrence are the burdens of breast cancer treatment that result in severe
limitations in therapy efficacy. That is why developing novel diagnostics and treatment
strategies is so valid. It seems that an epigenetics assessment covering micro-ribonucleic
acid (miRNA) profiling might significantly contribute to better patient outcomes as it refers
to many pathways involving oncogenes or tumor suppressor genes [10–12].

2. Breast Cancer Treatment Strategies Based on Molecular Characteristics

Early cancer diagnosis increases treatment options and patients’ survival. Available diag-
nostic strategies are based on medical imaging and biomarker analysis. In 20 to 30% of invasive
breast cancer cases, the overexpression or amplification of HER2 is observed [13–15]. Dimeriza-
tion of the receptor initiates various signaling pathways, leading to cell proliferation and
tumorigenesis. This is why HER2-positive cells are more aggressive than HER2-negative
breast cancer cells [16]. There are some known upregulated miRNAs in HER2+ breast
cancer patients, e.g., miR-4728 or miR-146a-5p, and also there are miRNAs which are
HER2 cell signaling inhibitors, like miR-33b, miR-491-5p, miR-634, and miR-637 [17–20].
Furthermore, miR-342-5p and miR-744 are significantly downregulated in HER2-positive
breast tumors as compared to HER2-negative tumors, and higher expression of miR-342-5p
is associated with better survival in both HER2-positive and HER2-negative breast cancer
patients [17].

Targeted therapy for HER2-positive breast cancer uses monoclonal antibodies such
as trastuzumab (known as Herceptin), pertuzumab, and margetuximab [16]. They bind
HER2 protein, attenuate proliferation signaling, and decrease cancer growth. This protein
is a kinase that can also be blocked with drugs such as lapatinib or neratinib, which are
kinase inhibitors [16]. Alternatively, another strategy can be involved that is based on an
antibody–drug conjugate (ADC) [16]. One of the examples is ado-trastuzumab emtansine
(Kadcyla), a combination of Herceptin and the chemotherapeutic drug emtansine [16]. It is
used to treat early-stage breast cancer after surgery or in advanced stage after chemotherapy.
The FDA also approved Enhertu (a HER2-directed antibody and topoisomerase inhibitor
conjugate) that works for patients with an inoperable or metastasized tumor [16]. Another
strategy is based on targeting hormone receptors (in estrogen-positive cancers). Cancer
can also be targeted with drugs such as CDK4/6 inhibitors (palbociclib, ribociclib, and
abemaciclib) that enable the slowing down of cancer development. The drugs block cyclin-
dependent kinases (CDKs) and stop cells from dividing [18]. Similarly, some well-known
mTOR inhibitors (e.g., sirolimus, everolimus, and temsirolimus) attenuate the malignancy
potential of cancer cells [19]. Another signaling pathway effectively blocked in cancer is the
PI3K pathway (found to control the proliferation and survival of breast cancer that results
in tumor growth inhibition) [16].

However, one of the most critical pathways in cancer development is associated
with BRCA genes (BRCA 1 and BRCA 2), which are related to DNA repair and cell cycle
control [20]. The human BRCA1 mRNA 3′UTR region is predicted to bind 20–100 miRNAs,
whereas some of these, e.g., miR-146a, miR-146b-5p, miR-182, miR-16, miR-17, miR-15a, and
miR-638, were shown to regulate BRCA1 expression [21]. BRCA1 epigenetically represses
miR-155, and overexpression of miR-155 accelerates tumor cell line growth in vitro [22].
Moreover, there are also miRNAs such as miR-155, miR-148, miR-152, miR-205, miR-99b,
and miR-146a, which are targeted by BRCA1 [21]. BRCA1 was shown to be associated with
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the expressions of both precursor and mature forms of let-7a-1, miR-16-1, miR-145, and
miR-34a [23].

The risk of developing breast (or ovarian) cancer in carriers of mutations in these tumor
suppressor genes is significantly higher than in non-carriers. Precisely, in the general pop-
ulation, about 13% of women will eventually develop breast cancer [24], while 55–72% of
women who inherit a harmful BRCA1 variant and 45–69% of women who inherit a harmful
BRCA2 variant will develop breast cancer by 70–80 years of age [25–27]. Noteworthy, the
risk depends on several factors, some of which have not been fully characterized. Another
protein associated with the DNA repair pathway is PARP (poly (ADP-ribose) polymerase),
which can be targeted with olaparib and talazoparib [16,20]. However, these strategies
are not efficient enough in diagnostics (mutation detection) or therapy. Thus, providing
novel diagnostic and therapeutic targets is still highly important, and miRNA could be a
promising area.

3. miRNAs—The Mechanism of Action

miRNAs are defined as endogenous, 21–25 nucleotide single-stranded RNAs (ssRNAs)
that are produced from hairpin-shaped precursors [25]. These molecules are involved in
processes crucial for development and general metabolism. The role of these non-coding
RNAs covers cell proliferation, differentiation, apoptosis, and tumorigenesis [26]. As
shown in Drosophila melanogaster, miRNAs controlled cell death, proliferation, and Notch
signaling [27–29]. In mice, they were shown to contribute to T-cell development and in-
nate immunity [30–32]. In humans, miRNAs were shown to participate in the regulation
of granulocyte maturation [33], development and function of the immune system [34],
adipocyte differentiation [35], antiviral defense [36], gene downregulation in colon adeno-
carcinoma [37] and upregulation in B-cell lymphoma [38,39], and many other functions.
Recent studies have shown the pivotal role of specific miRNAs in the development, pro-
gression, and cancer response to treatment [40–42]. It was also suggested that miRNAs
could function as breast cancer biomarkers due to their aberrant expression [7].

The miRNA-related mechanism of gene expression modulation is related to the post-
transcriptional effect, possibly due to the base pair complementarity with mRNA molecules.
The gene silencing process can be conducted with mRNA cleavage or inhibition of transcript
translation [43]. Predominantly, miRNAs bind to the sequence at the 3′ UTR of their
target mRNAs, but binding to other mRNA regions such as the 5′ UTR and the coding
sequence was also revealed [43]. Significantly, miRNA binding to 3′ UTR and coding
regions contributes to gene expression silencing, while binding the promoter region results
in transcription induction [43]. miRNA does not usually show complete complementarity
to the 3′ UTR, which enables the targeting of many of genes, some of which may be involved
in carcinogenesis [44]. The miRNA genes are situated directly at or near mutation-prone
sites of chromosomes. Thus, DNA damage influences the expression of tumor suppressors
and miRNAs. The variety of miRNA expression that regulates cancer-related genes make
miRNAs a new class of oncogenes and tumor suppressor genes [26].

The miRNA mechanism of action and transcription starts in the nucleus, from miRNA
genes. Formation of pri-miRNA is operated by RNA polymerase II (Pol II), Drosha and
Pasha cofactor, into 60- to 110-nucleotide pre-miRNA hairpins. It is exported to the cy-
tosol, where it is cleaved by the RNase activity of Dicer into a transient, 22-nucleotide
miRNA/miRNA duplex intermediate. The duplex loads onto components in the RNA-
induced silencing complex (RISC) and separates. Further, the miRNA-RISC complex leads
to double-stranded helix formation by complementing the antisense strand with the mRNA
sequence target. If mRNA is bound with complete complementarity, it encounters endonu-
cleolytic cleavage (Figure 1). Partial complementarity leads to translational repression,
probably by forming a bulge sequence in the middle of the helix [45].
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where Dicer cleaves it by the ribonuclease (RNase) activity into a transient miRNA/miRNA duplex 
intermediate. The duplex loads onto components in the RNA-induced silencing complex (RISC), 
separate, and leads to double-stranded helix formation by complementing the antisense strand with 
the mRNA sequence target. mRNA could bind with complete complementarity, which leads to en-
donucleolytic cleavage, or just with partial complementarity, which drives translational repression, 
probably by a bulge sequence formation. 
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106b; the effects are mainly mediated by the downregulation of SMAD), Wnt/β-catenin 
(miR-4469 is a main inducer of the pathway in breast cancer cells while miR-34a is the 
main repressor), NF-κB (directly targeted by miR-29a, which controls proliferation, cell 
cycle, and apoptosis, but also controlled by miR-1246, miR-449a, or miR-200b), 
PI3K/Akt/mTOR (miR-21 is the main inducer of the pathway), Notch (miR-34a plays a 
critical function in sustaining breast cancer stem cells), and ERK/MAPK (controlled by 
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to many pathways related to the differentiation and migration of breast cancer cells. Var-
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Figure 1. The transcription and mechanism of miRNA action (according to [45], created in BioRen-
der.com). The microRNA gene is operated by RNA polymerase II (Pol II) into primary microRNA
(pri-miRNA), which is prepared into pre-miRNA hairpins by Drosha and Pasha (RNase III enzyme
and its cofactor). Then, the pri-miRNA is exported by Exportin-5 from the nucleus to the cytoplasm,
where Dicer cleaves it by the ribonuclease (RNase) activity into a transient miRNA/miRNA duplex
intermediate. The duplex loads onto components in the RNA-induced silencing complex (RISC),
separate, and leads to double-stranded helix formation by complementing the antisense strand with
the mRNA sequence target. mRNA could bind with complete complementarity, which leads to
endonucleolytic cleavage, or just with partial complementarity, which drives translational repression,
probably by a bulge sequence formation.

4. The Potential of miRNAs in Current Cancer Diagnostics and Therapy

By targeting numerous transcripts, miRNAs affect pathways, leading to different
phenotypic status [46]. Over the years, abnormal levels of various miRNAs have been
reported in many cancers, including breast cancer. There is a strong belief that miRNA
expression profiles could become predictive and prognostic biomarkers, similar to protein-
coding gene expression assessment. The levels of individual miRNAs differ between breast
cancer stages, which could also be used in future diagnostics. Depending on the type of
cells, the same miRNAs can show oncogenic or tumor suppressor properties [47–49].

As reported, miRNAs interact with cell signaling pathways and affect breast cancer
metastasis and progression. They can regulate TGF-β (miR-106b, miR-200 family, miR-
106b; the effects are mainly mediated by the downregulation of SMAD), Wnt/β-catenin
(miR-4469 is a main inducer of the pathway in breast cancer cells while miR-34a is the main
repressor), NF-κB (directly targeted by miR-29a, which controls proliferation, cell cycle,
and apoptosis, but also controlled by miR-1246, miR-449a, or miR-200b), PI3K/Akt/mTOR
(miR-21 is the main inducer of the pathway), Notch (miR-34a plays a critical function in
sustaining breast cancer stem cells), and ERK/MAPK (controlled by miR-543, miR-200c, or
miR-148a/152) pathways [50]. Significantly, the latter can contribute to many pathways
related to the differentiation and migration of breast cancer cells. Various studies showed a
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correlation between individual miRNAs and ERK/MAPK and the ability of miRNAs to
downregulate or upregulate this pathway [50]. For example, miR-543 was shown to impair
tumor growth and proliferation in breast cancer cell lines (MCF-7, MDA-MB-231, MDA-
MB-453, HCC-1937) by inhibiting ERK2 activity [51]. Noteworthy, abnormal activation of
receptor tyrosine kinases (RTKs, one of the mediators in the ERK/MAPK pathway) results
in the progression of various cancers. This pathway (also known as the Ras-Raf-MEK-ERK
pathway) conveys extracellular information to the DNA in the nucleus and takes part in
cell proliferation and differentiation control [51,52]. The pathway can be initiated with
growth factors, cytokines, or hormones. They bind to the two subunits of a RTK, followed
by the dimer formation. RTK binds to adaptor proteins, which attract guanine–nucleotide
exchange factors (GEFs). These factors displace GDP from RAF proteins and allow GTP
to bind, which causes RAS activation. Then, further protein kinases, RAF, and MEK are
activated. The final enzyme MAPK (ERK) is translocated to the nucleus and activates
transcription factors [51–53]. RTK are transmembrane proteins that mediate cell-to-cell
communication. The aberrant activation of RTKs is found as a cancer progression factor [52].
Thus, they are used as therapeutic targets. Unfortunately, tyrosine kinase inhibitors have
multiple side effects, including diarrhea, nausea, vomiting, oral ulceration, headache, and
dizziness [54]. In addition, the drug-resistance cases of tyrosine kinase inhibitors (TKI) are
already known [54]. Therefore, the use of RTK inhibitors has become limited. Thus, novel,
more specific strategies, e.g., miRNA-based strategies, are expected.

5. microRNA Profiling

miRNAs were shown to modulate the chemosensitivity of cancer cells to therapeutic
agents, but this relationship is still unclear. Due to the diagnostic potential in breast
cancer, miRNA profiling has become of interest in many studies. However, first, high-
efficacy isolation must be provided. miRNA isolation can be performed from various
biological samples such as cells in culture, tissue, blood plasma, serum, and other body
fluids. miRNAs are more stable than mRNAs in blood plasma and serum, contributing to
their potential use in gene regulation research. There are some challenges in selecting a
method for miRNA profiling. microRNAs represent a small part of the total RNA fraction
and can differ by a single nucleotide, which makes them more challenging to identify and
distinguish. Thus, it is crucial to select the appropriate microRNA profiling method. Each
method has its advantages, disadvantages, and limitations. They differ in the required
amount of RNA, sensitivity, specificity, and costs.

One established method is real-time quantitative reverse transcription PCR (qRT-PCR),
based on the reverse transcription of miRNA to cDNA and polymerase chain reaction
(SybrGreen- or probe-labeled systems). Another method, microarray, relies on the hy-
bridization of the labeled miRNA using capture probes, but this method cannot be used
to determine absolute quantification. Another hybridization-based method is Nanostring
nCounter, but one of the most modern methods is based on next-generation sequencing that
allows the distinguishing of different miRNAs with very high accuracy [55–58]. Eventually,
based on the collected literature data, several upregulated or downregulated miRNAs can
be listed in breast cancer (Table 1). We consider them as potential cancer biomarkers that
can become useful in medical diagnostics.
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5.1. miR-21

In 2019, a study investigating miR-21 levels in the plasma of breast cancer patients
and breast cancer cell lines was published. The study included 127 healthy patients
(controls), 82 patients with benign breast tumors, and 252 with breast cancer. The levels of
miR-21 were found to be different between these groups—the lowest miR-21 levels were
found in healthy controls, while an increase in miR-21 levels was observed in patients
with breast cancer. miR-21 levels were also compared between patients with different
stages of the disease. Plasma miR-21 levels of breast cancer patients were correlated
with the tumor, node, and metastasis (TNM) stage. In particular, an increase in miR-21
level was observed in the T3 stage, meaning the tumor is bigger than 5 cm. Then, the
breast cancer cell lines Hs578T and MDA-MB-231 were transfected with a miR-21 inhibitor.
After 14 days, it was found that colony formation ability was reduced in transfected
cells compared with the controls. Transwell and wound healing tests were performed
using the same cell lines to assess the ability of the cells to migrate. The tests confirmed
that the miR-21 inhibitor reduced cell migration capacity. These results showed that
inhibition of miR-21 could reduce metastasis and breast cancer proliferation. This means
that therapies with miR-21 inhibitors might constitute a promising strategy for breast
cancer patients [100,101]. miR-21 was also shown to play a crucial role in regulating drug
resistance in breast cancer, and its overexpression was correlated with the development of
multidrug resistance (MDR) [58]. Specifically, the research investigating the association of
miR-21 expression with drug resistance in breast cancer indicated that miR-21 modulated
the resistance of breast cancer cells to doxorubicin [58]. The study used a breast cancer cell
line (MCF-7) and a doxorubicin-resistant breast cancer cell line (MCF-7/ADR). As reported,
miR-21 expression was increased in MCF-7/ADR cells relative to MCF-7 cells. Importantly,
one of the targets for miR-21 is the tumor suppressor gene PTEN, and in this study, PTEN
expression was downregulated in MCF-7/ADR cells. This study suggested that miR-21
overexpression was associated with doxorubicin resistance to breast cancer and mediated
by targeting phosphatase and tensin homolog (PTEN) [58,61]. Similarly, other research
showed that miR-21 targeted insulin-like growth factor binding protein 3 (IGFBP3), which
can be associated with brain metastases of BC cells. miR-21 was shown to cause an increase
in cancer cell proliferation, migration, and the epithelial-to-mesenchymal transition (EMT)
mediated by targeting TPM1, PCD4, and TGF-beta1 [64]. Knockdown of this particular
miRNA was reported to induce cell apoptosis and inhibit proliferation and invasion of
EMT [64].

5.2. miR-106a

It was reported that miR-106a was overexpressed in breast cancer tissue compared with
normal tissue and was correlated with enhanced breast cancer cell proliferation. It was also
associated with the downregulation of P53, BAX, and RUNX3 and the upregulation of Bcl-2
and ABCG2, which promote breast cancer cell proliferation. In addition, it was reported
that upregulation of miR-106a decreased cell sensitivity to cisplatin [69]. The study in the
mouse model also showed that miR-106a overexpression affected drug chemosensitivity.
MDA-MB-231 and MCF-7 cell lines were treated with miR-106a inhibitor and miR-106a
mimic. The mice were used to make a transplanted tumor model, and then the cisplatin
treatment was added. The inhibition of tumor growth was observed when the inhibitor was
applied, suggesting an association between miR106a and tumor sensitivity to cisplatin [102].
Altogether, it was reported that miR-106a could contribute to enhanced cell proliferation
due to lowered sensitivity to chemotherapeutic agents [69,102]. Another study revealed a
possible correlation between miR-106a levels and breast cancer cell proliferation mediated
by RAF-1, activating the MAPK/ERK signaling pathway [68].

5.3. miR-155

miR-155 is an oncogenic miRNA involved in breast cancer growth regulation and is up-
regulated in breast cancer specimens. It was shown to contribute to telomere destabilization
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due to targeting TRF1 (shelterin component) [74] in MCF-7, SK-BR-3, and MDA-MB-468
cells. miR-155 overexpression was reported to reduce the expression of TRF1, leading
to increased chromosome instability. Interestingly, reducing miR-155 levels showed an
opposite effect [73,74,103,104].

5.4. miR-141

It was reported that the levels of miR-141 were decreased in breast cancer cells relative
to surrounding tissues (qPCR) [78]. Additionally, the miR-141 level was correlated with
the tumor stage. As demonstrated, overexpression of this miRNA was associated with
decreased cell proliferation and enhanced apoptosis. Moreover, wound healing, assays,
showed that miR-141 overexpression was accompanied by the inhibition of MDA-MB-231
cell migration. More detailed analysis revealed that one of the miR-141 targets, acidic
nuclear phosphoprotein 32 family member E (ANP32E), was manifested by a significantly
decreased level of ANP32E both at mRNA and protein levels in the miR-141 mimics
transfected group [78]. Consequently, experiments with specific vshRNAs revealed that
ANP32E knockdown inhibited MDA-MB-231 cell proliferation [78]. The relationship be-
tween ANP32E and triple-negative breast cancer was studied and it was demonstrated that
ANP32E promotes tumor proliferation and the G1/S transition [79].

Another study demonstrated that miR-141-3p overexpression was correlated with
aggressive breast carcinoma cases. The miRNA expression was compared between differ-
ent breast tissues (malignant and benign), and significantly high miR-141-3p expression
was demonstrated in grade III breast cancer compared to grade II [105]. These results
suggested that miR-141-3p could discriminate malignant from benign breast tissues and,
even more, could distinguish TNBC (triple-negative breast cancer) from other molecular
subtypes of breast cancer. Altogether, miR-141-3p expression was correlated with shorter
overall patient survival [105]. Additionally, assessment of the combination of miR-141-3p,
miR-181b1-5p, and miR-23b-3p was suggested as a useful approach in cancer molecular
subtypes identification.

5.5. Let-7c miRNA

The let-7 family of microRNAs are known to act as tumor suppressors [81]. Specifically,
the let-7c level in the breast cancer patients’ serum and tissues was lower than in the controls.
The association between let-7c expression levels and ER/PR status was investigated, but
no significant difference was detected [81]. Interestingly, the upregulation of let-7c in
premenopausal patients compared with postmenopausal patients was shown [81]. Another
study suggested that ERCC6 (this gene encodes a DNA-binding protein that is important
in transcription-coupled excision repair [106]) was also a target for let-7c-5p that led to the
downregulation of the encoded protein in MCF-7 cells [82].

Interestingly, the ERCC6 mRNA was unaltered, suggesting transcription degradation
instead of mRNA degradation. Another study showed the downregulation of let-7c-5p in
breast cancer tissues. Furthermore, it was found that let-7c-5p overexpression could inhibit
breast cancer cell proliferation [82].

5.6. miR-335

miR-335 coding sequence is located on the chromosome 7q32.2 locus and controlled by
DNA methylation and was reported to act as an oncogene showing both tumor promoter
and suppressor effects depending on the tumor stage and type. BC surpasses tumor
invasion and metastasis by downregulating several signal pathways. It also affects the
tumor environment and drug sensitivity [85]. Studies show that the overexpression of miR-
335 affects cell proliferation, viability, and apoptosis by being a crucial factor in the BRCA1
regulatory network [86]. Interestingly, BRCA1/2 increases the transcription levels of miR-
335, which leads to increased cell plasticity and growth [107]. In addition, BRCA1 and
EGFR/HER2 can inhibit mRNA maturation, enhancing cell survival and invasiveness [107].
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New evidence reports that the downregulation miR-335 in BC suppresses cell metasta-
sis and migration by targeting transcription factor SOX4 and extracellular matrix compo-
nent tenascin C [108].

The hepatocyte growth factor (HGF)/c-Met pathway contributes to tumor invasion
and metastasis and is an essential factor in the progression and prognosis of BC pa-
tients [108]. C-Met, being an oncogene, can bind HGF, which induces autophosphorylation
of tyrosine residues in c-Met [108]. Studies conducted by Gao et al. in 2014 showed that the
forced overexpression of miR-335 revokes HGF-stimulated c-Met phosphorylation and, in
consequence, cell migration due to reducing c-Met expression [108]. The same studies indi-
cated that 5-AZA-CdR treatment (DNA methyltransferase inhibitor) significantly increased
miR-335 expression, which later influences the HGF/c-Met pathway, and, simultaneously,
the level of miR-335 that can play a significant role in breast cancer diagnosis and prognosis
and novel strategies for BC therapy [107–109]. Research carried out on MDA-MB-231 cells
showed that the overexpression of miR-335 could increase the sensitivity of triple-negative
breast cancer (BC with negative immunohistochemical results of estrogen receptor, proges-
terone receptor, and proto-oncogene HER-2) to cisplatin and doxorubicin, which improved
the efficacy of chemotherapy [87]. The mechanism involved in increased cell sensitivity
still needs to be investigated. It may play an essential role in breast cancer treatment.

5.7. miR-126

miR-126, located in the EGFL7 region (a natural negative regulator of vascular elasto-
genesis), is exclusively expressed in endothelial cells and regulates angiogenic signaling
and vascular integrity [88]. Furthermore, it reduces the proliferation and metastasis of
tumors by targeting vascular endothelial growth factor (VEGF), which positively regulates
vasculogenesis and angiogenesis [88]. It was reported that the expression of miR-126 is
downregulated in breast cancer, whereas the VEGF signaling pathway is activated in these
cells, which leads to the acceleration of the growth of the tumor [88].

Studies conducted on breast cancer cells MCF7 treated with miR-126 lipofectamine
showed evident downregulation of VEGF-A, which is consistent with other studies and
shows a negative correlation between upregulation of the VEGF-A expression level and
downregulation of the miR-126 expression level. It leads to the conclusion that miR-126
acts as a tumor-suppressive gene and that VEGF-A may be a promising target in breast
cancer therapy [110]. One of the drugs used to treat BC is trastuzumab, a monoclonal
antibody targeting HER2 receptors, leading to reduced BC cell division, migration, and
differentiation [89]. In a study performed by Fu et al., 2020, trastuzumab-resistant SK-
BR-3 (SKBR3/TR) cells transfected with miR-126 mimic showed attenuated resistance to
trastuzumab while the parental line SK-BR-3 transfected with miR-126 inhibitor showed
increased trastuzumab resistance [89]. The same study found that miR-126 directly targets
PIK3R2 and is partially involved in the inactivation of the PIK3R2/PI3K/Akt/mTOR sig-
naling pathway responsible for mediated trastuzumab resistance in BC [89]. In conclusion,
the overexpression of miR-126 in cells resistant to trastuzumab with inhibition of PIK3R2
and the downstream PIK3R2/PI3K/Akt/mTOR signaling pathway causes a decreased
drug resistance [89].

Research conducted by The Affiliated Tumor Hospital of Zhengzhou University
showed a correlation between the expression of miR-126 and the regulation of critical
metastatic molecule ADAM9 (ADAM metallopeptidase domain 9, a component of cell–cell
junctions). Overexpression of this miRNA inhibited breast cancer cell invasion by silencing
ADAM9 [90].

Clinical evidence shows that due to increased or decreased expression of specific genes
in breast cancer tissue, miR-126 can be used as a biomarker to predict and diagnose breast
cancer and therapy response [111].
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5.8. miR-199a

Recent studies show that overexpression of miR-199a-3p suppresses proliferation,
multidrug resistance, migration, and invasion, and it might suppress metastasis progression
in breast cancer cells [92]. It also leads to inhibition of PAK4 expression, which has been
connected to tumorigenesis and increased cell survival, which is believed to interfere with
an aggressive breast cancer phenotype. Targeting the PAK4/MEK/ERK pathway can
repress breast cancer progression by inducing G1 phase arrest [92].

Triple-negative breast cancer, accounting for 10–15% of BC, is plagued by significant
drug resistance [112]. Studies indicate that in this type of BC, the level of miR-199a-3p is
downregulated. It was found that this particular miRNA targets mTOR, which regulates
cell proliferation, autophagy, and apoptosis and plays an essential role in cancer cell
metabolism [19,112]. Overexpression of miR-199a-3p targets c-Met and mTOR, affecting
increased sensitivity to doxorubicin and also leading to G1 phase arrest, resulting in
reduced invasion and increased doxorubicin-induced apoptosis in BC cells [112]. The study
on MDA-MB-231 cells indicated that miR-199a-3p could downregulate mitochondrial
transcription factor A (TFAM) by promoting the sensitivity of BC cells to chemotherapy
resistance [91]. In turn, inhibition of TFAM expression could attenuate cisplatin resistance
in breast cancer cells and induce apoptotic and proliferative effects [113]. A study regarding
the cardiotoxicity of doxorubicin showed that upon doxorubicin exposure, the level of
miR-199a expression was upregulated [112]. Considering these findings, miR-199a-3p
might be an excellent prognostic and predictive biomarker in breast cancer [114].

5.9. miR-101

miR-101 is acknowledged to be a tumor suppressor, and its expression is downregu-
lated in BC [115]. It affects cancer-related processes: proliferation, apoptosis, angiogenesis,
drug resistance, invasion, and metastasis. It targets proteasome maturation protein (POMP),
stathmin (Stmn1), and DNA (cytosine-5)-methyltransferase 3A (DNMT3A), which suppress
the proliferation of BC cells by decreasing the expression levels of Jak2, EYA1, and SOX2
and by reducing levels of VHL, which negatively regulates hypoxia-inducible factor 1-alpha
(HIF1alpha), leading to the apoptosis of cancer cells [115]. It was also reported that its high
levels in TNBC increase chemotherapeutic sensitivity to paclitaxel by decreasing the level
of MCL-1 expression [115].

Brain metastasis is a late event in breast cancer patients. It is a cascade in which
metastatic cells detach from the tumor and travel through the bloodstream or lymphatics
to arrest into the capillary bed and attach to the brain endothelium, passing through the
blood–brain barrier and colonizing the brain [94]. Studies show that overexpression of
miR-101-3p reduces the migration of BC cells through the brain endothelium by restraining
the COX-2/MMP1 signaling pathway [94].

The experiments conducted in SK-BR-3 and MCF-7 cells showed significant upregula-
tion of an oncogene EZH2, which promotes carcinogenesis and is related to poor prognosis
and aggressiveness of breast cancer. Studies have shown that simultaneous induction of
miR-101 and treatment with Syn-cal14.1a, a synthetic peptide acquired from Californiconus
californicus, suppresses EZH2-induced breast cancer cell migration, invasion, and prolifer-
ation and promotes apoptosis of BC cells [116]. Additionally, studies reported that miR-101
played a critical role in the pathological grade in TNM classification in BC cells, making it a
promising biomarker [115]. When the miR-101-5p-associated pathways in breast cancer
were assessed using RNA-seq, a particular group of genes, HMGB3, ESRP1, GINS1, TPD52,
SRPK1, VANGL1, and MAGOHB, were suggested to be associated with a poor prognosis
of BC [93].

5.10. miR-9

Recent studies have shown the promoting role of miR-9 in breast cancer develop-
ment [98]. Its upregulation is associated with high malignancy invasive epithelial-to-
mesenchymal transition, which enables cells to gain the ability of self-renewal and have
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the characteristics of stem cells, promoting the production of cancer stem cells (CSCs)
which generate an invasive phenotype leading to poor outcome, high tumor stage and
histologic grade, poor overall survival, and distant metastasis-free survival [98]. Low
miR-9 expression was associated with improved overall survival, smaller tumors, earlier
stage, and ER-positive cancers due to the enrichment of estrogen response genes [117].
Furthermore, miR-9 is highly expressed in HER2+ and triple-negative breast cancer and
tumors displaying CD44+/CD24- phenotype and E-cadherin loss [98]. Because of the
significant engagement of miR-9 in CSCs metabolism, which is considered the origin of
tumorigenesis, drug resistance, and development, this miRNA seems a good predictor
marker of cancer metastasis and chemoresistance [98]. Studies show that the upregulated
expression of miR-9 is induced by MYC and MYCN, which leads to angiogenesis through
activation of beta-catenin signaling and elevating the expression of VEGF. It also leads
to increased EMT invasiveness and motility by targeting FOXO1 and STRD13, which are
also associated with vascular sprouting and promoting tumor metastasis [98]. Another
research conducted by Wang et al. indicated that lncTUG1 (taurine-upregulated gene 1)
could modulate the susceptibility of BC cells to doxorubicin by regulating the expression of
eIF5A2 (eukaryotic translation initiation factor 5A-2) via interacting with miR-9, indicating
a novel potential pathway that could be targeted to overcome doxorubicin resistance in
BC [95]. Interestingly, NGS results show that miR-9 directly targets HMGA2, EGR1, and
IGFBP3, which are closely related to the invasion and metastasis of breast cancer [64].

6. miRNA as a Therapy Target

Most miRNAs are found inside the cell but also migrate in body fluids such as blood,
urine, saliva, or breast milk. Thus, these short RNA particles are considered diagnostic and
therapeutic markers, especially in cancer, neurology, or cardiology [118]. It is noteworthy
that miRNA dysregulation is common in many cancer cases as they can act as both tumor
suppressors or oncogenes.

miRNA as a therapy target is gaining extensive attention due to its various effects
on cancer development. For example, supplementation of miRNA mimics (miR-15a) in
prostate cancer cell lines induced apoptosis and blocked cell proliferation [119]. Another
study showed that miR-99a reduced breast cancer cell proliferation, invasion, and migration
in vitro and in vivo [120]. Numerous studies showed that targeting miRNA with its antag-
onists might lead to tumor suppression and efficient, personalized cancer therapy [121,122].
Significantly, miRNA-targeted therapy may influence a single gene and whole cellular
pathways, which can be particularly beneficial [123]. Specifically, the latest approach in
miRNA therapeutics is mainly based on two strategies, i.e., the inhibition of oncogenic
miRNAs and, hence, the restoration of the expression of tumor-suppressing genes that
they target, or restoring the expression of tumor-suppressing miRNAs and consequently
inhibiting the oncogenes that they target. Downregulation of tumor miRNA suppressors
leads to the overexpression of their target oncogenes. To restore the expression of tumor-
suppressing miRNAs, promising areas are the mimic miRNAs. They are small, chemically
modified (2′-O’methoxy) double-stranded RNA molecules that mimic the endogenous
mature miRNA molecules [121,124].

Because oncogenic miRNAs are usually upregulated in tumors, their suppression
enables tumor suppressors to be active and inhibit tumorigenesis or its progression [121].
For that reason, a few therapeutic strategies based on oncomiR inhibition were created, and
one of them is AMOs (anti-mRNA oligonucleotides). AMOs are single-stranded oligonu-
cleotides (17–22 nt long) that prevent mature miRNA interaction with the target gene by
complementary binding. As a result, the AMO-miRNA duplex will be cleaved by RNAse-
H [121]. By complementary binding with the target mRNA, they exert transcriptional
downregulation. Another therapeutic strategy based on oncomiR inhibition is miRNA
sponges, which are competitive inhibitors with multiple binding sites for an endogenous
miRNA and prevent the interaction between the miRNA and its target mRNA. There is also
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a strategy based on inhibiting miRNA biogenesis or target interactions via small molecules,
like azobenzene [121].

Due to miRNA’s inability to passively diffuse through cell membranes, there is a
barrier to miRNA clinical implementation and a need for effective and safe delivery sys-
tems development. Nowadays, miRNA delivery systems may be divided into two main
categories: non-viral and viral vectors. Non-viral miRNA vectors are based on organic,
inorganic, and polymer materials, while viral vectors usually use lentiviruses, retroviruses,
or adenoviruses [121]. Other challenges of miRNA therapeutics are associated with its
degradation by nucleases, endosomal entrapment, poor target tissue delivery, innate im-
mune reaction activation, and poor binding affinity for complementary sequences [122].
Despite these difficulties, miRNA clinical implications are highly promising [121,122].

6.1. The Role of miRNA in Breast Cancer Chemoresistance

Numerous factors, including late diagnosis or resistance to therapeutic agents, may
cause therapy failure in cancer therapy. The two basic types of drug resistance, i.e., innate
or acquired, constitute a severe challenge in oncology. Recently, both these mechanisms
were reported to be associated with miRNAs that modulate drug-resistance-related genes
or affect genes related to cell proliferation, cell cycle, DNA damage repair, and apopto-
sis [125]. Hence, the miRNA-based therapeutic approach seems to provide an interesting
and efficient perspective in cancer therapy. Specifically, in breast cancer, several miRNAs
were suggested to play a critical role in therapy response, showing a tumor-type-dependent
effect. miR-200c, miR-155, and miR-218 were shown to mediate the therapeutic effect of
selected drugs, i.e., (i) trastuzumab, (ii) aclitaxel, VP16, doxorubicin, and (iii) cisplatin,
respectively [126]. Another study demonstrated 123 miRNAs that were dysregulated in
vinorelbine (NVB)-resistant breast cancer cell lines (MDA-MB-231/NVB). A total of 31 of
these miRNAs were downregulated, and 92 were upregulated in those cells, suggesting
complex regulation [127]. It was also demonstrated that 17 specific miRNAs were involved
in oncogenic pathways, including TGFβ, mTOR, Wnt, and MAPK. It is noteworthy that
elevated TGFβ signaling and downregulation of miR-200c were also demonstrated in
trastuzumab-resistant breast cancer cells while increased miR-200c or the blockade of TNFβ
signaling increased trastuzumab sensitivity and inhibited invasiveness of breast cancer
cells [128].

Similarly, miR-494 and miR-141 were shown to suppress the progression of breast
cancer by repressing β-catenin expression [129,130]. Recently, Yu et al. reported that the
miR-17/20 cluster increased tamoxifen sensitivity and attenuated doxorubicin resistance in
MCF-7 cells via Akt1 [131]. Another study showed that miR-218, which targets BRCA1,
was downregulated in cisplatin-resistant breast cancer cell lines and, interestingly, the
restoration of miR-218-sensitized MCF-7 breast cancer cells to this drug [132]. Numerous
studies show other miRNAs that are capable of modifying the response of breast cancer cells
to different therapeutic agents, including 5-fluorouracil, trastuzumab, lapatinib, cisplatin,
fulvestrant, tamoxifen, paclitaxel, doxorubicin, and palbociclib. The most commonly
reported BC-related miRNAs (and probably the most critical ones) are presented in Table 1.
Recent data suggest that the function of some miRNAs may be involved in the epithelial–
mesenchymal transition process that mediates multidrug resistance (MDR) phenotype
promotion. A thoroughly revised contribution of miRNAs to individual ABC family
transporters was shown elsewhere [133]. Thus, further screening and miRNA profiling in
cancer tissues is highly required as it may provide in-depth information regarding critical
genes expression regulation. It may be, however, that similarly to wide-genome sequencing
that aims to evaluate the role of individual SNPs in genomic DNA, miRNA profiling will
not be sufficient to evaluate the risk or monitor disease progression and therapy efficacy.
The only possible way seems to be the further assessment of clinical samples that show real
mechanistic networks in vivo. Importantly, some clinical trials are being carried out—more
than 50 refer to miRNA application in breast cancer [134].
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Some translational potential shows the studies that involve a combination of miRNA
modulators with anti-cancer chemotherapeutics (specifically, a combination of antagomiRs
with therapeutic agents). Alternatively, mimics could be applied that reinforce the function
and expression of miRNAs. By affecting the expression of endogenous microRNAs in
tumor cells and consequently leading to the modulation of target pathways, they may affect
chemotherapy efficacy. However, there are still many difficulties to overcome before we
should be able to use miRNAs in the clinical setting, including effective delivery systems,
stability, etc.

6.2. The Role of miRNA in Breast Cancer Stem Cells

Some recent studies revealed that both cancer stem-like properties and drug resis-
tance were associated with EMT. As mentioned above, miRNAs play a pivotal role in
regulating EMT phenotype. As a result, some miRNAs impact cancer stemness and drug
resistance [135], which might show some benefits to clinical treatment. Breast cancer stem
cells (BCSCs) show self-renewal and differentiation capacities that contribute to the aggres-
siveness of metastatic lesions, and all these mechanisms can be controlled by regulatory
miRNAs [136]. As demonstrated, the expression of microRNAs can be deregulated in
BCSCs [137]. Specifically, mir-21, mir-22, mir-29a, and mir-221/222 were shown to increase
tumorigenesis, while miR-34a, miR-628, miRNA-140-5p, and miRNA-4319 were reported
to decrease metastasis in BCSCs [46,76,138]. The specific pathways targeted by miRNAs
are mediated by the key players in cancer development and proliferation, including HIF-1
alpha, PI3K/Akt, and STAT3 signaling, which play critical roles in the prognosis and
survival of BCSCs [136].

6.3. The Role of miRNA in Cancer Cell Cycle Control

Cell cycle dysregulation is a recognized hallmark of cancer, and its aberrant activation
has been related to poor prognosis and drug resistance. Different miRNAs have been
described to target genes involved in cell cycle regulation, leading to drug resistance or
sensitivity. They were reported not only to target specific pathways but also were shown to
be cell cycle step-specific [133].

Several miRNAs have been shown to induce cell cycle arrest due to targeting cyclins.
One of them is miR-34a, which was demonstrated to increase resistance to docetaxel (DTX)
in luminal BC cells, probably through the inhibition of cyclin D1 (CCND1) and B-cell lym-
phoma 2 (Bcl-2), inducing G1 arrest and blocking DTX effectiveness as a consequence [139].
miR-93 has also been linked to cell cycle arrest in the G1/S phase. Moreover, some other
miRNAs have been shown to modulate drug resistance through targeting CDKs. One of
them is miR-29c (targeting directly CDK6), which was downregulated in BC compared to
normal tissues [140]. miR-29c overexpression decreased CDK6 level, inducing cell cycle
arrest and PTX sensitivity.

Additionally, Citron et al. [141] showed that miR-223 expression levels could predict
the effect of CDK4/6 inhibitors and palbociclib (PAB), as well as patients’ prognosis for in-
vasive ductal carcinoma. It was demonstrated that miR-223 was downregulated in luminal
and HER2+ BC subtypes. Its low expression was correlated with cell cycle deregulation,
poor prognosis, PAB resistance, and low survival in BC patients. Significantly, miRNAs
were also shown to affect one of the essential response pathways that are triggered by
cancer drugs, i.e., DNA repair pathways, including ATM [142].

6.4. miRNAs and Cell Death

Sooner or later, applying specific miRNAs in cancer therapy is supposed to pro-
voke cancer cell death. As demonstrated, it can be caused in a particular manner, also
due to miRNA involvement. This makes it again a promising strategy to consider, es-
pecially since the miRNA-target gene interactions show numerous effects that directly
involve cell death modulators. Some examples are miR-125b, which confers resistance
to PTX by suppressing the expression of BAK1 [143], miR-149-5p, which was found to
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be downregulated in PTX-resistant cells and its overexpression demonstrated to increase
BAX expression [144], or miR-663b that confers TAM resistance by indirectly upregulating
BAX [145]. Additional miRNAs modulate drug response by regulating the expression of
Bcl-2 family members [146]. Moreover, miR-203a-3p and miR-203b-3p have been reported
to decrease the antiapoptotic protein Bcl-XL and to be correlated to PTX sensitivity in BC
positively regulated by MYC in cell line models of PTX-responsive BC [147].

Interestingly, miR-100 was found to be downregulated in BC cell lines with acquired
resistance to CIS. In turn, overexpression of miR-100 showed increased sensitivity to CIS
due to modulation of the HCLS1-associated protein X-1(HAX-1), an inhibitor of mitochon-
drial apoptosis that maintains mitochondrial membrane potential in cancer cells [148].
miR-944 inhibitors facilitated CIS-induced loss of mitochondrial membrane potential in
resistant models, resulting in intrinsic apoptosis via targeting Bcl-2 interacting protein
3 (BNIP3) [148].

Similarly, miRNAs control critical mediators of apoptosis [149] and autophagy [150]
at different levels, including PI3K/Akt/mTOR, ATGs, and LC3 [150]. Primary reports
showed some specific miRNAs that affected STAT3 and ATG12 targets [151], while further
studies demonstrated broader roles of autophagy-related microRNAs in cancer cells [152],
showing numerous miRNAs acting at the levels of induction, nucleation, expansion, fu-
sion, degradation, and recycling. With so many miRNA particles and the dynamics of
autophagy, it is difficult to show a specific pattern that would apply to any specific can-
cer type. However, as miRNAs target specific genes, monitoring their expression during
promoting (e.g., rapamycin, everolimus) or inhibiting autophagy (e.g., chloroquine, hy-
droxychloroquine) may reflect metabolic alterations that accompany different stages of
therapy. Thus, we can evaluate the therapy efficacy and indicate molecular targets for
more efficient therapeutic strategies. However, the pool of the genes that effectively affect
pathways associated with autophagy, i.e., energy, growth, starvation response, etc., can be
modulated by over 250 miRNA-target gene interactions in different cellular stress response
mechanisms [151], which may make the whole idea more complex.

7. Tools in miRNA-Based Therapy Adjustment

Modulation of gene expression seems to be one of the best ways to control cell
metabolism against all odds, including mutations or epigenetic factors. Overcoming
these obstacles enables controlling of the phenotype, i.e., metabolism, structure, enzyme
activity, substrate affinity, and protein stability. Altogether, it provides quantity and quality
of cell metabolism that eventually affects the quality and the length of human life. However,
using miRNA or targeting this non-coding RNA requires first identification of specific
interactions as well as tissue-type and personalized profiling. This can be achieved by
RNA-seq or spatial transcriptomics that deliver information on the whole transcriptome.
Another step is to find a pattern—an assessment of association analysis that enables distin-
guishing health and disease. This approach can be obtained using different data systems,
e.g., TargetScanHuman 8.0 [59], that can predict biological targets of miRNAs by searching
for the presence of conserved 8mer, 7mer, and 6mer sites that match the seed region of each
miRNA. The results demonstrate predictions with adjustable high and low conserved sites
ranked based on the predicted efficacy of targeting.

Another option is to use Xena Browser [153] or Gepia2 (http://gepia2.cancer-pku.
cn/#index, accessed on 9 February 2023) [154] to identify any alterations in the levels of
selected miRNAs in different cancer tissues. Similarly, another system, On-coLnc (http:
//www.oncolnc.org/, accessed on 27 September 2023) [155], can link TCGA survival data
to mRNA, miRNA, or lncRNA expression levels. Altogether, we have some sophisticated
and advanced tools that enable prediction and assessment of the miRNA profiles. The main
goal would be to find a characteristic and unique profile of the oligonucleotides that show
significant association with clinical characteristics and patient outcomes.
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8. Conclusions: Challenges in miRNA Modulation Approach

Since miRNAs control the expression of numerous target genes, it is unsurprising that
they play critical roles in regulating cell metabolism. Thus, they have recently become the
primary candidates for markers in cell homeostasis imbalance detection, disease diagnostics,
and prognostics. We still study the miRNA-target gene interactions’ role, mechanism, and
specificity. Importantly, it was demonstrated that these short oligonucleotides showed
significant stability in the extracellular space and were reported to mediate functional
communication between cells. It is mainly associated with their ability to transfer between
cells via extracellular vesicles (EVs) or other cell-free miRNA carriers [156,157]. This, in turn,
raises the question about the tissue specificity of their expression/localization. Another
critical challenge is that miRNAs target multiple genes with different efficacies that may
not show specific effects after target miRNA modulation. The sequence complementarity of
endogenous miRNAs ranges between 20 and 90% [158]. Surprisingly, in specific conditions
(e.g., starvation), some miRNAs can upregulate the expression of target genes or lead
to induction of the immune system and provoke severe adverse effects (e.g., miR-34a
mimic and targeting miR-122 evaluation was discontinued after phase I and phase II,
respectively) [158].

A single miRNA can target many mRNAs, and a single mRNA can be targeted by
many miRNAs (many in this case means at least hundreds), which makes identification of
precise interactions or using a specific miRNA as a target extremely difficult. Theoretically,
using in silico algorithms, we can predict the miRNA–mRNA binding strength. However,
the biological effect will depend on multiple factors, such as the level/stability of selected
miRNA, the level of other miRNAs that target the same mRNA, the level of mRNA/target
gene expression, and the availability of AGO2. Additionally, the complexity level signifi-
cantly increases due to the earlier-mentioned ability of miRNAs to be transferred between
different cells.

However, more questions refer not only to the specificity aspect but also to safety
and side effects issues, formulation and bioavailability problems, and efficacy challenges.
These aspects are also important when miRNAs are combined with certain drugs, which
may lead to some metabolic interactions [159]. However, the issues appear also at the
delivery step. It results from the fact that most miRNA modulators are negatively charged,
which leads to nonspecific binding to blood proteins and decreases urinary clearance [160].
On the other hand, oligonucleotides that lack a charge weakly bind to plasma proteins
and exhibit a rapid clearance either due to metabolism in the blood or excretion via urine,
leading to a lower tissue uptake [160,161]. Although numerous clinical trials using miRNAs
are being carried out, they have yet to show efficient solutions for the above-mentioned
reasons. From the diagnostic perspective, miRNAs also show some limitations mainly
associated with the overlapping activities and effects of selected miRNAs, which show
limited specificity in diagnosing a specific cancer type [162]. Thus, we should instead
focus on profiling miRNA levels and creating some diagnostic panels that could be used to
improve the classification system and therapy planning.

Significantly, novel, personalized, and precise medicine is based on the identification
of specific biomarkers but also on robust and versatile analytical technologies that improve
patient outcomes [162]. The group of methods capable of identifying miRNAs and meeting
the high sensitivity criteria includes quantitative reverse transcriptase PCR, digital PCR,
microarray, or next-generation sequencing modified to miRNA-seq. All these methods
have some limitations (including technical, standardization, reference controls, etc.) that
were thoroughly discussed elsewhere [163]. Altogether, miRNA biosynthesis control and
extracellular trafficking pathways constitute a challenging aspect of miRNA-based thera-
peutic or diagnostic strategies, significantly since they can be affected by environmental
and uncontrollable factors (such as smoking, diet, circadian cycles, etc.) [164].
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Abbreviations

ABCG2 adenosine triphosphate binding cassette subfamily G member 2
ADAM9 disintegrin and metalloproteinase domain-containing protein 9
ADC antibody-drug conjugate
Akt protein kinase B
AMOs anti-messenger ribonucleic acid oligonucleotides
ANP32E acidic nuclear phosphoprotein 32 family member E
ATG12 autophagy-related gene 12
ATM ataxia telangiectasia mutated kinase
BAK1 Bcl-2 homologous antagonist killer 1
BAX Bcl-2 associated X protein, apoptosis regulator
BC breast cancer
Bcl-2 B-cell lymphoma 2
BCSCs breast cancer stem cells
BNIP3 BCL2 interacting protein 3
BRCA1/2 breast cancer gene 1/2
CCND1 cyclin D1
CDKs cyclin-dependent kinases
cDNA complementary deoxyribonucleic acid
CIS cisplatin
COX-2 cyclooxygenase 2
CSCs cancer stem cells
Dicer endoribonuclease Dicer
DNA deoxyribonucleic acid
DNMT3A deoxyribonucleic acid methyltransferase 3 alpha
DOX doxorubicin
DTX docetaxel
c-Met mesenchymal-epithelial transition factor
EGFL7 epidermal growth factor-like protein 7
EMT epithelial-to-mesenchymal transition
ER estrogen receptor
ERBB2 erythroblastic oncogene B2
ERCC6 deoxyribonucleic acid excision repair protein
ERKs extracellular signal-regulated kinases
FDA Food and Drug Administration
FOXO1 forkhead box protein O1
GDP guanosine diphosphate
GEFs guanine–nucleotide exchange factors
GTP guanosine triphosphate
HAX-1 HCLS1-associated protein X-1
HER2 human epidermal growth factor receptor 2
HGF hepatocyte growth factor
IGFBP3 insulin-like growth factor binding protein 3
JAK/STAT janus kinase/signal transducer and activator of transcription
MAPKs mitogen-activated protein kinases
MDR multidrug resistance

85



Curr. Issues Mol. Biol. 2023, 45

MMP1 matrix metallopeptidase 1
mRNA messenger ribonucleic acid
miRNA micro-ribonucleic acid
mTOR mammalian target of rapamycin
NF-κB nuclear factor kappa-light-chain-enhancer of activated B cells
NVB vinorelbine
P53 tumor protein p53
PAB palbociclib
PARP poly (ADP-ribose) polymerase
PAK4 serine/threonine-protein kinase
PDCD4 programmed cell death protein 4
PI3K phosphoinositide 3-kinase
PIK3R2 phosphoinositide 3-kinase regulatory subunit 2
Pol II ribonucleic acid polymerase II
POMP proteasome maturation protein
PR progesterone receptor
pri-miRNA primary micro-ribonucleic acid
pre-miRNA precursor micro-ribonucleic acid
PTEN phosphatase and tensin homolog
PTX paclitaxel
RAF rapidly accelerated fibrosarcoma
RISC ribonucleic acid-induced silencing complex
RNA ribonucleic acid
RNase ribonuclease
RTKs receptor tyrosine kinases
RUNX3 runt-related transcription factor 3
ssRNAs single-stranded ribonucleic acids
STAT3 signal transducer and activator of transcription 3
TFAM transcription factor A, mitochondrial
TGF-β transforming growth factor-beta
TKI tyrosine kinase inhibitors
TNM tumor: node, metastasis
TPM1 tropomyosin 1
VEGF vascular endothelial growth factor
WHO World Health Organization
RT-qPCR quantitative reverse transcription polymerase chain reaction
3′UTR three prime untranslated region
5′UTR five prime untranslated region
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Abstract: Repositioning of aspirin for a more effective breast cancer (BC) treatment requires identifica-
tion of predictive biomarkers. However, the molecular mechanism underlying the anticancer activity
of aspirin remains fully undefined. Cancer cells enhance de novo fatty acid (FA) synthesis and FA
oxidation to maintain a malignant phenotype, and the mechanistic target of rapamycin (mTORC1)
is required for lipogenesis. We, therefore, aimed to test if the expression of mTORC1 suppressor
DNA damage-inducible transcript (DDIT4) affects the activity of main enzymes in FA metabolism
after aspirin treatment. MCF-7 and MDA-MB-468 human BC cell lines were transfected with siRNA
to downregulate DDIT4. The expression of carnitine palmitoyltransferase 1 A (CPT1A) and serine
79-phosphorylated acetyl-CoA carboxylase 1 (ACC1) were analyzed by Western Blotting. Aspirin
enhanced ACC1 phosphorylation by two-fold in MCF-7 cells and had no effect in MDA-MB-468
cells. Aspirin did not change the expression of CPT1A in either cell line. We have recently reported
DDIT4 itself to be upregulated by aspirin. DDIT4 knockdown resulted in 1.5-fold decreased ACC1
phosphorylation (dephosphorylation activates the enzyme), 2-fold increased CPT1A expression in
MCF-7 cells, and 2.8-fold reduced phosphorylation of ACC1 following aspirin exposure in MDA-MB-
468 cells. Thus, DDIT4 downregulation raised the activity of main lipid metabolism enzymes upon
aspirin exposure which is an undesired effect as FA synthesis and oxidation are linked to malignant
phenotype. This finding may be clinically relevant as DDIT4 expression has been shown to vary
in breast tumors. Our findings justify further, more extensive investigation of the role of DDIT4 in
aspirin’s effect on fatty acid metabolism in BC cells.

Keywords: aspirin; breast cancer; DDIT4; ACC1; CPT1A

1. Introduction

Aspirin, or acetylsalicylic acid, has been used to treat pain, fever, and inflammation
and prevent heart attacks, strokes, and pathological clot formation [1]. A considerable body
of data demonstrates that it also exerts antitumor action in various cancer types, including
breast cancer (BC) [2–16], via a not fully clear mechanism [17]. BC is the most frequent
cancer worldwide [18] and the leading cause of cancer death [19]. Thus, management of
patients with BC requires new solutions to improve patients’ outcomes [20]. Repurposing
aspirin for a more successful cancer treatment needs identification of predictive biomarkers
to select patients who are most likely to benefit from the therapy [21].

Metabolic reprogramming is a well-established hallmark of cancer [22]. In addition to
the well-known aerobic glycolysis (Warburg effect), cancer cells rewire their metabolism
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via additional strategies to sustain growth and survival [22]. It is increasingly recognized
that cancer cells reprogram their lipid metabolism [23]. Tumor cells markedly elevate de
novo fatty acid (FA) synthesis despite the availability of exogenous lipid sources to satisfy
the demand for energy and macromolecules [24]. Increased expression of enzymes which
regulate de novo FA synthesis have been associated with cancer risk and prognosis [25].
Elevated expression of sterol regulatory element-binding transcription factor 1 (SREBP1),
the transcriptional activator of lipid biogenesis genes, has been linked to poor prognosis
in BC [26]. Cancer cells are also known to dysregulate FA oxidation [27]. Mitochondrial
FA oxidation produces adenosine triphosphate (ATP) to fuel cancer cells [28]. Genes
involved in FA oxidation encourage cell proliferation and survival [25]. In vitro experiments
have shown that the inhibition of FA oxidation suppresses the metastatic properties of
BC cells [29]. Thus, targeting lipid metabolism may be an attractive therapeutic option,
especially in BC, where it plays a central role in tumor biology [30].

Acetyl-CoA carboxylases (ACC) catalyze the ATP-dependent conversion of acetyl-CoA
into malonyl-CoA [31]. Cytosolic ACC1 isoform is thought to be the critical enzyme in FA
synthesis, since its enzymatic product malonyl-CoA serves as substrate for the synthesis of
FAs [28]. The activity of ACC1 is regulated transcriptionally and post-transcriptionally [32].
Phosphorylation at a major regulatory site Ser79 by AMP-activated protein kinase (AMPK)
results in the inhibition of ACC1 activity through the blockage of homodimer formation [32].
Breast cancer gene 1 (BRCA1) can also increase ACC1 phosphorylation at Ser79 by associat-
ing with and thus preventing ACC1 dephosphorylation [33]. It has been demonstrated that
ACC1 silencing induces apoptosis in BC cells [34]. ACC1 mRNA expression is decreased
in triple-negative BC compared to receptor-positive BC in both tissue samples and cell
lines [35].

The key enzyme in mitochondrial FA oxidation is carnitine palmitoyltransferase 1
(CPT1) [23]. CPT1A is the most prevailing isoform which accomplishes the rate-limiting
step in FA oxidation [36]. While the inner mitochondrial membrane is impermeable to fatty
acyl-CoA thioesters, CPT1 catalyzes the formation of long-chain acylcarnitines which are
able to cross the inner mitochondrial membrane [37]. An integrated genomics approach
based on the use of gene expression signatures of oncogenic pathway activity identified
CPT1A as a driver of proliferation in luminal BCs [38]. Long-term clinical follow-up data
suggested high CPT1A mRNA expression in tumors to promote distant BC metastasis [39].
CPT1A has been recently suggested as a biomarker for BC disease-monitoring [37,40].

Activation of transcriptional lipogenesis regulator SREBP requires mechanistic target
of rapamycin (mTORC1) [41]. mTORC1 was also shown to be necessary for de novo
lipogenesis activated by serine/threonine kinase (AKT) [41]. We have recently shown that
DNA damage-inducible transcript 4 (DDIT4) expression determines the phosphorylation
of mTORC1 target eukaryotic translation initiation factor 4E-binding protein 1 (4E-BP1)
upon aspirin treatment [42]. Considering that de novo lipogenesis requires mTORC1 and
mTORC1 activity (assessed by 4E-BP1 phosphorylation) is affected by intracellular DDIT4
level after aspirin treatment, we aimed to investigate whether DDIT4 knockdown impacts
aspirin effect on the activity of main enzymes in lipid metabolism. We found that DDIT4
downregulation increased the activity of ACC1 and CPT1A in MCF-7 cells and activated
ACC1 in the MDA-MB-468 BC cell line upon aspirin treatment.

2. Materials and Methods
2.1. Cell Lines, Culture Conditions, and Treatment

Human BC cell lines MCF-7 (luminal subtype) and MDA-MB-468 (triple-negative
subtype) were purchased from CLS Cell Line Service (Eppelheim, Germany) and grown as
monolayers in Dulbecco’s Modified Eagle’s medium (DMEM; Sigma-Aldrich, St. Louis, MO,
USA) supplemented with 10% fetal bovine serum (Gibco, Gaithersburg, MD, USA) and
100 U/mL penicillin with 100 µg/mL streptomycin (Gibco, Gaithersburg, MD, USA) and
2 mM L-glutamine (Gibco, Gaithersburg, MD, USA) at 37 ◦C in a humidified environment
with 5% CO2. Exponentially growing cells were plated into 25 cm2 flasks for 24 h and
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then treated with 2 mM of aspirin for 24 h. For the transfection experiments, the cells were
reverse-transfected at the time of plating into flasks. We used 2 mM of aspirin since it is an
achievable plasma salicylate concentration obtained from hydrolysis of aspirin [43].

2.2. Chemicals and Antibodies

Aspirin was purchased from Sigma-Aldrich (St. Louis, MO, USA) and 0.5 M stock
solution was prepared in water (pH 7) and frozen at −20 ◦C in small quantities to prevent
freeze–thaw cycles. Working solutions were prepared before each experiment.

Antibodies against DDIT4 (#ab191871) and CPT1A (#ab128568) were obtained from
Abcam (Cambridge, UK). Anti-phospho-ACC1 Ser79 (#PA5-17725) antibody and anti-β-actin
(#AM4302) were purchased from Invitrogen (Waltham, MA, USA). Horseradish peroxidase-
conjugated anti-rabbit (#65-6120), anti-mouse (#61-6520) and alkaline phosphatase-conjugated
anti-mouse (#WP20006) secondary antibodies were bought from Invitrogen (Waltham, MA,
USA).

2.3. Western Blot Analysis

Cells were lysed in radioimmunoprecipitation assay (RIPA) buffer (Abcam, Cambridge,
UK), supplemented with protease (Sigma-Aldrich, St. Louis, MO, USA) and phosphatase
inhibitor cocktails (Sigma-Aldrich, St. Louis, MO, USA) for 20 min on ice. Cell lysate was
centrifuged at 8000× g for 20 min, and the supernatants were further assayed or stored
at −20 ◦C until use. Protein concentration was determined using PierceTM BCA Protein
Assay Kit (Thermo Fisher Scientific, Waltham, MA, USA), according to the manufacturer’s
protocol. Forty micrograms of proteins were loaded in each lane for electrophoresis in 12%
or 4–12% gradient SDS-PAGE. The resolved proteins were electrophoretically transferred
onto a PVDF (polyvinylidene fluoride) membrane using a semi-wet transfer unit Mini Blot
module (Invitrogen, Waltham, MA, USA). Membranes were blocked in optimal blocking
buffer for each antibody for 45 min and incubated overnight at 4 ◦C with primary antibody
against DDIT4 (1:1000), phospho-ACC1 Ser79 (1:1000), CPT1A (1:1000), or β-actin (1:2000).
After washing three times using TBST (Tris buffered saline with tween 20), the blots were
further incubated with HRP (for probing DDIT4 and phospho-ACC1) or AP-conjugated sec-
ondary antibodies (for β-actin and CPT1A). The blots were washed again with TBST three
times, and the proteins were detected using SuperSignalTM West Atto Ultimate Sensitivity
Substrate(Thermo Fisher Scientific, Waltham, MA, USA; for DDIT4 and phospho-ACC1)
or CDP-Star® chemiluminescent substrate (for β-actin and CPT1A) from WesternBreeze
Chemiluminescent Kit (Invitrogen, Waltham, MA, USA). The chemiluminescent reaction
was captured using the iBright™ CL750 Imaging System (Invitrogen, Waltham, MA, USA).
Densitometry analysis was performed with the iBright™ Analysis Software (Invitrogen,
Waltham, MA, USA) in the Thermo Fisher Connect Platform. B-actin was used as a loading
control.

2.4. Cell Transfection

Cells were reverse-transfected using LipofectamineTM RNAiMAX transfection reagent
(Invitrogen, Waltham, MA, USA) and 8 nM Silencer Select siRNA as per manufacturer’s
instructions. The following siRNAs were employed: siRNA targeting DDIT4 (#s29166;
Ambion, Austin, TX, USA), non-targeting siRNA (#4390843; Invitrogen, Waltham, MA,
USA), and positive control siRNA against GAPDH (#4390849; Invitrogen, Waltham, MA,
USA). Target gene knockdown efficiency was first measured in time course experiments
(24–72 h) to select the time point with efficient silencing for the drug treatment. Transfec-
tion conditions were optimized to induce at least 70% target mRNA knockdown while
minimizing cytotoxicity.

Gene knockdown efficiency was evaluated by quantitative reverse transcription-
polymerase chain reaction (qRT-PCR) on a Quanstudio 3 Real-Time PCR System (Applied
Biosystems, Foster City, CA, USA). RNA was extracted with the PureLinkTM RNA Mini Kit
(Invitrogen, Waltham, MA, USA) and quantified using a Qubit® 3.0 fluorometer (Life Tech-
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nologies, Carlsbad, CA, USA) and the QubitTM RNA HS Assay Kit (Invitrogen, Waltham,
MA, USA) following the manufacturer’s recommendations. cDNA was synthesized using
the High-Capacity RNA-to-cDNA kit (Applied Biosystems, Foster City, CA, USA), as per
manufacturer’s instructions. PCR reaction was performed with TaqmanTM Gene Expres-
sion Assays (Hs99999905_m1 for GAPDH and Hs01111686_g1 for DDIT4 quantification)
and TaqmanTM Universal Master Mix II with UNG from Applied Biosystems (Foster City,
CA, USA), following the manufacturer’s instructions. Relative quantification of target gene
expression was determined by the comparative Ct method with β-actin as internal control.
The transfection efficiency was verified by Western Blotting analysis.

2.5. Comparison of Protein Fold Change in Transfected Cells

Fold change due to aspirin (ASA) treatment was compared in DDIT4 siRNA-transfected
cells (siDDIT4) to control siRNA transfected cells (siCT) as follows:

(
expression post ASA treatment in siDDIT4 cells

expression post control treatment in siDDIT4 cells

)
versus

(
expression post ASA treatment in siCT cells

expression post control treatment in siCT cells

)

2.6. Statistical Analysis

Results have been expressed as mean ± standard deviation (SD) from independent
experiments carried out in triplicate. Statistical significance was tested via Student’s
t-test using SPSS 27.0.1 software (SPSS Inc., Chicago, IL, USA). Results were considered
statistically significant at p < 0.05.

3. Results
3.1. Aspirin Inhibits ACC1 Activity in MCF-7 Cells

We tested if aspirin affects the activity of ACC1 and expression of CPT1A in MCF-7
and MDA-MB-468 human BC cell lines. We observed that 24 h aspirin exposure increases
ACC1 phosphorylation (at serine 79) by two-fold in the MCF-7 cell line and has no effect in
MDA-MB-468 cells (Figure 1). Aspirin treatment for 24 h did not change the expression of
CPT1A in either cell line (Figure 1).

3.2. DDIT4 Knockdown Enhances ACC1 Activity following Aspirin Treatment in BC Cell Lines

We further asked whether DDIT4 expression determines ACC1 activity post-aspirin
treatment in these BC cell lines. To manipulate DDIT4 expression, we adopted the RNA
interference strategy. Compared to the control siRNA, DDIT4-targeting siRNA decreased
ACC1 phosphorylation 1.5-fold in the MCF-7 cell line (Figure 2). In MDA-MB-468 cells,
downregulation of DDIT4 caused a 2.8-fold reduction of the phosphorylated ACC1 amount
following aspirin exposure (Figure 2). Thus, a lower DDIT4 level within these cell lines
leads to a higher ACC1 activity after aspirin treatment as phosphorylation deactivates
ACC1.

3.3. DDIT4 Knockdown Increases CPT1 Expression after Aspirin Treatment in MCF-7 Cells

Having established that DDIT4 downregulation using siRNA approach influences the
effect of aspirin on phosphorylation of FA biosynthesis enzyme ACC1, we then examined
whether it decides the impact on the rate-limiting enzyme in FA oxidation. We found that
DDIT4 knockdown increased CPT1A expression by two-fold after treatment with aspirin
in MCF-7 cells (Figure 3). DDIT4-targeting siRNA had no effect on CPT1A expression post
aspirin treatment in MDA-MB-468 cells compared to control siRNA (Figure 3).
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Figure 1. Aspirin increases acetyl-CoA carboxylase 1 (ACC1) phosphorylation in the MCF-7 cell line. 
(A) Representative Western blots of ACC1 phosphorylation and carnitine palmitoyltransferase 1A 
(CPT1A) expression in MCF-7 and MDA-MB-468 cells after 24 h aspirin (ASA) treatment. (B) Den-
sitometric quantifications of p-ACC1 and CPT1A levels normalized to β-actin. The results are ex-
pressed as the mean ± SD (n = 3 in all graphs except CPT1A quantification in MCF-7 cells, where n 
= 4), * p value < 0.05. 
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Figure 1. Aspirin increases acetyl-CoA carboxylase 1 (ACC1) phosphorylation in the MCF-7 cell line.
(A) Representative Western blots of ACC1 phosphorylation and carnitine palmitoyltransferase 1A
(CPT1A) expression in MCF-7 and MDA-MB-468 cells after 24 h aspirin (ASA) treatment. (B) Densito-
metric quantifications of p-ACC1 and CPT1A levels normalized to β-actin. The results are expressed
as the mean ± SD (n = 3 in all graphs except CPT1A quantification in MCF-7 cells, where n = 4),
* p value < 0.05.
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Figure 2. DNA damage-inducible transcript 4 (DDIT4) knockdown reduces ACC1 phosphorylation 
after aspirin treatment in breast cancer (BC) cell lines. (A) Representative Western blots and densi-
tometric quantifications of p-ACC1 levels normalized to β-actin. MCF-7 and MDA-MB-468 cells 
were transfected with non-targeting (siCT) or DDIT4 siRNA (siDDIT4) for 24 h and treated with 
vehicle control (C) or 2 mM of aspirin (ASA) for the next 24 h before cell lysis. DDIT4 was probed 
on a different blot than p-ACC1. The numbers under the bands indicate densitometric quantifica-
tions of relative p-ACC1 level to β-actin. The results in the graphs are expressed as the mean ± SD 
(n = 3). (B) Comparison of p-ACC1 fold change after aspirin treatment between cells transfected with 
non-targeting siRNA and DDIT4 siRNA. The results are expressed as the mean ± SD (n = 3), * p value 
< 0.05. 
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Figure 2. DNA damage-inducible transcript 4 (DDIT4) knockdown reduces ACC1 phosphorylation
after aspirin treatment in breast cancer (BC) cell lines. (A) Representative Western blots and densito-
metric quantifications of p-ACC1 levels normalized to β-actin. MCF-7 and MDA-MB-468 cells were
transfected with non-targeting (siCT) or DDIT4 siRNA (siDDIT4) for 24 h and treated with vehicle
control (C) or 2 mM of aspirin (ASA) for the next 24 h before cell lysis. DDIT4 was probed on a different
blot than p-ACC1. The numbers under the bands indicate densitometric quantifications of relative
p-ACC1 level to β-actin. The results in the graphs are expressed as the mean ± SD (n = 3). (B) Com-
parison of p-ACC1 fold change after aspirin treatment between cells transfected with non-targeting
siRNA and DDIT4 siRNA. The results are expressed as the mean ± SD (n = 3), * p value < 0.05.
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Figure 3. DDIT4 knockdown enhances CPT1A expression post aspirin treatment in MCF-7 cells. (A) 
Representative Western blots and densitometric quantifications of CPT1A levels normalized to β-
actin. MCF-7 and MDA-MB-468 cells were transfected with non-targeting (siCT) or DDIT4 siRNA 
(siDDIT4) for 24 h and treated with vehicle control (C) or 2 mM of aspirin (ASA) for the next 24 h 
before cell lysis. DDIT4 was probed on a different blot than CPT1A in MCF-7 cell lysates. The num-
bers under the bands indicate densitometric quantifications of relative CPT1A level to β-actin. The 
results in the graphs are expressed as the mean ± SD (n = 3). (B) Comparison of CPT1A fold change 
after aspirin treatment between cells transfected with non-targeting siRNA and DDIT4 siRNA. The 
results are expressed as the mean ± SD (n = 3). * p value < 0.05. 

4. Discussion 
Dysregulated lipid metabolism impacts multiple intracellular processes, such as 

membrane synthesis, energy metabolism, and cell signaling to support tumorigenesis and 
cancer progression [44]. Therefore, targeting abnormal lipid metabolism in cancer treat-
ment is of substantial clinical interest [44]. 

The de novo pathway of FA synthesis plays an important role in mammary tumor-
igenesis, and ACC1 is the rate-limiting enzyme in this process [35]. Inhibition of lipogenic 
enzymes, including ACC1, has been recently reported as one of anticancer therapy strat-
egies [45]. Aspirin has been demonstrated to reduce ACC activity through activation of its 
repressor AMPK in human hepatoma HepG2 cells, and the effect was ascribed to salicylic 
acid [46]. Aspirin-mediated inhibitory phosphorylation at serine 79 of ACC has also been 
shown in SUM159-PT human BC cell lines [47]. Downregulation of other critical enzymes 
in FA synthesis including SREBP1, stearoyl-CoA desaturase 1 (SCD1), fatty acid synthase 
(FASN), and ATP citrate lyase (ACLY) has been reported for aspirin in AU-565 and SKBR-
3 human BC cells [48]. Quantification of fatty acid production through liquid chromatog-
raphy–tandem mass spectrometry analysis also showed that aspirin attenuated the levels 
of lipid formation in BC cells [48]. Accordingly, suppression of FA synthesis via blockage 
of active state ACC1 and other lipogenesis enzymes may at least partly explain the anti-
tumor properties of aspirin. 

CPT1A is the rate-limiting enzyme in FA oxidation which is also implicated in ma-
lignant phenotype [35,38,39]. On the contrary to aspirin’s inhibitory effect on ACC1 and 
other FA synthesis enzymes, aspirin has been reported to promote the expression of FA 

Figure 3. DDIT4 knockdown enhances CPT1A expression post aspirin treatment in MCF-7 cells.
(A) Representative Western blots and densitometric quantifications of CPT1A levels normalized to
β-actin. MCF-7 and MDA-MB-468 cells were transfected with non-targeting (siCT) or DDIT4 siRNA
(siDDIT4) for 24 h and treated with vehicle control (C) or 2 mM of aspirin (ASA) for the next 24
h before cell lysis. DDIT4 was probed on a different blot than CPT1A in MCF-7 cell lysates. The
numbers under the bands indicate densitometric quantifications of relative CPT1A level to β-actin.
The results in the graphs are expressed as the mean ± SD (n = 3). (B) Comparison of CPT1A fold
change after aspirin treatment between cells transfected with non-targeting siRNA and DDIT4 siRNA.
The results are expressed as the mean ± SD (n = 3). * p value < 0.05.

4. Discussion

Dysregulated lipid metabolism impacts multiple intracellular processes, such as mem-
brane synthesis, energy metabolism, and cell signaling to support tumorigenesis and cancer
progression [44]. Therefore, targeting abnormal lipid metabolism in cancer treatment is of
substantial clinical interest [44].

The de novo pathway of FA synthesis plays an important role in mammary tumori-
genesis, and ACC1 is the rate-limiting enzyme in this process [35]. Inhibition of lipogenic
enzymes, including ACC1, has been recently reported as one of anticancer therapy strate-
gies [45]. Aspirin has been demonstrated to reduce ACC activity through activation of
its repressor AMPK in human hepatoma HepG2 cells, and the effect was ascribed to sali-
cylic acid [46]. Aspirin-mediated inhibitory phosphorylation at serine 79 of ACC has also
been shown in SUM159-PT human BC cell lines [47]. Downregulation of other critical
enzymes in FA synthesis including SREBP1, stearoyl-CoA desaturase 1 (SCD1), fatty acid
synthase (FASN), and ATP citrate lyase (ACLY) has been reported for aspirin in AU-565
and SKBR-3 human BC cells [48]. Quantification of fatty acid production through liquid
chromatography–tandem mass spectrometry analysis also showed that aspirin attenuated
the levels of lipid formation in BC cells [48]. Accordingly, suppression of FA synthesis via
blockage of active state ACC1 and other lipogenesis enzymes may at least partly explain
the antitumor properties of aspirin.

CPT1A is the rate-limiting enzyme in FA oxidation which is also implicated in ma-
lignant phenotype [35,38,39]. On the contrary to aspirin’s inhibitory effect on ACC1 and
other FA synthesis enzymes, aspirin has been reported to promote the expression of FA
oxidation genes CPT1 and MCAD at RNA and protein levels in human hepatoma HepG2
cell line [46]. The effect of aspirin on the increase in fatty acid oxidation has been also
documented in mouse embryonic fibroblasts through analysis of 3H-labeled palmitate
oxidation [49]. The authors suggested that the metabolic outcome of aspirin in vivo may
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depend on the expression of thioesterases that hydrolyze acetylsalicylic acid (aspirin) to
salicylic acid since they found an opposite effect of salicylic acid on 3H-palmitate oxidation.
Aspirin-mediated activation of fatty acid oxidation was further confirmed through the
analysis of human urine samples collected after 7 days of aspirin treatment [50]. Promotion
of FA oxidation upon aspirin treatment is consistent with the reported AMPK activation
and resulting deactivation of ACC [46,47], because the catalytic product of ACC2 isoform
malonyl-CoA is the natural inhibitor of CPT1A [28,51]. However, since FA oxidation plays
a role in maintenance of the malignant phenotype, one may speculate that the induction of
lipid oxidation may limit the effectiveness of aspirin in cancer treatment.

In this study, we first examined if aspirin influences the activity of ACC1 and CPT1A
in MCF-7 and MDA-MB-468 human BC cell lines. We found an aspirin-mediated increase
in ACC1 phosphorylation at serine 79 in the MCF-7 cell line, which is in line with previous
reports [46,47]. However, aspirin exposure had no effect on ACC1 phosphorylation in
MDA-MB-468 cells. Varying activities of the tested drug may be explained by different
genetic backgrounds within these cells.

We did not detect alterations in CPT1A expression due to aspirin treatment in either
of the tested cell lines. This is in contrast with a previous report where aspirin was noted to
promote the expression of CPT1 in the human hepatoma cell line [46]. The different cancer
types analyzed may be the cause of observed contrasting effects on CPT1. However, we
cannot rule out the possibility that aspirin enhances FA oxidation in the tested BC cells via
other mechanisms.

Next, we asked whether downregulation of DDIT4 expression alters the effect of
aspirin on these enzymes. We chose to investigate the effect of DDIT4 expression based on a
report by Porstmann et al. [41] which announced the necessity of mTORC1 for de novo lipid
synthesis and on our recently published results uncovering the DDIT4 effect on mTORC1
activity upon aspirin treatment [42]. Our present data have shown for the first time that
DDIT4 knockdown promotes the expression of CPT1A at the protein level and reduces
phosphorylation of ACC1 (phosphorylation deactivates the enzyme) following aspirin
treatment in MCF-7 BC cells and lowers the phosphorylation of ACC1 in MDA-MB-468
cells. Thus, DDIT4 downregulation leads to an undesired effect of aspirin on the activity of
these lipid metabolism enzymes, as FA synthesis and oxidation are linked to malignant
phenotype. These findings may be clinically relevant as DDIT4 expression has been shown
to vary in breast tumors [52,53]. In this manner, the present findings are the basis for further,
more extensive studies on the role of DDIT4 in aspirin’s effect on fatty acid metabolism.
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Abstract: The study of molecular drivers of cancer is an area of rapid growth and has led to the
development of targeted treatments, significantly improving patient outcomes in many cancer
types. The identification of actionable mutations informing targeted treatment strategies are now
considered essential to the management of cancer. Traditionally, this information has been obtained
through biomarker assessment of a tissue biopsy which is costly and can be associated with clinical
complications and adverse events. In the last decade, blood-based liquid biopsy has emerged as a
minimally invasive, fast, and cost-effective alternative, which is better suited to the requirement for
longitudinal monitoring. Liquid biopsies allow for the concurrent study of multiple analytes, such as
circulating tumour cells (CTCs) and circulating tumour DNA (ctDNA), from a single blood sample.
Although ctDNA assays are commercially more advanced, there is an increasing awareness of the
clinical significance of the transcriptome and proteome which can be analysed using CTCs. Herein,
we review the literature in which the microfluidic, label-free Parsortix® system is utilised for CTC
capture, harvest and analysis, alongside the analysis of ctDNA from a single blood sample. This
detailed summary of the literature demonstrates how these two analytes can provide complementary
disease information.

Keywords: blood; cancer; liquid biopsy; circulating tumor cells; circulating tumor DNA; cell-free
DNA; microfluidic devices; neoplastic cells

1. Background
1.1. Tumour Burden and Heterogeneity

The global burden of cancer challenges human health and the economy and was
responsible for nearly 10 million deaths in 2020 [1] (accessed on 18 September 2023). Ris-
ing prevalence and incidence rates call for effective diagnostics and treatment selection
strategies. Furthermore, the dynamic landscape of cancer demands continuous up-to-date
and accurate monitoring methods for effective patient care [2]. This intertumoral and
intratumoral heterogeneity of cancer as a basis for tumour evolution, treatment resistance
and subsequent treatment failure, is an area of growing understanding [3]. Recent ad-
vances in high-throughput, relatively low-cost sequencing techniques (for example, next
generation sequencing (NGS)) have shed light on molecular drivers of cancer, actionable
mutations and the continuous process of clonal evolution from selective pressure of cancer
therapies [4]. As such, it is widely accepted that personalised or precision medicine will
optimise response to cancer therapy and improve quality of life for the patient.

The standard of care for evaluating patient specific biomarkers, mutations, and genetic
signatures for the appropriate selection of targeted cancer treatments is to conduct a tissue
biopsy. Despite being the most widely used technique, tissue biopsies have numerous
disadvantages such as being invasive, costly, failing to capture tumour heterogeneity,
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and being harmful to the patient [5]. Moreover, tissue biopsies are rarely suitable for
longitudinal monitoring where the patient is too unwell and where the patient’s primary
tumour has been excised, or metastasised to two or more sites [6]. Liquid biopsy techniques
are advancing to provide a less invasive, safer, less costly alternative that provides results
faster than tissue biopsies [7]. Furthermore, this technique is better suited for longitudinal
disease monitoring and captures heterogeneity and the clonal evolution responsible for
treatment failure and drug resistance [7].

1.2. Liquid Biopsy

A liquid biopsy is a minimally invasive test performed using bodily fluids, such as
blood, and it has received growing clinical interest for its applications in personalised
medicine [8]. Blood-based liquid biopsies allow for the analysis of circulating tumour cells
(CTCs), cell-free DNA (cfDNA), circulating tumour DNA (ctDNA), or other plasma com-
ponents, such as cell-free RNA, proteins, and exosomes, to provide clinically relevant and
actionable information. More specifically, liquid biopsies have shown significant relevance
across the cancer care pathway, informing cancer diagnosis, prognosis, treatment selection,
the monitoring of disease evolution, and disease relapse [7,8] (Figure 1). The advancement
of sequencing technology is fuelling a revolution in liquid biopsy analysis, providing
genomic and transcriptomic characterisation for personalised therapy selection [9]. Liquid
biopsies are also emerging as valuable tools for drug discovery and development having
applications as prognostic and pharmacodynamic biomarkers, with several consortiums
founded to analyse, implement, and develop standards for liquid biopsy in clinical trials
and drug development. These include Friends of Cancer research ctMONiTR, the Interna-
tional Liquid Biopsy Standardization Alliance (ILSA), the Blood profiling Atlas in Cancer
(BloodPAC) Consortium and Cancer ID.

1.3. Circulating Tumour DNA

Cell-free DNA (cfDNA) consists of DNA fragments found in the body fluids of healthy
and non-healthy patients and is thought to be derived from cellular breakdown mecha-
nisms [10]. cfDNA circulates in fragments typically ranging in size from 120 to 140 base
pairs [10]. In cancer patients, circulating tumour DNA (ctDNA) accounts for a very low
percentage (0.01–1%) of total cfDNA and is specifically derived from the tumour [11]. The
origin of ctDNA is not fully understood, but is believed to be from apoptotic cells, necrotic
cells or to enter the bloodstream via active secretion [8,12,13]. The profiling of ctDNA has
received attention for early diagnosis, treatment selection, the identification of resistance
mechanisms and detection of post-surgical minimal residual disease in numerous cancer
types [4,12,14]. The analysis of ctDNA provides a simple method of obtaining genetic
information; however, this is limited to point mutations, structural rearrangements, copy
number variants (CNVs) and changes in DNA methylation [4]. It has been reported in the
literature that genetic signatures in ctDNA can be derived from the major clone in a tumour
and thus, subclonal signatures may be missed when studying this analyte [5]. However,
ctDNA and cfDNA are the most established liquid biopsy analytes in the oncology mar-
ket with five FDA-approved companion diagnostics for targeted treatment selection and
residual disease monitoring [15] (accessed on 1 December 2023). For example, the cobas epi-
dermal growth factor receptor (EGFR) mutation test V2 (Roche) to detect EGFR mutations
(Exon 19 deletion or exon 21 L858R substitution mutation) in non-small-cell lung cancer
(NSCLC) patients for treatment with Tagrisso (osimertinib) and Tarceva (erlotinib) [16,17]
(accessed on 9 January 2024).
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Figure 1. Clinical utility of liquid biopsies across the patient care pathway. Liquid biopsies are
minimally invasive tools used (1) in patient screening to predict risk of disease, prognosis, and
overall survival; (2) in early-stage cancer to inform targeted therapies for first-line treatment, identify
novel biomarkers, and to monitor treatment response and to provide an early predictor of treatment
resistance; (3) at disease progression in advanced stage cancer to confirm metastatic diagnosis, inform
targeted treatment selection, monitor treatment response and treatment resistance, and identify new
drug targets as the tumour evolves (clonal evolution); (4) post treatment to identify minimal residual
disease, monitor the patient during remission, and identify risk of relapse. Liquid biopsies allow the
analysis of different blood-based analytes including circulating tumour cells (CTCs) and cell-free
DNA (cfDNA). The latter provides genomic information from fragmented DNA, whereas CTCs are
whole cells providing not only genomic, but transcriptomic and proteomic information for a more
inclusive view of the current state of tumour mutations and biomarkers towards personalised therapy.

1.4. Circulating Tumour Cells

CTCs are whole cells released by a tumour into the bloodstream and are responsible
for metastatic seeding [18,19]. CTC enumeration provides robust prognostic information;
increased CTC presence correlates to metastatic burden, with a strong association with
overall survival in numerous cancer types [4]. Beyond CTC enumeration, CTCs can provide
functional genomic, transcriptomic and proteomic information, providing accurate tumour
phenotypic information at the time of sampling [2,3,8]. This presents a unique real-time
window into clinically relevant information towards personalised treatment. This analyte
has been reported to reflect high levels of tumour heterogeneity [3] and represent clonal
evolution that may be responsible for treatment failure and drug resistance [2,8,19]. As
such, CTCs are suitable for treatment selection [2], real-time longitudinal disease monitor-
ing, treatment monitoring, and relapse monitoring [5]. Furthermore, harvesting CTCs from
blood facilitates research into the complex landscape of cancer including CTC clustering,
cellular invasion, and metastasis [4] and is suitable for in vitro/in vivo culture research [20].
CTCs are an area of growing interest across multiple cancer types [2,8] and are emerging
as a tool to address challenges of the complex landscape of heterogeneity in the clinic. As
such, there is a demand for enrichment technologies that are able to successfully isolate rare
CTCs from whole blood. Numerous CTC enrichment technologies are emerging based on a
cell’s physical properties, biological properties and a combination of the two [19,21]. These
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include membrane microfilters, microfluidic technologies, non-microfluidic technologies,
positive selection by tumour marker technologies, and negative selection by non-tumour
marker technologies [19,21]. Technologies face challenges in isolating CTCs given their
rarity, their phenotype, size heterogeneity and the need for downstream analysis [22,23].
Often, there is a reported trade-off between CTC recovery and sample purity [22]. Microflu-
idic CTC isolation technologies have received attention for high throughput, sensitivity,
low sample consumption and cost [23].

Currently there are only two FDA-cleared medical devices for the enrichment of CTCs.
These include the CellSearch® Circulating Tumor Cell (CTC) Test (Menarini-Silicon Biosys-
tems, Huntingdon Valley, PA, USA): for the enumeration of CTCs of epithelial origin for the
monitoring of prognostic information of patients with metastatic breast, colorectal, or prostate cancer,
and the Parsortix® PC1 System (ANGLE plc, Guildford, UK): for the capture and harvest
of CTCs from the blood of metastatic breast cancer (MBC) patients for subsequent, user-validated
analysis. CellSearch® isolates and detects CTCs of epithelial origin via an immunoaffinity-
based enrichment method. However, CTCs can exist in three subtypes including epithelial,
mesenchymal, and epithelial/mesenchymal CTCs, thus cells undergoing or having un-
dergone epithelial to mesenchymal transition (EMT) (a process that increases metastatic
properties of cancer cells, enhancing cellular migration and invasion [24]) may be missed
by such enrichment technologies. The Parsortix® system overcomes this issue with epitope-
independent CTC capture, isolating epithelial, mesenchymal, and epithelial/mesenchymal
CTCs. Furthermore, the subsequent downstream analysis of CTCs provides a wealth of
information as compared to CTC enumeration.

1.5. The Parsortix® System

The Parsortix® system is a liquid biopsy platform that uses a patented microfluidic
technology enabling label-free (epitope-independent) capture of all CTC phenotypes based
on cell size and deformability, allowing for CTC enumeration and subsequent downstream
analysis [25]. More specifically, the Parsortix® system can facilitate the capture [25] of CTCs,
as well as the harvest of CTCs for subsequent downstream analysis methods, [26] including
individual gene expression analysis (messenger RNA [mRNA]) and protein evaluation
(e.g., cytological/immunofluorescent [IF] staining) [27–29], the evaluation of DNA aber-
rations [30], and whole genomic [31] and transcriptomic sequencing [32], amongst others.
These subsequent downstream methods have been utilised in the literature as tools for
studying CTCs and the tumour microenvironment [33,34], identifying clinically actionable
targets [30] towards therapeutic screening [31]/patient cohort selection and personalised
treatment, resistance profiling [35], and drug discovery [33] and development [14].

These applications and techniques used in tandem with the Parsortix® system are ex-
plored in 92 peer reviewed publications from 38 independent study centres across 18 cancer
types [36] (accessed on 28 September 2023). The Parsortix® PC1 Clinical System’s analyt-
ical performance [37] and multi-centre clinical performance [26] has been demonstrated
to capture and harvest CTCs, and provide specific, user-validated downstream analysis
in MBC. Moreover, the Parsortix® system is currently under evaluation in clinical trials
to investigate therapeutic influence on CTC clusters [38], the role of sleep in the spread
of CTCs in lung cancer patients [39], and to investigate the intestinal polyp secretion of
tumour cells and circulating factors [40].

2. Molecular Advances: The Omics Revolution

In the last 20 years, there have been exponential advances in the understanding and
application of molecular analysis and computational tools as genomic sequencing has
become well-established and affordable. More recently, it is understood that studying the
genome provides a basis of information that is just the beginning of a complex biological
landscape and that we are able to look beyond the genome [41]. Genomic information can
be supplemented with transcriptomic and proteomic data for closer evaluation of tumour
phenotype towards more accurate, real-time information for personalised treatment (the
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study of multi-omics). Genomic analysis provides information on past mutations acquired
during the evolutionary history of the tumour, whereas transcriptomic analysis provides
a window into epigenetic influence on gene expression and thus the current state of the
tumour [42]. This interplay between the genome and the transcriptome is relevant for
identifying up-to-date and accurate treatment options [42]. The importance of studying the
transcriptome has been demonstrated in real-world clinical data, in which tissue-derived
RNA sequencing discovered more clinically actionable targets than DNA sequencing alone,
increasing the number of patients eligible for matched therapies by 24% [43]. Similarly,
other research has shown that utilising transcriptomics can increase the number of patients
administered for matched therapy [44]. Moreover, it is predicted that by harnessing
NGS tools and the nature of transcriptomics, it is possible to head towards a new era
of personalised medicine, something which is recognised by the National Institute of
Health [45]. As such, we are entering an omics revolution that aims to progress personalised
medicine [41]. Furthermore, this evolution of molecular technology has necessitated the
concurrent development and application of artificial intelligence and machine learning for
the integration of big data into the clinic [46].

These molecular advances are fuelling liquid biopsy analysis [9]. Advances in digital
polymerase chain reaction (dPCR) and sequencing technologies are facilitating low-cost,
rapid analysis, with limited starting material to provide clinically relevant multi-omic in-
formation [47]. Notably, the application of NGS technology is enabling the identification of
druggable targets, clonal selection, and metastatic information from liquid biopsy analytes
as real-time tools [30]. There are 20 peer reviewed publications that utilise the Parsortix®

system and NGS technology to study the genome or transcriptome. More specifically, eight
of these publications perform bulk harvest NGS analysis, and 12 study the use of single-cell
analysis. As such, the ability of CTCs to provide both genomic and transcriptomic informa-
tion in addition to genomic information from ctDNA as dual analytes from the same patient
sample is an exciting prospect. Currently, there is no single device or companion diagnostic
approved for the combined analysis of CTCs and ctDNA or multi-analyte analysis from a
single blood sample, but dual analysis is emerging in the literature.

3. Complementary Insights

In the literature, the enumeration of CTCs and analysis of ctDNA in tandem have
previously informed prognosis across various cancer types [48,49]. Rapid advances in CTC
isolation technologies and the omics revolution have enabled the molecular analysis of
both CTCs and ctDNA as a minimally invasive approach to define tumour heterogeneity
and clonal evolution to study metastasis [4]. As this information is imperative for treatment
success, CTCs and ctDNA have been described as cornerstones of liquid biopsy diagnosis,
paving the way for new diagnostic opportunities [8]. Until recently, the analysis of CTCs
and ctDNA have been referred to in the literature as competing sources of information [50];
however, there has been a shift in understanding that the two analytes can provide comple-
mentary insights [3,8], expanding the amount of clinically actionable information to inform
the patient care pathway.

Aoki et al. (2020) describe the dual analysis of these analytes to increase genomic
mutation profiling sensitivity without decreasing specificity [51] and alludes to the unique
ability of CTCs to provide novel genomic, transcriptomic, proteomic, metabolomic, and
secretomic information in the future. Onidani et al. (2019) conducted NGS research into
the genomic profiles of CTCs and ctDNA via the targeted sequencing of 37 head and
neck or gastrointestinal cancer patients [52]. They reported that in both cancer types,
patients identified with both concordant and discordant clinically actionable information
within CTCs and ctDNA (Figure 2). For example, in some head and neck cancer patients,
mutations in ALK and KIT were present in both analytes, whereas mutations in TP53
and SMAD4 were exclusive to CTCs and mutations in MET were exclusive to ctDNA.
Similarly, in colorectal cancer patients, mutations in TP53 and SMAD4 were present in both
analytes, whereas EGFR mutations were exclusive to CTCs, and BRAF, KRAS and PIK3CA
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mutations were exclusive to ctDNA. The authors state that CTCs and ctDNA exhibited
genetic heterogeneity and that dual analysis is more informative than using one analyte
alone, outlining the relevance of this tool for real-time monitoring of disease progression,
treatment selection and personalised care [52]. Similarly, Manier et al., (2018), performed
research into 28 multiple myeloma patients to report that whole exome sequencing (WES)
revealed mutations exclusive to either CTCs or cfDNA. These analytes presented different
genetic profiles for the cross-evaluation of mutations, and the research infers that this
complementary information provided a comprehensive profile of clonal heterogeneity in
multiple myeloma [53]. This research also reports that in specific cases, the actionable
biomarker TP53 was mutated in both CTCs and ctDNA but not in primary tissue samples,
highlighting the benefit of liquid biopsy [53].
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Kong et al. (2020) performed CTC and ctDNA mutation profiling via qPCR and Sanger
sequencing in 16 lung adenocarcinoma and 21 breast ductal carcinoma patients. This
research reported that higher degrees of genomic heterogeneity were present in CTCs as
compared to ctDNA. More specifically, in some breast cancer patients, clinically actionable
mutations such as JAK3, BRAF or MTOR amplifications were present at specific timepoints
in CTC analysis but absent in matched ctDNA. The authors hypothesise that the difference
may stem from the origin of the analytes; CTCs may have evolved and survived treatment
whereas the ctDNA may be presenting genetic information of apoptotic tumour cells.
Furthermore, when analysed together, CTCs and ctDNA displayed higher degrees of
concordance with the metastatic tumour as compared to the primary tumour, representing
clonal evolution. In detail, this evidence indicates that dual analysis detected evolving
signatures during the progression of disease and throughout treatment, highlighting the
potential for use as treatment guides in personalised therapy [5]. Other research articles
support the findings that dual analysis of these analytes provides complementary profiling
information [54,55]. Some authors state that single-cell profiling of CTCs allows tumour
heterogeneity insights beyond that of ctDNA alone, and that the addition of CTCs to the
study of cfDNA is clinically relevant for monitoring clonal evolution and relapse [3].

Keup et al., report on a project named ELIMA (‘evaluation of multiple liquid biopsy
analytes in metastatic breast cancer patients all from one blood sample’) in which they
published a series of investigations assessing the mutation profiles in three or more blood-
based analytes. Keup et al. (2021) evaluated CTC mRNA, extracellular vesicle (EV) mRNA
and cfDNA profiles in 27 hormone receptor positive, HER2 negative MBC patients, report-
ing that the largest and most diverse number of overexpression signals occurred within
CTCs [56]. The authors state that this diversity mirrors spatial tumour heterogeneity, a
leading cause of treatment failure. Moreover, EV signals fluctuated greatly showing that
temporal heterogeneity and cfDNA provided a source for actionable variants. Thus, all
three analytes were complementary and together provided longitudinal, multiparamet-
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ric information to capture heterogeneity and tumour evolution [56]. In a similar ELIMA
study, Keup et al. (2021) evaluated CTC mRNA, CTC gDNA, EV mRNA and cfDNA
from 26 hormone receptor positive, HER2 negative MBC patients via qPCR, finding that
a combination of two analytes resulted in 81–92% of patients presenting with actionable
signals, a combination of three resulted in 92–96%, and all four resulted in 96% of patients
presenting with an actionable mutation signal [57]. Thus, these analytes are complementary
as opposed to competitive, and enable genomic and transcriptomic disease characterisation
towards more effective personalised medicine.

In the literature, the number of articles published including both CTCs and cfDNA/
ctDNA blood analytes is low in comparison to the analytes studied alone. The rapid
evolution of this research field may influence this in the future. Currently, clinical tri-
als undertaking the dual assessment of CTCs and ctDNA are underway in a number of
cancer types to assess patterns in diagnosis [58], to monitor biomarker response to treat-
ment [59,60], and to test if dual analysis is more sensitive than standard parameters and
imaging for disease monitoring [61]. It is suggested that the current limited access to both
CTC enrichment platforms and ctDNA sequencing platforms in the same laboratory is
responsible for the rarity of dual analysis research articles [5]. Moreover, it is reported
that in some studies, the dual analysis of CTCs and ctDNA has taken place, but only
epithelial CTCs have been isolated, thus mesenchymal or EMT phenotypes were missing.
Furthermore, some studies have only focused on a single mutation and therefore lack
comprehensive profiling, and others study CTCs and ctDNA from different blood samples,
failing to account for inter-sample heterogeneity [5]. The Parsortix® system can address
these issues as a label-free tool for the isolation and harvest of CTCs, facilitating the analysis
of CTCs in conjunction with ctDNA from the same blood sample. Herein, we review the
literature in which the Parsortix® system has been utilised for this dual analysis.

4. The Parsortix® System and Dual Analysis

The Parsortix® system has been used in studies investigating complementary informa-
tion from CTCs and ctDNA in NSCLC [62–66], triple negative breast cancer (TNBC) [67],
head and neck cancer, colorectal cancer, and melanoma [68]. These studies include dual
analysis towards the evaluation of prognosis [62,68], biomarker treatment selection [62,67]
and to inform treatment resistance [64,66] and relapse [62,63] faster than the standard of
care [69]. This showcases the clinical utility of liquid biopsy dual analysis throughout the
patient care pathway. A selection of these peer reviewed publications is discussed below
and listed in Table 1.

Markou et al. (2023) investigated Parsortix®-enriched CTCs and also cfDNA for
hotspot mutations in four therapeutically relevant genes (BRAF, KRAS, EGFR, and PIK3CA:
E545K and H1045R) from 49 early-stage NSCLC patients via droplet digital PCR (ddPCR)
to find complementary genomic information from the same blood sample. The prevalence
of the mutations tested was higher in CTCs as compared to cfDNA (38.8% and 24.5%,
respectively), and high heterogeneity was present both within and between the analytes.
The combined analyses of CTCs and cfDNA increased the percentage of patients identified
with actionable mutations to 53%, highlighting the benefit of dual analysis (Figure 3).
Moreover, this research showed that the incidence of progression and relapse was higher
when at least one mutation was detected in either sample, as compared to no detectable
mutation, revealing important stratification factors for early-stage NSCLC. As such, these
samples provided diverse genomic information regarding the prognosis and treatment of
NSCLC [62].
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Table 1. Publications using the Parsortix® system: CTC and ctDNA analysis.

Study Cancer Patients Analysis Key Message Reference

Markou et al.
(2023)

Early-stage
NSCLC 49

ddPCR of hotspot
mutations BRAF,

KRAS, EGFR,
and PIK3CA

Dual analysis provided
complementary molecular

information and greater diversity in
genomic information for cancer

prognosis and treatment.

[62]

Markou et al.
(2022)

Early-stage
NSCLC 42

MSP of APC,
RASSFIA1, FOXA1,

SLFN11, SHOX2

Methylation profiles varied between
CTCs, ctDNA, and primary tissue,

suggesting that dual analysis allowed
real-time monitoring of tumour
evolution. A higher incidence of

relapse was reported when at least
one gene promoter is methylated in

CTCs or cfDNA, highlighting the
prognostic value of dual analysis.

[63]

Ntzifa et al.
(2021) NSCLC 42

DNA methylation
patterns of RASSF1A,
RASSF10, APC, WIF-1,

BRMS1, SLFN11,
RARβ, SHISA3,

and FOXA1

CTCs and cfDNA provided
complementary information and

showed that methylation was
associated with disease progression

and identified as a potential
resistance mechanism.

[64]

Ntzifa et al.
(2021) NSCLC 48

Crystal dPCR
genotyping of EGFR

mutations
including T790M

Differences between ctDNA and
CTCs show heterogeneity and could

be predictive of resistance
mechanisms useful for evolution

tracking and treatment monitoring.

[66]

Ortolan et al.
(2021) TNBC 42

ddPCR and NGS,
personalised panels

including TP53,
PIK3CA, FGFR3

and more.

ctDNA and CTCs represent both
spatial and temporal heterogeneity
and allow dynamic monitoring of

cancer progression.

[67]

Mondelo-
Macia et al.

(2020)

Lung, colon,
prostate,

melanoma,
breast,

and gastric

30

ddPCR for MET
amplification in

cfDNA and IF for MET
overexpression

in CTCs

CTC and cfDNA MET status analysis
is a tool for monitoring resistance to
anti-EGFR therapy and can inform

overall survival.

[65]

Gorges et al.
(2019) Melanoma 84

Analysis of 61
clinically relevant
variants across 13

genes including BRAF,
NRAS and MAP2K1

Combined CTC and ctDNA analyses
can reveal synergistic information, as

well as predict relapse earlier than
imaging and the standard of care in

some cases.

[69]

Aya-Bonilla
et al. (2020) Melanoma 37

Immunocytochemistry
of CTCs and ddPCR of

MLANA, TYR,
MAGEA3, ABCB5

and PAX3

CTCs are a complementary feature to
cfDNA monitoring and can be

associated with shorter overall and
progression-free survival.

[70]

The same research group investigated the prognostic value of DNA methylation de-
tection in five gene promoters (APC, RASSFIA1, FOXA1, SLFN11, SHOX2) in early-stage
NSCLC patients via real-time methylation-specific PCR (MSP). Beyond DNA mutations,
epigenetic changes in methylation patterns can influence tumour suppressor gene expres-
sion and can be identified as an early event in tumorigenesis. This study reports differences
in DNA methylation patterns in CTCs, cfDNA and the primary tumour, as well as a higher
incidence of relapse when at least one methylated gene promoter was detected in CTCs
or cfDNA, highlighting the complementary nature and prognostic benefit to dual analyte

110



Curr. Issues Mol. Biol. 2024, 46

analysis. The authors state that the dual analysis of CTCs and cfDNA allow for real-time
monitoring of tumour evolution [63]. Similarly, Ntzifa et al. (2021) investigated the DNA
methylation patterns of nine genes (RASSF1A, RASSF10, APC, WIF-1, BRMS1, SLFN11,
RARβ, SHISA3, and FOXA1) in NSCLC patients during osimertinib treatment to find com-
plementary information in CTCs and cfDNA. This research reported that the presence of at
least one gene methylation pattern was associated with progressive disease and identified
methylation as a potential resistance mechanism [64].
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Figure 3. Mutation status in four therapeutically relevant genes (BRAF, KRAS, EGFR, and PIK3CA:
E545K and H1045R) from 49 early-stage NSCLC patients in (a) CTC-derived DNA and (b) plasma
ctDNA and (c) the percentage of patient mutations from CTC-derived DNA alone, plasma ctDNA
alone or analysed in combination. Red represents mutation. Green represents wildtype. Figure
reproduced from Markou, A.N. et al. (2023) [62].

Mondelo-Macía et al. (2020) reported the successful detection of MET (hepatocyte
growth factor receptor) expression in CTCs (via immunofluorescence) and amplification in
cfDNA (via ddPCR) in a variety of cancer types (lung, colon, prostate, melanoma, breast,
and gastric cancer patients) towards the characterisation of tumours and for the detection
of treatment resistance [68]. More specifically, a correlation between cfDNA concentration
and MET copy number was determined. Furthermore, an association between CTCs that
were MET positive and poor survival in head and neck cancer patients was reported, an
association not observed for MET amplification determined by cfDNA analysis [68]. This
research highlights the potential for both CTC and cfDNA analysis as useful tools for
characterising tumours and guiding personalised treatment upon detection of treatment
resistance, through longitudinal monitoring.

In a study by Ntzifa et al. (2021), the presence of EGFR mutations in tissue, cfDNA and
CTCs in NSCLC patients undergoing osimertinib therapy was determined using Crystal
Digital PCRTM and subsequently compared (Figure 4). Of note, two patients (#11 and #38)
with a T790M mutation (a mutation associated with resistance to EGFR inhibitors) detected
in CTCs at the baseline but not in cfDNA or tissue had significantly lower progression-free
survival. Moreover, the presence of the T790M mutation was detected in CTCs from three
patients (#12, #17 and #18) at disease progression, which was absent at this time in cfDNA.
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The authors reported that this may be indicative of tumour heterogeneity and could also
be predictive of resistance mechanisms occurring under selective treatment pressure. The
authors conclude that analysis of EGFR mutations in both CTCs and cfDNA could be more
informative for treatment monitoring in these patients [66].
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Ortolan et al. (2021) evaluated CTCs and ctDNA in 42 patients with early-stage TNBC,
via ddPCR and NGS. The authors state that ctDNA presence was indicative of relapse
events and may help stratify patients suitable for intensification or alterative treatment
post therapy to prevent metastasis development. Furthermore, CTCs analysed at disease
progression revealed unique genetic abnormalities such as gain/loss of chromosome 10 and
21q. Network analysis of these altered regions identified actionable pathways including
PI3K/Akt, erbB, Raf, platinum-resistance signalling, and regulation of immune response.
This research states that CTCs were non-epithelial in most cases, as such they would
not have been detected by epithelial dependent CTC enrichment technologies. Overall,
the research team endorsed blood-based genomic analyses to utilise ctDNA as a tool for
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treatment response monitoring and CTCs as a tool to explore druggable targets in disease
progression in TNBC patients [67].

In a study by Gorges et al. (2019), CTCs and ctDNA samples from 84 melanoma
patients underwent the analysis of 61 clinically relevant variants across 13 genes including
BRAF, NRAS and MAP2K1. The study reported that ctDNA and CTCs provided comple-
mentary information, indicated relapse prior to standard of care imaging, and were more
accurate than the current melanoma staging system and biomarkers in some patients. More
specifically, in one case, CTCs presented with BRAFV600E and EGFRI491M mutations at
patient relapse, guiding targeted therapy; however, neither ctDNA, LDH (lactate dehydro-
genase), or S100 (a melanoma marker gene) levels were elevated at this time. This research
concludes that CTCs and ctDNA together provide real-time, complementary information
on the mutational status of RNA and protein expression, with clinical significance for
melanoma patients [69]. Aya-Bonilla, et al. (2020) also studied CTCs and cfDNA from
melanoma patients (37 patients). The researchers reported that although immunocytochem-
istry showed a vast heterogeneity of CTC morphology and phenotype, gene expression
analysis via ddPCR of five melanoma-associated genes revealed a comparable trend in CTC
and cfDNA scores. However, in some cases CTC analysis revealed changes in molecular
signatures at the baseline and in post treatment that were complementary to ctDNA moni-
toring. Furthermore, this research describes the Parsortix® yield as a suitable platform for
potential downstream transcriptomic analysis due to its low white blood cell background
yield as compared to other technologies [70].

5. Future Directions

As the omics revolution continues, we expect the further uptake of transcriptomics
and proteomics to shape the future of liquid biopsies and personalised medicine for a
comprehensive picture of tumour biology and clinical insights. The integration of multi-
omics from laboratory bench to patient bedside faces challenges in translating vast and
complex datasets into clinical benefit. Liquid biopsy-based multi-omics analysis is in its
infancy, and standardisation and clinical feasibility are key to the successful integration
of this tool into the clinic. This includes a need for improved access to microfluidic CTC
isolation devices and sequencing platforms. However, the future of liquid biopsies is
bright, with promising data emerging to support the use of whole blood as a source for
multiple analytes providing information on disease prognosis, treatment selection, the
monitoring of tumour evolution, and disease relapse. Furthermore, the use of dual analytes
to discover complementary information will continue to emerge in the future literature,
uncovering exclusive actionable insights to better inform personalised medicine. The future
of the Parsortix® system involves the development and commercialisation of a breadth
of downstream assays to expand CTC analysis, via immunofluorescent and molecular
solutions, to provide clinically actionable insight, as well as continued investigation into
the dual analysis of CTCs and ctDNA.

6. Conclusions

Liquid biopsies are emerging as a less invasive, less costly, and safer tool that provide
faster results and are more suited for longitudinal disease monitoring for cancer care. CTCs
and ctDNA are described as cornerstones of liquid biopsy analysis, providing minimally in-
vasive, real-time clinical information throughout the patient care pathway. Rapid advances
in technology and the affordability of NGS continue to excel, paving the way for a new era
of liquid biopsy. The omics revolution is driving the dual analysis of CTCs and ctDNA
as complementary sources of genomic and transcriptomic information, as RNA emerges
as a tool for more accurate phenotypical sampling. The Parsortix® system is a versatile
microfluidic device that facilitates epitope-independent capture and the analysis of CTCs
in conjunction with the analysis of ctDNA from a single blood sample towards real-time
personalised medicine, overcoming the shortfalls of immunoaffinity-based enrichment
technologies that rely on epithelial surface markers known to understate CTC capture.
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In particular, the Parsortix® system has been utilised in studies investigating the comple-
mentary information from CTCs and ctDNA for the evaluation of prognosis, to inform
treatment selection and assess resistance and relapse, in some cases faster than the standard
of care. This system addresses issues of sample heterogeneity and epitope-dependent CTC
capture with label-free microfluidic isolation.
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with Breast Cancer in Women from Western Mexico
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Abstract: HLA-G is a physiology and pathologic immunomodulator detrimentally related to cancer.
Its gene is heavily transcriptionally and post-transcriptionally regulated by variants located in regu-
lator regions like 3′UTR, being the most studied Ins/Del of 14-bp (rs66554220), which is known to
influence the effects of endogen cell factors; nevertheless, the reports are discrepant and controver-
sial. Herein, the relationship of the 14-bp Ins/Del variant (rs66554220) with breast cancer (BC) and
its clinical characteristics were analyzed in 182 women with non-familial BC and 221 disease-free
women as a reference group. Both groups from western Mexico and sex–age-matched (sm-RG).
The rs66554220 variant was amplified by SSP-PCR and the fragments were visualized in polyacry-
lamide gel electrophoresis. The variant rs66554220 was not associated with BC in our population.
However, we suggest the Ins allele as a possible risk factor for developing BC at clinical stage IV
(OR = 3.05, 95% CI = 1.16–7.96, p = 0.01); nevertheless, given the small stratified sample size (n = 11,
statistical power = 41%), this is inconclusive. In conclusion, the 14-bp Ins/Del (rs66554220) variant of
HLA-G is not associated with BC in the Mexican population, but might be related to advanced breast
tumors. Further studies are required.

Keywords: breast cancer; HLA-G; Mexican population; rs66554220; 14-bp Ins/Del; western Mexico;
stage IV; clinical

1. Introduction

Breast cancer (BC) is the most common and fatal type of cancer among the female
population worldwide [1]. The same is true for Mexico where, in the last three decades, BC
incidence and mortality have increased importantly [1]. The risk of developing BC depends
on ethnicity, family history and environmental factors, with genetics representing a central
element to identify possible biomarkers [2].
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Phenotypic heterogeneity in BC shows a considerable challenge for tumor therapy [3].
Recently, Anna et al. evidenced a component from non-classical MHC-I, named HLA-G,
as an excellent and effective target for CAR-T immunotherapy [4]. HLA-G constitutive
expression is usually restricted to a few human tissues, but its ectopic expression has been
demonstrated in different kinds of tumors [5,6]. Moreover, it has been related to disease
stage and outcomes, metastatic status and response to different therapies [3]. Nonetheless,
it is still difficult to determine a clear correlation between the HLA-G isoforms and the
disease features [7].

The HLA-G gene is within the MHC cluster in 6p21.3, encoding for a non-classical HLA-
I molecule with (1) immunosuppressive properties, (2) the capacity for ectopic expression in
pathological conditions and (3) low rate of variants even when it is in linkage disequilibrium
(LD) with HLA-A [8]. Emphasizing the third point, HLA-G genetic variation affects its
expression at the transcriptional and post-transcriptional level [9]; for that, it is important
to explore the association between its genetic determinants and cancer susceptibility and
progression [10].

The 3′ untranslated region (UTR) of the HLA-G gene contains signals that regulate
the spatial and temporal expression of its mRNA [11]. It is notable that this region is
polymorphic, which may impact the response to endogen cellular factors according to
cellular type [12]. One of the most studied genetic variants in the 3′UTR of the HLA-G
gene is rs66554220 [8,13], which produces a 14-bp insertion (Ins)/deletion (Del) of the
sequence 5′-ATT TGT TCA TGC CT-3′ between the +2960 and +2961 position in exon
8 [14]. The Ins (wild-type) allele is associated with low HLA-G gene expression and low
levels of free soluble HLA-G (sHLA-G) given the strong LD with other single-nucleotide
variants (SNVs) [10]. On the other hand, the Del allele is related to an increased HLA-G
gene expression and higher levels of sHLA-G [12,14].

A previously published meta-analysis suggested that the rs66554220 variant may
not influence cancer susceptibility in an overall context [15,16]. Nevertheless, the role
of HLA-G SNVs in BC has already been suggested based on their biological interactions,
although their precise mechanisms of action remain unclear [17]. In this respect, the HLA-G
gene rs66554220 variant has been studied in different populations, with discordant results
regarding its association with BC [15,18,19]. In Mexican people, however, there are no
published studies on its association with cancer.

Considering the aforementioned context and the lack of reports on other admixture
populations such as Latin-Americans, we aimed to study the potential role of variant
rs66554220 in the susceptibility and clinical outcome of BC in a Mexican population.

2. Materials and Methods
2.1. Subjects

We conducted a case-control study at Universidad de Guadalajara, in Jalisco, Mexico.
The patient group included 182 Mexican women (due to the low incidence of breast cancer
in men, only women were included) aged ≥18, diagnosed with de novo non-familial
BC, clinically and histologically confirmed by medical oncologists and pathologists and
recruited as a part of the earlier “ELLA Binational Breast Cancer Study” [20]. Their clinical
features, including menopausal status; body mass index; molecular phenotype according
to ER, PR and HER2/neu; clinical and pathological stage; and metastasis were obtained
through medical records.

Also, we included a disease-free sex-age (±5 years)-matched reference group (sm-RG)
which was composed of 221 healthy women, who, upon questioning, did not report having
breast cancer; were randomly selected; without any history or laboratory evidence of
infectious, heart-related, inflammatory and renal diseases; and without background of
surgery or blood transfusions for at least one year at the time of sampling, with a mean
age of 50.50 ± 11.43 years old. All participants were born in the state of Jalisco with ethnic
ancestry of three generations from western Mexico and provided signed informed consent.
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The study was approved by the ethical and investigation committee from Universidad de
Guadalajara (CI-9708) and conducted according to the Declaration of Helsinki, 1964.

2.2. Genotyping

Genomic DNA was obtained from peripheral blood using the salting-out method [21].
The rs66554220 variant was amplified by PCR using primer sequences modified from García-
González et al., 2014 [22], to which two nucleotides (GT) were added at the beginning of
the forward primer and one nucleotide (A) was added at the end of the reverse primer in
order to adjust the two primers to the same alignment temperature, as follows: F: 5′-GTG
ATG GGC TGT TTA AAG TGT CAC C-3′ and R: 5′-GGA AGG AAT GCA GTT CAG CAT
GA-3′. The PCR reactions were performed using 20 ng of genomic DNA in a total volume
of 10 µL, containing 1X PCR buffer, 1.5 mM MgCl2, 100 mM of each dNTP, 0.3 mM of each
primer and 0.025 U of recombinant Taq DNA polymerase recombinant, all reagents from
Invitrogen (Life Technologies Corporation, Carlsbad, CA, USA). Later, the reaction was
carried out in a thermal cycler Aeris (Esco® Lifesciences group, Changi, Singapore) with
the following conditions: initial denaturation at 94 ◦C for 4 min; followed by 30 cycles of
26 s, each one at 94 ◦C, 65 ◦C and 72 ◦C; and final extension at 72 ◦C for 7 min. Fragments
of 210 pb (Deletion) or 224 pb (Insertion) were obtained. These fragments were visualized
in polyacrylamide gel electrophoresis (Golden Bell reagents, Jalisco, Mexico) at 6% in an
OWL P9DS camera (Thermo Fisher Scientific, Waltham, MA, USA) and stained with silver
nitrate (Golden Bell reagents, Jalisco, Mexico). As a quality control, 10% of all samples were
selected, reanalyzed and all results were confirmed by an independent blinded observer.

2.3. Statistical Analysis

The allele and genotype frequencies were calculated via direct counting in both study
groups. Hardy–Weinberg Equilibrium (HWE), χ2 and logistic regression were performed
in the online SNPstats software: https://www.snpstats.net/ (accessed on 6 June 2023).
Also, comparisons between allelic and genotypic frequencies vs. clinical characteristics in
the BC group were made in IBM SPSS Statistics (v27.0). Values of p < 0.05 were considered
significant. “Finally, the statistic power (1−b) was calculated in Post-hoc power calculator
online (https://clincalc.com/Stats/Power.aspx, accessed on 6 June 2023) according to the
sample size of the study, respectively”.

3. Results
3.1. Description of Clinical Variables

The clinical data of the BC patients are shown in Table 1. At the time of BC diagnosis,
most of the patients were postmenopausal and 54.53± 12.53 years old. Moreover, according
to their body mass index, most BC patients presented overweight (37.9%) or obesity
(28.6%), and 33% of those were ≥60 years old. Regarding the molecular phenotype of
cancer, Luminal A was the most predominant (29.1%). Additionally, the clinical and the
pathological stage II were the most prevalent, with around 16% of metastasis reported.

3.2. Genetic Association

Allele and genotype frequencies for the rs66554220 variant were in agreement with
HWE in BC patients (p = 0.61) and sm-RG (p = 0.79). Electrophoretic patterns of HLA-G
14-bp Ins/Del (rs66554220) variant genotypes are demonstrated in Figure 1. As shown
in Table 2, according to χ2 and logistic regression with different inheritance models, no
statistically significant differences were observed between groups. In addition to this,
we stratified BC patients according to clinical features and we found the Ins allele as a
possible risk factor for clinical stage IV in the BC group vs. the sm-RG (Table 3). However,
the statistical power (41%) was insufficient to be a conclusive association. The remaining
clinical features (menopausal status, body mass index, molecular phenotype, pathological
stage and metastatic status showed no association).
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Table 1. Clinical features of breast cancer patients.

Modifiable Risk Factors n (%)

Menopausal status
Pre-menopause 62 (34.1)
Post-menopause 118 (64.8)

Unknown 2 (1.1)
Body mass index

Underweight 1 (0.5)
Normal weight 48 (26.4)

Overweight 69 (37.9)
Obesity class I 40 (22)
Obesity class II 6 (3.3)
Obesity class III 6 (3.3)

Unknown 12 (6.6)
Mechanisms/Pathophysiology n (%)

Molecular phenotype
Luminal A 53 (29.1)
Luminal B 22 (12.1)
HER2/neu 27 (14.9)

TNBC 23 (12.6)
Unknown 57 (31.3)

Clinical stage
I 19 (10.4)
II 77 (42.3)
III 58 (31.9)
IV 11 (6.0)

Unknown 17 (9.4)
Pathological stage

I 21 (11.5)
II 68 (37.4)
III 65 (35.7)
IV 9 (5)

Unknown 19 (10.4)
Metastatic status

Presence 29 (15.9)
Absent 126 (69.2)

Unknown 27 (14.9)
TNBC, triple-negative breast cancer.
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Figure 1. Visualization of HLA-G 14-bp Ins/Del (rs66554220) variant genotypes via 6% polyacry-
lamide gel electrophoresis. Lane 1, 25 base-pair molecular-weight markers indicating 125 bp as the
most intense band; lane 2, homozygous Ins/Ins genotype; lane 3, homozygous Del/Del genotype;
and lane 4, heterozygous Del/Ins genotype.
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Table 2. Allelic and genotypic frequencies and the results of the association test of the HLA-G 14-bp
Del/Ins (rs66554220) variant.

Inheritance Model
Sex-Matched

Reference Group
n = 221 (%)

Breast Cancer
n = 182 (%) p-Value *

Allele
Del (54) (53) Reference
Ins (46) (47) n.s.

Co-dominant
Del/Del 65 (29.4) 50 (27.5) Reference
Del/Ins 108 (48.9) 94 (51.6) n.s.
Ins/Ins 48 (21.7) 38 (20.9) n.s.

Dominant
Del/Del 65 (29.4) 50 (27.5) Reference

Del/Ins + Ins/Ins 156 (70.6) 132 (72.5) n.s.

Recessive
Del/Del + Del/Ins 173 (78.3) 144 (79.1) Reference

Ins/Ins 48 (21.7) 38 (20.9) n.s.

p-value: significance defined by the χ2 test; n.s.: non-significant. * Due to the lack of statistical significance, the OR
and 95% CI were omitted.

Table 3. Allelic frequencies and association test of the HLA-G 14-bp Del/Ins (rs66554220) variant in
clinical stage IV of breast cancer clinical features.

Allele
Sex-Matched

Reference Group
n = 221 (%)

Clinical Stage IV of
Breast Cancer

n = 11 (%)
p-Value, OR (95% CI) *

Del (54) (27) Reference
Ins (46) (73) 0.01, 3.05 (1.16–7.96)

p-value: significance defined by the χ2 test; OR: odds ratio; 95% CI: 95% confidence interval. * The statistic power
(1−β) derived from this comparison was 41%.

4. Discussion

The HLA-G gene 3′UTR 14-bp (rs66554220) variant is involved in HLA-G production
via modulating the mRNA stability of mechanisms that have not been yet fully eluci-
dated [23,24], albeit the insertion of 14-bp (Ins) has been associated with low HLA-G mRNA
production [23]. On the other hand, with the deletion of 14-bp (Del), the transcripts could
be further processed by the removal of the first 92 bases of exon 8, producing a smaller
and stable transcript as compared with the complete mRNA forms [23,24]. Nevertheless, it
should be emphasized that the presence of the 14-bp insertion is always related to the pres-
ence of another two variants, rs1063320 and rs9382142 (+3142G and +3187A, respectively),
in strong LD and is associated with a low quantity of HLA-G mRNA [25].

In the present study, genetic frequencies of the rs66554220 variant were not associated
with BC, which is like other studies [26]. It is important to mention that the frequency
of rs6655420 allele/genotypes was in accordance with earlier reports from the West of
Mexico [22,27,28]. Furthermore, according to Farias-Rodrigues et al., the insertion allele
has a similar distribution around the world, indicating a possible action of balancing
selection [29]. This fact is important because HLA-G’s pivotal function in the immune
system and its putative beneficial role in maintaining genetic variability in different stages
of immunological processes [29]. In this way, it allows for a better understanding of the
role of genetic variability in complex diseases such as BC.

Studies of different pathological conditions have indicated that the HLA-G gene might
serve as a clinical marker for the diagnosis or prediction of the clinical outcomes of breast
cancer [30–34]. In the present study, we suggest that the Ins allele could granted up to three
times the risk of developing clinical stage IV BC, where the microenvironment changes

122



Curr. Issues Mol. Biol. 2023, 45

from anti-tumor to tumor-promoting [2]. At this point, HLA-G gene expression can act as a
checkpoint and as a critical marker of immune tolerance in cancer-cell immune evasion,
disease progression and prognosis, given that the heterogeneity of their expression in
immune-suppressive microenvironments and the isoform profiles vary among tumor type
and patients [3] (Figure 2).
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Figure 2. Biological hypothesis about risk association of Ins allele of rs66554220 in HLA-G gene with
clinical stage IV breast cancer. (a) As a background, HLA-G gene contains 8 exons; their last exon,
the 3′UTR, contains the rs66554220 variant related to mRNA stability given the Ins/Del of 14-bp
associated with decreased/augmented gene expression and soluble levels of the HLA-G protein,
respectively. (b) According to this research, we proposed the biological hypothesis derived from the
clinical suggestion of association between Ins allele and clinical stage IV in patients from western
Mexico with breast cancer as a risk factor, because their biological function is related to epigenetic
mechanisms, an immune-suppressive microenvironment and other microenvironmental factors
that allow the immune surveillance and evasion of the system MHC-I non classical. Created with
BioRender.com.

Our results are similar to the findings in South Indian women, in which the Ins allele
is proposed as an important factor in the pathogenesis of BC. Nevertheless, they lacked an
analysis of clinical variables [18]. Contrary to our findings, in populations from Tunisia
and Iran, the Del allele is proposed as a risk factor for developing BC [19,32–34]. Also,
in Brazilians, the Del/Del genotype is associated with higher levels of soluble HLA-G in
invasive breast ductal carcinoma, poor prognosis of life and metastasis [35]. Moreover,
in a recent meta-analysis in Caucasic and Asiatic populations, Tizaoui et al. suggested
the rs66554220 variant as a risk factor and sHLA-G level as a biomarker for BC [6]. These
similarities and differences remark the importance of studying different populations to
ascertain the validity of a gene as a possible risk factor for a pathology, particularly in
populations with high genetic admixture such as the Mexican population [36].

In the context of cancer, the immunoediting process includes the gain of expression of
immune-inhibitory molecules such as HLA-G [37]. Furthermore, HLA-G gene expression
can be induced by glucocorticoids or microenvironmental factors such as low oxygen
tension or tryptophan starvation, both characteristic of cancer, along with it being regulated
by epigenetic mechanisms [38]. Owing to the latter, the presence of the Ins allele could be
an important regulator of the union of different microRNAs that allow HLA-G to function
as a bipartite immune checkpoint, contributing in complex diseases such as BC.

The evaluation of the clinical characteristics such as menopause was exclusive for
patients, and they were not comparable with the sm-RG; in addition, the stratification of
patients based on their clinical characteristics reduced the statistic power to half of the
statistical significance.

It is important to emphasize that this first approach is focused on the role of the
rs66554220 variant in our population, and future case–control studies will be performed
with other characteristics of women, with the inclusion of a larger number of patients to
increase the robustness of what is proposed here. Also, future investigations with new
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methodologies will be needed. Finally, the prevalence of the clinicopathological stage
and metastasis in our patients could be related to an early or late diagnosis more than a
genetic factor in its entirety, taking into consideration that, in the Mexican population, the
diagnostic rate of BC is above <50 years compared with the United States and Europe and
it is also mostly in advanced stages (III, IV, N.C) in two out of three patients [39,40].

5. Conclusions

We concluded that the 14-bp Ins/Del (rs66554220) variant of HLA-G is not associated
with BC in the Mexican population, but might be related to advanced breast tumors; further
studies are required. We suggest the Ins allele as a possible risk factor for developing
BC at clinical stage IV; nevertheless, a bigger stratified sample size might verify this. We
propose the integration of clinical features in the association studies due to the possibility
of identifying possible genetic factors involved in the etiopathogenesis of complex diseases
like cancer and, as in other publications, we also suggest that the 3′UTR of the HLA-
G gene segment should be analyzed in a wider approach because of its strong linkage
disequilibrium with other variants. This could be useful in future clinical practice settings
or in generating new strategies for the diagnosis–prognosis of cancer.
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Abstract: This review summarizes the role of amino acids in the diagnosis, risk assessment, imaging,
and treatment of breast cancer. It was shown that the content of individual amino acids changes in
breast cancer by an average of 10–15% compared with healthy controls. For some amino acids (Thr,
Arg, Met, and Ser), an increase in concentration is more often observed in breast cancer, and for others,
a decrease is observed (Asp, Pro, Trp, and His). The accuracy of diagnostics using individual amino
acids is low and increases when a number of amino acids are combined with each other or with other
metabolites. Gln/Glu, Asp, Arg, Leu/Ile, Lys, and Orn have the greatest significance in assessing the
risk of breast cancer. The variability in the amino acid composition of biological fluids was shown to
depend on the breast cancer phenotype, as well as the age, race, and menopausal status of patients. In
general, the analysis of changes in the amino acid metabolism in breast cancer is a promising strategy
not only for diagnosis, but also for developing new therapeutic agents, monitoring the treatment
process, correcting complications after treatment, and evaluating survival rates.

Keywords: amino acids; breast cancer; diagnosis; imaging; risk; prognosis; treatment

1. Introduction

Breast cancer (BC) remains the leading malignant neoplasm in women and the second
leading cause of death from cancer among women worldwide [1,2]. Treatment for breast
cancer has improved in recent years, but its high mortality remains a concern. Existing
treatments for breast cancer often lead to intractable drug resistance. Therefore, the need
for methods of early diagnosis and the identification of risk factors and groups are still
relevant tasks. To solve these problems, scientists began to study the metabolic pathway
in breast cancer. The connection between breast cancer and metabolic pathways may also
lead to the discovery of new therapeutic possibilities and targets [3,4].

Recently, much attention has been paid to metabolomics as an effective tool for differen-
tiating samples from patients with breast cancer from normal samples [5–11]. For example,
a statistically significant difference in 24 metabolites in breast cancer compared with the
control group was found by Dougan et al. [12], and a statistically significant difference
in 78 metabolites was confirmed by Shen et al. [8]. Interestingly, the levels of metabolites
are unique for different types of cancer, which could be a new way to classify tumors [13].
Jobard et al. identified nine metabolites to differentiate between metastatic and early
breast cancer, although a separation of breast cancer phenotypes based on metabolomics
is still controversial [14,15]. Several metabolomic studies of plasma/serum breast cancer
have been performed, mainly aimed at distinguishing between the subtypes of breast can-
cer [16], metastatic breast cancer [8,14,17–20], recurrence [21,22], response to neoadjuvant
chemotherapy [23,24], etc. An important part of the metabolomic profile, which makes it
possible to discriminate between BC patients and healthy controls, is represented by amino
acids. Amino acids in breast cancer are determined in the tissue [25–27], serum [7,28–30],

127



Curr. Issues Mol. Biol. 2023, 45

plasma [6,31–34], saliva [35–38], and urine [39–41]. Amino acids not only play a vital role in
the synthesis of biological molecules such as proteins in malignant cancer cells, but they are
also important metabolites for immune cell activation and antitumor activity in the tumor
microenvironment. Abnormal changes in the amino acid metabolism are closely associated
with the onset and development of tumors and immunity [42]. An amino acid can supply
sources of nitrogen and carbon for biosynthesis or satisfy the energy requirement for the
rapid growth of tumor cells [43].

In this review, we focus on the role of amino acids in the diagnosis, risk assessment,
imaging, and treatment of breast cancer.

2. Diagnostic Value of Determination of Amino Acids in Biological Fluids
2.1. Amino Acid Composition of Serum and Blood Plasma in Breast Cancer

The determination of the content of amino acids in serum and blood plasma was
carried out in a large number of studies (Table 1).

Table 1. Basic studies of the amino acid composition of plasma/serum in breast cancer.

No. Author, Year BC/Control BC Stages Method Up-Regulated
AAs

Down-Regulated
AAs

1 Kubota A., 1992 [44] 22/11 St I + II—22 AA analyzer Ala, Arg, Thr Cys, Gln

2 Cascino A., 1995 [45] 33/28 - AA analyzer Glu, Orn, Trp -

3 Proenza A.M.A.,
2003 [46] 16/18

St I—2, St II—5,
St III—3, St IV—5,

Unknown—1
HPLC Asn, Gln, Pro

(Hydroxyproline) Asp

4 Minet-Quinard R.,
2004 [47] 19/18

T0—16%,
T1—42%,
T2—42%

AA analyzer Ser, Glu, Orn -

5 Vissers Y.L.J., 2005 [48] 22/22 St I—6, St II—7,
St III—8 HPLC - Arg

6 Okamoto N., 2009 [49] 61/51 St 0—8, St I—30,
St II—18, St III–5 HPLC–ESI–MS Thr, Ser, Glu, Orn Met, Ile, Phe, Arg

7 Miyagi Y., 2011 [34] 196/976
St II—95, St

III—19, St IV—15,
Unknown—5

HPLC–ESI–MS Thr, Pro, Ser, Gly,
Ala, Orn

Gln, Trp, His, Phe,
Tyr

8 Shen J., 2013 [8] 60/60

ER+/PR+—30,
triple

negative—30
African

Americans and
Caucasian
Americans
data sets

UPLC-MS/MS
or GC-MS -

Ala, His, Asp, Lys,
Tyr, Trp, Met, Arg,

Pro

9 Poschke I., 2013 [50] 41/9 - HPLC Glu, Ser, Gln, Ala,
Val, Phe, Ile, Leu -

10 Barnes T., 2014 [51] 8/8 St I + II—8 HPLC Ala, Asp, Gln,
Lys, Met, Tyr

Arg, Gly, Pro, Ser, Ile,
Val, Orn

11 Gu Y., 2015 [52] 28/137 St I—7, St II—18,
St III—3 AA analyzer Thr, Arg Asp, Gln, Gly, His

12 Jové M., 2017 [5] 91/20

St I—2, St
IIA—40, St
IIB—30, St

IIIA—13, St
IIIB—7

ESI-Q-TOF
MS/MS - Gln, Arg, Lys, Val
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Table 1. Cont.

No. Author, Year BC/Control BC Stages Method Up-Regulated
AAs

Down-Regulated
AAs

13 Wang X., 2018 [7] 44/34 - UPLC-MS

Ala, Asp, Cys,
Gly, Glu, Gln, His,
Ile, Met, Pro, Phe,

Ser, Tyr, Val

Arg

14 Jasbi P., 2018 [6] 102/99 St I—24, St II—42,
St III—36 UPLC-MS Asp Pro

15 Eniu D.T., 2018 [28] 30/26 St I—3, St II—17,
St III—10 HPLC-MS - Tyr, Arg, Ala, Ile, Trp,

Leu

16 Cala M.P., 2018 [33] 29/29

St I—3, St II—15,
St III—11

Colombian
Hispanic data set

GC-MS
Val, Ala, Ile, Ser,

Glu, 4-
Hydroxyproline

-

17 Park J., 2019 [53] 40/30 St I—15, St II—15,
St III—10 HPLC-MS 5-oxoproline, Phe,

Ile + Leu -

18 Li L., 2020 [54] 105/35 St I—65, St II—40 NMR
spectroscopy Leu, Phe Arg, Glu, Lys, Tyr,

His

19 Politi C., 2021 [55] 38/10 - GC-MS Glu, Ile, Leu,
Phe, Pro, Ser Cys

20 An R., 2022 [56] 75/20 St I—31, St II—33,
St III—11 UPLC-MS Gln, Arg Glu, Asp, Cys

21 Baranovicova E.,
2022 [57] 50/46 St I + II—50 NMR

spectroscopy - Leu, Ile, Val, Ala, His

22 Han X., 2022 [58] 30/30 ТНРМЖ MALDI-TOF-
MS -

Ala, Ser, Pro, Val, Thr,
His, Phe, Arg, Tyr,

Trp

23 Santaliz-Casiano A.,
2023 [59] 103/150

ER + breast
cancer

African American
(AA) and

non-Hispanic
White (NHW)

data sets

GC-MS - Arg (AA), His (AA),
Met (AA)

24 Panigoro S.S., 2023 [60] 29/28 St I—13, St II—13,
St III—3 HPLC Cys Glu, His, Orn, Thr,

Tyr, Val

Note: HPLC—high performance liquid chromatography; GC-MS—gas chromatography coupled to a mass spec-
trometer; MALDI-TOF-MS—matrix-assisted laser desorption/ionization time-of-flight mass spectrometry; HPLC-
ESI-MS—high performance liquid chromatography–electrospray ionization-mass spectrometry; UPLC-MS—ultra-
performance liquid chromatography coupled to a mass spectrometer; UPLC-QTOF-MS—ultra-performance
liquid chromatography coupled with quadrupole/time-of-flight mass spectrometry; NMR—nuclear magnetic
resonance spectroscopy.

For example, Kubota et al. showed that in breast cancer, the total content of amino
acids (TAA) in plasma increases (3035 ± 118 vs. 2529 ± 115 nmol/mL), as do the contents
of all major groups of amino acids: essential amino acids (EAAs), branched-chain amino
acids (BCAAs), aromatic amino acids (AAAs), and gluconeogenic amino acids (GAAs) [44].
Similarly, a number of studies have also noted an increase in the amino acid content
compared to healthy controls [50,61]. According to other data, in patients with breast cancer,
a decrease in the plasma levels of branched-chain amino acids (BCAAs) was observed [57].
Lai et al. [62] showed that a decrease in the content of seven amino acids (Ala, His, Thr,
Arg, Pro, Glu, and Gly) occurs more than six times more often than their increase. In this
regard, it is noteworthy that these seven amino acids play more important roles than others
during changes in the protein metabolism in cancer patients. In a review by Yang et al.,
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an analysis of the most common biomarkers of breast cancer was carried out [63]. Based
on clinical metabolic studies, Tyr and Ala shared the highest frequency, indicating that
they may be sensitive metabolites in the diagnosis of breast cancer. Other amino acids are
mentioned less frequently, and the frequency of occurrence decreases in the following order:
Tyr (6/6), Ala (6/5), Glu (6/4), Val (4/6), Phe (5/4), Gln (4/5), Lys (3/6), Ile (4/4), His (3/4),
Gly (4/2), Arg (3/3), Asn (4/2), Pro (3/3), Ser (5/1), Leu (2/4), Trp (1/5), Thr (2/3), Asp
(3/1), Orn (2/2), and Cys (2/2). It should be noted that in different studies, the level of
amino acids changes in different directions: the first digit corresponds to up-regulation,
and the second digit corresponds to down-regulation [63]. Thus, the existing data from
the literature provide conflicting information about the nature of changes in the content of
amino acids in breast cancer.

In different studies, both the contents of individual amino acids and the complete
amino acid profile of plasma and/or serum were evaluated. It has been shown, for example,
that the arginine levels were significantly lower and the ornithine levels were significantly
higher in breast cancer patients than in control patients [64]. Differences between breast
cancer cases and controls were observed for the levels of Trp, Thr, Ala, Gly, Pro, Ile, Leu,
and Val [34]. Miyagi et al. observed significant changes in the amino acid profiles between
cancer patients and controls. They found that the concentrations of Thr, Pro, Ser, Gly, Ala,
and Orn were significantly higher, but the concentrations of Gln, Trp, His, Phe, and Tyr
were significantly lower compared to the control. Compared with the data from Lai et al.,
they found similarities in decreasing His and Gln levels and increasing Pro and Ala levels
in breast cancer patients. Budczies et al. demonstrated that changes in the amino acid
metabolism were associated with at least a 1.9-fold increase in 16 amino acids in breast
cancer compared with healthy breast tissue [50,65].

The summarized results on the amino acid composition of serum/plasma in breast
cancer compared with healthy controls are shown in Table 1.

To compare the change in the contents of individual amino acids in breast cancer
according to different authors, we compared the relative contents of amino acids in relation
to healthy controls (Table 2). It can be seen that a significant change in the concentration
is rarely observed, for example, an increase in the contents of Arg [52,56], Thr [52], and
Ser [33] by 2 times, a decrease in the content of Asp by 1.5 times [46,56], etc. In most cases,
the change in concentration is up to 10–15% compared to the control. We calculated the
average change in concentration and the interval of variation for each amino acid and
plotted them on a diagram (Figure 1). Thus, it is possible to assess the nature of changes in
the concentrations of individual amino acids in breast cancer.

Table 2. Fold change BC/control according to different authors.
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Ala 1.96 0.93 1.11 0.94 1.06 1.08 0.82/0.80 * 1.16 0.93 1.11 0.59 1.25 0.80 0.92 0.88
Arg 1.33 0.86 0.84 0.98 0.90/0.86 0.91 1.78 0.81 0.32 2.35 0.99
Asn 1.54 0.95 0.91 0.97 0.99 0.84/0.82 1.16 1.23 0.65 0.91
Asp 0.45 0.80 1.33 0.67 0.71 0.43
Cys 0.58 0.93/1.01 1.04 1.31 0.97 0.66 1.35
Gln 0.73 1.16 1.05 0.92 1.00 0.97 0.94/1.00 1.08 1.53 0.77 1.21
Glu 1.02 1.42 1.24 1.40 1.05/1.01 0.46 1.81 0.42 1.27 0.58 0.86
Gly 0.94 1.01 1.08 1.12 0.90/0.91 0.91 0.90 1.16 0.68 0.94
His 1.08 1.04 1.17 1.04 0.95 0.97 0.88/0.91 0.87 1.20 0.61 0.99 0.63 0.93 0.75
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Table 2. Cont.
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Ile 0.94 1.00 0.93 0.85 1.02 0.93/0.94 0.72 0.93 1.11 0.55 1.21
1.32

0.82 1.12 0.96
Leu 1.00 0.81 0.94 1.00 0.94/0.93 0.95 1.15 0.64 0.85 0.95 0.88
Lys 1.04 1.07 1.02 0.99 1.03 0.91/0.86 1.19 0.92 0.98 0.62 0.94 0.84
Met 1.01 1.04 0.87 0.93 0.99 0.88/0.87 1.08 1.05 2.02 0.67 1.36
Phe 1.09 1.08 0.83 0.89 0.98 0.92/0.90 1.00 1.00 1.21 0.78 1.30 1.04
Pro 1.07 0.85 0.97 1.12 0.85/0.87 0.95 0.51 1.19 0.59 1.17
Ser 1.01 1.13 1.11 1.10 1.04 0.92/0.89 0.86 0.98 1.14 0.79 2.10 0.87 0.93
Thr 1.48 1.01 0.94 0.92 1.07 1.08 0.89/0.94 2.46 1.00 0.63 1.08 0.93 0.82
Trp 0.82 0.93 0.94 0.94/0.88 1.02 0.61 1.15 1.02
Tyr 0.98 1.09 0.89 0.92 0.96 0.92/0.80 1.55 1.07 1.20 0.56 1.24 0.78
Val 0.93 1.02 0.79 1.01 1.01 0.95/0.94 0.90 0.93 1.15 0.68 1.36 0.85 0.96 0.79
Cit 1.23 0.97 0.90 1.01 0.47 1.04
Orn 1.28 1.07 1.47 0.65 1.25 1.12 0.98 0.53 0.68

Note: *—ER + PR+/TNBC.
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Figure 1. Fold change BC/control (data were averaged over [7,8,28,33,34,44,46–49,51–53,56,57,60]). 
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It can be seen that for some amino acids (Thr, Arg, Met, and Ser), an increase in
concentration is more often observed in breast cancer compared with a healthy control, and
for other amino acids, a decrease is observed (Asp, Pro, Trp, and His) (Figure 1). However,
in each case, to assess the change in the amino acid profile, it is necessary to take into
account the characteristics of the sample due to the high heterogeneity of breast cancer.

The construction of the ROC curve makes it possible to assess the classification ac-
curacy for separating BC patients from healthy controls. According to Park et al. [53], for
Lys, His, Thr, and Trp, the area under the curve varies in the range of 0.527–0.583; for
Leu/Ile, the area is 0.728; for Phe, the area is 0.838; and for 5-hydroxyproline, the area is
0.968 on the training set. However, in the test set for 5-hydroxyproline, the area under the
curve decreases to 0.744. With the simultaneous evaluation of many metabolites, which
include amino acids, the accuracy of diagnosis increases. Thus, An et al. [56] showed
that with the simultaneous evaluation of 47 metabolites using the random forest method,
AUC values of 0.998 were obtained. Jasby et al. [6], using 30 metabolites, showed that
AUC = 0.89 (95% CI: 0.85–0.93), sensitivity = 0.80, and specificity = 0.75. Baranovi-
cova et al. [57] showed that AUC > 0.91 for 10 metabolites, while only for the BCAAs,
AUC = 0.733. Only for the combination of 10 amino acids, Han et al. [58] showed that
AUC = 0.91. Thus, individual amino acids have a low diagnostic value for the detection
of breast cancer, while combinations of a number of amino acids with each other or with
other metabolites provide a higher accuracy. However, in each specific case, it is necessary
to check the data obtained during the construction of the model on a test sample in order
to obtain an objective idea of the diagnostic capabilities of the algorithm.

2.2. Features of the Amino Acid Composition of Serum/Plasma in Different Molecular Biological
Subtypes of Breast Cancer

In a number of studies, special attention was paid to the influence of the molecular
biological characteristics of breast cancer on the amino acid profile of blood serum/plasma.
Thus, Ala had a significant difference between ER-positive and ER-negative breast can-
cer [16,66]. Fan Y. identified a panel of eight potential low-molecular-weight biomarkers
for diagnosing breast cancer subtypes, which included three amino acids: Pro, Ala, and
Val [16]. Elevated Pro levels (FC = 1.217, p = 0.007) may indicate the suppression of proline
oxidase in the human growth factor receptor 2 (HER2) positive group [67]. Ala was the
most significantly reduced metabolite (FC = 0.544, p < 0.001) in the ER-positive participants
compared to the ER-negative group [66]. Val was significantly increased in the HER2-
positive groups compared to the HER2-negative groups, but was markedly decreased in
the ER-positive groups compared to the ER-negative groups. Val anomalies indicated
a violation of energy supply in the HER2-positive (fold change = 1.187, p = 0.002) and
ER-positive (fold change = 0.682, p < 0.001) patients. The authors emphasized the clinical
predictive potential of the identified eight biomarkers for breast cancer subtypes. An
average prediction accuracy of 88.5% (95% CI 83.3–93.7%) was obtained for the training
set and an average prediction accuracy of 85.6% (95% CI 80.9–90.1%) was obtained for the
test set.

Han et al. [58] studied TNBC (tumor control) as well as the non-malignant pathologies
of mammary glands. Four amino acids (Phe, Tyr, Ser, and Arg) were found to be more
common in the triple-negative breast cancer (TNBC) group, while six amino acids (Pro, Trp,
Val, Thr, Ala, and His) were more common in the benign group. The sensitivity, specificity,
and accuracy of the classification model for identifying healthy controls and patients with
TNBC were 91%, 100%, and 95%, respectively. Shen et al. observed eight amino acids
whose levels were significantly lower in patients with triple-negative breast cancer than
in healthy controls (Asp, Ala, His, Tyr, Trp, Met, Arg, and Pro), and two amino acids
whose levels were significantly lower in patients with ER+/PR+ breast cancer than healthy
individuals (Ala and His) [8].

Baranovicova et al. [57] showed that the levels of circulating metabolites are not
associated with breast cancer molecular subtypes (luminal A/luminal B), histological
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findings, or stage. According to the authors, in the early stage of breast cancer, patients
have common metabolic fingerprints in blood plasma, regardless of the degree, stage, or
molecular subtype of breast cancer. However, statistically significant correlations were
found between the level of tumor proliferation marker Ki-67 and circulating metabolites:
Ala, Tyr, Gln, His, and Pro [57].

A significant decrease in the Trp concentration was observed in the plasma of luminal
A, triple-negative, and HER2-positive breast cancer compared with healthy controls [68].

2.3. Racial Characteristics of the Serum/Plasma Amino Acid Profile in Breast Cancer

Breast cancer is associated with marked metabolic changes. However, these metabolic
shifts in tumors may differ between stages, subtypes, and race [8,69]. Racial differences
may not only influence metabolite levels, but also modify associations between metabolites
and breast cancer. Racial differences in the incidence of breast cancer are well docu-
mented [70–72]. Compared to Caucasian American (CA) women, African American (AA)
women tend to develop more aggressive tumors that are characterized by an earlier age
at diagnosis, a higher mitotic index, and a lower prevalence of ER/PR expression, and
subsequently have a lower survival rate. It has been suggested that genetic predisposition
plays a role in racial/ethnic disparity in breast cancer [73,74]. For example, Gieger et al.
found that up to 12% of the observed dispersion of the metabolic homeostasis of the human
body could be explained by genetic variants [75].

In a study by Shen et al., when stratified by race, the difference in the plasma amino
acid composition between healthy and sick patients was more evident in the AA partici-
pants than in the CA participants [8]. However, due to the small sample size, no significant
difference remained in either the AA or CA participants after adjusting for multiple com-
parisons [8]. A study by Cala et al. described the metabolic features in breast cancer in
Latin woman of Hispanic origin [33].

Santaliz Casiano et al. found that amino acid levels are significantly lower in AA
breast cancer patients than in healthy individuals [59]. The pathways associated with
energy metabolism are glycolysis, amino acid metabolism, and the TCA cycle, which
dominate in AA women with ER+ tumors, potentially indicating the aggressiveness of their
tumors [76]. In AA individuals, metabolites associated with aminoacyl-tRNA biosynthesis,
Arg metabolism, branched amino acid metabolism, and His metabolism were differently
distributed in the plasma in individuals with breast cancer. It is known that tumor cells
need amino acids both as alternative fuel and for DNA synthesis, building new blood
vessels and supporting their rapid growth and proliferation. Amino acids provide metabolic
intermediates for epigenetic regulation [77]. In particular, Met levels were found to be lower
in plasma samples from AA women who had breast cancer. Met is a methyl group donor for
methylation and is a major contributor to epigenetic regulation [78,79]. Systemic or cellular
metabolic changes affect the epigenetic landscape, which is important for ERα activity and
the response to clinical drugs [80,81]. In AA women, poverty rates are correlated with the
hypermethylation of cancer-associated pathways, including the glucocorticoid receptor,
p53, estrogen-dependent breast cancer signaling, and cell proliferation [82]. Therefore,
hypermethylation is a possible biological mechanism that may explain the poorer outcomes
in AA women with live-caused breast cancer in areas of low socioeconomic status.2.4.
Serum/Plasma Amino Acids in Breast Cancer Risk Assessment.

Amino acids are most often positively associated with breast cancer risk, and among
them are the branched-chain amino acids Val and Leu, as well as Lys, Arg, Phe, and Gln [83].
They are also positively associated with the risk of His as a necessary precursor of histamine,
the release of which is an early event in inflammatory responses and is a regulator of cell
proliferation [84].

The branched-chain amino acids (BCAAs) Leu, Val, and Ile are dietary essential
amino acids and are important metabolites that are involved in cell signaling pathways
and muscle protein synthesis [85]. Elevated plasma BCAA concentrations are strongly
positively correlated with body mass index and insulin resistance and are markers of a
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dysfunctional metabolism [86]. In premenopause, elevated levels of circulating BCAAs
have been associated with a lower risk of breast cancer (Table 3) [86]. In contrast, among
postmenopausal women, elevated levels of circulating BCAAs have been associated with
an increased risk of breast cancer [87].

Table 3. Metabolites associated with breast cancer risk.

No. Author, Year BC/Control Subgroup AAs HR (95% CI)

1 Nagata C. et al., 2014 [88] 350 premenopausal Arg, Leu, Tyr, Asp -

2 Lécuyer L. et al., 2018 [89] 206/396 -

Val ↑ 1.83 (1.15–2.92)
Gln ↑ 1.61 (1.02–2.55)

Lys + Creatine + Creatinine ↑ 1.84 (1.19–2.85)
Lys + Arg ↑ 1.62 (1.05–2.48)

3 His M. et al., 2019 [90] 1624/1624 -

Arg ↑ 0.89 (0.80–0.99)
Asp ↑ 0.87 (0.80–0.95)
Gln ↑ 0.91 (0.84–0.99)
Gly ↑ 0.90 (0.83–0.97)
His ↑ 0.91 (0.84–0.99)
Lys ↑ 0.90 (0.83–0.98)
Thr ↑ 0.92 (0.85–0.99)

4 Zhang J. et al., 2020 [91] 735/735 - Orn ↑ 0.70 (0.53, 0.94)

5 Zeleznik O.A. et al., 2021 [87] 1997/1997
premenopausal Ile ↑ 0.86 (0.65–1.13)
postmenopausal Ile ↑ 1.63 (1.12–2.39)

6 Jobard E. et al., 2021 [92] 791/791 premenopausal

His ↑ 1.70 (1.19–2.41)
Orn ↑ 1.43 (1.06–1.95)
Leu ↑ 1.37 (1.01–1.86)
Gln ↑ 1.33 (1.00–1.78)
Glu ↑ 1.34 (1.00–1.79)

7 Stevens V.L. et al., 2023 [93] 1687/1983 -
Ser ↓ 0.89 (0.83–0.96)
Asp ↓ 0.91 (0.84–0.97)
Gln ↓ 0.91 (0.85–0.98)

Note: ↑—amino acid concentration in breast cancer increases; ↓—concentration decreases.

Several studies have evaluated the effects of BCAAs on breast cancer risk with con-
flicting results, and only one study has assessed menopausal status [90,94,95]. A survival
analysis showed that the expression of the catabolic BCAA gene is closely associated
with long-term oncological outcomes [96]. High BCAA levels suppressed both tumor
growth and breast cancer metastasis, demonstrating the potential benefits of increasing
dietary BCAA intake during breast cancer therapy [97,98]. After stratification based on
menopausal status, there was a significant inverse relationship between BCAA intake and
the likelihood of postmenopausal breast cancer (RR = 0.22; 95% CI 0.13–0.39), although this
significant association was not found in premenopausal breast cancer (RR = 2.57, 95% CI
0.51–12.73) [99].

Jobard et al. showed that in the premenopausal subgroup, breast cancer can be
predicted by several risk-related metabolites, including His with moderate accuracy
(AUC = 0.61, 95% CI: 0.49–0.73) (Table 3) [92]. Predictive power or significant metabolites
have not been found in general or in postmenopausal women. Lecuyer et al. found high
levels of Gln, Arg, Lys, and Val to be closely associated with a higher risk of BC [89].
Another study reported that higher levels of Gln/isoglutamine, Val/norvaline, Trp, and
Phe were related to an increased risk of BC [95]. A study by Nagata et al. showed that
the plasma levels of certain specific amino acids, such as Arg, Leu, Tyr, and Asp, were
associated with endogenous sex hormone levels, sex-hormone-binding globulin (SHBG), or
insulin-like growth factor (IGF-1), as determined by biomarkers of breast cancer risk [88].

Stevens et al. [93] found that Gln was associated with a reduced risk of breast can-
cer, as in studies involving pre- and postmenopausal women in EPIC [93], but other
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studies produced conflicting results. Gln was associated with an increased risk in the
SU.VI.MAX [95] and E3N [92] cohorts, where the association was limited to premenopausal
women. Mrowiec et al. [100] showed that the serum Asn concentration was significantly
higher in late-detected breast cancer compared with early-detected breast cancer only in
a subgroup of older women. The authors found that several metabolic pathways, includ-
ing BCAA degradation and glutathione metabolism, differed between younger and older
women with a cut-off point of 45 years. The overrepresentation of pathways associated with
metabolites that differentiate early- and late-diagnosed cancer (His and Ala metabolism)
was observed only in a subgroup of older women, which, once again, confirmed the
age-related nature of the metabolic features associated with the risk of developing breast
cancer. The results of His et al. [90] show that the concentration of amino acids in plasma is
inversely related to the risk of breast cancer; however, these results contradict those of other
studies, where, on the contrary, an increase in the concentration of amino acids contributed
to an increase in the risk of breast cancer (Table 3).

Risi et al. conducted a study on the risk of breast cancer recurrence [101]. Higher
levels of Phe and lower serum levels of Leu, Ile, Val, and His were shown to be associated
with the presence of advanced breast cancer. Despite the fact that no statistically significant
correlation was found between the levels of individual metabolites and the risk of recur-
rence in the entire cohort of breast cancer patients, Phe was significantly associated with
advanced breast cancer that increased with breast cancer recurrence. However, the authors
proposed a metabolomics model that demonstrated strong predictive power. Patients with
a “high risk” had a significantly increased likelihood of disease recurrence compared to
patients with a low-risk metabolomics fingerprint (HR = 3.42, 95% CI 1.58–7.37, p < 0.001).
These results are consistent with those of other studies [102].

The AminoIndex Cancer Screening (AICS) technology has been described and used
as a new cancer risk calculation method for early cancer diagnosis [34,49,103–105]. AICS
(breast) detects breast cancer by detecting abnormal plasma concentrations of Thr, Ala,
Orn, His, and Trp [106]. In breast cancer, the Thr, Ala, and Orn concentrations are elevated,
while the His and Trp concentrations are reduced, and a multivariate analysis shows an
overall accuracy of 88.2% [107].

Thus, it was shown that the risk of breast cancer is associated with the amino acid
composition of blood plasma/serum; however, the patterns identified by the authors are
closely related to the characteristics of the sample, menopausal status, and age. Neverthe-
less, according to most authors, Gln/Glu, Asp, Arg, Leu/Ile, Lys, and Orn have the greatest
significance in assessing the risk of breast cancer.

3. Amino Acid Metabolism in Breast Cancer
3.1. Metabolic Features of Breast Cancer

The amino acid metabolism plays a critical role in the proliferation of breast cancer
cells [108,109]. The intake and use of amino acids helps to support the growth of cancer
cells [110–112]. A number of studies have shown that a decrease in the content of a number
of amino acids may be the result of their excessive consumption or preferential use to
support the uncontrolled growth of breast cancer cells [5,26,37,111–114].

The Glu/Gln, Ala, Asp, and Arg metabolisms were the most important biosynthetic
pathways in breast cancer, suggesting extensive metabolic disturbances during breast
cancer progression [115,116]. Huang S. et al. showed that the alanine, aspartate, and
glutamate pathways are critical biological pathways for the early diagnosis of breast
cancer [30]. Most of the metabolites in these three metabolic pathways were reduced in
breast cancer patients compared to healthy controls. Thus, Ala promotes the proliferation
of breast cancer cells, which indicates the potential role of Ala as a marker for cancer
diagnosis [52]. The down-regulation of Gln indicated that Glu can accumulate in the body,
which contributes to the development of breast cancer due to the increased proliferation of
mammary epithelial cells [117] due to ATP production and nucleotide biosynthesis [118].
Moreover, Glu activation via glutaminolysis can maintain the citric acid cycle [119]. The
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metabolism of Gln is closely related to the process of providing energy to the cancer cell.
Gln is transported into cancer cells by means of multiple transporters [116,120]. It was
previously shown that the expressions of the Gln transporters ASCT2, SNAT1, SNAT2, and
SNAT5 are increased in tumor tissue [121]. On the other hand, the inhibition of ASCT2
reduces the growth of TNBC [122]. It is known that the reductive metabolism of Gln
supports tumor growth under conditions of hypoxia, mitochondrial dysfunction [123], and
in an environment with a low nutrient content [124]. It was noted that Gln/Glu reversibility
decreased in MCF-7 cells, indicating that breast cancer cells may be partially associated
with irreversible glutaminase [125]. The Gln/Glu ratio can be used as a biomarker for the
diagnosis of breast cancer [126]. The enzyme glutaminase I (GLS-I), which converts Gln to
Glu via glutaminolysis, can be considered as a target for breast cancer therapy [127].

The change in the Gln level can be reflected in fluctuating levels of Ala and Asp due
to the abnormal transport of ammonia. Higher histidine decarboxylase activity may lead to
a decrease in the His levels [128], and low concentrations of His may be associated with
increases in Asp and Glu, which can be converted to oxaloacetic and α-ketoglutaric acids,
which are intermediates of the tricarboxylic acid cycle. Asp has been shown to be more
sensitive to breast cancer [129]. Therefore, an increase in the use of Asp by BC cells can
lead to a decrease in the levels of Asp and oxaloacetate in the blood. It is noteworthy that,
as a transamination product of aspartic acid, Asp has an important effect on breast cancer
metastasis [130].

The dysregulation of branched-chain amino acid (BCAA) metabolism, including Leu,
Ile, and Val, has been reported to be associated with specific cancer phenotypes. BCAAs
can inhibit tumor growth and metastasis [97], so changes in the BCAA levels can often
reflect systemic changes in cancer patients compared to healthy controls [131]. Plasma Arg,
Pro, and Trp metabolites decreased in BC patients [6]. Huang et al. [30] revealed a decrease
in the Ser and Thr levels in the serum of patients with breast cancer. Harvie et al. showed
that a Tyr deficiency can lead to the stunting of breast cancer cells [132], and the inhibition
of tumor growth was confirmed with diets that were low in Phe and Tyr in an animal
study [133]. It is known that sharp metabolic shifts in the levels of choline and Pro are
characteristic of metastatic breast cancer [134]. Breast cancer has been shown to be highly
dependent on Arg [6]. It has been shown to enhance the immune response, both innate
and adaptive, with the administration of Arg supplements [135]. Conversely, a decrease in
the dietary Asn intake or the suppression of asparagine synthetase reduced breast cancer
metastasis [130].

Many authors agree that the concentration of Trp in the plasma and serum of breast
cancer patients is reduced [26,28,113]. Previously, it was shown that Trp indirectly promotes
the degradation of the extracellular matrix and the invasion of cancer cells [136]. Two major
enzymes catalyze Trp into metabolites of the kynurenine (Kyn) pathway: indolamine 2,3
dioxygenase (IDO1) and tryptophan 2,3 dioxygenase (TDO2) [137]. Kyn activates the aryl
hydrocarbon receptor, which promotes the evasion of the cancer immune response by
increasing IL-10 and suppressing immune activation cells [138]. Thus, with IDO1/TDO2
overexpression, increased Trp catabolism can lead to a decrease in its serum concentration
and an accumulation of Kyn metabolites [139].

Ser is transported into cells by means of ASCT1, which is highly expressed in breast
cancer [140]. An increase in the rate of tumor cell proliferation depends on the presence
of extracellular Ser. In an experiment with mice, it was shown that decreases in the Ser
and Gly levels suppresses tumor growth and increases the lifespan [141]. It is interesting
to note that, depending on the type of cancer, either Ser or Gly can contribute to the rapid
proliferation of cancer cells [142].

Budhu A. et al. showed that a decrease in plasma Cys was inversely associated with an
increase in Cys in breast cancer tissues [13], suggesting that breast cancer cells use more Cys.
Cys is involved in the redox reaction of glutathione. With an increase in the concentration
of Cys, oxidative damage and the production of free radicals also increase, which leads
to gene mutation [143]. On the other hand, Cys can be considered as a substrate for the
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production of hydrogen sulfide, which stimulates cellular bioenergetics [144]. It has been
established that the Cys-associated metabolic pathway of cysteinyl leukotrienes (CysLT)
is also closely associated with cancer in enhancing the ability to survive and proliferate
cancer cells [145].

3.2. Amino Acid Metabolism as a Target for Breast Cancer Imaging

Elevated levels of Met, Gln, Cys, Trp, Tyr, and other amino acids in tissues have
been noted in many malignancies, including breast cancer [146]. Cancer cells with the
up-regulation of amino acid metabolism stimulate the increased transport of amino acids
into the cell [147]. The increased consumption of amino acids and the overexpression of
amino acid transporters in malignant tumors make radiolabeled amino acids attractive
imaging agents [114,148].

Multiple amino acid transporters have been demonstrated to be up-regulated in
breast cancer families, including L-type amino acid transporter (LAT1), ASC transporter
2 (ASCT2), ATB0,+, SNAT1, and xc- [149,150]. LAT1 is required for the transport of large
neutral amino acids and is overexpressed in many types of malignancies, including breast
cancer [151]. The expression of ASCT2 also has prognostic associations in breast cancer [120].
The xc-system transporter, which mediates cysteine uptake, is up-regulated in some breast
cancer tumors [152]. The two amino acid transporters SLC7A5 and SLC7A11 are considered
essential for the growth of breast cancer cells in a cell-dependent manner [153].

Met is a naturally occurring large neutral amino acid that is readily labeled with the
11C radioactive isotope. 11C-methionine serves as a metabolic marker for Met uptake
via L-type amino acid transporters. PET with 11C-methionine makes it possible to visu-
alize primary and metastatic lesions, as well as to predict the response to breast cancer
treatment [154]. Limitations of 11C-methionine include the ability to detect metastases
only in the liver and bone marrow and its relatively short half-life (20 min). On the ba-
sis of Met, an MR contrast agent based on Met-MSN-Gd3+ was developed that targets
methionine receptors, which are overexpressed in tumor cells (MSN—Mesoporous Silica
Nanoparticles) [155,156].

Trans-1-amino-3-18F-fluorocyclobutanecarboxylic acid (anti-18F-FACBC, also known
as 18F-fluciclovine) is a synthetic analogue of Leu, which is transported into the cell by the
ASCT2 transporter with the additional involvement of LAT1 [157]. Uptake by cells is most
similar to uptake of the natural amino acid Gln [158]. 18F-fluciclovine can visualize breast
lesions [159,160], axillary lymph node metastases [161], and previously undetected extra-
axillary nodular metastases [161,162]. Preclinical studies have demonstrated significant
success with 18F-fluciclovine in detecting bone metastases.

(4S)-4-(3-[18F]fluoropropyl)-l-glutamate (BAY 94-9392, also known as [18F]FSPG), is a
synthetic amino acid analogue of SLC7A11 [152,163]. Histological or molecular subtypes
of breast cancer may affect 18F-FSPG uptake. 18F-5-fluoroaminosuberic acid, a synthetic
amino acid substrate of SLC7A11, exhibited tumor uptake in three breast cancer cell lines
(MDA-MB-231, MCF-7, and ZR-75-1), with the highest uptake observed in MDA-MB- 231,
the TNBC cell line [164].

Several radioactively labeled Tyr analogues have been developed for tumor imaging,
including L-[1–11C]tyrosine [165]. Technetium-labeled tyrosine analogs have also been
synthesized in high yield and can distinguish malignant breast neoplasms from benign
breast tissues [166]. O-(2-18F-fluoroethyl)-l-tyrosine (18F-FET) is a synthetic amino acid
transported by SLC7A5 [167]. Animal experiments using rats and mice have shown that
18F-FET can distinguish between inflammation and malignancy [168,169] as well as in 75%
of breast cancer patients.

In preclinical studies, several propanoic acid derivatives have demonstrated good
tumor uptake in human breast cancer cells as well as mouse tumor xenografts [170].
2-Amino-5-(4-[18F]fluorophenyl)pent-4-ynoic acid ([18F]FPhPA) is a synthetic amino acid
that targets SLC1A5 and SLC7A5. A high uptake of the radiopharmaceutical [18F]FPhPA
was detected in the mouse breast cancer cell line EMT6 by PET [171]. Trp analogs, primar-
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ily using L-type amino acid transport, have been developed by several research groups
and have also been shown to be taken up by breast cancer cells in small animal stud-
ies [172]. An analogue of Leu, 5-[18F]fluoroleucine, was synthesized with primary transport
via LAT1 [173]. Unlike 18F-fluciclovine, the absorption of 5-[18F]fluoroleucine gradually
increases over time. The glutaminolysis pathway is very active in many malignancies,
including triple-negative breast cancer. Preclinical work with the Gln analog [18F](2S,4R)4-
fluoroglutamine demonstrated the ability of this indicator to track changes in the size of
the cellular Gln pool and the glutaminolysis pathway after glutaminase inhibition [174].

Amino acid transporters can also be used to image tumors using single-photon emis-
sion computed tomography (SPECT). 3-[123I]-α-methyl-l-tyrosine (IMT) is an artificial
amino acid that is transported through SLC7A5 [175] and is also a suitable metabolic indi-
cator for SPECT in extracranial tumors, including breast cancer [176]. Using IMT SPECT,
primary and metastatic breast cancer, as well as tumor regression after radiotherapy, were
detected and were consistent with the results of the clinical assessment [175]. [99m]Tc-
labeled diethylenetriaminepentaaceticacid (DTPA-bis)-methionine scintymammography
has shown 96% sensitivity and a 96% positive predictive value for the detection of breast
cancer [177], and therefore may be an alternative to conventional SPECT using non-specific
mitochondrial uptake.

4. Amino Acids in Potential Strategies for the Treatment of Breast Cancer

One of the therapeutic approaches to cancer treatment is aimed at changing the
metabolism of the tumor [178,179].

Some essential amino acids (EAAs)—Trp, His, Met, and branched-chain amino acids—
are directly associated with tumor growth and treatment resistance [180–183]. EAAs
provide important raw materials for protein synthesis, influence the biological behavior of
cells, and induce therapeutic resistance in breast cancer cells. Strekalova et al. [184] found
that Met plays a critical role in maintaining the self-renewal and survival of cancer stem
cells. Met restriction reduced the population of cancer stem cells in TNBC. Saito et al. [185]
showed that Leu not only promotes cell proliferation in ER-positive breast cancer, but
also participates in the mechanism of resistance to tamoxifen. In addition, essential amino
acids, as important nutrients, mediate the development of an immunosuppressive tumor
microenvironment in breast cancer. For example, kynurenine, a product of Trp metabolism,
can inhibit T cell proliferation and differentiation, leading to immune evasion and tumor
progression in breast cancer [186]. Interestingly, both Trp and kynurenine were lower in
plasma in breast cancer patients compared to controls, especially in women with estrogen-
receptor-negative and advanced breast cancers [187]. These results show an intrinsic
relationship between EAA metabolism and the immune microenvironment in breast cancer.
Zhao et al. [188] found that the ratio of SLC7A5 to SLC7A8 (SSR) is significantly correlated
with the level of EAA and the metabolic activity of EAA in breast cancer, and therefore,
the SSR index can be used as a biomarker to assess the degree of metabolism of EAA
in breast cancer. In addition, breast cancer patients with a high EAA metabolism had
a shorter overall survival time, a higher PD-L1 expression, and higher T-regulatory cell
infiltration, indicating that a high EAA metabolism was associated with a poor prognosis
and immunosuppression in breast cancer.

Zhang, L. showed that the level of BCAA in the plasma and cancer tissues of BC
patients was increased, which was accompanied by an increase in the expression of BCAA
catabolism enzymes [189]. The stimulation of BCAA catabolism by modulating BCAT1
enhanced the growth and formation of colonies of breast cancer cells. BCAT1 promoted
mitochondrial biogenesis and enhanced mitochondrial function by promoting ATP pro-
duction and protection against oxidative stress by activating mTOR signaling, but not
AMPK or SIRT1. The inhibition of mTOR by rapamycin neutralizes the role of BCAT1 in
mitochondrial function and cancer cell growth.

For some cancer subtypes, such as TNBC, there is no specific therapy, resulting in a
poor prognosis that is associated with invasion and metastasis.
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Under physiological conditions, Gln is transported into cells by many transporters
such as Ala, Ser, Cys-preferential transporter 2 (ASCT2, also known as SLC1A5), and
L-type amino acid transporter 1 (LAT1, also known as SLC7A5). In TNBC, both ASCT2
and LAT1 are overexpressed [122,190]. Compared to other subtypes of breast cancer, TNBC
is more Gln dependent and sensitive to glutaminolysis-targeted therapy due to glutami-
nase overexpression (GLS) [191,192], which is associated with high-grade metastatic breast
cancer. Several small-molecule GLS inhibitors, such as CB-839, have been developed to
combat the dysregulation of glutaminolysis [193]. Other combination therapies, such as
the combination of GLS inhibition and bevacizumab (an anti-angiogenesis monoclonal
antibody targeting VEGF), also show antitumor effects on TNBC [194]. Ginsenoside was
described to effectively inhibit TNBC by suppressing Gln uptake and Glu production by
down-regulating glutaminase 1 (GLS1) expression [195]. Ginsenoside treatment further
reduced cellular ATP production, decreased amino acid utilization associated with Gln
metabolism, and induced glutathione depletion and reactive oxygen species accumula-
tion, which consequently triggered apoptosis in TNBC. Morotti et al. showed that the
knockdown of the Gln transporter SLC38A2, which was identified as a highly expressed
amino acid transporter in six breast cancer cell lines [196], reduced Gln uptake, inhibited
cell growth, induced autophagy, and resulted in the production of reactive oxygen species
in a subgroup of Gln-sensitive cell lines. A high expression of the SLC38A2 protein was
associated with poor breast cancer survival in a large group of patients (p = 0.004), especially
in TNBC (p = 0.02).

Increased Glu production by GLS may support the uptake of exogenous cystine via
the cystine/glutamate antiporter xCT to maintain redox balance. As a clinically approved
anti-inflammatory drug, sulfasalazine (SASP) was found to inhibit xCT activity and retard
the growth of TNBC [197]. By immunizing mice with a DNA-based vaccine expressing the
xCT protein, the cell surface immunotargeting of the xCT antigen effectively attenuated
tumor growth and lung metastasis, and increased chemosensitivity to doxorubicin [198].
Additionally, virus-like particle immunotherapy was developed, which elicits a stronger
humoral response against xCT [199].

In addition to Gln and Cys, TNBC cells are also somewhat dependent on the availabil-
ity of several other amino acids such as Met, Asp, and Arg, suggesting that restricting these
amino acids may have a therapeutic effect [200]. The depletion of either Met or Gln can
increase the cell surface expression of the pro-apoptotic TNF-related apoptosis-inducing
ligand receptor-2 (TRAIL-R2) and increase the sensitivity of TNBC cells to TRAIL-induced
apoptosis [130,201]. Met deprivation in the diet increases cellular susceptibility to lexa-
tumumab, an agonistic monoclonal antibody targeting TRAIL-R2, and reduces the rate
of lung metastasis [202]. In addition, many tumor and stem cells depend on the biosyn-
thesis of the universal methyl donor S-adenosylmethionine from the exogenous Met via
methionine adenosyltransferase 2α (MAT2A) to maintain their epigenome [203,204]. A
restriction on Met is enough to undermine the ability of TNBC to initiate a tumor, which
is in part due to the impaired formation of S-adenosylmethionine. The combination of
methionine restriction and the MAT2A inhibitor cycloleucine has a synergistic antitumor
effect [184]. Under normal physiological conditions, the serum levels of Asp are lower than
in the mammary gland, making Asp bioavailability a key regulator of circulating tumor
cells and the metastatic potential of breast cancer. The restriction of Asp intake by the
suppression of asparagine synthetase, treatment with L-asparaginase, or the restriction
of Asp intake in the diet inhibits breast cancer metastasis [201]. The depletion of Arg by
recombinant human arginase (rhArg) leads to the apoptosis of TNBC cells via reactive
oxygen species and induces adaptive autophagy, while blocking the flow of autophagy via
autophagy-targeting drugs enhances rhArg cytotoxicity [205]. The deprivation of Arg by
L-arginase impairs tumor growth, leading to cell death [206]. Much attention has been paid
to epigenetic modifications caused by enzymes of protein arginine methyltransferases, in
which methylate Arg make a great contribution to the process of breast carcinogenesis and
tumor suppression [207] and are targets for many types of cancer [208].
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Leu uptake is predominantly mediated by the L-type amino acid transporter (LAT)
family, a group of four Na+-independent transporters (LAT1, SLC7A5; LAT2, SLC7A8;
LAT3, SLC43A1; and LAT4, SLC43A2) with an affinity for branched and neutral amino
acid transporters [130]. Glutamine transport is largely mediated by Ala, Ser, and Cys-
preferential transporter 2 (ASCT2; SLC1A5). The authors proposed using the ASCT2
inhibitor, benzylserine (BenSer), to doubly inhibit Gln [209] and Leu [210] uptake. It has
been shown that a double inhibition with the pharmacological inhibitor BenSer can reduce
the growth of breast cancer cells and limit the progression of the cell cycle.

Amino acid deprivation (AADT) is becoming a promising strategy for the development
of new therapeutic agents against cancer [211]. The rapid growth of tumors leads to a
decrease in the expression of certain enzymes, which leads to the auxotrophy of some
specific amino acids. Amino acid depletion selectively inhibits tumor growth because
normal cells can synthesize amino acids through their normal machinery. The enzymes
used in AADT are primarily obtained from microbes due to their easy availability. Thus,
the deprivation of Gln leads to a decrease in cell proliferation and cell death in breast cancer
cell lines [212].

Endocrine therapy is the standard treatment for estrogen-receptor-positive (ER+)
breast cancer, but 40% of women experience a recurrence of the disease during therapy. A
general analysis of transcription in cells revealed a suppression of the neutral and basic
amino acid transporter SLC6A14, which is regulated by the increased expression of miR-
23b-3p, which leads to impaired amino acid metabolism [213]. This altered cellular amino
acid metabolism is supported by autophagy activation and the increased import of acidic
amino acids (Asp and Glu) mediated by the SLC1A2 transporter. Targeting these amino
acid metabolic dependencies increases the sensitivity of cells to endocrine therapy.

Anticancer agents delivered to cancer cells often exhibit multidrug resistance due to a
displacement of the agents. One way to solve this problem is to increase the accumulation
of anticancer agents in cells with the help of amino acid transporters. Val-lapatinib and
Tyr-lapatinib were newly synthesized by adding Val and Tyr fragments, respectively, to the
parent anticancer agent lapatinib. Val-lapatinib and Tyr-lapatinib demonstrated enhanced
anticancer activity compared to parental lapatinib in various cancer cell lines (MDA-MB-231
and MCF7) [214]. Both Val-lapatinib and Tyr-lapatinib, but not the parent lapatinib, inhibit
glutamine transport in MDA-MB-231 and MCF7 cells, suggesting the involvement of amino
acid transporters. Thus, amino acid transporters can be effective drug delivery targets to
increase the uptake of anticancer agents, leading to one method of overcoming multidrug
resistance in cancer cells.

Mello-Andrade et al. studied the effect of ruthenium(II) complexes associated with the
amino acids methionine (RuMet) and tryptophan (RuTrp) on the induction of cell death,
clonogenic survival, the inhibition of angiogenesis, and the migration of MDA-MB-231
cells [215]. The study also showed that RuMet and RuTrp complexes induce cell cycle arrest
and the apoptosis of MDA-MB-231 cells, as evidenced by an increase in the number of
annexin V-positive cells, p53 phosphorylation, caspase 3 activation, and poly(ADP-ribose)
polymerase cleavage. RuMet and RuTrp complexes act directly on breast tumor cells,
leading to cell death and suppressing their metastatic potential; this reveals the potential
therapeutic effect of these drugs.

The use of various drugs based on platinum nanoparticles leads to a disruption of the
amino acid metabolism, a disruption of tRNA aminoacylation, and protein synthesis [216].
Mitrevska et al. [217] analyzed the effect on amino acid metabolism in MDA-MB-231 cells
upon treatment with cisplatin, PtNP-10, and PtNP-40, and revealed a marked contrast
between the effects of cisplatin and PtNP. The results indicate a higher sensitivity of MDA-
MB-231 cells to PtNP compared to cisplatin, since the increase in the number of amino acids
was associated with the degree of insensitivity to various chemotherapeutic agents [217].

In general, combinations of anticancer drugs and amino acids can improve the intra-
tumoral distribution of the active substance and increase its bioavailability. In particular,
amino acid-based poly(ether urea ester) (AA-PEUU), as a nanocarrier for the systemic
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delivery of gamboginic acid, demonstrates the effectiveness of engineered AA-PEUU
nanocarriers with custom structures and universal customization for the systemic delivery
of therapeutics in the treatment of TNBC [218].

Plasma amino acid analysis can be used to monitor treatment progress. So, Minet-
Quinard et al. [47] showed that the plasma levels of Ser and Glu returned to normal six
months after the surgical removal of the tumor. Dunstan et al. [219] considered the changes
in the amino acid homeostasis during radiation therapy. The urinary histidine and alanine
levels were shown to be elevated prior to radiotherapy, while the Thr, Met, Ala, Ser, Asp,
and Gln levels were higher after 5 weeks of radiotherapy. Many complications such as
cachexia, anorexia, and fatigue occur in the treatment of problems associated with breast
cancer, and many studies have considered the addition of amino acids with BCAAs [220]
or a single amino acid or its derivative [221] to reduce the effects of treatment. Li et al.
provided preliminary data to support the correction of the Trp metabolism for the treatment
of neuropsychiatric symptoms [222].

Changes in the concentration of metabolites may also be useful in predicting the
overall survival of patients with breast cancer. Thus, two metabolites differ significantly
depending on the previous therapy: Met and Ser [223]. The blood Met levels were higher in
the patients treated with anti-Her2 therapy, while the Ser levels were lower in the patients
treated with endocrine therapy alone. Patients with TNBC were previously shown to
have higher Ser levels, while patients with luminal cancer A, on the contrary, had low
blood Ser concentrations [224], which is consistent with the therapy and Ser accumulation
with anti-Her2 therapy [225]. In addition, Possemato et al. found an increased flux of Ser
synthesis in patients with estrogen-negative breast cancer, which is also associated with a
poor 5-year survival [226].

5. Conclusions

A fairly large number of studies have been devoted to the study of amino acid
metabolism in breast cancer. At the same time, both the contents of individual amino
acids and the combinations of amino acids with each other or with other metabolites
determined in the course of obtaining the metabolomic profiles of biological fluids were de-
termined. We have shown that for some amino acids (Thr, Arg, Met, and Ser) an increase in
concentration is more often observed in breast cancer compared with a healthy control, and
for other amino acids, there is a decrease (Asp, Pro, Trp, and His). However, the amino acid
profile must be analyzed while taking into account the high heterogeneity of breast cancer,
as well as age and race. The accuracy of the diagnosis using amino acids depends on the
number of metabolites in the algorithm and varies from 52 to 98%. The contents of amino
acids in biological fluids are used to assess the risk of breast cancer; however, the identified
patterns are closely related to the characteristics of the sample, menopausal status, and age.
According to most authors, Gln/Glu, Asp, Arg, Leu/Ile, Lys, and Orn have the greatest
significance in assessing the risk of breast cancer. An analysis of the changes in the amino
acid metabolism in breast cancer is a promising strategy for developing new therapeutic
agents, monitoring the treatment process, correcting complications after treatment, and
evaluating the survival rates. This, once again, emphasizes the high importance of research
in this area.
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Abstract: There are numerous clinically proven methods for treating cancer worldwide. Immunother-
apy has been used to treat cancer with significant success in the current studies. The purpose of this
work is to identify somatically altered target gene neoantigens and investigate liver cancer-related
immune cell interaction and functional changes for potential immunotherapy in future clinical trials.
Clinical patient data from the Cancer Genome Atlas (TCGA) database were used in this investigation.
The R maf utility package was used to perform somatic analysis. The 17-mer peptide neoantigens
were extracted using an in-house Python software called Peptide.py. Additionally, the epitope analy-
sis was conducted using NetMHCpan4.1 program. Neopeptide immunogenicity was assessed using
DeepCNN-Ineo, and tumor immune interaction, association with immune cells, correlation, and
survival analysis were assessed using the TIMER web server. Based on somatic mutation analysis, we
have identified the top 10 driver genes (TP53, TNN, CTNNB1, MUC16, ALB, PCLO, MUC4, ABCA13,
APOB, and RYR2). From the superfamily of 20 HLA (Human leukocyte antigens) allele epitopes, we
discovered 5653 neopeptides. Based on T cell receptor face hydrophobic analysis, these neopeptides
were subjected to immunogenicity investigation. A mutation linked to tumor growth may have an
impact on immune cells. According to this study’s correlation and survival analysis, all driver genes
may function as immune targets for liver cancer. These genes are recognized to be immune targets.
In the future, immune checkpoint inhibitors may be developed to prolong patient survival times and
prevent hepatocellular carcinoma (HCC) through immunotherapy.

Keywords: liver hepatocellular carcinoma; somatic mutations; neoantigens; immune checkpoint
inhibitors; immunotherapy

1. Introduction

Approximately 1.80 billion cases and 830,000 fatalities from liver cancer were predicted
for 2020; by 2025, more than 1 million people may be affected [1–3]. Liver cancer is currently
the third most common cause of cancer-related deaths globally. Out of the total liver
malignancies, 85–90% of them are hepatocellular carcinomas (HCC). Chronic hepatitis B
and C virus infections include a number of significant risk factors, the most dangerous
of which is cirrhosis [4,5]. As the pathogenic co-factors in HCC, alcohol and tobacco are
additional related risk factors [6].

Depending on the etiologies and gene alterations, different pathogenic molecular
studies have been conducted [7]. Molecular parthenogenesis could be used to identify the
disease’s underlying mutations, but the therapeutic use of this newfound understanding is
still far in the future [8]. Finding driver genes with oncogenic and suppressive properties
in HCC may be improved by the high throughput gene sequence [9]. Telomerase activation
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mutations, viral insertions, chromosomal changes, and gene duplications are characteristics
that set HCC apart [10]. Novel proteins (neoantigens) or tumor-specific proteins that
are attached to major histocompatibility complexes on the cell surface and that can be
recognized by T cell receptors (TCRs) for additional cell response may be generated by
mutations and viral oncogenes [11].

The immune classification of liver cancer has been established by numerous investiga-
tions utilizing biological, immunological, genomics, and epigenomics techniques [12,13].
The phrases immune-active, immune-exhausted, and immune-classification were utilized in
our study, which was immune-classification oriented. Tumor microenvironment activation
of immune-exhausted tumors is a major factor in HCC. It has an increased concentration
of helper T(CD4+) cells, and it may cause cytotoxic T (CD8+) cells to react negatively
to immune checkpoint inhibitors (ICIs) [14]. The immune system’s current reaction to a
tumor attack is known as the ICI, which activates T cells and has demonstrated increased
effectiveness in treating a number of solid tumors [12]. For the treatment of liver cancer, the
Food and Drug Administration (FDA) has approved ICIs such as ipilimumab, nivolumab,
pembrolizumab, and atezolimumab [15,16]. These immune checkpoint inhibitors (ICIs)
target T cell immunoglobulin and mucin domain –3 (TIM3), lymphocyte activation gene
3 (LAG-3), programmed cell death protein-1 (PD-1) and ligand (PDL-1), and cytotoxic
T-lymphocyte protein-4 (CTLA4). ICIs can shrink tumors and increase survival rates by
reactivating repressed T cells that attack cancer [17,18]. Checkpoint blockade therapy is
successful, although only a small percentage of patients benefit from it. There are currently
no immunological targets that can be used to predict a patient’s response. The identification
of unique and uncommon cancer antigens as well as co-inhibitory signaling molecules that
coordinate T cell immunotherapy thus constitutes the novelty of this work.

2. Materials and Methods
2.1. Data Collection

The TCGA database (accessed on 15 July 2022, https://portal.gdc.cancer.gov/) pro-
vided the whole exome sequencing (WES) open-source data for LIHC. The mutation
annotation format (MAF) file containing all of the patient’s clinical data was obtained. With
the Illumina HiSeq 2000 Whole Exome Sequencing Platform, 358 LIHC patients’ sample
sequencing was completed. All patients with hepatocellular carcinoma had the liver and
intrahepatic bile ducts as their primary sites of cancer. The MAF files were analyzed using
the R maftools and TCGA bio links packages.

2.2. Identification of Neoantigens

Protein sequences for the top 10 driver genes (P53, TNN, CTNNB1, MUC16, ALB,
PCLO, MUC4, ABCA13, APOB, and RYR2) were obtained from the Uniport database
(https://www.uniprot.org/, accessed on 15 July 2022). The 17-mer peptide length, where
the mutated type (MT) amino acid was in the middle of the other eight amino acids from
upstream and downstream, and wildtype (WT) amino acid sequences for the top 10 genes
(S2) were extracted using our proprietary Python script (Peptide.py) (Table S1) with pVAC-
seq (v.4.08) as the reference [19]. Artificial neural networks are used by NetMHCpan v4.1
software, Lyngby, Denmark to train an epitope analysis algorithm. We selected a super-
family of HLA class-I 20 alleles (HLA-A*01:01, HLA-A*02:01, HLA-A*02:03, HLA-A*02:07,
HLA-A*03:01, HLA-A*11:01, HLA-A*24:02, HLA-A*29:02, HLA-A*31:01, HLA-A*32:01,
HLA-A*68:02, HLA-A*07:02, HLA-B*15:01, HLA-B*35:01, HLA-B*40:01, HLA-B*44:02,
HLA-B* 44:03, HLA-B*51:01, HLA-B*54:01, and HLA-B*57:01) from earlier research [20].
For epitope analysis, the top 10 driver genes were tested against 20 alleles. The key selection
and filtering mechanism for all of the peptide binding affinity of MHC (major histocompat-
ibility) molecules is the 9-mer amino acid chain. For this investigation, we selected 9-mer
peptides determined by inhibitory concentration (IC50). These IC50 values are assumed to
have 500 nM for weak binding and 50 nM for strong binding [21–23].
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2.3. Potential Neoantigen Analysis

The class-I HLA neoantigens’ immunogenicity were predicted by the DeepCNN-Ineo
(accessed on 15 July 2022, http://119.3.70.71/dbPepNeo2/deepcnn-ineo.html) based on
the score. This application is based on a convolutional neural network-based deep learning
model that was generated utilizing curated MHC-I epitope data from the Immune Epitope
Database (accessed on 15 July 2022, IEDB, https://www.iedb.org/). The recommended
score for high immunogenicity is 0.8, with 0.5–0.8 for low immunogenicity and less than
0.5 for non-immunogenicity.

2.4. Immune Profile Studies with Timer Web Server

The tumor immune estimation resource (TIMER) is a web resource for systematic
evaluation of the clinical impact of different immune cells in diverse cancer types that
(accessed on 15 July 2022, https://cistrome.shinyapps.io/timer) may be used to analyze
the relationship and survival analysis between immune gene markers and liver cancer, as
well as to determine the infiltrating status for six immune cell types: B cells, CD8+ T cells,
CD4+ T cells, macrophages, neutrophils, and dendritic cells [24].

2.5. Statistical Analysis

All patient somatic mutation analysis was conducted using statistical significance
analysis, and presentations were performed using R v4.0. Fisher’s exact test was used to
compare categorical variables. We used Spearman’s correlation and statistical significance
to evaluate the correlation of gene expression. The Cox proportional hazards regression
model was used to assess the risk factors in the overall survival analysis.

3. Results
3.1. LIHC Data and Clinical Information Selection

We obtained LIHC data for 358 patient samples including normal and tumor samples
from the TCGA using clinical information. Whole exome sequencing (WES) data were
used for all of these samples. As seen in Figure 1, this clinical data included the patient
ID, gender, age, and survival status. The number of male patients (241) was more than the
number of female patients (117) in this instance (Table S2). Using Fisher’s exact test, the
death rate in the late stage was considerably high (p = 0.0436). The overall survival (OS) of
males and females differed slightly.
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3.2. Analyzing the MAF File for the Somatic Mutation Analysis

High-level platforms include the full exome sequencing, TCGA-LIHC MAF file data-
specific variant calling with MuSE or MuTech. We utilized the R package maftools to
statistically summarize and visualize the mutation study. The TCGA sample barcode in
the MAF file may be used to identify somatic mutations and determine the frequency of
mutations for each patient’s suggested clinical data. Plot maf was utilized to show the
variation categorization and kind in a boxplot, with the number of variants in each sample
in a stacked barplot. The summary of multiple hits, annotated variants, and mutated genes
is shown in Figure 2A. The number of variants in each gene divided by the total number of
patients (358) with at least one mutation identified provides the frequency of the genes. Of
the 358 total samples in Figure 2B, the top 10 genes altered 268 samples, or 74.86% of the
total. The functional plots in boxplot Figure 2C indicate the number of variations in allele
mean frequency 50 for each sample, which may help identify the most important driver
genes (P53, TNN, CTNNB1, MUC16, ALB, PCLO, MUC4, ABCA13, APOB, and RYR2).
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3.3. TMB (Tumor Mutational Burden)

The liver cancer mutation landscape has been revealed by NextGen Sequencing (NGS)
technology. The TMB measures assess how many non-synonymous somatic mutations there
are in each patient’s sample per million base pairs. Previous studies have demonstrated
that TMB reacts to solid tumors and may be used to target liver cancer biomarkers with
immune treatment. The TMB determines how many mutations there are in each megabase
(log10per) of the genomic sequences. It is believed that the TMB is a major factor in the
production of immunogenic neopeptides. One sample had no mutations, making the total
358 samples’ mutation burden one. Figure 2D shows a plot of the data, which are the
357 LIHC samples compared with 363 TCGA cohorts.

3.4. Mutational Signatures

Most hepatocytes constantly accumulate several DNA mutations and epigenetic mod-
ifications along with other risk factors when liver disorders arise. Six DNA substitutions
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(C > T, C > A, T > C, T > A, C > G, T > G) were found by the somatic mutation analysis
of LIHC. Additional classifications of the single nucleotide polymorphisms (SNPs) into
transitions (Ti) and transversions (Tv) are displayed in the stacked bar graph in Figure 3.
The C > T transition has the highest number of base mutations, but transversions in the
C > A and T > C transitions also have the highest number of base mutations. Notably, there
are significantly fewer transversions in the base pairs T > A, C > G, and T > G. Transversions,
on the other hand, encompass far more than just transitions.
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conversions of transitions and transversions.

3.5. Pathways of Oncogenic Signaling

In the present study, ten well-known signaling pathways such as the RTK-RAS, WNT,
NOTCH, Hippo, PIK3, Cell Cycle, MYC, TGF-, TP53, and NRF2 were examined. In addition,
we examined the processes behind these somatic alterations. Here, using 358 TCGA-LIHC
samples with a fraction of mutations in clusters on the X-axis, as displayed in Figure 4,
we worked on a framework to design routes evenly. Numerous studies have shown
that TCGA-LIHC commonly alters a wide range of significant pathways. More changed
pathways, such as 80% RTK-RAS or cell-cycle pathways in numerous tumor types, are also
present in tumors with the highest tumor mutation burden. In total, 30% to 50% of the
Wnt signaling pathways are caused by the CTNNB1 gene mutation. In 70% of other driver
genes, P53 genomic alterations changed gene-centricity as well as intra- and inter-pathway
interactions. This pathway particularly responds to immune checkpoint inhibitors and
may be enhanced by CD4+ and CD8+ cell infiltrations and immunological categorization
of HCC tumors. It might help in the treatment of cancer.
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Using the default NetMhcpan4.1 IC50 values, we filtered 5653 neopeptides of driver 
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Figure 4. Enrichment of known oncogenic signaling pathways in TCGA-LIHC cohorts.

3.6. Identification of Neoantigens (Peptide Selection and Epitope Analysis)

To choose the 17-mer peptide length MT and WT types in FASTA format, we created a
bespoke Python tool (Table S3). For the epitope analysis, we selected the top 10 somatic
mutation driver genes from the TCGA-LIHC. The Uniport database was the source of the
driver gene protein sequence. We chose super family HLA-Class-I (20) alleles, enabling us
to provide results that may account for 95% of the world’s human population. Additionally,
using the elution ligand method (EL) and the academically licensed NetMHCpan-4.1
software, epitope analysis was carried out using the HLA alleles versus peptides as inputs.
A large amount of allele training data was used to accurately quantify the peptide’s
prediction of the HLA binding affinity. On the basis of the IC50 threshold (500 nM) values,
we were able to forecast all potential mutant epitopes by strong and weak binding affinity.
Since 9-mer peptides may comprise 90% of neoantigens, we exclusively took them into
consideration. Human T cell responses may demonstrate this.

Using the default NetMhcpan4.1 IC50 values, we filtered 5653 neopeptides of driver
gene missense mutations (Table S4). The altered peptides are recognized by cytotoxic CD8+
T cells when they bind to class-I MHC molecules and nucleotides. Following the expected
extension and characterization of the investigation, there appeared to be a correlation
between the observed number of neopeptides and the mutation burden. Figure 5 shows
the findings of the largest amount of neopeptides’ predicted frequency driving genes.
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Figure 5. High throughput prediction of MHC class-I alleles: the neoantigen-specific prediction based
on IC50 binding affinity (IC50 < 500 nM) and the top mutated genes are indicated with different color
bar graphs.

3.7. Identification of Potential Neoantigens

Ultimately, neoantigens and epitopes from the NetMHCpan study were confirmed
by HLA-class-I 8–9 amino acid length. Because they are more sensitive, a few amino acids
choose to add N- and C-terminal anchor sites. TCR binds to hydrophobic amino acids
most of the time. Epitopes with this frequency are very immunogenic. The frequency of
the neopeptide immunogenicity features was validated in the IEDB based on the charge.
To predict the TCR epitopes for both immunogenic and non-immunogenic neopeptides,
we employed the website DeepCNN-Ineo program. To identify neoantigens using the top
10 driver genes, we employed nine superfamilies (20) of HLA class-I alleles (Table S5).
The suggested peptide length is eight or twelve amino acids, with position two at the
N-terminus and position C-terminal being used as the terminal anchor sites by default. The
prediction scores were less than 0.5 when contemplating non-immunogenicity (negative
high), higher than 0.5 when considering high positive immunogenicity, and between
0.5 and 0.8 when indicating low positive immunogenicity. These values show that the
immunogenicity score is indicated on the Y-axis of all neoantigen immunogenicity values
that were plotted using the Python script results. Every driver gene with 20 HLA alleles on
the X-axis is a neoantigen (Figure 6).

3.8. Immune Profile Data Analysis

Genetic changes are linked to the growth and spread of tumors, and these changes
may have an impact on the immune cells that infiltrate tumors (TIIC). All six immune
cell types—B cells, CD8+ T cells, CD4+ T cells, macrophages, neutrophils, and dendritic
cells—in their WT and mutant states could be compared with the driver gene somatic
mutation. P53 (28%), TNN (25%), CTNNB1 (24%), MUC16 (16%), PCLO (11%), ALB (11%),
MUC4 (10), ABCA13 (9%), APOB (9%), and RYR2 (9%) are the 10 most frequently mutated
genes. With the use of the dynamic web interface tool TIMER, the mutation module was
used to examine the immunological infiltration. The box plots produced for each immune
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group are shown in Figure 7, where the immune infiltration distribution level of each gene
mutation is compared using statistically significant values and a 95% confidence interval,
determined using the two-sided Wilcoxon rank sum test.
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Figure 7. The box plots from the mutation module display the difference in the tumor immune estima-
tion resource (TIMER)-estimated in six immune cell (B Cell, CD8+T Cell, CD4+ T Cell, macrophage,
neutrophil, and dendritic cell) infiltrates level estimated between mutant and wildtype driver genes
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(I). APOB, and (J). RYR2, respectively, in liver cancer.
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3.9. Investigate Immune Checkpoint Inhibitors

Immunotherapy using immune checkpoint inhibitors is currently the most successful
therapeutic treatment for metastatic liver cancer. This is an important development in
cancer biomarker prediction. In this work, we examined the relationship between immune
cells and tumor immune infiltration, and we found that immune inhibitory receptors such
as PDCD1, CTLA4, TIM3, and LAG3 may be important for T cell activation in tumor
cells. Dostarlimab (TSR-042), an antibody that blocks the PDCD1 receptor, was recently
approved by the FDA to treat endometrial cancer. Advanced solid tumors have been
used in this clinical trial (NCT02715284) to test the antibody mismatch repair and DNA
repair functions [25]. There are ongoing phase-II clinical trials (NCT03680508) using
TSR-042 PDCD1 (PD-1) and TSR-022 anti-HAVCR2 (TIM3) antibodies for primary liver
cancer. We examined the computational relationship between the widespread ICB receptors
PDCD1/HAVCR2 and LAG3 and the TCGA-LIHC driver gene. According to earlier
research, CD8+ T cells are associated with inhibitor receptors, which trigger T cell activation
for therapeutic liver cancer treatment. Not on a normal liver tissue sample but on CD8+ T
cell malignancies, elevated expression of TIM-3 and LAG-3 may facilitate immune evasion
and poor prognosis. The TIMER analysis revealed that PDCD1, CTLA4, HAVCR2, and
LAG-3 correlated with all ten of the TCGA-LIHC’s top genes, with correlation values
ranging from 0.19 to 1. The significant p values for this statistical connection, which were
determined using Spearman’s rho value, are displayed in Figure 8A,B.
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driver genes (PCLO, MUC4, ABCA13, APOB, and RYR2) and known immunological targets 
(PDCD1, CTLA4, HAVCR2, and LAG3) on the X- and Y-axes. 
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confidence interval (CI) by analyzing the TCGA-LIHC of each driver gene’s overall sur-
vival. Red denotes a high group risk, and blue denotes a low group risk in the group sur-
vival plot displayed in Figure 9. An examination of the tumor mutation burden survival 
shows a correlation between these driver genes. Future immunotherapy research, includ-
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Figure 8. (A). Scatter plots derived from the relationship between the expression of driver genes
(TP53, TNN, CTNNB1, MUC16, and ALB) on the X-axis and known immune targets (PDCD1, CTLA4,
HAVCR2, and LAG3) on the Y-axis. (B). Scatter plots derived from the association between driver
genes (PCLO, MUC4, ABCA13, APOB, and RYR2) and known immunological targets (PDCD1,
CTLA4, HAVCR2, and LAG3) on the X- and Y-axes.

The median group computed the hazard ratio (HR) on the Cox PH model with a 95%
confidence interval (CI) by analyzing the TCGA-LIHC of each driver gene’s overall survival.
Red denotes a high group risk, and blue denotes a low group risk in the group survival
plot displayed in Figure 9. An examination of the tumor mutation burden survival shows
a correlation between these driver genes. Future immunotherapy research, including ICI
clinical studies, will be necessary.
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tations in the top driver genes identified by TCGA-LIHC (TP53, TNN, CTNNB1, MUC16, 
ALB, PCLO, MUC4, ABCA13, APOB, and RYR2) were examined. Box plots were 

Figure 9. The overall survival analysis plot shows the median values on the Y-axis and months on
the X-axis, indicating all driver genes TP53, TNN, CTNNB1, MUC16, ALB, PCLO, MUC4, ABCA13,
APOB, and RYR2, respectively.

4. Discussion

The study group is gradually developing next-generation sequencing technology to
combine massive amounts of data for immune therapy-related mutation studies in various
malignancies. The entire exome sequences of 358 patients’ sample maf files, which were
obtained from the TCGA database, were used in the current investigation. Using R maf
tools, we conducted a mutation study and discovered a large number of mutant genes. The
number of neoantigens with somatic mutations per megabase in cancer correlates with the
tumor mutation burden [26]. Using the netMHCpan4.1 program, an epitope analysis was
conducted on a modified peptide sequence against 20 superfamily HLA-I alleles. Based on
the IC50 values of 500 nM strong interaction with T cells, MHC molecules were predicted
for the 8–9 mer epitopes/neoantigens. We identified possible neoantigens based on the
immunogenicity score of the neopeptides using the DeepCNN-Ineo website. Data from
the IEDB repository were used to train this program. The CD8+ T cells were classified as
immunogenic or non-immunogenic based on the relative hydrophobicity of amino acids
in this study. The T cell receptors could identify the antigenic character of the epitopes.
With low G+C genomic codons potentially having an impact on the amino acid use case,
the majority of the data included in this study came from intracellular diseases such as
viruses [27]. These more hydrophobic potential pathogens may be employed to identify
T cell receptors. Based on their close proximity to antigens, hydrophobic areas have been
found to greatly boost the rate of proteasomal breakdown and the immunogenic T cell
epitopes [28].

Current research on immunotherapy is leading to a greater understanding of how the
immune system infiltrates cancer. It is difficult to analyze and visualize the vast amounts
of clinical and genetic data. Developing a unique computational technique to deconvolve
complex data is essential to investigate tumor–immune interactions [29]. Using six immune
cells—B cells, CD8+ T cells, CD4+ T cells, macrophages, neutrophils, and dendritic cells—
we comprehensively analyzed the immunological and genomic characteristics of tumors
in our study using the TIMER online server-based technology [30]. Mutations in the top
driver genes identified by TCGA-LIHC (TP53, TNN, CTNNB1, MUC16, ALB, PCLO, MUC4,
ABCA13, APOB, and RYR2) were examined. Box plots were constructed for each immune
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cell subgroup, and the expression displayed the statistically significant values that were
assessed using the two-sided Wilcoxon rank sum test (Figure 7). We found that CD8+
immune infiltration enhanced the tumors with high mutant gene counts in all TCGA-LIHC
patients. We postulated that the immunogenic mutations in these predictions may reflect
the expression of CD8+ [31].

The relationship between liver cancer driver genes and immune cell receptors was
analyzed using TIMER in another module, and the results indicated a modest correlation
with Spearman’s statistical significance (0.9–1). The most significant immune biomarkers
for hepatocellular carcinoma were employed in immunotherapy, according to earlier re-
search: PDCD1, CTLA4, HAVCR2/TIM3, and LAG3 [32]. Liver cancer patients now have
access to immune checkpoint inhibitor therapy. Both the tumor cells and the surrounding
environment should be affected by the immunotherapy [33]. The immune response of CD8+
immune cells and the PDCD1 tumor association may be the targets of ICI molecules, which
can also indicate the prognosis of cancer. TIM3 and LAG3 receptors are present on CD4+
and CD8+ immune cells [34]. Hepatocytes manufacture a unique functional fibrinogen-like
protein-1 ligand that is exclusive to LAG3. These research preclinical findings back up the
exploration of TIM3, LAG-3, and PDCD1 inhibition in liver cancer cases [35].

The best mean survival was 22.8 months based on the initial study of immunological
biomarkers (CTLA4, PDCD1) and ICI combinations of ipilimumab and nivolumab [36].
The FDA approved the combinational ICI and additional combinations of durvalumab
and tremelimumab for the PDCD1 in light of these positive results [37]. Atemalizumab
and bevacizumab were licensed by the FDA for use in immunotherapy for the first HCC
combination on a worldwide scale [38]. These findings have led to the present clinical
trials of a number of ICI combinations on patients receiving systemic immune treatment.
Adoptive cell therapy for liver cancer also involves lymphocyte sensitization therapy, which
is carried out in vivo prior to being reinfused into the patient [39]. The cytokine killer cells
are triggered by the lymphokine. Another extremely effective and promising treatment
for hematological malignancies with solid tumors that is still in the research phase is the
CAR T cell [40]. The antigen domain of this treatment is made up of a monoclonal antibody
signal fragment that is tailored to a particular tumor cell target. The target cell’s toxicity is
one drawback of this CAR T cell treatment. The target cells express themselves in normal
cells as a result. GPC3 CAR T cell intravenous injunction is undergoing safe and effective
clinical trials (NCT04121273) [41].

The use of vaccines to prevent cancer is another important factor. The potency may
rise due to the tumor-specific response. This demonstrates how well T lymphocytes are
prepared to combat antigens produced by cancer cells [42]. Historically, vaccinations have
been administered as a standalone treatment; however, it is now known that immuno-
suppression in the tumor microenvironment increases T cell activity [43]. Additional
immunological vaccinations may detect the antigen specific to a tumor. HLA typing is the
best method to use for immune-related peptide identification in this case. Furthermore,
specific immunological signatures associated with cytotoxic T-lymphocytes (CTLs) are
expressed along with this HLA peptidome. Based on these immunological signature results
on board, these vaccination clinical studies for liver cancer are still ongoing [44].

5. Conclusions

It is necessary to expand the gene mutation analysis from the sequence source in this
investigation of immunotherapy for liver cancer. Novel neoantigens unique to tumor anti-
gens recognized by T lymphocytes may be found as a result of somatic mutations. Further
research on immune cell profiles and immune infiltration expression CD8+ predictions are
indicated by the altered genes. In order to identify novel immune biomarkers from the
TCGA-LIHC and examine associated expression with established immune biomarkers for
T cell activation with an immune checkpoint inhibitor in liver cancer, this study examined
PDCD1, CTLA4, HAVCR2, and LAG3. These investigations on immune receptors and
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altered genes may prove useful in the future for developing vaccines and ICIs for the
immunotherapy of liver cancer.
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358 patients’ clinical information; Table S3: XLS file of the top 10 genes’ 18-mer peptide sequence
(wildtype and mutant); Table S4: XLS file of the 18-mer protein sequence with superfamily HLA class-
1 alleles using NetMhcpan software extensive data; Table S5: XLS file for the potential neoantigen
analysis data.
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Abstract: The embryonic development of neural crest cells and subsequent tissue differentiation are
intricately regulated by specific transcription factors. Among these, SOX10, a member of the SOX
gene family, stands out. Located on chromosome 22q13, the SOX10 gene encodes a transcription
factor crucial for the differentiation, migration, and maintenance of tissues derived from neural
crest cells. It plays a pivotal role in developing various tissues, including the central and peripheral
nervous systems, melanocytes, chondrocytes, and odontoblasts. Mutations in SOX10 have been
associated with congenital disorders such as Waardenburg–Shah Syndrome, PCWH syndrome, and
Kallman syndrome, underscoring its clinical significance. Furthermore, SOX10 is implicated in
neural and neuroectodermal tumors, such as melanoma, malignant peripheral nerve sheath tumors
(MPNSTs), and schwannomas, influencing processes like proliferation, migration, and differentiation.
In mesenchymal tumors, SOX10 expression serves as a valuable marker for distinguishing between
different tumor types. Additionally, SOX10 has been identified in various epithelial neoplasms,
including breast, ovarian, salivary gland, nasopharyngeal, and bladder cancers, presenting itself as a
potential diagnostic and prognostic marker. However, despite these associations, further research is
imperative to elucidate its precise role in these malignancies.

Keywords: SOX10; neural crest cells; melanoma; neuroectodermal tumors; mesenchymal tumors

1. Introduction

During embryonic stages, the formation of the primitive neural crest gives rise to
diverse neural structures. These neural crest cells undergo differentiation into various
tissues, a process regulated by specific transcription factors with varying expression levels.
The SRY-related HMG box, also known as the SOX gene, plays a multifaceted role in
differentiating embryological and biological processes among neural crest cells. The SOX
gene family comprises eight subfamilies.

Within the SoxE subfamily, SOX10 emerges as a distinctive transcription factor that
significantly contributes to the enhancement of differentiation, migration, and maintenance
of tissues derived from neural crest cells. Initially expressed in the dorsal neural tube,
SOX10 guides the differentiation of tissues within the peripheral nervous system [1,2]. This
gene’s pivotal role in embryonic development facilitates neural crest cell differentiation,
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giving rise to several sublineages, including the arachnoid and pia mater, melanocytes,
odontoblasts, tracheal cartilage, laryngeal cartilage, and Schwann cells (Figure 1).
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The SOX10 gene is located on chromosome 22q13, encoding the SOX10 protein with an
open reading frame consisting of 466 amino acids and a weight of 51 kDa [3]. The protein
possesses a highly conserved dimerization domain at its N-terminus within the SoxE
subfamily. Comprising 40 amino acids, this region facilitates the protein’s dimerization
ability for binding target genes. Adjacent to the N-terminus is the high mobility group
(HMG) domain, spanning 79 amino acids and maintaining a consistent structure across
all SOX family members. This domain, characterized by three alpha helices forming an
L-shape, is designed for binding DNA sequences within the minor groove, specifically
containing the nucleotide sequence of C[A/T]TTG[A/T][A/T]. This binding modulates
DNA molecules, creating a compatible structure for active transcriptional complexes [3].

Within the domain, an intron and K2 domain are present, along with a nuclear localiza-
tion and export signal [3]. The K2 domain functions as a promoter-specific transactivation
domain, TAM (transactivation domain in the middle of the protein), crucial for SOX10
expression in the peripheral nervous system [4]. On the opposite end of the protein, in
the C-terminal region, 66 amino acids are located, marked by a high expression of serine,
prolines, and glutamine sequences [5]. This C-terminus is essential for SOX10′s interaction
with specific binding targets during tissue differentiation, facilitated by a transactivation
domain (TA or TAC) [3].

The distinctive composition of SOX10 enables it to exist as a monomer or dimer, exert-
ing influence on various DNA binding targets with differing affinities. Beyond this dual
functionality, SOX10 also serves as a nucleocytoplasmic shuttle protein for transcriptional
activation, potentially binding to cis elements on target genes to regulate their expres-
sion [6,7]. These specific functions are intricately regulated through the modification and
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expression of SOX10, involving various signal transduction pathways such as Wnt, BMPs,
and FGFs pathways [2,3,8].

Wnt signaling, in particular, plays a crucial role in neural crest formation. Decreased
levels of Wnt signaling inhibit neural crest formation, underscoring its necessity in this
developmental process. A study demonstrated that blocking Wnt using a second messenger
resulted in the suppression of SOX10 expression [2]. Moreover, over a dozen transcription
factors bind to the N-terminus of the SOX10 HMG domain, regulating its transcriptional
activity [9]. SOX9 and Slug are implicated in the regulation of SOX10, showing their
necessity in neural crest cell development. Manipulating Slug and Sox9 expression, whether
wild type or mutant, resulted in high or absent SOX10 expression, suggesting a mutual
relationship between Slug and SOX10 [2].

Various modifications, including phosphorylation, acetylation, SUMOylation, and
methylation, have been identified in different amino acid residues of SOX10. SUMOylation
at three lysine residues (K55, K246, and K357) represses the transcriptional activation of
target genes crucial for cell development and maintenance, such as MITF in melanocytes
and GJB1 in Schwann cells [10]. Additionally, phosphorylation of Ser24 and Thr240, two
highly conserved sites within the SoxE family, has been associated with melanoma [11].

SUMOylation of SoxE proteins is integral to the development of the inner ear. A
yeast two-hybrid screen identified UCB9 and SUMO-1 in SoxE proteins, including SOX10
and SOX9, crucial for inner ear regulation. Both SOX10 and SOX9 feature two conserved
SUMOylation sites—one at the N-terminal of an E1 domain and the other at the C-terminal
of the activation domain. Specifically, SOX10 undergoes SUMOylation at K44 and K333,
at the N-terminus and activation domain, respectively, in addition to other conserved
sites [12]. SUMOylation may also occur at K55 and K357 sites within the SOX10 due to
their involvement in the interaction of UBC9 and SOX10 [13]. Consequently, the absence of
a SUMOylated site may indicate the non-expression of a lysine residue in a SOX10 variant.

The expression of SOX10 varies in response to SUMOylation or the absence of neces-
sary residues in SOX9 [12]. This evolved ability of SOX10 to undergo SUMOylation plays
a pivotal role in regulating the protein, enabling it to modulate distant proteins, up- and
downregulate various cellular functions, and modify protein complex interactions.

Given the highly conserved expression of SOX10 within neural crest cells and their
derivatives, the presence of mutated variants can result in a spectrum of severe to lethal
diseases. Over half of the variations within the SOX10 family result from truncations. The
remaining variants include non-truncating, missense, in-frame insertions or deletions, and
partial copy number variants. Missense mutations typically cluster in the HMG domain [3].
These mutations can lead to conditions such as deafness, dysregulation of the peripheral
and central nervous systems, embryonic lethality, colonic issues, and various neoplasms.

In cases of sensorineural hearing loss, various SOX10 mutations may lead to the
agenesis or hypoplasia of semicircular canals and enlarged vestibules. Imaging modali-
ties, including computed tomography (CT) and magnetic resonance imaging (MRI), have
revealed a connection between SOX10 mutations and the absence or hypoplasia of these
structures [3]. These malformations associated with SOX10 mutations have also been linked
to dysregulation of WNT1 (regulating cell fate), KCNQ4 (potassium voltage-gated channel),
STRC (stereocilin, associated with the hair bundle of the ear), and PAX6 (paired box 6) [3].

Considering the crucial role of SOX10 in myelin-containing glial cells, various muta-
tions have been identified. Two frameshift mutations within the carboxy-terminal, resulting
in truncations (SOX10Dom and SOX10-59), have been associated with dominant megacolon
and Waardenburg–Hirschsprung disease [14]. A group of disorders collectively labeled
as PCWH (peripheral demyelinating neuropathy, central demyelinating leukodystrophy,
Waardenburg syndrome, and Hirschsprung disease) result from variants within the nervous
system. Clinical presentations may include delayed motor and cognitive development,
cerebral palsy, ataxia, spasticity, congenital nystagmus, hyporeflexia, distal sensory im-
pairments, and distal muscle wasting [3]. Signs of Kallmann syndrome (KS) have also
been observed in Waardenburg syndrome, suggesting that KS may result from SOX10

169



Curr. Issues Mol. Biol. 2023, 45

mutations. KS manifests with hypogonadotropic hypogonadism and anosmia. Many
patients with KS may also present with hearing deficits and harbor SOX10 mutations [4].
The physiological basis of this disorder in relation to SOX10 is believed to involve the
dysregulation of GnRH (gonadotropin-releasing hormone) as it travels through the neurons
of the peripheral olfactory nerve, up to and through the olfactory bulb [3].

SOX10 plays a crucial role in the embryogenesis of neural crest cells, and deviations
from its normal function can give rise to various congenital disorders. However, the impact
of SOX10 variants extends beyond developmental disorders, contributing to the initiation
and progression of different cancers due to its involvement in numerous tissues.

SOX10 expression has been identified in various cancer types, including breast tumors,
glioma, glioblastoma, salivary adenoid cystic tumors, melanoma, and hepatocellular carci-
noma. Intriguingly, SOX10 exhibits dual roles in these tumors, acting as a tumor suppressor
and promoter. For instance, it functions as an oncogene in hepatocellular carcinoma and
nasopharyngeal carcinoma while exerting tumor-suppressive effects in gastrointestinal
neoplasms. Urothelial carcinoma shows an overexpression of SOX10, indicating its role
as a tumor promoter [15]. The significance of SOX10 expression becomes evident when
comparing its levels in different bladder cancers to normal bladder tissue [16].

These varied expressions underscore the need to study SOX10’s role and levels in
both normal and pathological tissues. This comprehensive understanding is crucial for
unraveling its precise role in cell biology and appreciating its clinical significance (Figure 2).
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Figure 2. SOX10 expression in normal tissues and across different pathological conditions. Created
with BioRender.com (2023).

2. SOX10 Expression in Normal Tissues

The differentiation of various tissues from neural progenitor crest cells involves distinct
processes. SOX10 expression remains elevated in tissues such as the brain, inner ear,
intestinal tract, tracheal cartilage, and heart. In the early embryonic development of the
inner ear, SOX10 shows high expression, gradually declining as hair cells mature. At this
stage, SOX10 becomes specific to supporting cells, and an inability to express either SOX10
or SOX9 may result in the development of an enlarged or cystic otocyst [12,17,18].

Conversely, lower levels of SOX10 expression are observed in the prostate, testis,
bladder, pancreas, and stomach [19]. During peripheral nervous system development,
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some neurons lose SOX10 expression while all mature glial cells maintain its expression.
In the central nervous system, oligodendrocytes exhibit a high level of SOX10 expression.
Similarly, melanocytes heavily rely on SOX10 for their specialization, maturation, and
maintenance [2].

2.1. SOX10 Expression within the Peripheral Nervous System

Within the peripheral nervous system, SOX10 plays a pivotal role in facilitating
the differentiation of both Schwann cells and glial cells, employing distinct biochemical
processes in each cell type. In Schwann cell development, SOX10 directly targets the protein
zero (P0) gene coding region, a myelin gene exclusively expressed in Schwann cells, tightly
regulated by SOX10 [14].

Analysis of mouse embryos with mutated binding sequences on P0 for SOX10, com-
pared to those with normal binding sequences, revealed robust SOX10 expression in mature
Schwann cells with high P0 expression. This expression was further intensified when
a SOX10 induction signal was introduced into these sequences, resulting in a ten-fold
increase in P0 expression [14].

Neurogulin-1 has been identified as a key player in controlling the differentiation
of neural crest cells into glia via the activation of ErbB receptors [20]. The absence of
interaction between Neurogulins binding to the EGF receptor tyrosine kinase, ErbB3, has
been associated with developmental defects in neural crest cells and their derivatives. The
relationship between SOX10 and ErbB3 was investigated using the tet-on system, inducing
SOX10 expression, leading to a significant increase in ErbB3 expression. However, whether
this effect was direct or indirect remained unclear. Supporting this relationship, SOX10
mutant variations were found in ErbB3 mutant mice [20].

It is important to note that in certain cells, there was a high expression of SOX10
coupled with a low expression of P0, particularly in non-myelinating cells. This suggests
that SOX10 typically does not function independently but, instead, interacts with different
protein complexes. In unmyelinated Schwann cells, the downregulation of myelination may
be attributed to SOX10’s regulation of various transcription factors, including SOX5, SOX6,
NOTCH1, HMGA2, HES1, MYCN, ID4, and ID2. These regulators were found to oppose
the process of myelination within Schwann cells [21]. Furthermore, in an experimental
study on SOX10 expression within mammary glands, mouse embryos were manipulated to
be homozygous dominant knockout for SOX10. In these specific mice, death was quickly
encountered, in addition to the complete absence of Schwann cell production [22].

2.2. SOX10 Expression within the Inner Ear

Moving beyond the peripheral nervous system to the inner ear, there is meticulous
regulation of SOX10 and SOX9, which is crucial for normal development. During gastru-
lation and neural crest development, SOX10 is expressed in the otic vesicle, reaching its
peak around stage 25 [2]. Both SoxE proteins, SOX10 and SOX9, undergo SUMOylation
at different lysine residues and two conserved sequences [12]. The regulation of these
modifications may have subsequent consequences, leading to progressive hearing loss.

SOX10 exhibits high expression in the otic vesicle from E9.5 onward until it becomes
exclusively expressed in the supporting cells later in development. This sustained expres-
sion of SOX10 facilitates the maintenance of cochlear progenitors during the development
of the organ of Corti and the otocyst [3].

2.3. SOX10 Expression in Melanocytes

The precise expression of SOX10 in melanocytes is indispensable for gene regulation
within these cells. Before melanocyte development, SOX10 is highly expressed in the neural
crest region, initially across all axial areas and later progressing to the expression only in
the truncal region. Overexpression of SOX10 at this stage results in high expression in the
Slug domain, both playing a role in the development of pigmented melanocytes [3].
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Through a complex network, SOX10 collaborates with PAX3 to activate MITF, enhanc-
ing its expression. Increased MITF, in turn, works with SOX10 to promote DCT/TRP2
expression. Dominant SOX10 mutant mice exhibit a decrease in melanocyte markers
Dct/Trp2, underscoring the pivotal role of SOX10 in pigment production [10]. Consistent
with these cell markers, it has been shown that mutant SOX10 or low expressions lead to
a proportional decrease in markers Trp2, c-kit, and Mitf [3]. The varying levels of these
markers depend on the stage of melanocyte development within the embryo, starting
with nonpigmented melanoblasts and eventually transitioning to melanocytes. It has been
demonstrated that SOX10 could produce pigment at injected sites, while Slug alone could
not [3].

2.4. SOX10 Expression in the Mammary Epithelium

An exception to the typical expression of SOX10 in neural crest cell derivatives is
observed in the mammary epithelium, which originates from the ectoderm. The mammary
gland houses epithelium that bifurcates into the ductal epithelial tree during puberty. The
mammary epithelium undergoes dynamic changes in growth due to hormonal stimulation
during puberty, pregnancy, lactation, and menopause. SOX10 expression in these cells
initiates prenatally during the development of stem cells.

Within these stem cells, SOX10 responds to FGF signaling, facilitating their progres-
sion to mesenchymal tissue. A study manipulating mice embryos analyzed the effects of
homozygous, heterozygous SOX10 knockouts, and wild type. Both heterozygous and ho-
mozygous knockout mice exhibited decreased mammary branching growth development.
Furthermore, postnatal mammary development revealed that these adult mice were unable
to lactate after pregnancy.

Continuing through the female reproductive process, mice were further analyzed
during involution. Compared to wild-type mice, knockout mice started with substantially
fewer epithelial cells in the mammary glands. However, during involution, the epithelial
cell count decreased significantly more in wild-type mice. These findings suggest the
involvement of SOX10 throughout the entire process, including the involution of expanded
mammary epithelia. Although SOX10 may play a crucial role in this process, the presence
of mammary growth indicates that SOX9 and SOX10 may work synergistically, with SOX9
contributing to the absence of SOX10 [22].

3. SOX10 Expression in Non-Neoplastic Pathological Conditions
3.1. SOX10 in Waardenburg–Shah Syndrome

SOX10 mutations have been implicated in disrupting neural crest development, lead-
ing to a diverse range of clinical phenotypes. The association of the SOX10 gene with con-
genital disorders was initially recognized in the context of Waardenburg–Shah syndrome,
a subtype of Waardenburg syndrome (WS), also known as Waardenburg–Hirschsprung
syndrome and WS type 4 [8]. WS4 is characterized by sensorineural hearing loss, de-
pigmentation of hair, skin, and eyes, and Hirschsprung’s disease. The SOX10 gene was
first identified as the mutant gene responsible for megacolon and depigmentation in Dom
mutant mice (SOX10Dom) [1,23]. Specifically, a frameshift mutation in SOX10 causing hap-
loinsufficiency was found to be the cause, with a homozygous mutation in mice proving
lethal [24]. Based on this discovery, SOX10 mutations were screened for in human patients
with Waardenburg–Hirschsprung disease, in whom a causative mutation had not yet been
identified. Several cases were found to have a SOX10 mutation, confirming its involvement
in the Waardenburg–Hirschsprung disease [8].

Waardenburg syndrome has been classified into four main presentations. Type I (WS1)
presents with pigmentary abnormalities of the hair, heterochromia irides, sensorineural
hearing loss, and the characteristic dystopia canthorum. Type 2 (WS2) has similar features
with the absence of dystopia canthorum. Type 3 (WS3) is distinguished by abnormalities
of the upper limb. While Waardenburg syndrome was initially classified by phenotypic
presentation, detected mutations in patients with WS have been integrated into further
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subclassifications. For instance, WS4 has been split into WS4A, WS4B, and WS4C, with
mutations in EDNRB, EDN3, and SOX10, respectively [25]. Another subtype, WS2E, is also
caused by a SOX10 mutation [26].

3.2. PCWH

PWCH (Peripheral demyelinating neuropathy, central demyelinating leukodystrophy,
Waardenburg syndrome, and Hirschsprung disease) represents a neurological variant
of the previously discussed WS4, where a SOX10 mutation is also implicated. Patients
with PWCH exhibit a similar presentation, including heterochromia irides, sensorineural
hearing loss, and Hirschsprung’s disease, as observed in Waardenburg–Shah syndrome.
Additionally, they experience neurological symptoms such as peripheral neuropathy, ataxia,
and intellectual disability [27,28]. The syndrome was first described shortly after the
discovery of SOX10 mutations in WS4. Due to the shared features, mutations in the
SOX10 gene were investigated in patients with what is now termed PCWH. A de novo
deletion mutation was identified in the coding region of SOX10, leading to an extension
of the peptide and a toxic gain of function [29]. The discovery of a SOX10 mutation as
a perpetrator (and the exclusion of other known mutations such as PMP22) in PCWH, a
demyelinating disease, further supported the role of SOX10 in Schwann cell differentiation.

3.3. Kallman Syndrome

Due to the presence of hypogonadism and anosmia in subtypes of Waardenburg
syndrome (e.g., WS2E), SOX10 was investigated as a potential candidate gene for Kall-
man syndrome (KS), which falls under the umbrella of congenital hypogonadotropic
hypogonadism (HH). KS is characterized by anosmia, distinguishing it from idiopathic
hypogonadotropic hypogonadism, which lacks anosmia. Both are considered manifesta-
tions of the same syndrome, and instances of each may coexist within the same family [30].
Although nine genes have been implicated in HH, demonstrating extensive genetic hetero-
geneity, they only account for 30% of KS cases. Therefore, SOX10 appeared to be a likely
candidate mutation to explain the presence of anosmia within the disease spectrum.

In a mouse model study, SOX10 deficient mice exhibited an almost complete absence
of olfactory ensheathing cells (OECs), misrouting of nerve fibers, impaired migration of
GnRH cells, and disorganization of the olfactory nerve layer in the olfactory bulbs [31].
In the same study, a cohort of KS patients without known mutations were screened for
SOX10 mutations. Six patients had novel SOX10 mutations, and five out of the six also
had deafness.

The diversity and overlap of clinical features in patients with Waardenburg–Shah
syndrome, PCWH, and Kallman syndrome underscore the role of SOX10 as a common
factor for pathogenesis. However, the phenotypic variability among patients with the same
mutations or in the same families emphasizes the need for further study of intermediate
and downstream factors [3].

3.4. Hearing Loss

SOX10 mutations in the inner ear explain abnormalities in hearing, such as hypoplasia
of semicircular canals, enlarged vestibular canals, vestibulocochlear nerve agenesis, and
cochlear deformities [32,33]. Although the presence of sensorineural hearing loss among
patients with Waardenburg–Shah syndrome varied among genotypes, Song et al. found
that the prevalence of hearing loss in patients with a SOX10 mutation was 100% [33]. In
mouse models, the expression of SOX10 in vestibulocochlear development has been studied,
revealing an increase in SOX10 expression in the maturing cochleovestibular ganglion. In
SOX10-deficient mice, there was a lack of glial cell development in this area [34]. Hearing
loss is such a penetrant phenotype in patients with SOX10 mutations that it can manifest
without any other features of WS or KS, resembling isolated hearing loss [35].
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As of yet, there is no clear role for SOX10 in genetic screening or counseling for the
discussed conditions. More effort is necessary to consolidate the range of phenotypes into
one disease spectrum rather than individual syndromes.

4. SOX10 Expression in Neural and Neuroectodermal Tumors

SOX10’s role is of interest in the development of certain malignancies and as a potential
differentiating marker with diagnostic use.

4.1. SOX10 Expression in Melanoma

The expression of SOX10 in melanoma has been conducted due to its significance in
both diagnostic and therapeutic applications (Table 1). Bakos et al. investigated the expres-
sion of SOX10 through immunohistochemistry (IHC) in primary and metastatic melanoma
cells and its association with neistin coexpression [36]. Nestin is an intermediate filament
present in neural progenitor cells, melanomas, and melanocytic nevi. This study disclosed
a significant co-expression of SOX10, SOX9, and neistin in early primary melanoma. How-
ever, no statistically significant co-expression was observed in the metastatic melanoma [36].
These results align with their in vitro findings, suggesting that SOX10 plays a crucial role
in neistin activation during early melanoma development but is not associated with its
expression in the more advanced stages of the disease [36]. These findings suggest that
SOX10 may serve as a potential marker for determining melanoma stage.

In a separate study by Zhongyuan et al., the role of SOX10 in melanoma development
was similarly investigated. According to that study, SOX10 plays an important role in
regulating various factors involved in melanocyte proliferation and survival, including
melanocyte inhibitory activity (MIA), MITF, p21/WAF1, and E2F1 [37]. A reduction in
SOX10 expression resulted in reduced melanoma formation, and the knockout of the
SOX10 gene led to the elimination of new tumor formation [37]. These findings provide
additional evidence supporting the role of SOX10 in melanocyte proliferation. That study
also aimed to establish the downstream pathway through which SOX10 affects melanocyte
proliferation by observing its effects on the expression of the minichromosomal maintenance
complex component (MCM5). The results demonstrated that the overexpression of MCM5
in SOX10-negative cells partially rescued the proliferation defect observed when SOX10 was
absent [37]. Overall, these findings indicate that SOX10 is involved in multiple melanocyte
proliferation pathways, with the SOX10-MCM5 axis playing a critical, though not exclusive,
role in the proliferation [37].

Further evidence on the role of SOX10 on melanoma cell proliferation was reported in
a study by Cronin et al., which revealed that the loss of SOX10 in melanoma cells resulted
in cell arrest in the G1 phase [38]. Molecular studies of melanoma cells with absent SOX10
showed reduced expression of MITF, elevated expression of p21/WAF1 and p27KIP2,
hypophosphorylated RB, and reduced levels of E2F1 [38]. These results suggest that the
removal of SOX10 leads to cell arrest in the G1 phase [38]. Another study by Rosenbaum
et al. examined the role of SOX10 in the regulation of the melanoma cell cycle, finding that
knocking out SOX10 in immune-competent models led to a reduced expression of immune
checkpoint proteins HVEM and CEACAM1 [39]. The loss of these immune checkpoint
proteins promotes the proliferation of malignant melanoma cells by preventing cellular
senesce and apoptosis [39].

Studies on SOX10 have extended beyond its role in proliferation with investigations
into its involvement in the migration of melanoma cells. Seong et al. explored this aspect
by studying the migration of B16F10 melanoma cell lines following the introduction of
siRNA specific for SOX10. This was compared to a control group of the same cell line.
That study demonstrated a significant reduction in migration in the experimental cell
line with downregulated SOX10, as confirmed through a TUNEL assay. Additionally,
microarray screening revealed a three-fold decrease in SOX10 and one of its downstream
targets, MITF [40]. These findings highlight the significant role of SOX10 expression and its
effect on MITF in B16F10 melanoma cells, suggesting a crucial role in cell migration and,
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consequently, metastasis [40]. Attempts to replicate these results using different melanoma
cell lines (Cloudman S9 and Melan-A melanoma cell lines) yielded no statistically significant
effects on cell migration, emphasizing the variability of SOX10 effects depending on the
specific cell line being studied [40].

In light of the diverse yet persistent role of SOX10 in melanoma cells, its potential as
a diagnostic histopathological marker has been explored. Clevenger et al. conducted a
comparative study using a pan-melanoma cocktail, a SOX10 stain, and an MITF stain to
identify melanoma cells of epithelioid origin, those with a predominantly spindle appear-
ance. That study revealed a 100% SOX10 positive staining pattern in both epithelioid and
spindle-shaped cells, demonstrating nuclear staining with a strong and diffused pattern.
In contrast, the pan melanoma cocktail and MITF stain showed positive staining in 86%
and 93% of cases, respectively, for epithelioid cells, and 86% for spindle-shaped melanoma
cells [41]. The high rate of detection using SOX10 staining suggests its utility in detecting
metastasis in locations where a small number of cells would be expected, such as the
cerebrospinal fluid (CSF). However, caution is advised, and a more sensitive stain for
melanoma should be considered due to the non-exclusive expression of SOX10 [41].

MITF, downstream of the SOX10 gene, plays a crucial role in the transcription control
of melanocytes and retinal pigment cells and is strongly associated with malignancies [42].
Studies have shown that the absence or reduced activity of SOX10 consistently leads to cell
death in melanocytic descent, particularly at the G1 stage of the cell cycle. The impact on
lineage is associated with the type of knockout, whether it involves a complete knockout or
an interruption in the product’s structure, or a reduction in the half-life [39,43].

Notably, the knockout of SOX10, when simultaneously treating advanced melanoma,
can confer resistive mechanisms against chemotherapeutic medications. Using Vemurafenib
to treat advanced melanoma with an observed BRAFV600E mutation, cells acquiring a
somatic SOX10 mutation that hinders proper gene product formation allow the tumor to
grow unchallenged by therapeutic treatments that would otherwise be effective [42,44].
This underscores the intricacies and complex integration of SOX10, which primarily directs
proliferation and steers cells toward differentiated paths. Acting as an oversight system for
downstream transcription factors, such as MITF [45], the gene gains unregulated function
to promote transcriptive and translative efforts within the cell, allowing malignancies to
establish their proliferative roots [39,44]. However, the knockout of SOX10 in existing
cancers can lead to acquired resistance against chemotherapeutic efforts. In other iterations
of malignancies, knocking out the gene has been found to suspend cell proliferation,
restrain cell growth, and reduce overall tumor size [39,42,43]. As melanomas approach
their proliferative limits or the threshold for potential invasion, SOX10 has been observed to
become downregulated within the tumor cells. This change induces a phenotypic shift from
melanocytic cell lineages to undifferentiated mesenchymal cell lines, characterized by their
invasive nature and ability to resist targeted therapeutic regiments against malignancy [42].

Not all mutations of the SOX10 locus are somatic. In studies focusing on childhood
melanoma, almost all congenital melanomas were found to be SOX10 positive. The signifi-
cance of this positivity, whether it represents an unhindered function or a gain-of-function
mutation, is yet to be determined. Regardless, its presence signifies its key integration in
the early stages of skin neoplasms [46]. Studies supporting SOX10 as a more sensitive
marker for melanoma, compared to MITF, the previous standard marker for neoplastic
testing within this sector, further highlight its diagnostic potential [3,45].

In research by Shakova et al. concerning the significance of SOX10 in melanoma
and congenital giant melanocytic nevus, a pre-cancerous lesion heavily associated with
melanoma formation, it was confirmed in mouse subjects and later human cell lines that
the knockout of this transcription factor showed effective results in blocking tumorigenesis.
Furthermore, the knockout or inactivation of the SOX10 gene established its role as a
prerequisite for the formation and maintenance of pre-melanoma lesions [46]. In observed
human cell lines, the absence of SOX10 activity resulted in an estimated nine-fold increase
in apoptotic cells due to the disrupted regulation of apoptotic control factors. Examples of
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this dysregulation were noted from the increases in these control factors, such as caspases
and proteins related to the tumor necrosis factor (TNF) pathway [46].

A study by Capparelli et al. demonstrated that SOX10 plays a crucial role in mediating
phenotypic switching in cutaneous melanoma. The loss of SOX10 led to the development
of an invasive, slow-cycling state in melanoma cells, promoting tolerance to BRAF and/or
MEK inhibitors, which are commonly used in melanoma treatment. That study also iden-
tified a vulnerability in SOX10-deficient melanoma cells, specifically an up-regulation of
cellular inhibitors of apoptosis-2 (cIAP2). The use of cIAP1/2 inhibitors selectively induced
cell death in SOX10-deficient cells, providing a potential therapeutic strategy to target
and eliminate these cells. Additionally, combining cIAP1/2 inhibitors with BRAF/MEK
inhibitors delayed the onset of acquired resistance in melanomas in vivo [47].

4.2. SOX10 Expression in Malignant Peripheral Nerve Sheath Tumor and Schwannomas

While much of the existing data on the role of SOX10 in neoplasms primarily focuses
on melanoma, this gene is also implicated in other neural and neuroectodermal tumors.
Malignant peripheral nerve sheath tumor (MPNST) is one such malignancy where the
role of SOX10 has been investigated. A study by Kang et al. aimed to assess SOX10 as
a marker for distinguishing MPNST from synovial sarcoma, given the histopathological
similarities that can make differentiation challenging [48]. SOX10 staining revealed a
67% positivity rate in MPNST cells compared to only 7% in synovial sarcomas. The overall
results demonstrated a 67% sensitivity rate and a high specificity rate of 93% for SOX10
staining in MPNST, with a positive predictive value of 82% and a negative predictive value
of 89% [48]. These findings suggest that SOX10 staining is moderately sensitive but highly
specific, serving as a valuable marker for differentiating MPNST from synovial sarcomas in
cases where there is a diagnostic discrepancy [48].

Another study by Pekmezci et al. investigated the use of SOX10 as a differentiating
marker between MPNST and schwannomas, revealing a positive diffuse SOX10 expression
pattern seen only in cellular schwannomas [49]. The results imply that SOX10 expression is
significantly more prevalent in cellular schwannomas, and its loss of expression is indicative
of MPNST when compared to cellular schwannomas [49]. Doddrell et al. explored SOX10
expression in merlin-null schwannomas, finding reduced expression of SOX10 and two
proteins crucial for the myelinating function of Schwann cells: KROX20 and OCT6 [50].
Reintroducing the SOX10 gene in schwannoma cells showed a small increase in KROX20
expression, which significantly increased with the introduction of cAMP [50]. Overall,
the results suggest that the loss of SOX10 in Schwann cells leads to cellular abnormalities
resembling schwannomas [50]. Collectively, these studies indicate that SOX10 expression is
a relatively effective marker for differentiating between specific malignancies that may pose
diagnostic challenges. Moreover, a recurring pattern in the reported results suggests that
SOX10 expression tends to decrease as cells undergo a transition from normal to malignant
states in tumors.

Table 1. Studies demonstrating SOX10 expression in neural and neuroectodermal tumors.

Tumor References Findings

Melanoma [51]

Role of SOX10 in Melanoma:

• SOX10 serves as a crucial regulator of melanoma invasion and survival by influencing the
expression of key factors such as MIA (melanocyte inhibitory activity), MITF, p21/WAF1,
and E2F1;

• The absence of SOX10 expression has been linked to a reduction in melanoma formation,
and silencing SOX10 leads to the elimination of tumor formation in vivo;

• SOX10 plays a pivotal role in regulating melanocyte proliferation through its interaction
with the minichromosomal maintenance complex component 5 (MCM5);

• Inducing overexpression of MCM5 in SOX10 knockout cells partially rescues the cell’s
impaired proliferation capacity.
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Table 1. Cont.

Tumor References Findings

[45]

• Loss of SOX10 in melanoma cells results in cell cycle arrest in the G1 phase, accompanied
by molecular changes such as reduced MITF expression, elevated p21/WAF1 and p27KIP2
expression, hypo-phosphorylated RB, and reduced levels of E2F1;

• SOX10 is essential for melanogenesis.

[39]
• SOX10 knockout in immune-competent models leads to reduced expression of immune

checkpoint proteins HVEM and CEACAM1, facilitating tumor growth.

[40]

SOX10 in Melanoma Cell Migration and Metastasis:

• siRNA specific for SOX10 demonstrates that downregulation of SOX10 in B16F10
melanoma cells significantly reduces cell migration compared to control cells in a Transwell
migration assay;

• TUNEL assay results indicate that the lower migration in the experimental cell line is not
due to apoptosis or senescence;

• Microarray screening reveals a three-fold decrease in SOX10 and in MITF, a known target
of SOX10;

• The gene expression cascade initiated by SOX10 and mediated by MITF plays a significant
role in melanoma cell migration and metastasis;

• These effects are not reproducible in Cloudman S9 and Melan-A cells, suggesting that the
SOX10/MITF effects on migration and metastasis vary depending on the melanoma
cell line.

[41]

SOX10 as a Diagnostic Marker for Melanoma:

• SOX10 staining is highly effective in identifying melanoma cells, with a 100% positivity rate
in both epithelioid melanoma and melanoma with a predominantly spindle cell appearance;

• Given its high detection rate and strong staining intensity, SOX10 is a valuable marker for
detecting melanoma cell metastasis in locations like the cerebrospinal fluid (CSF), where a
large number of cells are not expected. However, a more sensitive melanoma stain should
be used for confirmation, considering SOX10 is not exclusively specific for melanoma

[36]

SOX10 and Nestin in Melanoma Development:

• Nestin, an intermediate filament found in neural progenitor cells, melanomas, and
melanocytic nevi, shows statistically significant co-expression with SOX10 in
primary melanomas;

• SOX10 plays a key role in Nestin activation in primary melanoma cells, suggesting that
SOX10 is a major mediator of early melanoma development.

Malignant
peripheral
nerve sheath
tumor

[48,49]

SOX10 in Differentiating MPNSTs and Synovial Sarcomas:

• SOX10 staining demonstrates a 67% positivity rate for MPNST, compared to only 7% in
synovial sarcomas;

• SOX10 staining exhibits a sensitivity of 67% and specificity of 93%, making it a moderately
sensitive but highly specific marker for distinguishing MPNST from synovial sarcoma.

Merlin-null
schwannoma [50]

SOX10 in Schwannomas and Normal Schwann Cell Function:

• Loss of SOX10 expression strongly supports the diagnosis of MPNST;
• Schwannoma cells show reduced SOX10 expression, as well as diminished expression of

KROX20 and OCT6, crucial proteins in the myelination process;
• Reintroduction of the SOX10 gene in schwannoma cells increases KROX20 expression,

particularly in the absence of cAMP, with a significant boost upon cAMP introduction;
• Removal of SOX10 from normal Schwann cells in a mouse model results in minimal

expression of KROX20 and OCT6, irrespective of cAMP levels;
• SOX10 expression is necessary for normal Schwann cell function, and its loss leads to

abnormalities resembling those seen in schwannoma cells.

5. SOX10 Expression in Mesenchymal Tumors

In a study conducted by Miettinen et al., the expression of SOX10 was analyzed in
1645 non-neurogenic mesenchymal tumors. Among non-nerve sheath tumors, positive
SOX10 tumor cells were identified only in alveolar rhabdomyosarcoma (2/27) and ossifying
fibromyxoid tumors (2/47). Thirty-three other types of mesenchymal tissues analyzed
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(1571 samples), including fibroblastic-myofibroblastic tumors, benign fibrous histiocytoma
and subtypes, solitary fibrous tumor/hemangiopericytoma of the peripheral soft tissues
and intracranial space, and undifferentiated pleomorphic sarcomas, were negative for
SOX10. Synovial sarcomas, desmoid fibromatosis, and glomus tumors showed fewer than
5% of SOX10-positive nuclei, possibly representing entangled neural components [52].

Research by Karamchandani et al. aimed to validate the use of SOX10 and S100
protein as reliable markers in soft tissue neoplasms of both neural crest and non-neural
crest origin. SOX10 and S100 mRNA levels were evaluated in 122 cases of peripheral nerve
sheath tumors and synovial sarcomas, and IHC was used for SOX10 and S100 protein
expression in 1012 tissue specimens [53]. Synovial sarcomas expressed significantly higher
levels of S100 than SOX10, and no significant SOX10 mRNA expression was identified in
synovial sarcoma [53]. The majority of schwannomas and neurofibromas showed increased
expression of both SOX10 and S100 mRNA [53]. MPNSTs revealed highly correlated,
variable levels of SOX10 and S100 mRNA expression. Of the non-neural, nonmelanocytic
sarcomas, only one rhabdomyosarcoma sample was positive for SOX10. In summary,
SOX10 was positive in only 5 of 668 cases with a 99% specificity for non-schwannian,
nonmelanocytic tumors [53].

Kang et al. evaluated the diagnostic utility of SOX10 IHC in differentiating between
synovial sarcoma and MPNST due to similar histomorphology and immunophenotype [48].
Forty-eight cases of MPNST and 97 cases of synovial sarcoma, including four intraneural
synovial sarcomas, were stained for SOX10. Sixty-seven percent of MPNST (32/48) and only
7% (7/97) of synovial sarcomas were positive for SOX10. Nevertheless, there is uncertainty
as to whether SOX10-positive cells in intraneural synovial sarcoma represent entangled
Schwann cells, synovial sarcoma cells, or both [48].

In an attempt to demonstrate the clinical and morphological heterogeneity between
gastrointestinal mesenchymal tumors with neurotrophic tyrosine receptor kinase (NTRK)
gene rearrangements and gastrointestinal stromal tumors, Atiq et al. reported consistently
absent SOX10 expression in eight mesenchymal tumors in the gastrointestinal tract with
NTRK1 or NTRK3 rearrangements [54].

Research by Chiang et al. focused on classifying a newly discovered category of high-
grade uterine sarcomas. Four NTRK fusion-positive uterine sarcomas were identified and
distinguished from both undifferentiated uterine sarcomas and more commonly aggressive
leiomyosarcomas. All four mesenchymal tumors lacked SOX10 expression [55].

6. SOX10 Expression in Epithelial Neoplasms

When examining the impact of SOX10 on epithelial neoplasms, its influence is exten-
sive and continues to unfold with further investigations. This transcription factor plays
a crucial role in regulating the proliferation and specialization processes of melanocyte
and Schwannian lineages, exhibiting high expression levels in melanoma malignancies
and those affecting the central nervous system [3]. While many of the studied mutations
indicate somatic changes, there are instances of inherited cases [46]. In the observed cases,
SOX10 expression is more prevalent in malignancies during proliferative stages compared
to those found in invasive or metastatic stages [44] (Table 2).

Beyond tumors involving melanocytic lineages, research has provided substantial
evidence of SOX10 expression in the salivary gland, breast, and ovarian neoplasms affecting
epithelial cells. Although this evidence has accumulated in recent years, sensitivity for
diagnostic differentiation, particularly in salivary gland tumors, remains less reliable [56].
Conversely, concerning ovarian cancers, distinguishing between SOX10 expression within
the nucleus and cytoplasm has shown promise in estimating grade and prognosis.

In the context of salivary gland neoplasms, SOX10 expression has been identified
in tumors arising from acinar and intercalated ductal cells [57–59]. Notably, tumors
lacking SOX10 have been associated with the appearance of excretory ducts or striated
ducts [59]. SOX10-expressing neoplasms in the salivary glands include acinic cell carci-
noma, epithelial-myoepithelial carcinoma, adenoid cystic carcinoma, and polymorphous
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adenocarcinoma [59,60]. Adenoid cystic carcinoma and polymorphous adenocarcinoma
have consistently demonstrated SOX10 expression in virtually all cases studied [57,58].
Distinctively, acinic cell carcinoma can be differentiated from metastatic renal cell carcinoma
in the parotid gland, as the latter does not express SOX10 on staining [58].

However, certain salivary gland neoplasms either show no SOX10 representation or
exhibit focal expression in staining. These include salivary duct carcinoma, mucoepider-
moid carcinoma (MEC), squamous cell carcinoma (SCC), and oncocytic carcinoma, which
originate from excretory and serous ductal cells within the salivary glands. While MEC
tumors were initially considered SOX10-negative, further investigation revealed a subgroup
of SOX10-positive MEC with distinct morphology and colloid-like secretion [57,59]. Addi-
tionally, SOX10 has been found to be positive in other tumors, such as basal cell carcinomas
(BCCs) and low-grade salivary duct carcinomas [57]. In the case of SCC secondary to HPV
infection, SOX10 is not a reliable diagnostic marker due to similar staining distributions
with HPV-related multiphenotypic sinonasal carcinoma [61]. While SOX10 staining can aid
in categorizing tumors based on cell origins, negative staining does not necessarily imply
the absence of SOX10 mutation, as inactivating or truncating mutations can result in re-
duced or absent SOX10 expression [59,61,62]. Despite this, SOX10 is considered a valuable
protein expression marker for the diagnostic identification of salivary gland neoplasms,
contributing to increased diagnostic accuracy [58].

SOX10 protein expression has also been observed in breast carcinomas, particularly
in approximately 66–74% of triple-negative breast carcinomas [63]. Triple-negative breast
carcinoma has shown SOX10 expression in a substantial number of cases, ranging from 38 to
67% in the literature [62]. SOX10 has been associated with CD117 and vimentin expression
in triple-negative breast carcinomas, though its prognostic value remains inconclusive and
is mainly considered a marker for aiding in differential diagnoses [62]. While evidence
suggests a potential prognostic value due to associations with malignant characteristics
of triple-negative breast carcinomas, further research is needed to establish its definitive
prognostic significance [64]. In cases where homozygous deletions and point mutations
eliminate SOX10 staining presence, GATA3, a common marker in breast carcinoma, has
been used in conjunction with SOX10 to address this limitation. Approximately 60% of
triple-negative breast carcinomas have been identified using this dual-staining method,
making SOX10 a useful marker in identifying epithelial neoplasms of the breast [62,65].

In the context of ovarian epithelial tumors, SOX10 has shown value in differentiat-
ing cell origin and estimating prognosis. Contrary to previous claims that suggested no
application for SOX10 in the study and diagnosis of ovarian epithelial tumors, Kwon et al.
demonstrated its utility. Ovarian epithelial neoplasms, including serous, mucinous, and
endometrioid subtypes, can be differentiated based on the localization of staining. Serous
neoplasms show nuclear localization, while mucinous and endometrioid neoplasms ex-
hibit cytoplasmic localization [66]. Staining in both regions is possible, but the diffuse
characteristic of SOX10 staining helps distinguish between subtypes. The intensity of
the stain within the nucleus correlates with the prognosis of the patient, emphasizing its
potential as a prognostic marker [66]. While SOX10’s involvement in ovarian carcinomas
was assessed, other common expression markers studied for ovarian cancer include SOX8
and, notably, SOX9, which has been implicated in various signaling pathways in ovarian
cancer development [67–71].

In nasopharyngeal carcinomas, SOX10 is markedly overexpressed, and this overexpres-
sion is associated with a poorer prognosis, particularly in T classification and lymph node
metastasis. The correlation with poor prognosis is linked to SOX10’s involvement in tumor
development and metastatic-seeding ability in breast cancer cells. The overexpression of
SOX10 in nasopharyngeal tumors highlights its potential importance as a diagnostic and
prognostic marker for patients with nasopharyngeal carcinoma [72].

SOX10 has also been associated with metaplastic bladder cancers, where it exhibits
elevated expression in bladder cancer tissues compared to healthy tissue. Knockdown
experiments targeting SOX10 confirmed its prognostic value by significantly impacting the
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growth and metastatic ability of bladder cancer. The suspected mechanism involves SOX10
influencing the expression of other components such as B-catenin and Met. Targeting
SOX10 as a marker for diagnosis, prognosis, and treatment may prove useful in the context
of bladder cancer [16].

In summary, while further research is needed to fully understand the extent of SOX10
expression in various epithelial neoplasms, it remains a promising marker for the diagnosis
and prognosis development of several carcinomas. Additionally, it shows potential as a
treatment target in certain cancers.

Table 2. SOX10 expression in epithelial neoplasms.

Epithelial Neoplasm SOX10 Expression Implications

Ovarian serous,
mucinous, and
endometrioid
carcinoma

Overexpressed

• SOX10 exhibits stem cell-supporting properties in both normal and
cancerous cells [66];

• SOX10 presence is associated with chemoresistance, possibly contributing to
poorer prognoses in certain cancers [66];

• SOX10 helps differentiate cell origin and estimate prognosis in ovarian
epithelial tumors;

• Subtypes such as serous, mucinous, and endometrioid can be differentiated
based on the localization and intensity of SOX10 staining [66].

Triple-negative
breast cancer Overexpressed

• Clinical significance of SOX10 in breast carcinomas is not fully understood,
but it is considered a useful marker [62];

• Approximately 66–74% of triple-negative breast carcinomas express
SOX10 [63];

• Prognostic value is unclear, but there is evidence suggesting a possible
contribution to malignant characteristics [62];

• High sensitivity in identifying triple-negative breast carcinomas [62–64].

Nasopharyngeal
carcinomas Overexpressed

• Marked overexpression of SOX10 is observed in nasopharyngeal
carcinomas [72];

• Higher expression is associated with a poorer prognosis, and SOX10 is
believed to be involved in tumor growth and metastasis [72];

• Potential importance as a diagnostic and prognostic marker [72].

Bladder carcinomas Overexpressed

• SOX10 is significantly elevated in bladder carcinomas compared to
surrounding healthy tissues [16];

• Knockdown of SOX10 impacts cancer growth and spread, making it a
potential treatment target [16];

• SOX10 inhibition may affect cancer progression by influencing other
components in development pathways such as B-catenin and Met [16];

• Potential usefulness as a diagnostic marker for bladder cancers [16].

Salivary gland
neoplasms Overexpressed

• SOX10 helps distinguish between various types of salivary gland
neoplasms [57];

• SOX10 rules out mimic lesions, differentiates between high- and low-grade
adenocarcinomas, and is a reliable marker against certain similar-appearing
tumors [57];

• Tumors lacking SOX10 are associated with specific histological features, such
as the appearance of excretory or striated ducts;

• SOX10 expression varies among different subtypes of salivary gland
neoplasms [57–59].

Gastrointestinal
Mesenchymal Tumors Lost

• SOX10 expression is absent or minimal in gastrointestinal mesenchymal
tumors with NTRK gene rearrangements, distinguishing them from
gastrointestinal stromal tumors [54].

Uterine Sarcomas Lost
• SOX10 lacks expression in a category of uterine sarcomas with NTRK fusions,

distinguishing them from undifferentiated uterine sarcomas and aggressive
leiomyosarcomas [55].
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7. Expression of Other Members of the “SRY-Related HMG Box” in Cancers
7.1. The HMG Box Family

The HMG box is a versatile protein domain consisting of about 75 amino acids that
plays a crucial role in DNA binding and various transcription and translation processes.
The name “High Mobility” originates from the initial discovery of these proteins in the
acid extracts of mammalian chromatin, where they exhibited significant electrophoretic
mobility [73].

HMG box domains can be broadly categorized into two types based on their DNA
binding specificity: non-sequence specific; and sequence specific [74]. Both types of HMG
box domains exhibit a high affinity for non-B-type DNA structures, which include bent,
kinked, and unwound DNA. Additionally, these domains are involved in diverse protein-
protein interactions, such as DNA bending, looping, and unwinding [74,75].

7.1.1. Non-Sequence Specific HMG Box Domains

• Proteins in this category, such as HMGB1-4, typically possess two HMG boxes or four
to six HMG boxes in the presence of transcription factor UBF [75];

• Mammals have four HMGB proteins (HMGB1-4), and they function as DNA chaper-
ones, contributing to processes like transcription and DNA repair. However, each of
these proteins has distinct characteristics [75].

7.1.2. Sequence Specific HMG Box Domains

• Proteins classified as sequence-specific usually have a single HMG box and lack acidic
C-tails, which are common in non-sequence-specific HMG box proteins [74];

• Examples of proteins in this category include TCF, SRY, and SOX [75];
• Despite recognizing specific DNA sequences, these proteins form few base-specific

hydrogen bonds, resulting in less sequence specificity [75].

7.2. SRY-Related HMG Box

The SOX genes, a subset of HMG box-type proteins, are encoded by 20 different genes
in both humans and mice. These genes, located within the SRY gene on the Y chromosome,
play pivotal roles in various cellular processes, including stemness maintenance, cell
lineage determination, differentiation, proliferation, and even cell death. Unlike typical
DNA modification mechanisms, SOX genes achieve their functions by binding specifically
to the minor groove of pre-existing DNA, thereby influencing its shape and facilitating
higher affinity binding of DNA to various transcription factors [76]. Key features of the
SOX genes include the below.

7.2.1. Genetic Organization

• SOX genes are organized into eight groups (A–H), with group B further divided into
subgroups B1 and B2 [76];

• Within the same group, SOX proteins share a high degree of structural and identity similar-
ity, ranging from 70% to 95%, both in the HMG box domain and in external characteristics;

• Groups outside the same group have partial similarities in identities (>46%) in the
HMG box domain and none in the external domains [76];

7.2.2. Functions and Mechanisms

• SOX genes play crucial roles in DNA replication and mutations, contributing to diverse
cellular processes [76];

7.2.3. Individual SOX Genes

• The specific locus and schematic of the different SOX genes are detailed in Table 3

The following sections will provide insights into the implications of individual SOX
gene groups in the genesis and progression of common cancers. The diversity within
the SOX gene family allows for a wide range of functions and regulatory roles in cellular
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processes, making them essential players in normal development as well as potential
contributors to cancer development [76].

Table 3. Specific locus and schematic of the different SOX genes. The blue oval represents the HMG
box domain. The text within the blue oval indicates which SOX gene the schematic correlates to.
The hexagon with “TA” indicates a transactivation domain. The hexagon with “TR” indicates a
trans-repression domain. The gray diamond with “D” indicates a dimerization domain. Schematics
were created with BioRender.com (2023).
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Table 3. Cont.
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Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

SOX10 15 E1

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 18 
 

 

SOX9 11 E2 
 

SOX10 15 E1 
 

F 

SOX7 14 C3 
 

SOX17 1 A1 
 

SOX18 2 H4 
 

G SOX15 11 B3 
 

H SOX30 11 B1.1 
 

Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

F

SOX7 14 C3

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 18 
 

 

SOX9 11 E2 
 

SOX10 15 E1 
 

F 

SOX7 14 C3 
 

SOX17 1 A1 
 

SOX18 2 H4 
 

G SOX15 11 B3 
 

H SOX30 11 B1.1 
 

Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

SOX17 1 A1

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 18 
 

 

SOX9 11 E2 
 

SOX10 15 E1 
 

F 

SOX7 14 C3 
 

SOX17 1 A1 
 

SOX18 2 H4 
 

G SOX15 11 B3 
 

H SOX30 11 B1.1 
 

Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

SOX18 2 H4

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 18 
 

 

SOX9 11 E2 
 

SOX10 15 E1 
 

F 

SOX7 14 C3 
 

SOX17 1 A1 
 

SOX18 2 H4 
 

G SOX15 11 B3 
 

H SOX30 11 B1.1 
 

Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

G SOX15 11 B3

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 18 
 

 

SOX9 11 E2 
 

SOX10 15 E1 
 

F 

SOX7 14 C3 
 

SOX17 1 A1 
 

SOX18 2 H4 
 

G SOX15 11 B3 
 

H SOX30 11 B1.1 
 

Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

H SOX30 11 B1.1

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 18 
 

 

SOX9 11 E2 
 

SOX10 15 E1 
 

F 

SOX7 14 C3 
 

SOX17 1 A1 
 

SOX18 2 H4 
 

G SOX15 11 B3 
 

H SOX30 11 B1.1 
 

Group A 
Group A of the SOX gene family consists of a single member, SRY (Sex-determining 

Region Y), and its primary function is to determine sex in mammals [77,78]. In the context 
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it is 
unclear whether SRY acts as a tumor suppressor or has other implications in cancer 
development [79]. Downregulation of SRY has been observed in prostate cancer, but it 
often occurs concurrently with the downregulation of other Y chromosome-specific genes 
[79]. Therefore, it would be premature to attribute the development and proliferation of 
prostate cancer solely to the downregulation of SRY. Further research is needed to 
elucidate the specific role of SRY and its potential contributions to prostate cancer and 
other cancers. 

Group B (B1 + B2) 
Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21. 

SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into 
subgroup B2 [77,80–82]. 

SOX1 
• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in 

embryogenesis, differentiation, and mammalian brain development. It is essential for 
the survival and function of dopaminergic neurons [80]; 

• Oncogenic properties: SOX1 has been implicated in the development of small cell 
lung, central nervous system, breast, and ovarian cancers. In small-cell lung cancer, 
SOX1 collaborates with NKX2.1 to maintain its identity and function. In central 
nervous system tumors like glioblastomas, SOX1 extends the survivability of cancer 
cells [83]. In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting 
the Wnt/B-Catenin and STAT3 signaling pathways [84,85]; 

Group A

Group A of the SOX gene family consists of a single member, SRY (Sex-determining
Region Y), and its primary function is to determine sex in mammals [77,78]. In the context
of cancer, particularly in prostate cancer, the role of SRY is not well understood, and it
is unclear whether SRY acts as a tumor suppressor or has other implications in cancer
development [79]. Downregulation of SRY has been observed in prostate cancer, but it often
occurs concurrently with the downregulation of other Y chromosome-specific genes [79].
Therefore, it would be premature to attribute the development and proliferation of prostate
cancer solely to the downregulation of SRY. Further research is needed to elucidate the
specific role of SRY and its potential contributions to prostate cancer and other cancers.

Group B (B1 + B2)

Group B of the SOX gene family consists of SOX1, SOX2, SOX3, SOX14, and SOX21.
SOX1, SOX2, and SOX3 belong to subgroup B1, while SOX14 and SOX21 fall into subgroup
B2 [77,80–82].

SOX1

• Function: SOX1 plays a crucial role in maintaining stem cell lineage, particularly in
embryogenesis, differentiation, and mammalian brain development. It is essential for
the survival and function of dopaminergic neurons [80];

• Oncogenic properties: SOX1 has been implicated in the development of small cell lung,
central nervous system, breast, and ovarian cancers. In small-cell lung cancer, SOX1
collaborates with NKX2.1 to maintain its identity and function. In central nervous
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system tumors like glioblastomas, SOX1 extends the survivability of cancer cells [83].
In breast and ovarian cancer, SOX1 acts as a tumor suppressor by inhibiting the
Wnt/B-Catenin and STAT3 signaling pathways [84,85];

SOX2

• Function: SOX2 is a transcription factor that prolongs stemness in both embryonic
and adult stem cells [86];

• Oncogenic properties: Dysregulation of SOX2 expression is associated with increased
proliferation and metastasis in the central nervous system and lung carcinomas [86];

SOX3

• Function: SOX3 is upregulated in esophageal SCC, ovarian carcinoma, and osteosar-
coma, promoting proliferation and migration [87]. It induces apoptosis in human
breast cancer cell lines [87];

SOX14

• Function: SOX14 is involved in the development of cervical cancer, inducing P53
activation, which leads to apoptosis in cervical carcinoma cell lines [88]. It also
promotes proliferation and invasion through the Wnt/B-catenin pathway [88,89];

SOX21

• Function: SOX21 has a tumor suppressor-like function in central nervous system
cancers [90], inhibiting the carcinogenic properties of SOX2 [91]. Forced expression of
SOX21 induces cellular apoptosis in glioma cells and enables differentiation, prevent-
ing glioma formation [90].

These SOX genes in Group B exhibit diverse functions and play critical roles in various
cancers, either promoting or inhibiting oncogenic processes. Their involvement underscores
the complexity of SOX gene functions in different cellular contexts and cancer types;

Group C

The SOX genes that have been classified into group C include SOX4, SOX11, and SOX12;

SOX4

• Function: SOX4 is implicated in embryogenesis and tissue development [92–97];
• Cancer associations: Elevated SOX4 expression is observed in leukemia, colorectal,

lung, breast, and hepatocellular cancers [92–97]. In hepatocellular carcinoma, increased
SOX4 expression inhibits P53-directed apoptosis by restricting BAX expression [96];

SOX11

• Function: SOX11 serves as both a causative and protective agent in various tumors;
• Cancer associations: Upregulation of SOX11 is seen in medulloblastoma, mantle

cell lymphoma, endometrial and breast cancer, Burkitt’s lymphoma, colorectal can-
cer, lung adenocarcinoma, lung SCC, and ovarian cancer [98–104]. SOX11 expres-
sion is a unique feature in certain cancers and helps distinguish them from other
malignancies [105,106];

• Prognostic factors: High SOX11 expression in gastric and ovarian cancers is linked to
higher survival rates, while in breast cancers, the opposite is observed [102,107];

SOX12

• Function: Hepatocellular carcinomas positive for SOX12 exhibit increased prolifera-
tion, malignant potential, and higher resistance to cisplatin, a common chemotherapy
agent [108];

• Cancer associations: SOX12 is involved in gastric, lung, hepatocellular, colorectal,
renal carcinomas, and thyroid cancers (elevated levels) [51,108–110]. Increased SOX12
expression in thyroid cancer cells is associated with promoting carcinogenic proper-
ties [51].

The SOX genes in Group C play diverse roles in embryonic development and tissue
maintenance and are implicated in various cancers. They contribute to the complexity of
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cancer biology by either promoting or inhibiting tumorigenesis depending on the specific
context and cancer type;

Group D

The SOX genes that have been classified into group D include SOX5, SOX6, and SOX13;

SOX5

• Function: SOX5 plays a role in the development and differentiation of embryonic
germ cell lines [111];

• Cancer associations: Similar to other SRY-related HMG box genes, SOX5 elevates
the ability of cancer to grow, metastasize, and invade through angiogenesis. It is
implicated in hepatocellular, breast, and gastric cancer [112–114];

• Unique properties: SOX5 can mediate the epithelial-to-mesenchymal transition (EMT),
a fundamental process in metastasis, by regulating the expression of E-cadherin and
vimentin [112,115,116];

SOX6

• Function: SOX6 exhibits both tumor suppressor and oncogenic properties depending
on the cancer type;

• Cancer associations: SOX6 is downregulated in osteosarcoma [117], esophageal
SCC [118], hepatocellular carcinoma [119], and pancreatic β-cell cancers [120]. It
shows oncogenic properties in gliomas [121] and endometrial cancers [122];

• Unique properties: SOX6 induces autophagy in cervical cancer cell lines, leading to
increased resistance to cisplatin chemotherapy and enhanced survivability [123];

SOX13

• Cancer associations: SOX13 is highly expressed in oligodendrogliomas, gliomas,
gastric carcinomas, and hepatocellular carcinomas [123–126]. SOX13 overexpression in
hepatocellular carcinoma activates TWIST1, a major transcription factor in embryonic
development, promoting cancer metastasis [126]. SOX13 supports stem-like properties
in hepatocellular carcinoma, contributing to increased self-renewal, resistance to
chemotherapy, and tumorgenicity [127].

These SOX genes, namely SOX5, SOX6, and SOX13, demonstrate diverse roles in
embryonic development and cancer biology. Their involvement in processes like EMT,
autophagy induction, and support for stem-like properties highlights their significance in
the complex landscape of cancer progression and metastasis;

Group E

The SOX genes that have been classified into group E include SOX8, SOX9, and SOX10;

SOX8

• Function: SOX8 has some minor effects on the specification and differentiation of
glial cells;

• Cancer associations: SOX8 expression is greatest during central nervous system
development in immature cells. Elevated levels of SOX8 indicate an undifferentiated
state in the gliomas [124];

SOX9

• Function: SOX9 is involved in multiple cancers in a variety of ways;
• Cancer associations: In some breast cancer subtypes, SOX9 is involved in a positive

feedback loop through Wnt/β-catenin activation [128]. Prostate cancer tends to be
correlated with elevated levels of SOX9 [129]. SOX9 contributes to cell proliferation
and invasion in renal cell carcinoma. MiRNA-138-induced SOX9 suppression prevents
renal cell carcinoma progression [130]. Through the WNT/β-catenin pathway, SOX9
is involved in cancer cell proliferation and invasion in papillary thyroid cancer [131].
SOX9 increases LGR5 expression, imparting the ability of glioblastoma cells to undergo
tumorigenesis [77]. Elevated levels of SOX9 expression in colorectal cancers are
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associated with lower 5-year survival rates [132]. SOX9 levels are increased in non-
small lung cancer [77] due to tumor-associated macrophages, which release TGF-
β [133]. In skin cancers, SOX9 levels are elevated too [77]. Increased SOX9 levels cause
melanoma cells to metastasize [134]. SOX9-involved keratinocyte proliferation also
occurs in cutaneous BCC and cutaneous SCC [135].

SOX8, SOX9, and SOX10 play diverse roles in different cancers, influencing processes
such as differentiation, proliferation, invasion, and tumorigenesis. Understanding their specific
functions in various cancer types is crucial for developing targeted therapeutic approaches;

Group F

The SOX genes that have been classified into group F include SOX7, SOX17, and SOX18;

SOX7

• Cancer associations: SOX7 is implicated in several cancers. In breast cancer, SOX7
functions as a tumor suppressor [136]. Hypermethylation-mediated silencing of the
SOX7 promoter is associated with greater carcinogenesis in breast cancer [136]. SOX7
can be used as a marker for prognosis in prostate cancer. Its downregulation may be
involved in the castration-resistant progression of prostate cancer [129]. SOX7 also
exhibits tumor-suppressive effects in gastric cancer through potential involvement
in abnormalities with the SOX7-associated WNT/β-catenin pathway [137]. SOX7’s
tumor suppressor effects have also been delineated in non-small-cell lung cancer,
targeted by microRNA-9 [138];

SOX17

• Cancer associations: SOX17 is associated with several cancers. Hypermethylation-
dependent silencing of the SOX17 promoter may induce inappropriate activation of the
Wnt pathway, giving rise to breast cancer, thyroid cancer, gliomas, and gastrointestinal
tumors [139–142]. Melanoma pathogenesis is also associated with decreased SOX17
expression; however, the mechanism is unclear [143];

SOX18

• Function: SOX18 takes part in the development of blood and lymphatic vessels, as
well as hair follicles [144]. Wound healing also involves SOX18 [145].

• Cancer associations: SOX18 is associated with breast, lung, and skin cancers. In breast
cancer, there is a positive correlation between SOX18 and vascular endothelial growth
factor D (VEGF-D), suggesting that SOX18 positively influences angiogenesis [144].
In non-small-cell lung cancer, SOX18 expression is noted in cells and vessels, and its
expression may be used as a prognostic marker [145]. In skin cancers, elevated SOX18
expression is involved in the formation of BCC and SCC [146].

Understanding the roles of SOX7, SOX17, and SOX18 in various cancers provides in-
sights into their potential as diagnostic markers and therapeutic targets in cancer treatment;

Group G

The sole member of this group is SOX15. Compared to the other members of the SOX
family, it has been relatively understudied. Overexpression of SOX15 is linked to lower
proliferation of testicular embryonic cancer cell lines [147]. SOX15 serves as a potential
tumor suppressor gene and is negatively associated with the development of pancreatic
ductal adenocarcinoma through the Wnt/B-catenin pathway [148]. Additionally, SOX15
is repeatedly underexpressed among cancer cell lines, including colon, prostate, stomach,
and uterine cancers, and overexpressed in some subsets of lung carcinomas [149].

SOX15, despite being relatively understudied compared to other SOX family mem-
bers, demonstrates potential significance in regulating proliferation and acting as a tumor
suppressor in specific cancer types, such as testicular embryonic cancer and pancreatic
ductal adenocarcinoma. Its differential expression across various cancers suggests a context-
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dependent role, and further research may unveil its precise mechanisms and therapeu-
tic implications;

Group H

SOX30 is the sole member of Group H [77]. It acts as a tumor suppressor by activat-
ing P53 transcription, leading to apoptosis. SOX30 inhibits T-cell factor (TCF) either by
binding to β-catenin or inhibiting β-catenin transcription [77,150,151]. Regarding lung
adenocarcinoma specifically, the latter can be associated with hypermethylation of the
SOX30 gene. SOX30’s inhibition of TCF can contribute to the development of lung cancer.
It also functions as a tumor suppressor by activating desmosomal genes, impeding cancer
growth and spread [77,152].

8. Conclusions and Future Directions

In conclusion, SOX10 emerges as a pivotal transcription factor with a multifaceted
role extending from embryonic development to the pathogenesis of diverse pathological
conditions. Its critical significance is exemplified by its association with congenital disorders
such as Waardenburg–Shah Syndrome, PCWH syndrome, and Kallman syndrome, where
mutations disrupt neural crest development. Within neural and neuroectodermal tumors,
SOX10 serves as a key player influencing proliferation and differentiation, making it a
promising diagnostic and therapeutic marker.

The spotlight on SOX10 intensifies in melanoma, where its impact on crucial fac-
tors like MITF and cell migration shapes tumor progression and treatment responses. In
mesenchymal tumors, SOX10 expression becomes a valuable tool for distinguishing between
different tumor types, thereby facilitating accurate diagnoses and informed treatment decisions.

Epithelial neoplasms further underscore SOX10’s clinical relevance. Its expression
or absence provides crucial insights into tumor cell origins, prognosis, and treatment re-
sponses. Particularly in ovarian cancer, SOX10’s involvement in chemoresistance highlights
its significance in clinical settings.

The multifunctionality of SOX10 positions it as a promising candidate for extensive
research and clinical applications across various pathological conditions. As we delve
deeper into its intricacies, there is potential for improved diagnostic accuracy and the
development of more effective therapeutic strategies. SOX10 stands at the intersection of
basic research and clinical utility, holding promise for advancements that could reshape
our approach to a spectrum of diseases.
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Abstract: Recurrence of ovarian cancer (OvCa) following surgery and standard carboplatin/paclitaxel
first-line therapy signifies poor median progression-free survival (<24 months) in the majority of
patients with OvCa. The current study utilized unbiased high-throughput screening (HTS) to evaluate
an FDA-approved compound library for drugs that could be repurposed to improve OvCa sensitivity
to carboplatin. The initial screen revealed six compounds with agonistic activity for the adrenoceptor
alpha-2a (ADRA2A). These findings were validated in multiple OvCa cell lines (TYKnu, CAOV3,
OVCAR8) using three ADRA2A agonists (xylazine, dexmedetomidine, and clonidine) and two
independent viability assays. In all the experiments, these compounds enhanced the cytotoxicity of
carboplatin treatment. Genetic overexpression of ADRA2A was also sufficient to reduce cell viability
and increase carboplatin sensitivity. Taken together, these data indicate that ADRA2A activation may
promote chemosensitivity in OvCa, which could be targeted by widely used medications currently
indicated for other disease states.

Keywords: ovarian cancer; OvCa; carboplatin resistance; ADRA2A; adrenoceptor alpha-2a

1. Introduction

Ovarian cancer (OvCa) commonly presents at advanced stages and has a poor progno-
sis, with an overall 5-year survival rate of 50% across all subtypes and stages at diagnosis [1].
The standard of care for high-grade serous ovarian carcinoma (HGSOC), the most prevalent
subtype of OvCa, includes cytoreductive debulking surgery and chemotherapy consisting
of a platinum agent such as carboplatin (CP) and a taxane such as paclitaxel [2]. Fol-
lowing active transport, CP promotes DNA lesions that include direct platinum–DNA
adducts as well as inter- and intra-strand crosslinking that ultimately result in single- and
double-strand breaks, inducing apoptosis [3]. In a clinical context, the use of CP/paclitaxel
(CarboTaxol) allows for the ablation of unresectable or visually undetectable tumor cells to
prevent recurrence of the disease.

While the majority of patients initially respond to CP therapy, the majority will relapse
and inevitably succumb to their disease [2,4,5]. Multiple mechanisms have been attributed
to CP treatment failure, including dysfunctional transport, compensatory DNA repair, and
the upregulation of pro-survival and anti-apoptotic pathways [6]. The use of paclitaxel
in combination to impede progression through the M phase of cells that evade apoptosis
despite DNA adduct accumulation by carboplatin may be central to its ability to enhance
tumor cell ablation following surgery and to improve the initial therapeutic response.
Conceivably, drugs targeting other processes that evade apoptosis or promote survival may
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complement the current therapeutic approaches [7]. In line with this, paclitaxel has been
used in conjunction with carboplatin as first-line therapy to improve survival in patients
with advanced HGSOC due to its inhibition of microtubule disassembly and subsequent
cell cycle arrest to further enhance the apoptosis caused by CP-dependent DNA damage [8].
Emerging molecular targets have been identified that may delay recurrence following
first-line treatment in OvCa, such as VEGF (e.g., bevacizumab) and PARP (e.g., olaparib),
which have provided new therapeutic strategies to improve progression-free survival [9].
In the case of PARP inhibitors, suppression of nucleotide excision repair may further
enhance the efficacy of CP by preventing the removal of intrastrand crosslinking to promote
apoptosis [6,10]; however, PARylation is critical in regulating numerous processes involved
in DNA repair and replication that may be involved in preventing the proliferation of
CP-treated cells [11]. While promising, in both cases of VEGF and PARP inhibitors, it
has been observed that treatment failure may still occur due to resistance that develops
in response to therapy [12,13]. Thus, it is critical to continue expanding the repertoire of
nonredundant treatment options available to clinicians that may facilitate personalized
treatment plans to overcome any acquired drug resistance and to prolong patient survival.

To expedite the implementation of novel targetable mechanisms for drug therapies, a
drug repurposing paradigm is often used in the drug discovery process for many disease
states. This approach allows researchers to proceed more rapidly to clinical trials to deter-
mine efficacy and has facilitated the common use of multiple drugs as mainstays in current
cancer therapy, such as tamoxifen in breast cancer [14,15]. Many of the drugs repositioned
for off-label use in these contexts have been evaluated as a result of retrospective cohort
analyses that have identified associations between disease onset or progression and med-
ications taken for other indications [14]. Although these retrospective associations have,
in many cases, facilitated preclinical experimentation and the pursuit of clinical trials to
determine efficacy, their application in new clinical contexts is not always successful [14].
An alternative strategy for drug repurposing has been through the prospective preclin-
ical assessment of drugs already on the market. In particular, in vitro high-throughput
screening (HTS) using curated compound libraries to evaluate thousands of compounds
rapidly [16] allows for lead-compound identification and in vivo testing prior to clinical
application. Indeed, a recent study using a synthetic lethality HTS approach identified
FDA-approved drugs that may improve the response to ATP8B-dependent cisplatin re-
sistances in OvCa [17], indicating the potential use of these compounds (e.g., tranilast)
in ATP8B-overexpressing ovarian tumors. Using a similar unbiased strategy, the current
study aimed to enhance the cytotoxicity of carboplatin to prevent treatment resistance by
utilizing an FDA-approved compound library.

2. Materials and Methods
2.1. Reagents

High-throughput screening (HTS) was performed using the DiscoveryProbe L1021
FDA-approved drug library (APExBIO L1021). Carboplatin (#c2538), xylazine (#x1126),
dexmedetomidine (#sml0956), and clonidine (#c7897) were purchased from Sigma-Aldrich.

2.2. Cell Lines

The OvCa cell lines TYKnu, CAOV3, and OVCAR8 were a gift from Dr. Ernst Lengyel
and Dr. Iris Romero of the University of Chicago Section of Gynecologic Oncology (Chicago,
IL, USA). All cell lines were passaged at least 3 times prior to their use in experiments. Cell
lines were banked in liquid nitrogen and were confirmed to be mycoplasma-free by the
donating investigators as described previously [18]. Viability was confirmed to be 98% or
higher (using trypan exclusions with Countess II, ThermoFisher, Waltham MA, USA) prior
to counting and seeding for the HTS as well as the primary and secondary assays. All three
cell lines were maintained in RPMI1640 with L-glutamine (VWR) supplemented with 10%
FB-Essence (VWR), 1% penicillin/streptomycin (VWR), 1% MEM vitamins (VWR), and 1%
nonessential amino acids (VWR).
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2.3. High-Throughput Screening (HTS)

The initial high-throughput screening (HTS) was performed using a 96-well format
with the DiscoveryProbe L1021 FDA-approved drug library (ApexBio, Houston, TX, USA).
The compound library was reconstituted to 2 mM (in DMSO) so that the addition of 5 µL of
each drug would yield 50 µM per drug per well. A total of 88 compounds were tested per
plate, with 1584 compounds tested. For each plate, internal controls included 4 untreated
samples and 4 samples treated only with the IC50 of carboplatin. Due to their relatively high
resistance to carboplatin, as indicated by the highest IC50 of the cell lines tested, OVCAR8
cells were used in the pilot HTS assay. Cells were seeded at 3.0 × 104/well and allowed to
grow for 24 h prior to treatment with carboplatin (at IC50) ± the L1021 drug library for 48 h.
After 48 h of treatment, the MTT assay was performed (as described below) to determine
the effect on cell viability. Absorbance measurements were then processed in which the
absorbance of each drug with carboplatin was compared to the positive carboplatin control
(i.e., the IC50 of carboplatin alone). Any well which was observed to increase the cytotoxicity
of carboplatin by 80% or higher was considered a potential lead (marked as red; Figure 1E
and Supplementary Table S1). These statistics were then cross-referenced per well per plate
to identify compounds of interest for subsequent primary (MTT viability) and secondary
(colony formation) confirmatory assays.
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Figure 1. Determination of carboplatin resistance in OvCa cell lines. Cells were plated and allowed 
to adhere for 24 h prior to treatments. Cells were treated with 12 escalating doses of carboplatin (0–
5000 µM) for 48 h ((A) OVCAR8, (B) CAOV3, and (C) TYKnu cell lines). N = 4 for each data point. 
(D) Experimental timeline for treating cells with carboplatin at its determined IC50 along with the 
DiscoveryProbe L1021 FDA-approved drug library (ApexBio) (88 agents per plate at 50 µM final 
concentration). (E) MTT absorbance was normalized to the carboplatin-only group to determine the 
impact on cell death. Numbers presented refer to the percentage (%) of carboplatin-only control. 
Wells marked in red had an absorbance of <20% when divided by the average absorbance of the 
carboplatin-only controls for each plate. (F) The frequency distribution of compounds + carboplatin 
binned in 20% increments, with 100% representing having an absorbance equal to the carboplatin-
only controls. The number of compounds identified in each category is shown on the right. 

2.4. Primary Assay—MTT Viability Assay 
The thiazolyl blue tetrazolium bromide (MTT) colorimetric metabolism assay was 

used to determine cell viability (GoldBio, St. Louis, MO, USA; #T-030). Briefly, cells were 
seeded at 3.0 × 104/well by dispensing 100 µL of a 3.0 × 105/mL suspension of cells into a 
96-well plate (Pipette.com, San Diego, CA, USA) and allowed to adhere for 24 h prior to 
treatment. Media was aspirated and fresh growth media was added so that the addition 
of carboplatin ± secondary compounds would result in a final volume of 200 µL. Car-
boplatin was diluted fresh from 10 mM stocks (never previously thawed) to working 
stocks to allow for 5 µL of drug to result in the desired concentrations (ranging from 10–
5000 µM). In the context of the HTS, only the IC50 calculated for OVCAR8 was used in 
combination with each drug. In the context of the MTT confirmatory experiments, a dose 

Figure 1. Determination of carboplatin resistance in OvCa cell lines. Cells were plated and allowed to
adhere for 24 h prior to treatments. Cells were treated with 12 escalating doses of carboplatin (0–5000 µM)
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for 48 h ((A) OVCAR8, (B) CAOV3, and (C) TYKnu cell lines). N = 4 for each data point. (D) Ex-
perimental timeline for treating cells with carboplatin at its determined IC50 along with the Discov-
eryProbe L1021 FDA-approved drug library (ApexBio) (88 agents per plate at 50 µM final concentra-
tion). (E) MTT absorbance was normalized to the carboplatin-only group to determine the impact on
cell death. Numbers presented refer to the percentage (%) of carboplatin-only control. Wells marked
in red had an absorbance of <20% when divided by the average absorbance of the carboplatin-only
controls for each plate. (F) The frequency distribution of compounds + carboplatin binned in 20%
increments, with 100% representing having an absorbance equal to the carboplatin-only controls. The
number of compounds identified in each category is shown on the right.

2.4. Primary Assay—MTT Viability Assay

The thiazolyl blue tetrazolium bromide (MTT) colorimetric metabolism assay was
used to determine cell viability (GoldBio, St. Louis, MO, USA; #T-030). Briefly, cells were
seeded at 3.0 × 104/well by dispensing 100 µL of a 3.0 × 105/mL suspension of cells into a
96-well plate (Pipette.com, San Diego, CA, USA) and allowed to adhere for 24 h prior to
treatment. Media was aspirated and fresh growth media was added so that the addition of
carboplatin ± secondary compounds would result in a final volume of 200 µL. Carboplatin
was diluted fresh from 10 mM stocks (never previously thawed) to working stocks to allow
for 5 µL of drug to result in the desired concentrations (ranging from 10–5000 µM). In the
context of the HTS, only the IC50 calculated for OVCAR8 was used in combination with
each drug. In the context of the MTT confirmatory experiments, a dose range was used
to reestablish the IC50 per plate (carboplatin alone) and to determine IC50 values when
used in combination with each alpha-2 agonist (set to 50 µM and 100 µM per agonist).
Multichannel pipettes were used to limit variability between wells. After 48 h of treatment,
12 mM MTT was added to a final concentration of 300 µM and allowed to incubate for
1.5 h (OVCAR8) or 2 h (CAOV3 or TYKnu). After incubation, the plates were decanted and
patted dry, and MTT-reduced formazan crystals were suspended in 200 µL DMSO. The
absorbance was then measured at 560 nm using SpectraMax ABS (MolecularDevices, San
Jose, CA, USA). The absorbance values were exported via Microsoft Excel and analyzed
using GraphPad Prism (described below).

2.5. Secondary Assay—Colony-Formation Clonogenicity Assay

As a secondary assay to confirm the impact of each drug combination on cell chemore-
sistance, a colony formation (clonogenicity) assay was performed. Cells were seeded at
500 (0.5 × 103; OVCAR8) or 1000 (1.0 × 103; CAOV3, TYKnu) cells per well of a 6-well
plate (VWR, Radnor, PA, USA) and allowed to recover for 24 h. After 24 h, drug treatments
were initiated. At days 5 and 7, the drug treatments were refreshed, with a full media
change performed on day 5. On day 10, the cells were washed with 1× PBS, fixed using
4% paraformaldehyde for 15 min, washed again with 1× PBS, then stained using crystal
violet (Sigma-Aldrich, St. Louis, MO, USA, #61135) for 30 min. The crystal violet was
then moved to a waste container, and the cells were rinsed with water until the stain was
washed away. Plates were then imaged using ChemiDoc XR+ (Bio-Rad, Hercules, CA,
USA) while colonies were counted manually using ImageJ/FIJI (NIH, Bethesda, MD, USA),
and statistical analyses were performed using GraphPad Prism.

2.6. Plasmid Transfection

To overexpress adrenoceptor alpha-a2, transfection was performed using pmEGFP-
ADRA2A on the pcDNA3.1 backbone (Addgene, Watertown, MA, USA; plasmid #190753).
pmEGFP-ADRA2A was a gift from Dave Piston of Washington University. OVCAR8
cells were seeded at 4.0 × 106 per 10 cm plate and allowed to proliferate for 24 h prior
to transfection. Cells were transfected using Lipofectamine 2000 (Invitrogen, Waltham,
MA, USA) according to the manufacturer’s instructions. At 24 h post transfection, cells
were seeded into either 96-well or 6-well plates for the MTT or colony formation assays,

198



Curr. Issues Mol. Biol. 2023, 45

respectively. After 48 h post transfection, treatments were initiated as described for the
primary and secondary assays. For quantitative real-time PCR, the reaction was scaled
down to a 6-well format with 1× reaction per well.

2.7. Quantitative Real-Time Polymerase Chain Reactions

The expression of ADRA2A following transfection was confirmed by quantitative
real-time PCR (qRT-PCR). RNA isolation was performed using Trizol (Invitrogen) with
chloroform extraction. Complementary DNA (cDNA) synthesis was performed using
the High-Capacity cDNA Reverse Transcription Kit (Applied Biosystems, Waltham, MA,
USA). qRT-PCR was performed using the POWRUP SYBR Master Mix (Life Technologies,
Carlsbad, CA, USA) according to the manufacturer’s instructions. Primers were designed
using PrimerBank (NP_000672, #194353969c2), and 25 nmole quantities of DNA oligonu-
cleotides were purchased from IDT (Newark, NJ, USA; primers were prepared as LabReady,
normalized to 100 µM in IDTE pH 8.0). Forward primer: AGA AGT GGT ACG TCA TCT
CGT; Reverse primer: CGC TTG GCG ATC TGG TAG A.

2.8. TCGA Assessment of ADRA2A Expression in Ovarian Cancer

Expression of ADRA2A in ovarian cancer was determined using the Gene Expression
Profiling Interactive Analysis (GEPIA) database (GEPIA.cancer-pku.cn). The “OV” (ovarian
cancer) dataset from The Cancer Genome Atlas (TCGA) was selected with a log2FC cutoff
of 1 and a p-value cutoff of 0.01. The data are presented on a log scale.

2.9. Statistical Analysis

Data was analyzed using Graphpad Prism 10 (Graphpad, La Jolla, CA, USA) by 1-way
ANOVA with the post hoc Tukey t-test or Student’s unpaired t-test as appropriate. For
the IC50 calculations, XY data tables and graphs were used. Absorbance measurements
from the MTT assays were imported into Prism. The data were then transformed to log(x)
and normalized as a percentage within each group. The transformed/normalized data
were then modeled using nonlinear regression (dose response: log(inhibitor) with four
parameters, with constraints for “top” (100%) and “bottom” (0%)). Representative curve
fit and calculated IC50 values are presented for each experiment. All experiments were
repeated at least once.

3. Results
3.1. High-Throughput Screening of an FDA-Approved Drug Library Identifies Adrenoceptor
Alpha-2 (ADRA2A) as a Potential Target for Enhancing Carboplatin Treatment

To identify novel compounds that could enhance the cytotoxicity of carboplatin and,
thus, possibly reduce resistance to the current standard of care, three cell lines represen-
tative of HGSOC were assessed for their potential resistance to carboplatin (CP). Treat-
ment of TYKnu, CAOV3, and OVCAR8 cells with increasing doses of carboplatin for
48 h revealed significant resistance of OVCAR8 cells compared with either CAOV3 or
TYKnu, with an IC50 value of 412 µM (Figure 1A) compared with either 316 µM (Figure 1B)
or 66 µM (Figure 1C), respectively, as determined by the MTT cell viability assay. OV-
CAR8 cells were therefore selected for high-throughput screening (HTS) utilizing an FDA-
approved drug library (APExBIO L1021). Cells were treated with the relative IC50 of CP
(400 µM) ± compound library (50 µM) for 48 h prior to the MTT assay (Figure 1D; example
plate analysis shown in Figure 1E). Of the 1651 compounds tested, 278 demonstrated a
marked enhancement in cell death that increased the cytotoxicity of CP by more than 80%
compared with the carboplatin-only controls (Figure 1F and Supplementary Table S1).

Of the 278 compounds observed to have potential synergy with CP, 4 were identified
to be agonists of the ADRA2A receptor, including xylazine, tizanidine, medetomidine, and
dexmedetomidine (Figure 2A). Two agents with mixed agonism of ADRA2A and signif-
icant I1-imidazoline receptor activity were also identified: moxonidine and rilmenidine
(Figure 2A). This trend indicated that ADRA2A could be an important molecular target that
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may regulate chemosensitivity in OvCa tumor cells. Evaluation of ADRA2A expression in
patient tumors from the TCGA database revealed that ADRA2A is significantly repressed in
OvCa tumors (Figure 2B), further supporting the hypothesis that inhibition of its signaling
may be important in tumor development or progression.
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Figure 2. Identification of ADRA2A as a potential therapeutic target in OvCa. (A) High-throughput
screening (HTS) of carboplatin + the FDA library identified several alpha-2 adrenoceptor (ADRA2A)
agonists that increased cytotoxicity by >80% in combination with carboplatin; these included xylazine,
tizanidine, medetomidine, and dexmedetomidine. Drugs with partial ADRA2A agonism, namely
moxonidine and rilmenidine, were also identified in the HTS. (B) Gene (mRNA) expression of
ADRA2A in TCGA clinical data (GEPIA database) comparing control tissue (gray) to ovarian tumor
tissue (pink). * p < 0.01.

3.2. Activation of ADRA2A Using Pharmacologic and Genetic Manipulation Enhances
Carboplatin Toxicity in Viability and Clonogenicity Assays

To validate the findings from the HTS in OVCAR8 cells, TYKnu, CAOV3, and OVCAR8
cells were treated with increasing doses of carboplatin ± the ADRA2A agonists xylazine,
dexmedetomidine, or clonidine. While not observed in the HTS, clonidine was chosen
due to its widespread clinical use for hypertension, relatively high specificity, and low
toxicologic profile. Primary confirmatory MTT assays in these cell lines demonstrated
consistent reductions in the IC50 of carboplatin compared with the carboplatin-only groups
when 50 or 100 µM of any of the ADRA2A agonists was co-administered (Figure 3A–C).
This effect was largely dose-dependent and was consistent across the three cell lines tested
(Figure 3D). To determine whether this effect was assay-specific, a secondary colony-
formation clonogenicity assay was performed using the approximate IC50 value of CP
(1 µM) in combination with each compound. Extended treatment of colonies for 10d with
a lower dose (25 µM) of each compound suppressed colony formation, an effect that was
particularly significant with xylazine and dexmedetomidine (Figure 4A–C). Clonidine
appeared to have weak activity in this assay at the test dose and reached significance in
CAOV3 cells (Figure 4B) but did not meet statistical significance in TYKnu (Figure 4A) or
OVCAR8 (Figure 4C) cells, despite showing a similar trend [p < 0.09].

To further evaluate our findings using the pharmacologic activation of ADRA2A,
genetic upregulation of ADRA2A in the most resistant cell line (OVCAR8) was performed
(Figure 5A). Following the ectopic upregulation of ADRA2A, cells were subjected to either
MTT or colony formation assays. ADRA2A overexpression in OVCAR8 cells strikingly
reduced the IC50 of carboplatin needed in these cells (Figure 5B). Consistently, ADRA2A ex-
pression induced an overall inhibition of colony formation in OVCAR8 cells and promoted
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a further reduction in colonies compared with the carboplatin-only group (Figure 5C). In
line with the enhancement in carboplatin sensitivity observed using xylazine, dexmedeto-
midine, and clonidine, these findings suggest that ADRA2A activation and the consequent
inhibition of cyclic AMP (cAMP) production may downregulate processes necessary for
tumor cells to escape carboplatin-induced cytotoxicity. Thus, taken together, these data
further support the idea that the molecular activity of ADRA2A may suppress the resistance
of OvCa tumor cells to carboplatin.
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Figure 5. Overexpression of ADRA2A promotes chemosensitivity to carboplatin. (A) Expression
of ADRA2A mRNA at 48 h following the transfection of OVCAR8 cells with pmEGFP-ADRA2A
(N = 3). (B) MTT viability assay of OVCAR8 cells ± pmEGFP-ADRA2A treated with an escalating
dose curve of carboplatin (0–5000 µM) for 48 h (N = 6). (C) Colony formation assay of OVCAR8
cells ± pmEGFP-ADRA2A [A2] treated with or without carboplatin (1 µM) for 10 days (N = 6).
*** p < 0.005.

4. Discussion

In summary, an unbiased HTS cytotoxicity assay identified that several modulators of
ADRA2A activity could enhance the sensitivity of OvCa cell lines to carboplatin. The initial
HTS data was confirmed using the compounds xylazine, dexmedetomidine, and clonidine
sourced from a different manufacturer for validation in both primary (MTT viability) and

203



Curr. Issues Mol. Biol. 2023, 45

secondary (colony formation) assays. These compounds demonstrated a reduction in the
IC50 of CP in all three cell lines tested by the MTT viability assay. When combined with CP,
xylazine and dexmedetomidine also showed a marked reduction in the number of colonies
formed by all three cell lines. While the use of the three compounds in these assays was
largely consistent, clonidine did not reach the same statistical significance compared with
xylazine and dexmedetomidine in the colony formation assay in two of the cell lines. This
could be in part due to differences in its potency, a difference in specificity for the three α2
subunits (A–C), or its mixed activity on the I1 imidazoline receptor; however, in the case
of the latter, dexmedetomidine has also been shown to be pharmacologically active in a
nonadrenergic I1 receptor manner [19]. In addition to assessing the impact of α2 B and C
subunits on OvCa chemoresistance, further evaluation of the I1 receptor may indicate its
usefulness as a target in OvCa and may indicate whether increased specificity for ADRA2A
may alter its potential anticancer effects; this may be best accomplished using moxoni-
dine and rilmenidine due to their higher selectivity for I1 compared with clonidine [19].
Regardless, the data presented herein indicate the potential for ADRA2A-modulating anti-
hypertensives (clonidine) or sedative analgesics (dexmedetomidine), which are relatively
well tolerated and have well defined pharmacokinetics, to serve as an adjunct to improve
the efficacy of carboplatin. This notion was further supported by the genetic upregulation
of ADRA2A, which demonstrated a striking sensitization of the highly chemoresistant
OVCAR8 cell line to carboplatin.

While the present study did not delineate the exact mechanisms underlying the
potential CP sensitization, multiple downstream effectors of ADRA2A have been well
described in multiple cancers. ADRA2A belongs to the adrenoceptor alpha-2 family of
GPCRs coupled to the inhibitory G-alpha subunit (Gi) that suppresses adenylyl cyclase
activity, thereby suppressing the cyclization of AMP to cAMP [20]. cAMP is a key second
messenger that impacts multiple intracellular pathways, canonically regulating protein
kinase A (PKA) and cAMP-response-element-binding protein (CREB) activity, but also
calcium-dependent signaling and mitogenic pathways such as MAPK [21]. While the
functional role of cAMP varies by tissue, in OvCa, cAMP signaling has been associated with
enhanced proliferation and the suppression of pro-apoptotic signals, frequently associated
with the activity of PKA or CREB1 (reviewed in [22]). Notably, PKA activation has been
observed to promote platinum resistance in ovarian and other cancers [22–24], and CREB1
inhibition potently sensitized OvCa tumor cells to cisplatin [25]. In a recent study, ADRA2A
overexpression was observed to suppress proliferation and to promote apoptosis through
the repression of PI3K/AKT/mTOR signaling in cervical cancer [26], another signaling
axis associated with platinum resistance in several contexts [6]; however, to date, no work
has demonstrated the impact of ADRA2A activity in OvCa development or treatment
specifically. Further evaluation is needed given the many potential downstream pathways
that may be attributed to the effects of ADRA2A activation observed in the current work.

To date, sparse data exist that show the clinical impact of the role of alpha adrenoceptor
activity in tumor development and progression. Although antihypertensives, including
beta blockers, have not been associated with OvCa patient survival [27], the effects of alpha
adrenoceptor activation have yet to be evaluated in this clinical context. As clonidine has
been used to mitigate symptoms in OvCa patients following bilateral oophorectomy [28], it
may be possible to retrospectively analyze whether the inclusion of this drug may delay
the time to recurrence in these patients. To increase the clinical relevancy of our findings,
an evaluation of whether ADRA2A activity is relevant in a more physiologic model system
that includes components of the OvCa tumor microenvironment (TME) (as performed in a
recent study [18]) is required to improve the translatability of these findings, considering
that cancer-associated fibroblasts in the TME are thought to significantly contribute to
platinum resistance in multiple contexts [29,30]. This may be especially important given
recent findings observing that dexmedetomidine induced IL-6 secretion from stromal
stellate cells and pro-tumorigenic signaling in hepatocellular cancer cells [31], although
whether this is relevant to that distinct TME is to be determined. Moreover, the beta-
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adrenergic antagonist propranolol has been shown to suppress tumor growth by inhibiting
tumor angiogenesis and promoting T-cell recruitment in sarcoma [32], and the nonselective
blockade of beta-adrenoceptors in prostate and pancreatic cancer in vivo suppressed tumor
growth [33]. Additionally, beta-adrenergic activation has been associated with remodeling
of the extracellular matrix to promote invasive phenotypes in breast cancer [34], which
may be, in part, due to the potential cAMP-mediated epithelial–mesenchymal transition
(EMT) [35,36]; however, whether ADRA2A inhibition of this signaling pathway results in
suppression of the EMT is still to be determined. Those results and ours here suggest a
complex relationship among adrenergic receptor subtypes and the processes involved in
tumor development in a context-dependent manner. Further evaluation of the effects of
specific adrenoceptor isoforms in tumor and stromal cells within the TME may provide a
clearer understanding of the possible therapeutic value of targeting noradrenergic signaling.
Lastly, in vivo data utilizing an orthotopic approach combined with a CarboTaxol regimen
will ultimately determine whether the agents identified here would be suitable for inclusion
in the therapy for advanced HGSOC.

5. Conclusions

Our HTS findings indicate that a number of currently approved compounds may
enhance the chemosensitivity of OvCa cells to CP. Of these, ADRA2A-targeted compounds
were highly represented in the HTS. Validation of several of these compounds supports
the hypothesis that the activation of ADRA2A may reduce the chemoresistance of OvCa
tumor cells and improve the response to CP. These pharmacologic data were in agreement
with the effect of genetically upregulating ADRA2A, which resulted in the sensitization of
chemoresistant OvCa cells to CP.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/cimb45120598/s1, Table S1: Viability of OvCa cells in response
to carboplatin and the FDA -approved compound library. Percentage of viable cells treated with
carboplatin + the FDA library relative to the carboplatin-only control.
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Abstract: Kidney tumors comprise a broad spectrum of different histopathological entities, with more
than 0.4 million newly diagnosed cases each year, mostly in middle-aged and older men. Based on the
description of the 2022 World Health Organization (WHO) classification of renal cell carcinoma (RCC),
some new categories of tumor types have been added according to their specific molecular typing.
However, studies on these types of RCC are still superficial, many types of these RCC currently lack
accurate diagnostic standards in the clinic, and treatment protocols are largely consistent with the
treatment guidelines for clear cell RCC (ccRCC), which might result in worse treatment outcomes for
patients with these types of molecularly defined RCC. In this article, we conduct a narrative review of
the literature published in the last 15 years on molecularly defined RCC. The purpose of this review
is to summarize the clinical features and the current status of research on the detection and treatment
of molecularly defined RCC.

Keywords: renal cell carcinoma; molecular; pathology; treatment; clinical

1. Introduction

Kidney cancer is the 14th most common cancer worldwide, and its incidence has
continued to increase in recent years [1]. To date, more than 0.4 million new cases of kidney
cancer are diagnosed each year [2,3]. Among them, more than 85% of patients present with
renal cell carcinoma (RCC) [4]. Based on the traditional histopathological classification,
RCC can be divided into three main categories: clear cell carcinoma (ccRCC, 75%), papillary
renal cell carcinoma (PRCC, 15–20%), and chromophobe cell renal carcinoma (chRCC,
5%) [5]. Studies in recent years have found that RCC mostly occurs in older men [6] and
most cases are localized tumors, with only 17% of RCC patients having distant metastases
at the time of diagnosis, which are mainly found in lung, bone, liver, lymph nodes, and
adrenal gland [1,4]. In 2020, a statistic by Padala SA showed that the 5-year survival rate for
kidney cancer patients with metastatic disease was only 12% [7]. Currently, there are more
and more treatment modalities for patients with metastatic RCC (mRCC), with targeted
therapies and immune checkpoint inhibitor-based immunotherapy gradually proving to
be effective in the treatment of patients with mRCC and the survival rate of those patients
greatly improving recently [8,9].

Epigenetic alterations are considered to be a hallmark of cancer [10]. However, recent
studies found that RCC has multiple molecular alterations, such as DNA methylation and
micro-RNA alterations in ccRCC, which could greatly affect the biological progression of
these tumors [11,12]. The 2022 World Health Organization (WHO) classification of patholog-
ical kidney tumors added new histopathological subtypes, including molecularly defined
RCC [5,8]. It includes transcription factor binding to IGHM enhancer 3 (TFE3)-rearranged
renal cell carcinomas, transcription factor EB (TFEB)-altered renal cell carcinomas, elongin
C (ELOC)-mutated renal cell carcinoma, fumarate hydratase (FH)-deficient renal cell carci-
noma, succinate dehydrogenase (SDH)-deficient renal cell carcinoma, anaplastic lymphoma
kinase (ALK)-rearranged renal cell carcinomas, and SWI/SNF-related, matrix-associated,
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actin-dependent regulator of chromatin subfamily B member 1 (SMARCB1)-deficient renal
medullary carcinoma (see Table 1) [5]. These different molecularly defined histopathologi-
cal subtypes of RCC are easily confused and may lead to suboptimal treatment outcomes
as a result of misdiagnoses [12]. In this article, we summarize the pathological and clinical
characteristics of each molecularly defined RCC subtypes and present their molecular
features and the current treatment strategy status. We hope that this will be helpful for
physicians to develop accurate diagnostic and therapeutic options for those RCC patients
in clinical practice.

Table 1. Genes of molecularly defined renal cell carcinoma and associated clinical syndromes.

Molecularly
Defined Renal

Cell Carcinoma
Types

TFE3-Rearranged
Renal Cell

Carcinomas

TFEB-Altered
Renal Cell

Carcinomas

Elongin C (ELOC,
Formerly

TCEB1)-Mutated
Renal Cell
Carcinoma

Fumarate
Hydratase-

Deficient Renal
Cell Carcinoma

Succinate
Dehydrogenase-
Deficient Renal
Cell Carcinoma

ALK-Rearranged
Renal Cell

Carcinomas

SMARCB1-
Deficient Renal

Medullary
Carcinoma

Mutated genes

Transcription
factor binding to
IGHM enhancer 3

(TFE3)

Transcription
factor EB (TFEB) Elongin C (ELOC)

Fumarate
hydratase (FH)

gene

Succinate
dehydrogenase

(SDH)

Anaplastic
lymphoma kinase

(ALK)

Subfamily B
member 1

(SMARCB1)

Location of genes Xp11.23 6p21 8q21.11 1q43

SDHA: 5p15
SDHB: lp35-p36.1

SDHC: 1q21
SDHD: 11q23

2p23 22q11.2

Prevalence age Childhood Childhood Middle and old
age Adult All ages Childhood Teenage

Clinical
Syndromes None None None

Hereditary
leiomyomatosis

and renal cell
carcinoma
(HLRCC)

SDH-deficient
tumor syndrome None

Rhabdoid tumor
predisposition

syndrome;
familial

schwannomatosis
syndrome

Chaperone genes
ASPL, PRCC,
SFPQ, CLTC,

PARP14, RBM10,
NONO, MED15

MALAT1, CLTC,
KHDRBS2,

CADM2
None None None

VCL, TPM3,
EML4, STRN,

HOOK1
None

Mode of
inheritance

Dominant
inheritance

Dominant
inheritance

Dominant
inheritance

Dominant
inheritance

Dominant
inheritance

Dominant
inheritance

Dominant
inheritance

Morphological
characteristics

Transparent
eosinophils;

papillary
architecture and

psammoma
bodies under the

microscope

TFEB-translocated
RCC: the biphasic

growth pattern
consisting of large
and small tumor

cells; smaller cells
around the
basement

membrane-like
structures;
extensive

hyalinization;
papillary

architecture; clear
cell morphology.
TFEB-amplified

RCC: above
pattern was less

common

A clear cellular
morphology

under the
microscope; thick

fibromuscular
bands; branching

glandular
vesicular; tubular

structures

The papillary type
or solid,

tubulocystic,
sieve-like type;

abundant
eosinophilic
granulocytes,

perinuclear halo

Cuboidal tumor
cells, nested or
tubular growth

pattern.
Characteristic

morphology: the
presence of
vesicles or
flocculent

inclusions in the
cytoplasm

ALK-rearranged
RCC with VCL as

a fusion gene:
sickle-cell trait;

eosinophilic
granulocytic

stroma;
cytoplasmic

lumen.
Other

ALK-rearranged
RCC: similar to

PRCC; consist of
abundant

intracellular and
extracellular

mucins;
eosinophilic

granuloplasm

At a high grade at
the time of
detection;

infiltrative growth;
sieve or reticular

appearance

Ancillary test
(IHC, FISH)

Positive: PAX8
(100%); TFE3
(95%); CD10

(89%);
achromatase

(82%).
Negative:

cytokeratin 7 (CK7);
carbonic anhydrase
9 (CA9); GATA3

Positive: histone K;
Melan-A

TFEB-amplified
RCC: diffusely or
patchily positive
when tested for

TFEB levels

Positive: CK7;
ELOC; CA9; CD10;

ELOC in the
nucleus.

Positive: PAX8;
succinate

dehydrogenase B
abnormal
succinate

semicarbonate
(2SC)S-(2-succino)-

cysteine.
Negative: FH;

CK7; TFE3

Positive: PAX8;
epithelial

membrane
antigen (EMA).

Negative: SDHB;
CK7; CD117;

histone K; TFE3;
HMB45.

SDHA-deficient
RCC showed
negativity for

SDHA

Positive: PAX7;
CK10; AMACR;
CD3; cytokeratin;

ALK.
Negative: carbonic

anhydrase IX;
TFE45; histone

enzyme K; Melan A;
HMB45

Negative:
SMARCB1

Oncological
behavior and

prognosis

May develop
metastases within
20–30 years after

diagnosis

TFEB-amplified
RCC had higher

tumor
aggressiveness

than
TFEB-rearranged

tumors.
The 5-year

survival rate for
TFEB-amplified
RCC was 48%

Has an aggressive
oncological

behavior

Have highly
staged or distant
metastases when

diagnosed

Most cases are low
grade and have a
good prognosis

with a low
probability of

metastasis

ALK-rearranged
RCC with VCL as
a fusion gene: no

recurrence or
distant metastasis.

Other
ALK-rearranged

RCC: more
aggressive clinical

course

Often found at an
advanced stage or

with distant
metastases; highly
aggressive nature

of the tumor.
Average overall

survival:
6–8 months
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2. TFE3-Rearranged Renal Cell Carcinomas

Transcription factor binding to IGHM enhancer 3 (TFE3) is an important regulator
of the immune system and has now been shown to cooperate with transcription factor
EB (TFEB) to control and regulate carbohydrate and lipid metabolism and mitochondrial
homeostasis [13]. The TFE3/TFEB rearrangement renal cell carcinoma is characterized
by translocations involving the TFE3 and TFEB genes. They are both derived from the
microphthalmia transcription (MiT) family of heterotopic RCC according to the 2016 version
of the WHO classification. The MiT subfamily of transcription factors includes TFE3, TFEB,
TFEC, and MITF [14]. TFE3- and TFEB-rearranged RCC accounts for 1–4% of the newly
diagnosed adult patients [15]. Recent studies have shown that TFE3/TFEB-rearranged
RCC can be frequently detected in children [16]. In adults RCC patients, TFE3 ectopic
fusions with chaperone genes are more commonly seen [17], and there are no significant
prognostic gender differences [15] (Figure 1). This ectopic fusion with a chaperone gene
and the decreased immunity in adults TFE3-rearranged RCC patients cause them to have
a potentially more aggressive course compared to the pediatric patients [16]. Current
studies suggest that previous exposure to cytotoxic chemotherapy might be a predisposing
factor [18].
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Figure 1. The role of TFE3 in the organism and tumors caused by its mutation.

The list of chaperone genes has been growing and evolving, with more than a dozen
having been reported [18]. The three most common translocations currently include a
fusion of the PRCC and TFE3 genes, a fusion of the ASPL (ASPSCR1) and TFE3 genes, and
a fusion of the SFPQ and TFE3 genes [14]. In addition to this, there are also genes such
as CLTC, PARP14, RBM10, NONO, and MED15 that can be fused with ectopic TFE3 [19].
However, current studies suggest that different chaperone genes may exhibit different
oncological behaviors and tumor morphologies, and these features vary depending on the
type of the involved chaperone genes [18]. For example, TFE3 is more likely to exhibit
lymph node metastasis when fused with PRCC than when fused with ASPSCR3 [20].

In terms of histopathological morphology, the characteristics of TFE3 fusion usually
presents with transparent eosinophils, a papillary architecture, and psammoma bodies
under the microscope [17,21]. However, due to chaperone genes, RCC with TFE3 rear-
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rangement may also resemble other types of RCC, including ccRCC, PRCC, and epithelioid
vascular smooth muscle lipoma [14]. Therefore, attention should be paid and the impact
of the genes that are fused with should be determined as much as possible both in the
diagnosis and in the treatment of TFE3-rearranged renal cell carcinoma.

When facing TFE3-rearranged renal cell carcinoma, immunohistochemistry (IHC) is
the most commonly used examination for diagnosis [13]. If IHC is not used at the time
of diagnosis, a large proportion of TFE3-rearranged renal cell carcinomas are likely to
be misdiagnosed as ccRCC [19]. For most other types of RCC, the positive IHC markers
are cytokeratin 7 (CK7), carbonic anhydrase 9 (CA9), and GATA3. However, these are not
expressed in TFE3-rearranged RCC and are usually positive for histone K [19]. In a recent
review article, IHC data from nearly 400 cases of TFE3-rearranged RCC patients were
analyzed, and the biomarkers with the highest probability of positivity were found to
be PAX8 (100%), TFE3 (95%), CD10 (89%), and achromatase (82%) [22]. However, TFE3-
rearranged RCC did not always exhibit TFE3 overexpression, and lower TFE3 expression
at the time of detection often resulted in false-positive or false-negative results; thus, this
could limit the sensitivity and specificity of IHC for detecting TFE3-rearranged RCC [23]. In
addition to this, the accuracy of IHC might be affected by the technique and be influenced
by the formalin fixation time [18]. On the other hand, there has been no consensus or
standardized guidelines regarding the judgment of TFE3 staining results [18], and different
pathologists might give completely opposite judgments if specimens show heterogeneous
or focal staining. Lee HJ et al. used tissue specimens from 303 RCC patients for IHC
testing and found that 23.2% of IHC-negative TFE3 tumors were eventually diagnosed
as TFE3-rearranged RCC [24]. Therefore, in clinical practice, a negative TFE3 IHC result
alone did not exclude the possibility of a TFE3-rearranged RCC case. Thus, in some cases,
a combination of clinical presentation and other examination results might be needed.

The current literature suggests that the detection of TFE3 gene rearrangements by flu-
orescence in situ hybridization (FISH) is more sensitive and advantageous in experimental
manipulation than traditional IHC [23], and its results are more stable in formalin-fixed
tissues [14]. Therefore, FISH is currently considered as the gold standard for the diagnosis
of TFE3-rearranged RCC [23]. However, some chaperone genes, such as NONO, RBM10,
and GRIPAP1, after fusing with TFE3, may not be detected by traditional FISH assays
for significant TFE3-positive results. [18]. In addition, similar to IHC testing, the current
standard definition of a positive FISH result varies widely among laboratories, from as low
as 10% up to 30% [17]. These results suggest that, although the FISH test is currently the
gold standard for the diagnosis of TFE3-rearranged RCC, in clinical practice, it should be
carefully used together with other test results. For example, the previously mentioned IHC
and FISH tests should be considered along with the option of gene probes or alternative
molecular techniques [18]. In fact, FISH cannot provide information about fused genes,
so in order to further confirm the diagnosis in clinical practice, RNA sequencing is often
used to identify the gene involved in the translocation [17]. Recently, TRIM63 determina-
tion by RNA in situ hybridization (RNA-ISH) was proposed as an alternative diagnostic
tool for TFE3- and TFEB-rearranged RCC [25], but no strong evidence is available from
in vitro studies.

Due to the rarity of TFE3-rearranged RCC and the fact that it has not been previously
considered as a specific tumor subtype, there are no treatment recommendations for it to
date [18]. Most previous treatment regimens are consistent with those for patients with
ccRCC; however, due to recent developments in detection technology, its diagnosis has
become more accurate, similarly to the detection of ccRCC. More importantly, drugs that
normally treat ccRCC may not be effective against TFE3-rearranged RCC [16]. Additionally,
Aldera AP et al. found that patients with TFE3-rearranged RCC may develop metastases
within 20–30 years after diagnosis, so such patients may also need long-term clinical
follow-up [26].
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3. TFEB-Altered Renal Cell Carcinomas

As previously stated, TFEB-altered RCC has been included in the MiTF-translocated
carcinoma family and TFEB-overexpressing renal tumors were initially identified in pedi-
atric patients. Nowadays, with the availability of accurate examinations, more and more
adult RCC patients are diagnosed with TFEB-altered RCC [27]. Nevertheless, the number
of TFEB-altered RCC cases is still much lower than for TFE3-rearranged RCC [5]. There
are two types of TFEB-altered RCC, including TFEB-rearranged RCC and TFEB-amplified
RCC. The TFEB gene in TFEB-rearranged RCC is located on chromosome 6 and is most
often translocated into chromosome 11, fusing with the MALAT1 gene. Therefore, it was
previously called t(6;11) RCC [19]. In the last few years, researchers have identified cases
of RCC related to TFEB amplification, and after further testing and analysis, it was found
that both genetic alteration patterns could co-exist in one case [5]. Due to the rarity of the
disease, there are few studies on the distinction between different subtypes of TFEB-altered
RCC, and current case studies show that the mean age of diagnosis for TFEB-amplified
RCC is 62.5–64 years, while the mean age of diagnosis for TFEB translocated RCC is
32.8–34 years [28,29].

Similar to TFE3-rearranged RCC, TFEB can also be ectopically fused to chaperone
genes [28] (Figure 1). Furthermore, for TFEB-amplified RCC, in addition to the possible
elevated expression of TFEB, they are often accompanied by the amplification of other
oncogenes, such as vascular endothelial growth factor A (VEGFA) and G1 S specific cyclin
D3 (CCND3) [30]. It has been shown that these two genes are associated with aggressive
oncological behavior [27], which would precisely explain the severe clinical symptoms and
poor prognosis of patients with TFEB-amplified RCC.

Although TFEB genes are altered in TFEB-altered RCC, the characteristics of tumor
growth vary considerably between different patterns of alteration. It has been widely
reported that in TFEB-translocated RCC, the most commonly found morphology is a
biphasic growth pattern consisting of large and small tumor cells [27], with smaller cells
around the basement membrane-like structures. In addition to this, extensive hyalinization,
a papillary architecture, and a clear cell morphology can be seen [31]. However, in TFEB-
amplified RCC, this pattern is less common. Gupta S et al. investigated 37 patients with
TFEB-altered RCC and found that nearly half of the patients had renal tubular structures
and prominent cytoplasmic eosinophilia of tumor cells in their tumor specimens [27].

IHC and FISH are commonly used tests to detect TFEB-altered RCC; however, when
assessing whether the TFEB gene is amplified or translocated, the markers used in the
detection are quite similar. For TFEB-altered RCC, it has been shown that the staining
results for both histone K and Melan-A are positive [31]. Similarly, Gupta S et al. and
Wyvekens N et al. studied TFEB-amplified RCC and TFEB-translocated RCC, respectively,
and they found that both types of tumors typically express melanin A and histone enzyme
K. The difference was that tumor cells in TFEB-amplified RCC were usually diffusely
or patchily positive when tested for TFEB levels [27]. However, there was also a subset
of TFEB-amplified RCC that had lower TFEB expression levels than TFEB-translocated
RCC [29]. Therefore, the type of TFEB gene alteration cannot be distinguished by a TFEB-
specific assay alone. If a type of TFEB gene alteration is suspected, it should also be
demonstrated using a FISH breakdown test or identified by RNA sequencing with a gene
fusion examination [31]. In clinical practice, such detailed testing and diagnosis is not
always necessary for all patients because of the very low incidence of the disease, the high
cost of FISH, and the use of sequencing tests.

In addition to this, it has also been found that TFEB-amplified RCC exhibits a higher
tumor aggressiveness than TFEB-rearranged tumors, and the 5-year survival rate for TFEB-
amplified RCC is only 48% [32], while TFEB-translocated RCC progresses more slowly
than TFE3-rearranged RCC. Therefore, in clinical practice, physicians should distinguish
TFEB-amplified RCC from TFEB-translocated RCC. Since TFEB-altered RCC has often
been previously diagnosed as ccRCC, its current treatment modality still differs little from
the standard treatment for patients with ccRCC, which may also contribute to the poor

212



Curr. Issues Mol. Biol. 2023, 45

prognostic outcome for patients with TFEB-altered RCC. We hope that more appropriate
targeted drugs and treatment strategies for TFEB-altered RCC will become available in
the future.

4. Elongin C (ELOC, Formerly TCEB1)-Mutated Renal Cell Carcinoma

Elongin C (ELOC) is a transcription factor in the human body and the product of this
gene expression is ELOC, which is part of the von Hippel–Lindau (VHL) protein complex and
is responsible for the ubiquitination of hypoxia inducible factor 1 alpha subunit (HIF1α)
and its subsequent degradation [33]. Previous studies have shown that HIF can activate the
transcription of a large number of oncogenes, leading to tumorigenesis [34]. ELOC-mutated
RCC was classified as ccRCC in previous WHO classifications [5], accounting for 0.5%
to 5% of ccRCC [35]. However, in recent years, ELOC-mutated RCC has been found to
present as wild-type VHL, exhibiting somatic mutations in the ELOC gene and deletion
of the alternative allele (8q21) [36]. In addition to this, the microscopic morphology of
ELOC-mutated RCC also differs in many ways from ccRCC [34]. Therefore, in the latest
WHO classification for RCC, it was assigned to the molecularly defined tumors as a separate
pathological type. ELOC-mutated RCC is a rare form of RCC [33] that usually develops in
middle-aged and elderly male patients, most of whom are around 50 years of age [34].

Unlike the previous tumor types, ELOC-mutated RCC can be seen under the micro-
scope with a clear cellular morphology [34]. It is usually similar to ccRCC [37], which has a
transparent cellular appearance [34]. This is one of the reasons why it was assigned to the
ccRCC category in the previous WHO classification. However, recent studies have shown
that ELOC-mutated RCC also have thick fibromuscular bands and branching glandular
vesicular or tubular structures similar to the morphology of ccRCC [37,38], and these
manifestations can be distinguished from ccRCC. When tested using IHC, ELOC-mutated
RCC can show the same aspects as ccRCC in that it is positive for both CA9 and CD10 [39].
However, in the study by Wang Y et al., IHC testing was performed in four patients with
ELOC-mutated RCC and it was found that they all showed strong positive expression for
CA9 and three patients showed positive results for CK7 and CD10. In addition, the authors
observed ELOC positivity localized only in the nucleus of all four patients [34]. Despite
the small number of cases selected, this result might also indicate that ELOC positivity
in the nucleus was a characteristic manifestation of ELOC-mutated RCC. Similarly, Shah
RB et al. conducted a study including 21 RCC patients with ELOC mutations and found
that 16 of them had IHC staining results expressing diffuse positivity for CK7 [39]. In
summary, in addition to observing the characteristic structure of ELOC-mutated RCC under
a microscope, the use of IHC to detect CK7, ELOC, CA9, and CD10 could further help to
confirm the diagnosis.

Previous studies have shown that ELOC-mutated RCC tends to be inert compared
to ccRCC [36], but recently there have been some case studies demonstrating that certain
cases could exhibit an aggressive oncological behavior. For example, DiNatale RG et al.
investigated clinical data from five patients with ELOC-mutated RCC and found that four
of them had advanced tumors (stage III-IV) and four had developed distant metastases [33].
This aggressiveness might be related to oncogene activation due to mutations in ELOC.
Since ELOC-mutated RCC was previously widely considered to be one type of ccRCC, the
current treatment is largely consistent with the treatment guidelines for ccRCC.

5. Fumarate Hydratase-Deficient Renal Cell Carcinoma

Fumarate hydratase (FH) is an indispensable enzyme in the tricarboxylic acid cycle that
produces cellular energy in the form of ATP through oxidative phosphorylation (OXPHOS)
in mitochondria [40]. Mutations in the gene where FH is located can lead to fumarate
accumulation, which not only causes an imbalance in the energy supply but also impairs the
function of histones and DNA demethylases, thus causing abnormal gene expression [41].
Singh NP et al. analyzed the TCGA database and found that alterations in the FH gene
were associated with the immune function of PRCC [42], in addition to the accumulation
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of metabolites, such as fumarate, which promote the expression of inflammatory factors
and suppress the body’s tumor immunity [43,44]. Fumarate hydratase (FH)-deficient RCC
is a rare subtype of renal cancer that was considered a subtype of PRCC in the previous
classification of RCC [40]. In the fifth edition of the WHO cancer classification, FH-deficient
RCC has replaced hereditary leiomyomatosis and renal cell carcinoma (HLRCC) as a
separate molecular subtype. It is characterized by germline mutations or somatic mutations
in the FH gene, resulting in decreased expression of FH [45]. In addition to this, several
studies have shown that methylation of genes, such as cyclin-dependent kinase inhibitor 2A
(CDKN2A), O-6-methylguanine DNA methyltransferase (MGMT), adenomatous polyposis
coli (APC), and tumor protein P53 (TP53), all of which are associated with tumorigenesis
and progression, have been observed in FH-deficient RCC [45], which may explain the
aggressiveness and poor prognostic outcome for patients observed in the clinic. HLRCC
is an inherited syndrome caused by congenital mutations in FH gene and it is inherited
in an autosomal dominant fashion. In clinical practice, HLRCC often presents as uterine
tumors and smooth muscle tumors of the skin [5,40]. Indeed, it has long been shown that
HLRCC increases the susceptibility to aggressive RCC [46]. However, there is no very
precise treatment modality for patients with FH-deficient RCC.

Due to the rarity of FH-deficient RCC, the current knowledge of its disease charac-
teristics and course is not very accurate. Yu YF et al. found that the mean age of onset
was 36.7 years through a survey of 11 patients with FH-deficient RCC, which is lower than
that of RCC patients without FH defects [47]. FH-deficient RCC could also exhibit many
pathological structures, thus increasing its probability of being misdiagnosed [48]. Often,
patients are much younger compared to other types of renal tumors when firstly diagnosed.

FH-deficient RCC can exhibit a variety of growth patterns and is, therefore, difficult to
differentiate histologically [49]. The papillary type is the most common structure, and other
common types include solid, tubulocystic, and sieve-like [47]. Microscopically, FH-deficient
RCC also has characteristic histological manifestations, such as a papillary architecture
with tubule cystic growth patterns, abundant eosinophilic granulocytes, and a perinuclear
halo [40]. However, microscopic observation alone is not enough; more tests, such as IHC
and imaging, are required to confirm the diagnosis [46]. In the clinical setting, genetic
detection of mutations in FH is the gold standard for the diagnosis of FH-deficient RCC [50].
The imaging manifestations of FH-deficient RCC are very diverse, and it can present as
a solid enhancing mass or as a mildly enhancing cystic mass, etc. These presentations
cannot be distinguished from other types of RCC; therefore, diagnosis by imaging alone is
incomplete [51]. Magnetic resonancespectroscopy (MRS) has also recently been proposed
to be helpful in confirming the diagnosis of FH-deficient RCC. Wu G et al. used MRS in six
patients with FH-deficient RCC and showed that the sensitivity, specificity, and accuracy
were 69%, 100%, and 91%, respectively [52]. In IHC testing, the characteristic presentation
of FH-deficient RCC is the lack of FH staining [45]; however, a recent study reported
that there were isolated cases of FH-deficient RCC in which positive FH could still be
detected [48]. Therefore, a positive result for FH does not completely exclude the possibility
of FH-deficient RCC. In addition to detecting FH, studies in recent years suggested that
some other biomarkers might play a key role in the detection of this disease. For example,
CK7 and TFE3 usually show negative results, while PAX8 and succinate dehydrogenase
B abnormal succinate semicarbonate (2SC) S-(2-succino)-cysteine usually show positive
results in the detection of patients with FH-deficient RCC [48,49,53].

Clinically, most FH-deficient RCC exhibit highly aggressive tumors, and patients are
often found to have highly staged or distant metastases when they are diagnosed [54], with
the most common sites of metastasis being the lymph nodes in the chest and abdomen,
bone, and liver [55]. In addition, there is no clear standard treatment strategy for patients
with FH-deficient RCC [45], and its highly aggressive course often makes treatment more
difficult [46]. Most treatment stratigies for patients with FH-deficient RCC are quite similar
to the treatment guidelines for patients withccRCC; however, due to the different patho-
genesis and oncologic behavior, treatments that mimic ccRCC often result in an increased
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chance of distant metastasis and death for patients with FH-deficient RCC [53]. In the
past years, several new drugs have been explored for the treatment of this disease, such as
sunitinib, pazopanib and immune checkpoint inhibitors (ICIs), including ipilimumab and
nivolumab [46]. However, the efficacy of these drugs is not yet supported by clear positive
evidence. In a recent study comparing treatment outcomes in 55 patients with FH-deficient
RCC, the analysis found that the treatment with ICIs in combination with tyrosine kinase
inhibitor (TKI) may have a better clinical outcome compared to monotherapy [56]. In
addition to this, Gleeson JP et al. analyzed 26 patients with FH-deficient RCC to assess
the efficacy of combined treatment with vascular endothelial growth factor (VEGF) and
mammalian target of rapamycin (mTOR), and the study demonstrated that the objective
response rate of this combination therapy was 44% [46]. In addition to this, recent reports
demonstrated that bevacizumab in combination with erlotinib had entered phase II clinical
trials and was currently showing positive results [47]. In the future, more targeted agents
and more standard treatments will be available to help patients with FH-deficient RCC.

6. Succinate Dehydrogenase-Deficient Renal Cell Carcinoma

Succinate dehydrogenase (SDH), a complex that functions in mitochondria, is com-
posed of several subunits (SDHA, SDHB, SDHC, and SDHD) [57]. It plays an important
role in cellular respiration and energy metabolism, catalyzing the conversion of succinate
to fumarate [58]. In tumorigenesis, SDH is considered as a class of cancer suppressor
gene [57], and current studies demonstrate that when the SDH gene germline is altered, it
often results in the development of paragangliomas, gastrointestinal mesenchymal tumors,
and pituitary adenomas [59,60]. In addition, SDH-deficient RCC has also been shown to
be associated with SDH germline mutations, and by far the most commonly found are
mutations in SDHB, while SDHC, SDHA, and SDHD mutations are rare. SDH-deficient
RCC is rare, accounting for an estimated 0.05% to 0.2% of all RCC cases [61].

SDH-deficient RCC can be seen in a wide variety of age groups and, in a survey by
Gill AJ et al., they found that the age of diagnosis of SDH-deficient RCC can range from
14 to 76 years and is predominate in male patients [61]. Unlike the previously described
RCC, most SDH-deficient RCC cases are low grade and have a good prognosis with a low
probability of metastasis [58]. However, some SDH-deficient RCC cases with high-grade
nuclei, sarcomatoid changes, or coagulative necrosis can have an aggressive oncological
behavior with a poor prognosis [61]. Therefore, in facing RCC patients with the above
pathological features, an aggressive molecular diagnosis should be clarified and early
therapeutic measures should be taken to improve the quality of life and life expectancy of
these patients.

For SDH-deficient RCC, its tumor cells are usually cuboidal, with nested or tubular
growth pattern. However, its most characteristic morphology compared to other RCCs
is the presence of vesicles or flocculent inclusions in the cytoplasm [58], which is often
due to the enlargement of mitochondria as a result of an altered respiratory chain [59].
In terms of IHC, the negative result of SDHB staining is currently considered important
for the definitive confirmation of the diagnosis [61]. However, recent studies have shown
that decreased SDH expression is also observed in some non-SDH germline-deficient
tumors [62], a condition that may be somewhat misleading in IHC, and, therefore, it may
be inaccurate to solely rely on the decreased SDH expression to make the diagnosis. SDH-
deficient RCC usually shows negativity for CK7, CD117, histone K, TFE3, and HMB45, but
positivity for biomarkers such as PAX8 and epithelial membrane antigen (EMA) [58,61,63].
Another recent study indicated that tumor cells in SDHA-deficient RCC showed negativity
for both SDHA and SDHB, while RCC caused by defects in the SDHB, SDHC, or SDHD
genes only showed negativity for SDHB [64]. This is also a possible way to diagnose
SDH-deficient RCC accurately.

Clinically, most SDH-deficient RCC patients present as low-grade tumors; however, in
some rare cases, distant metastases may be present [61]. In this regard, most SDH-deficient
RCC can usually be easily cured by surgical resection [59], and for early-stage tumors,
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even partial nephrectomy can be performed to preserve the kidney [58]. For patients with
advanced-grade or with distant metastases, some studies have shown that targeted therapy
with tyrosine kinase inhibitors, VEGF-targeted drugs, or mTOR-targeted drugs has shown
positive therapeutic effects in patients with SDH-deficient RCC [65,66].

7. ALK-Rearranged Renal Cell Carcinomas

Anaplastic lymphoma kinase (ALK) is a membrane-associated tyrosine kinase that
belongs to the insulin receptor family [67,68]. ALK functions to regulate cell proliferation
and promote cell motility [69]. When ALK gene rearrangement occurs, it may lead to
tumorigenesis. In 2011, two cases of ALK-rearranged RCC were first identified and diag-
nosed [70], and until now, it is still a very rare tumor [68], which accounts for 0.12–0.56% of
all RCC cases [69]. Generally, a high expression of ALK can be observed in patients with
ALK-rearranged RCC [71]. Similar to TFE3-rearraged RCC, it has many accompanying
fusion genes. Various fusion genes have been identified in recent years, such as VCL, TPM3,
EML4, STRN, and HOOK1 [70], with renal tumors of VCL and HOOK1 rearranged with
ALK only described in pediatric patients [69].

Due to its rarity, there is no standard characteristic description of the clinical presen-
tation of patients with ALK-rearranged RCC, which remains similar to PRCC and ccRCC
in this sense [67]. ALK-rearranged RCC has many pathological manifestations, most of
which display a shaped structure, in addition to solid and tubular patterns [70]. Among
them, they can be roughly divided into two categories according to the morphology: One
is ALK-rearranged RCC with VCL as a fusion gene, which occurs mostly in childhood and
has a sickle-cell trait, eosinophilic granulocytic stroma, and cytoplasmic lumen [69,71]; the
other category comprises other ALK-rearranged RCCs, most of which have a morphology
similar to PRCC and also consist of abundant intracellular and extracellular mucins with
eosinophilic granuloplasm [67,69]. In terms of IHC, the detection of ALK expressed in
abundance in ALK-rearranged RCC using IHC has proven to be a valuable tool for the di-
agnosis of ALK [69]. In addition to this, several recent studies have found that the majority
of ALK-rearranged RCC cases showed positive results for biomarkers such as PAX7, CK10,
AMACR, CD3, and cytokeratin; negative results for biomarkers such as carbonic anhydrase
IX, TFE45, histone enzyme K, Melan A, and HMB45 [70,71]. These results can further help
physicians to differentiate ALK-rearranged RCC from other types of RCC.

There is no standard treatment for patients with ALK-rearranged RCC; however, a
recent study found that ALK-rearranged RCC with VCL as a fusion gene did not generally
exhibit recurrence or distant metastasis [72], while ALK-rearranged RCC accompanied
by other fusion genes showed a more aggressive clinical course [73]. As targeted agents
continue to be developed, there is evidence that inhibitors of ALK, such as crizotinib
and alectinib, can demonstrate efficacy in the treatment of nonsmall cell lung cancer and
myofibroblastic tumors due to ALK rearrangements [74–76]. Although evidence for the
treatment of ALK-rearranged RCC is still lacking, it is hoped that more clinical trials will be
conducted in the future to demonstrate the efficacy of targeted agents for the treatment of
patients with ALK-rearranged RCC.

8. SMARCB1-Deficient Renal Medullary Carcinoma

SWI/SNF-related, matrix-associated, actin-dependent regulator of chromatin subfamily
B member 1 (SMARCB1) is a SWI/SNF protein complex that was considered to be a tumor
suppressor in past studies and plays an important regulatory role in the organism [77]. In
recent years, researchers have discovered that the SMARCB1 gene is located on chromosome
22 and, when it is altered, SMARCB1 expression is decreased or even absent [78], and a
series of tumors are rapidly developed, such as malignant rhabdoid tumors of the central
nervous system, renal medullary RCC, and epithelioid sarcoma [79]. In the 2022 edition
of the WHO classification for RCC, this class of renal medullary carcinoma (RMC) with
mutations in the SMARCB1 gene is classified as a new molecular category called SMARCB1-
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deficient RMC [5]. SMARCB1-deficient RMC is a rare cancer [80], which usually develops
in patients with the sickle-cell trait (SCT) or sickle-cell disease (SCD).

SMARCB1-deficient RMC is an aggressive tumor that commonly affects males and
is predominantly right sided [81]. It is often found at an advanced stage or with distant
metastases, and recent studies have shown that SMARCB1-deficient RMC is also associated
with the sickle-cell trait [82]. Specific symptoms are usually abdominal pain, hematuria,
and weight loss [80], while distant metastases can be found in the renal lymph nodes,
adrenal glands, lungs, and liver [83]. Due to the prevalence of SMARCB1-deficient RMC
in children and adolescents and the aggressive nature of the tumor, early recognition and
diagnosis are a priority for physicians.

In previous clinical practice, patients with SMARCB1-deficient RMC were often misdi-
agnosed as ccRCC [84]. With the advancement of detection technology in recent years, some
characteristic manifestations of SMARCB1-deficient RMC have been gradually proposed.
First, in addition to the previously mentioned clinical symptoms and prodromal nature
during adolescence, SMARCB1-deficient RMC usually develops with SCT and SCD [83].
Secondly, the tumor is often already at a high grade at the time of detection, showing infil-
trative growth and exhibiting a sieve or reticular appearance [85,86]. In addition to this, and
most importantly, all SMARCB1-deficient RMC showed negative staining for SMARCB1
when IHC for the detection of the SMARCB1 protein was performed [83]. Therefore, when
adolescent RCC patients with hematologic disorders such as SCT are identified in the
clinic, physicians should perform IHC testing as early as possible to determine whether
SMARCB1-deficient RMC is present.

Due to the rarity of the disease and the highly aggressive nature of the tumor, the
current treatment options for SMARCB1-deficient RMC are not effective, with one study
published in 2015 showing that the average overall survival of patients with SMARCB1-
deficient RMC was only 6–8 months, with only one patient reaching 1 year [87]. Moreover,
there is no standard treatment strategy for the disease. Due to the rapid progression of
the disease, the predominant recommended treatment modality in the clinic is platinum-
based chemotherapy [88]. In recent years, in addition to conventional treatments for
kidney cancer, investigators have tried to explore the efficacy of various targeted agents
for SMARCB1-deficient RMC. Examples include VEGF inhibitors, mTOR inhibitors (e.g.,
everolimus), etc. [83]; however, none of the patient outcomes have been very satisfactory.
Immunosuppressive agents have been popular for oncology treatment, and Forrest SJ
et al. tested 30 patients with SMARCB1-deficient RMC and found that 47% of them were
positive for PD-L1 expression [89]. Furthermore, it has also been shown that, for SMARCB1-
deficient RMC, differences in the tumor cell origin make it difficult for physicians to grasp
the immune profile of the tumor [90]. Therefore, immunotherapy for SMARCB1-deficient
RMC requires more in-depth studies in the future.

9. Conclusions

RCC is a common tumor that occurs mostly in men and most of them are low-grade
tumors. However, in recent years, it has been discovered that RCC also has many specific
molecular types, and the different molecular types may determine different clinical features
and treatment outcomes. However, for many years, due to limited testing technology, many
RCC patients were not diagnosed with a clear molecular type and most were managed
according to the standard treatment protocol of ccRCC, resulting in poor outcomes and
prognosis for many patients. This article presents the molecular types in the 2022 WHO
classification of renal cancers, including the genetic alterations and clinical manifestations
of each tumor type, followed by a summary of the current molecular testing results and
current treatment status for each tumor type. Here, we suggest that urological clinicians
should individualize the genetic level of testing when presented with RCC patients based
on clinical manifestations and laboratory tests and should give targeted treatment after
diagnosis. For certain congenital genetic defective RCCs, attention should also be paid
to the effect of the genetic defect at other sites. However, because physicians did not
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previously pay much attention to the molecular types of kidney cancer, and because of the
rarity of the onset of certain RCC types, the existing clinical studies are inevitably limited
in terms of sample size, observation angle, and treatment bias, and there are still many
inconsistent conclusions on the characteristic manifestations of molecular detection and
clinical treatment criteria. In recent years, research on molecular detection technologies and
targeted drugs or immune checkpoint inhibitors has progressed very rapidly, physicians’
knowledge of the disease has become more and more mature, and significant progress has
been made in the diagnosis and treatment of RCC. In the future, we hope that there will
be more tests and detection standards for RCC in molecular science and effective drugs to
help RCC patients have a better prognosis and higher quality of life.
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Abstract: Clear cell renal cell carcinoma (ccRCC) is the most frequent form of kidney cancer.
Metastatic stages of ccRCC reduce the five-year survival rate to 15%. In this report, we analyze
the ccRCC-induced remodeling of the five KEGG-constructed excretory functional pathways in a
surgically removed right kidney and its metastasis in the chest wall from the perspective of the
Genomic Fabric Paradigm (GFP). The GFP characterizes every single gene in each region by these
independent variables: the average expression level (AVE), relative expression variability (REV),
and expression correlation (COR) with each other gene. While the traditional approach is limited
to only AVE analysis, the novel REV analysis identifies the genes whose correct expression level
is critical for cell survival and proliferation. The COR analysis determines the real gene networks
responsible for functional pathways. The analyses covered the pathways for aldosterone-regulated
sodium reabsorption, collecting duct acid secretion, endocrine and other factor-regulated sodium
reabsorption, proximal tubule bicarbonate reclamation, and vasopressin-regulated water reabsorp-
tion. The present study confirms the conclusion of our previously published articles on prostate
and kidney cancers that even equally graded cancer nodules from the same tumor have different
transcriptomic topologies. Therefore, the personalization of anti-cancer therapy should go beyond
the individual, to his/her major cancer nodules.

Keywords: ADCY6; aldosterone-regulated sodium reabsorption; AP2A1; AVP; collecting duct acid
secretion; CREB3L4; endocrine and other factor-regulated sodium reabsorption; ESR1; proximal
tubule bicarbonate reclamation; vasopressin-regulated water reabsorption

1. Introduction
Limits of the Gene Biomarker Paradigm in Cancer Diagnostics and Therapy

Cancer is a major cause of death worldwide and is likely the most funded and re-
searched group of lethal diseases. Depending on the tumor localization, size, and metastatic
stage, treatment options in specialized clinics may include surgery, chemotherapy, radi-
ation therapy, hormone therapy, bone marrow transplantation, targeted therapy, and
immunotherapy [1]. For smaller tumors, at early stages, thermal ablation offers a low-risk
and minimally invasive solution [2,3]. Nevertheless, despite all the academic and indus-
try efforts, we still do not have an efficient answer to cancer, suggesting the need for a
novel approach.

According to the American Cancer Society, 52,360 men and 29,440 women are expected
to be diagnosed with kidney and pelvis cancer in 2023, out of whom 9920 men and
4970 women may die from this disease [4]. The prevalence of kidney cancer is strongly
dependent on age (most diagnosed people are over 65 years old), sex (twice more frequent
in men than in women), and race (African Americans, American Indians, and Alaska
Natives are affected in higher percentages than other races). When the cancer is localized
only in the kidney, the 5-year survival rate is good (93%), however, it declines rapidly (15%)
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when the cancer spreads to the lungs, brain, or bones [4]. The vast majority of kidney
cancers are clear cell subtypes of Renal Cell Carcinoma (ccRCC), characterized by high inter-
and intra-tumor heterogeneity and strong crosstalk with the cellular microenvironment [5].

A very dynamic and promising avenue is provided by gene therapy as an alternative
to kidney transplantation [6]. As of 5 October 2023, PubMed lists 143,107 articles for
“cancer gene therapy” published from 1966 onward, of which 12,818 were published
in 2021 alone. The majority of these articles looked for gene biomarkers whose altered
sequence and expression level were supposedly responsible for triggering cancerization
and whose restoration allegedly provides the cure. In most publications, the biomarkers
were identified by comparing sequencing (e.g., [7–9] and/or transcription (e.g., [10–12])
data in tissues collected from cancer-stricken and healthy people.

A potentially effective yet insufficiently exploited tool for both diagnostics and therapy
is quantifying and managing the amount of cancer cell-secreted microRNAs in blood and
urine. Certain miRNAs have been shown to alter the expression of oncogenic or tumor-
suppressive genes, thus regulating the proliferation of cancer cells. Owing to accessibility,
the dosing and manipulation of the amounts of selected types of urine miRNAs was pro-
posed as an excellent non-invasive instrument for cancer detection and management [13].

The potency of gene therapy was also tested on standard human cancer cell cultures
(e.g., [14–17]), but the relevance of the experimental results from the cell culture to the
cancer reality is disputable. Nonetheless, as recently summarized [18], the non-malignant
cells and molecular factors from the tumor microenvironment play “crucial roles” in the
development of ccRCC. Thus, when taken from their natural environment and plated in
a homo-cellular culture, the cancer cells will adapt their gene expression profiles to the
new conditions. Therefore, interpreting the results from homo-cellular culture as valid
for the hetero-cellular tissue is disputable. We have proven that the transcriptome of one
cell type changes significantly in the proximity of another cell type by profiling mouse
cortical astrocytes and immortalized precursor oligodendrocytes when plated separately or
co-cultured in insert systems [19].

However, what are the real predictive values of the gene biomarkers for cancer diag-
nosis and therapy? The 38.0 release (31 August 2023) of the NIH-National Cancer Institute
GDC Data Portal [20] containing genomic data collected from 88,991 cancer cases in 68
primary sites, reported a total of 2,903,037 mutations located in 22,588 genes. Importantly,
the Portal reported mutations in almost all genes affecting each of the 68 primary sites.
Table 1 summarizes the GDC data for 14 primary sites by presenting the number of mutated
genes found in the investigated cases, how many of the mutated genes are protein coding,
and the total number of mutations detected thus far for each site.

Table 1. Numbers of mutated genes in 14 primary sites (data from [20]). Note that the number
of mutated genes in the listed individual sites represents from 86.94% (prostate cancer) to 95.07%
(bone marrow cancer) of the 22,588 mutated genes reported in all 88,991 cancer cases located in all
68 primary sites.

Primary Site # of Cases # of Genes Protein
Coding

# of
Mutations Primary Site # of Cases # of Genes Protein

Coding
# of

Mutations

Bladder 1725 20,183 19,692 114,662 Lung 12,262 21,318 19,790 443,974

Bone
marrow 11,027 21,474 19,705 163,756 Ovary 3381 20,266 19,673 64,142

Brain 1452 20,343 19,729 93,128 Pancreas 2776 19,874 19,502 36,676

Breast 9121 20,454 19,727 113,777 Prostate 2387 19,638 19,402 27,468

Colorectal 8140 21,060 19,794 337,634 Skin 2893 20,739 19,770 353,213

Head & neck 2792 20,535 19,712 116,274 Stomach 1631 20,336 19,739 182,493

Kidney 3501 20,129 19,631 65,471 Uterus 2803 21,471 19,781 769,622

Moreover, almost every single gene was found to be mutated in at least one case from
each of the 68 primary sites. For instance, with respect to the reported cancer cases from
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Table 1, the titin (TTN) appeared to be mutated in the following percentages of reported
cases: 12.41 of bladder cases, 2.75 of bone marrow, 14.47 of brain, 2.99 of breast, 5.05 of
colorectal, 10.28 of head and neck, 5.71 of kidneys, 6.88 of lungs, 2.17 of pancreas, 2.60 of
prostate, 13.46 of skin, 15.51 of stomach, and 12.21 of uterus cases. The percentages include
all 13,073 distinct somatic mutations observed for this gene in 4512 out of the 88,991 cases
included in the portal database. Thus, not only do none of the distinct mutations, but
all kinds of altered sequences of TTN as a whole do not exhibit statistically significant
sensitivity and/or specificity for a particular form of cancer. The same lack of significance is
carried by all other “regular suspects”, like tumor protein p53 (TP53), with 1341 mutations
identified in 4934 cases across 47 out of 82 projects, or KRAS (1500 cases, 125 distinct
mutations identified in 43 projects), or PTEN (1228 cases, 846 mutations across 38 projects).
The most frequently mutated gene in kidney cancer is the von Hippel-Lindau tumor
suppressor (VHL) which was detected in 342 (9.77%) out of 3501 cases. However, the VHL
was also found to be mutated in 50 cases of cancer in other organs.

An excellent recent review indicated that one possible explanation for the unsatisfac-
tory conventional anti-cancer therapy is its targeting of the somatic tumor cells instead of
the cancer stem cells (CSC), “assumed to be responsible for tumor recurrence and metas-
tasis” [21]. Therefore, targeting the CSC-signaling pathways might offer a much better
alternative than attacking the cancer-specific surface proteins.

Mimicking a human cancer phenotype in genetically engineered animals (e.g., [22–25])
provides disputable etiologies showing that together with the manipulated gene, hundreds
of other genes are regulated, as reported in many studies, ours included (e.g., [26]). The
set of significantly regulated genes in the tissues of genetically engineered animals, with
respect to their wild-type counterparts, depends on the profiled tissue (e.g., [27]), silencing
method used (e.g., [28]), and the genetic background (e.g., [29]).

Owing to the unrepeatable combination of favoring factors (some of them changing in
time) of race, sex, age, medical history, diet, climate, exposure to toxins, stress, and other
external stimuli, each human is a DYNAMIC UNIQUE. This dynamic unicity requires a
time-sensitive personalized therapeutic approach.

Some very important factors, as of yet still neglected in many published papers
and public repositories, include the tumor’s genomic, transcriptomic, and proteomic
heterogeneity [30–33]. Thus, histopathologically distinct cancer nodules from the same
tumor most frequently have different characteristics. Therefore, the best REFERENCE
for cancer-related genomic alterations of an individual is not the tissue of the average
healthy person of the same race, sex, and age group, but rather the quasi-normal tissue
surrounding his/her cancer nodules [34]. With this reference in mind, the true goal of
anti-cancer therapy is to restore what is considered normal for that person, hence the need
for a personalized approach.

While the diagnostic value of the gene biomarkers is disputable, let us see whether
the restoration of the correct sequence and/or expression level of the biomarkers can
provide the therapeutic answer for cancer. Since the biomarkers are selected from the most
frequently altered genes in cancer patients, it means that their sequences and/or expression
levels are poorly protected by cellular homeostatic mechanisms like the minor players in
cell life. Therefore, their restoration might be of little consequence.

It is very surprising (and disappointing) that almost all gene expression studies neglect
about 99.99% of the information provided by the high throughput transcriptomic platforms
(RNA-sequencing, Agilent microarray, Affimetrix, Illumina BeadChip arrays, etc.), which
will be presented in the Results section below. The traditional analysis considers ONLY
the expression levels of the quantified genes whose comparison between conditions tells
what gene was significantly up-/down-regulated (according to the arbitrarily introduced
cut-off for the absolute fold change) or turned on/off. The genes are eventually clustered
according to their similar behaviors across conditions (e.g., [35,36]), but similar regulation
does not necessarily mean that the clustered genes are interacting with each other (they
may have an upstream common regulator or transcription factor).
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Using publicly available software (based on text mining the peer-reviewed literature)
such as Ingenuity [37], DAVID [38], and KEGG [39], the regulated genes might be organized
into functional pathways. However, the topology of the pathways constructed by such
software has three major flaws: universality, rigidity, and unicity. They are universal in
that they do not discriminate with respect to the strain/race, sex, age, hormonal activity,
etc., and even with respect to the tissue, such as those of the Ca2+- and other signaling
pathways. They are considered to be rigid for not changing in response to aging, medical
treatment, external stimuli, and the progressions of a disease or other dynamic influencing
factors. Finally, each constructed pathway has unique wiring for the genes and not a
spectrum of several possible gene circuits. If two simple elements like hydrogen and
carbon can combine in so many ways to form an unlimited variety of hydrocarbons, how
could one assume that tens of much more complicated units (the genes) network in only a
single way to accomplish a particular task? Therefore, we have used KEGG-constructed
pathways only for illustrative purposes and the coordination analysis to determine the real
gene networking.

Because of the above-discussed deficiencies of the biomarker approach, we switched
our research from the biomarker to the Genomic Fabric Paradigm (GFP, [40]) approach. The
GFP incorporates the traditional analysis of gene expression regulation while considering
two additional classes of independent descriptors, and so offers the most theoretically
possible comprehensive characterization of the transcriptome and personalized solutions
for cancer gene therapy. The two additional transcriptomic descriptors of individual genes,
the Relative Expression Variation and the Expression Correlation with each other gene,
can be determined using the gene expression profiles of biological replicas without supple-
mentary experimental costs. Through the use of the two additional groups of descriptors,
the GFP approach increases by four orders of magnitude the amount of transcriptomic
information extracted from a high throughput (ng RNA-sequencing or microarray) gene
expression platform.

The present study complements a previously published article [40], with GFP analyses
of the remodeling of the five KEGG-constructed excretion system’s functional pathways
in the kidney and chest wall regions of a 74-year-old man affected by metastatic clear cell
renal cell carcinoma (ccRCC).

2. Materials and Methods
2.1. The Best Choice of Tissue Samples

Nevertheless, for statistical significance, a transcriptomic study should profile several
biological replicas of the compared conditions. Most authors use three biological replicas,
but four is (in our view) the best compromise between getting enough statistical relevance
and the errors resulting from the inherent technical noise of the profiling method. In the
case of solid tumors, the most reasonable choice is to take a point biopsy from the center
of a cancer nodule (or each cancer nodule, if there are more) and another one from the
surrounding (almost normal) tissue, split each biopsy into four parts, and profile separately
the resulted quarters. Thus, the reference for the patient’s cancer and the aim of the therapy
is no longer the abstract, racially blind, ageless, and sexless model of the human body but
rather his/her own normal tissue for his/her race, age, and sex. This procedure is standard
in our lab and was used in investigations of surgically removed tumors from kidney [40],
thyroid [41], and prostate [42] cancer patients.

In this study, we re-analyzed transcriptomic data from the surgically removed right
kidney affected by ccRCC Fuhrman grade 3 (two primary cancer nodules, denoted as
PTA and PTB in the renal medula) and its metastasis in the chest wall (CWM). The gene
expression profiles of the three cancer nodules were compared to those of the quasi-normal
surrounding kidney tissue (NOR). Data were obtained using Agilent-026652 Whole Human
Genome Microarrays 4 × 44K v2 and are publicly accessible [43].
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2.2. Data Filtering and Normalization

The hybridized microarray spots with a foreground fluorescence less than twice the
background in one biological replica profiled with microarrays are eliminated from the
analysis of all samples to be compared owing to the non-negligible technical noise. With this
filtering, every profiled sample from all conditions to be compared was reduced to the same
number of distinct transcripts, here “N = 13,314”. The background-subtracted forward
fluorescence of the microarray hybridized spot(s) with transcript “i” from the biological
replica “k” (k = 1, 2, 3, 4) of condition “c”, “ai

(c;k)” were normalized to the expression of
the median gene for that profiled sample. This normalization strategy makes comparable
the expression profiles of all samples, with ai

(c;k) > 1 indicating genes with a higher than
median expression level and ai

(c;k) < 1 genes with a lower than median expression level.
For the analyzed microarray experiment, ai

(c;k) was the sum of the net fluorescence of all
spots probing redundantly transcript “i” in the biological replica “k” of condition “c” (see
Equation (A1) in Appendix A).

2.3. Independent Characteristics of Gene Expression
2.3.1. Normalized Average Expression Level

The filtered and normalized expression values of each transcript “i” were averaged
over the biological replicas of each condition “c” resulting in AVE(c)

i . AVE(c)
i is the genomic

measure that everybody in the field uses to determine whether that transcript abundance
was up-/down-regulated or turned on/off when comparing cancer with healthy samples.
Thus, the GFP includes but is not reduced to the traditional gene expression analysis.

2.3.2. Relative Expression Variability

When properly selected (as quarters of point biopsies), the biological replicas may
be considered as different instances of the same system subjected to distinct local (not
significantly regulating) conditions. This applies to ccRCC samples owing to the strong
crosstalk of cancer cells within the non-uniform microenvironment [5,18]. Thus, we can
add as an independent feature of the transcript “i” in condition “c” the Relative Expression
Variability, “REVi

(c)”, computed as the mid-chi-square (χ2) interval estimate of the coeffi-
cient of variation for “n = 4” biological replicas and “υi” spots probing redundantly the
transcript “i” (Equation (A2) in Appendix A). The REV provides an indirect estimate of
the strength of the cellular homeostatic mechanisms to control the transcript abundances,
with the smallest REV indicating the most stably expressed (i.e., the most controlled) gene
and the largest REV pointing to the most variably expressed (i.e., the least controlled) gene.
Since more control means more energy spent by the cell, it is natural to assume that the right
expressions of the most controlled genes were more important for the cell’s survival and/or
proliferation in the multicellular tissue. As such, the REV analysis tells the investigator
firsthand about the cell priorities.

2.3.3. Expression Coordination

Genes are not single but team players in cell life. Considering the high efficiency of the
cellular phenomena, we have introduced the Postulate of the Transcriptomic Stoichiometry
(PTS) [44] as an extension to gene networking in functional pathways of Proust’s Law of
Definite Proportions from chemistry [45]. The PTS states that: in any steady-state condition,
expressions of genes whose encoded products are part of a functional pathway are coordinated to
ensure the maximum efficiency of that functional pathway. This means that the involved genes
are set to produce the transcripts at the right abundance proportions. The PTS and the
coordination analysis can be used to determine the real gene network responsible for a
particular pathway in a given condition.

The most difficult question is how the genes are networked: in pairs (e.g., agonist-
antagonist), in “ménage à trois” (e.g., agonist, antagonist, and a modulator of both), or in
more complex gene inter-coordination clusters? To answer this question, we adopted a
formalism of correlation functions similar to that used to describe the structure of simple
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liquids (like liquid argon) [46]. Thus, the configuration function “F” of “N” distinct genes
is considered as a superposition of virtual configurations in which the genes are: indepen-
dently expressed (“f 1”), coordinately expressed in pairs (“f 2”), coordinately expressed in
triplets (“f 3”), and so on until all “N” genes are coordinately expressed in a cluster of all
genes (“fN”). As shown in Appendix A, the contributions of the distribution functions of
higher than pair-correlated genes can be neglected, so that the configuration function can
be approximated with a distribution of independently expressed genes and a distribution
of coordinately expressed gene pairs (Equation (A3) in Appendix A).

The problem is now to select the suitable algorithm for gene pairing. There are several
weighted and unweighted types of correlation algorithms (e.g., [47–50]) aiming to identify
the interconnected genes based on their co-regulation determined from the meta-analysis
of genomic data on healthy and cancer-affected populations. By contrast, our aim is to
determine the gene network in a particular condition (normal or cancerous) of only one
individual, so none of these cluster analyses are suitable for our endeavor.

The simplest gene pairing is completed using the Pearson pair-wise correlation coeffi-
cient (hereafter denoted as “COR” instead of the traditional “r”) between the log2 of the
normalized expressions of two genes (“i” and “j”) in the four replicas of the same condition
“c” (shown in Equation (A4) in Appendix A). Although Marbach et al. [51] have shown
that Pearson’s correlation coefficient is not the strongest way to determine gene networks,
it is accurate enough when taking into account the technical noise of the gene expression
platform. With four biological replicas, two genes are (p < 0.05) significantly synergis-
tically expressed (i.e., a positive correlation) if COR ≥ 0.951, antagonistically expressed
(negative correlation) if COR ≤ −0.95, and independently expressed (null correlation) if
|COR| ≤ 0.05. For microarrays probing the same transcript with two spots (i.e., 8 paired
values), the p < 0.05 significance cut-off for synergism/antagonism is |COR| ≥ 0.71, for
three spots (12 paired values) it is |COR| ≥ 0.58, and so on, with the Pearson cut-off
decreasing when the number of probing spots increases [52].

In [53], we defined the coordination score “COORD” with p-value “p” of a pathway
“Γ” in condition “c = NOR, PTA, PTB, CWM” as:

COORD(c)
Γ (p) ≡ SYN(c)

Γ + ANT(c)
Γ − IND(c)

Γ (1)

where “SYN/ANT/IND” are the percentages of all gene pairs from the pathway “Γ” that
are synergistically/antagonistically/independently expressed with a statistical significance
(p-value) “p” in condition “c”.

The COORD score indicates the (p > 0.05) statistically significant influence of that gene
on all other genes.

2.3.4. Topology of the Transcriptome and the Gene Master Regulator

The “REV” and “COR” can be used to determine the Gene Commanding Height
(GCH) that establishes the importance hierarchy of the genes in each region. The top gene
(highest GCH) is termed the Gene Master Regulator (GMR) of that region. The GMR is the
highly protected gene (i.e., low REV, meaning it is critical for cell survival) that also has the
strongest influence on the expression of other genes through expression coordination [54,55]
(Equation (A5) in Appendix A). In all our cancer genomics studies to date ([34,40–42,54,55]),
we found that cancer and normal cells from the same tumor are controlled by different
GMRs. Moreover, the GMR gene of the cancer cells has low GCH in the normal cells.
Therefore, silencing the GMR of the cancer cells is expected to selectively kill the cancer
cells from the tissue with very little influence on the normal cells.

Note: For the GFP users, the transcriptome is no longer a chaotic collection of tran-
scripts, but a multi-dimensional hierarchized mathematical entity subjected to dynamic
sets of expression variability and expression correlations of its components.
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2.4. Transcriptome Alteration in Cancer
2.4.1. Measures of Expression Regulation

We use the GFP to compare the transcriptome of a cancer nodule with that of the
surrounding normal tissue in a tumor. Thus, in addition to identifying what genes were
significantly up-/down regulated in cancer, we determine also how much of the homeo-
static control of the transcript abundance was altered for each gene or group of genes, and
how the gene networks were remodeled.

The traditional analysis considers a gene as significantly regulated in cancerous tissue
compared to normal tissue if the expression ratio “x” (negative for down-regulation) has
an absolute fold-change |x| larger than an arbitrarily introduced cut-off (most frequently
1.5). In most cases, it also adds the condition that the p-value of the heteroscedastic t-test of
mean expressions is less than 0.05. However, the cut-off fold-change could be too stringent
for very stably expressed genes (leading to false negatives) or too lax for very unstably
expressed ones (introducing false positives). Therefore, we use for each gene the cut-off of
the absolute fold-change, “CUT”, considering the combined contributions of its biological
variability and the technical noises of the platform in the two profiled conditions. Thus,
the gene “i” is considered significantly regulated in “cancer” with respect to the normal
tissue (NOR), if the absolute fold-change exceeds the respective “CUT” and the p-value is
less than 0.05 (Equation (A6) in Appendix A).

In many studies, transcriptome alteration is presented as percentages of the sig-
nificantly up- and down-regulated genes. Nonetheless, the percentage of presentation
implicitly assumes that all regulated genes are uniform (+1 or −1) contributors to the
overall transcriptome alteration while neglecting the contributions of the not significantly
regulated genes. A more accurate measure of the expression regulation is the Weighted
Individual (gene) Regulation “WIR”, whose absolute values can be averaged for the genes
included in a functional pathway “Γ” as the Weighted Pathway Regulation “WPR”. In
addition to being applied to all genes (including those not significantly regulated), WIR
takes also into account the absolute expression change and the statistical significance of the
regulation (as shown in Equations (A7) and (A8) in Appendix A).

2.4.2. Regulation of the Control of Transcript Abundance

In a previous paper [56], we defined the Relative Expression Control, “REC,” of gene
“i” in condition (here region) “c” so that positive RECs indicate more than the median-
controlled genes and negative values indicate less than the median-controlled genes in that
condition (shown as Equation (A9) in Appendix A). As shown below (Figure 1), the ccRCC
altered the REVs of individual genes and as a consequence, their hierarchy (illustrated in
Figure 2 below). The difference between the REV inverses in a cancer nodule and those in
the surrounding normal tissue (Equation (A10) in Appendix A) indicates how much the
ccRCC altered the transcript abundance control.

2.4.3. Regulation of Expression Coordination

The regulation of expression coordination can be computed with regard to a single
gene, a group of genes (like those involved in a particular pathway), or all quantified
genes. In this report, the regulation of the expression coordination is limited to the five
KEGG-constructed excretory system pathways (shown in Equation (A11) in Appendix A).
Positive regulation values indicate an overall increase in the expression coordination while
negative values indicate an overall decrease in the expression coordination of gene “i” with
expressions of all genes from the reference pathway “Γ”.
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Figure 1. Independence of: (a) AVE, (b) REV, and (c) COR with ESR1 characteristics for 37 genes
involved in the KEGG-constructed pathway of the “Endocrine and other factor-regulated calcium
absorption”. The CORESR1,ESR1 = 1 values in all conditions validate the coordination analysis. Observe
the differences in all three gene characteristics between the two equally graded and located close to
each other nodules of PTA and PTB.
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Figure 2. Gene Commanding Height (GCH) scores of the genes involved in the five KEGG-
constructed excretory pathways: (a) Aldosterone-regulated sodium reabsorption, (b) Collecting
duct acid secretion, (c) Proximal tubule bicarbonate reclamation, (d) Endocrine and other factor-
regulated calcium reabsorption, and (e) Vasopressin-regulated water reabsorption.

2.4.4. The Transcriptomic Distance

Nonetheless, the most comprehensive measure of the transcriptome alteration should
include all changes: in expression level, expression control, and expression coordination
with all other genes. The Transcriptomic Distance of an Individual gene, “TDI”, is the
Euclidian distance from the origin of the 3D space whose orthogonal axes are: WIR, the
regulation of the expression control, and the regulation of expression coordination (shown
in Equation (A12) in Appendix A).

2.5. Functional Pathways

In this report, we used our experimental data from the profiled samples of a man with
metastatic ccRCC [43] to determine the topology and the ccRCC-induced remodeling of
the transcriptomes associated with the five KEGG-constructed functional pathways of the
excretory system. The analyzed pathways were: (ALDO) hsa04960 Aldosterone-regulated
sodium reabsorption [57], (COLL) hsa04966 Collecting duct acid secretion [58], (ENDO)
hsa04961 Endocrine and other factor-regulated calcium reabsorption [59], (PROX) hsa04964
Proximal tubule bicarbonate reclamation [60], and (VASO) hsa04962 Vasopressin-regulated
water reabsorption [61].

3. Results
3.1. The Global Picture

Expressions of 13,314 unigenes were adequately quantified, normalized, and organized
in functional pathways in all 16 samples. However, not all excretory genes identified by
the KEGG were analyzed. The missing genes were the ones that: (i) were not expressed in
one of the four profiled regions, (ii) had no microarray spot to be probed by, or (iii) were
probed by spots excluded from the analysis because of corrupted pixels.
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Nonetheless, the functional pathways of the excretory system were not mutually
exclusive, some genes being counted in two (e.g., ADCY9 in ENDO and VASO) or even
three excretory pathways (e.g., ATP1A1 in ALDO, ENDO, and PROX). Therefore, the total
number of the quantified distinct excretory genes was 108.

3.2. Independent Characteristics of Gene Expression

Figure 1 illustrates the independence of the three types of expression characteristics
for 37 genes involved in the KEGG-constructed pathway of the “Endocrine and other
factor—regulated calcium reabsorption” [59] using our microarray data on Fuhrman grade
3 metastatic ccRCC samples [38]. For the COR analysis, we chose to represent the expression
correlation with the estrogen receptor 1 (ESR1), owing to the kidney being one of “the most
estrogen-responsive, not reproductive organs in the body” [62].

Of note are the differences between the normal tissue and the cancer nodules not
only in the average expression levels of certain genes (AVE, as expected and reported
by the traditional analysis), but also in the relative expression variability (REV) and
correlation (COR) with other genes (here with ESR1). For instance, the significant ex-
pression antagonism (COR(NOR) = −0.96624, p = 0.0338) of AP2A1 (adaptor-related pro-
tein complex 2, alpha 1 subunit) with ESR1 in the normal tissue is switched into ex-
pression synergism in each of the three cancer nodules. We obtained the following
correlation values (and statistical significances) between ESR1 and AP2A1 in the cancer
samples: COR(PTA) = 0.9607 (p-val = 0.03093), COR(PTB) = 0.970449 (p-val = 0.02955), and
COR(CWM) = 0.958562 (p-val = 0.04144). This result means that in the normal tissue, when
the expression of ESR1 goes up, that of AP2A1 goes down, and when ESR1 goes down,
AP2A1 goes up. By contrast, in cancer, the expression of ESR1 oscillates in-phase with the
expression of AP2A1, so that expressions of both genes go up or down simultaneously. It is
interesting to also note the differences in all three characteristics of the individual genes
between the nodules of PTA and PTB.

The independence of the three characteristics of the individual genes collected from a
regular gene expression experiment with four biological replicas of each histopathologically
distinct region is visually evident. Therefore, each of the three types of analyses brings
non-redundant information and is worth taking into account.

3.3. ccRCC Changed the Gene Hierarchy

Figure 2 presents the GCH scores for all quantified genes selected by the KEGG as
involved in the five excretory functional pathways. Of note are again the substantial
inter-regional differences in the genes’ GCH scores, indicating distinct gene hierarchies
within the corresponding pathways. For instance, the GCH of the IGF1 (insulin-like
growth factor 1 (somatomedin C)) from the “Aldosterone-regulated sodium reabsorption”
pathway increased from 1.41 in NOR to 13.11 (9.28×) in PTA, although it remains practically
unchanged in PTB (2.25) and in CWM (2.38). The CREB3L2 (cAMP responsive element
binding protein 3-like 2) from the “Vasopressin-regulated water reabsorption” pathway
exhibited a GCH increase of 9.57× in PTB compared to PTA. The GCH of the ATP1A2
(ATPase, Na+/K+ transporting, alpha 2 polypeptide) decreased by 16.85× in CWM with
respect to PTB.

3.4. Measures of Individual Gene Regulation

Figure 3 illustrates the six types of quantifying measures of the ccRCC-induced alter-
ations of the genes from the KEGG-constructed pathway hsa04961 of “Endocrine and other
factor-regulated calcium reabsorption”. The six measure types are: the uniform +1/−1 for
significant regulation, the expression ratio (negative for the down-regulation), the WIR
(Weighted Individual (gene) Regulation, negative for down-regulation), the regulation of
the transcription control, the regulation of the expression correlation with all other genes
from the pathway, and the TDI (Transcriptomic Distance of Individual gene).

232



Curr. Issues Mol. Biol. 2023, 45

Curr. Issues Mol. Biol. 2023, 45, FOR PEER REVIEW  11 
 

 

was the single gene significantly down-regulated in PTB (x = −2.60) and CWM (x = −2.01), 

but not in PTA. 

 

Figure 3. Six measures of individual gene regulation in the KEGG-constructed pathway of ENDO 

(Endocrine and other factor-regulated calcium reabsorption). (a) Uniform (+1/−1 for significant up-

/down regulation). (b) Expression ratio × (negative for down-regulation). (c) Weighted individual 

(gene) regulation (WIR, negative for down-regulation). (d) Regulation of transcript abundance con-

trol mechanisms (negative for decreased control). (e) Regulation of expression coordination (with 

respect to every other gene of  the pathway, negative  for reduced correlation);  (f) Transcriptomic 

distance of individual (gene) (here with respect to all its partners within the pathway). Observe that 

all but the uniform measure takes into account the contributions of every single gene. 

As defined, the WIR takes larger absolute values for highly expressed genes in the 

reference (here NOR) region, sometimes even larger for not significantly regulated genes 

than for significantly regulated ones. For instance, DNM2 (dynamin2), which is a signifi-

cantly down-regulated gene  in PTB  (x(PTB→NOR) =  −2.47, CUT(PTB→NOR) = 1.81, p(PTB→NOR) = 

0.0242), had a WIR(PTB→NOR) = 4.73. The DNM2 contribution to the transcriptomic alteration 

in PTB was substantially overpassed by that of the not statistically significantly regulated 

DNM1 (dynamin1: WIR(PTB→NOR) = 95.74, x(PTB→NOR) = −2.12, CUT (PTB→NOR) = 1.66, p(PTB→NOR) = 

0.0969 > 0.05). The reason for this is that in NOR, AVEDNN1 = 94.30 >> 3.30 = AVEDNN2. None-

Figure 3. Six measures of individual gene regulation in the KEGG-constructed pathway of ENDO
(Endocrine and other factor-regulated calcium reabsorption). (a) Uniform (+1/−1 for significant up-
/down regulation). (b) Expression ratio × (negative for down-regulation). (c) Weighted individual
(gene) regulation (WIR, negative for down-regulation). (d) Regulation of transcript abundance control
mechanisms (negative for decreased control). (e) Regulation of expression coordination (with respect
to every other gene of the pathway, negative for reduced correlation); (f) Transcriptomic distance of
individual (gene) (here with respect to all its partners within the pathway). Observe that all but the
uniform measure takes into account the contributions of every single gene.

There are notable differences among the three cancer nodules in all six measures. For
instance, SLC8A1 (solute carrier family 8 (sodium/calcium exchanger), member 1), which
was not regulated in PTA, was significantly up-regulated in PTB (x = 2.75) and significantly
down-regulated in CWM (x = −1.84). Only one gene, ATP1B2 (ATPase, Na+/K+ transport-
ing, beta 2 polypeptide), was significantly upregulated in both PTA (x = 1.91) and PTB
(x = 2.67), but not in CWM. PLCB1 (phospholipase C, beta 1 (phosphoinositide-specific)
was the single gene significantly down-regulated in PTB (x = −2.60) and CWM (x = −2.01),
but not in PTA.

As defined, the WIR takes larger absolute values for highly expressed genes in
the reference (here NOR) region, sometimes even larger for not significantly regulated
genes than for significantly regulated ones. For instance, DNM2 (dynamin2), which is
a significantly down-regulated gene in PTB (x(PTB→NOR) = −2.47, CUT(PTB→NOR) = 1.81,
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p(PTB→NOR) = 0.0242), had a WIR(PTB→NOR) = 4.73. The DNM2 contribution to the tran-
scriptomic alteration in PTB was substantially overpassed by that of the not statistically
significantly regulated DNM1 (dynamin1: WIR(PTB→NOR) = 95.74, x(PTB→NOR) = −2.12,
CUT (PTB→NOR) = 1.66, p(PTB→NOR) = 0.0969 > 0.05). The reason for this is that in NOR,
AVEDNN1 = 94.30 >> 3.30 = AVEDNN2. Nonetheless, by considering the whole change in the
expression level, the WIR tells the investigator much more about the contribution of a gene to
the transcriptome expression alteration than the uniform +1/−1 up-/down regulation.

Overall, the median expression control 100/<REV> increased from 2.58 in NOR to
4.27 in PTA, 2.92 in PTB, and 3.96 in CWM. In the illustrated pathway, we found genes
with a substantial increase in expression control and genes with a substantial decrease in
control in cancer. The most substantial increase of the expression control was for ADCY9
(adenylate cyclase 9) in PTB (∆REC(PTB→NOR) = 12.38). It is remarkable that the control of
ADCY9 had a modest change in PTA (∆REC(PTA→NOR) = 2.08) but the largest decrease of
all in CWM (∆REC(CWM→NOR) = −15.50). The largest decrease in PTA was exhibited by
AP2A1 (adaptor-related protein complex 2, alpha 1 subunit) with ∆REC(PTA→NOR) = −7.97,
but with insignificant changes in the other nodules with ∆REC(PTB→NOR) = −0.17, and
∆REC(CWM→NOR) = 0.26. Interestingly, there are genes (e.g., DNM2) whose control increased
with respect to NOR in one cancer nodule (PTA, ∆REC(PTA→NOR) = 6.2) but decreased in the
equally ranked other nodule from the same tumor (∆REC(PTB→NOR) = −7.2), indicating a
shift in the cell’s priorities. A substantial shift in cell priorities occurred also for VDR (vita-
min D (1,25-dihydroxyvitamin D3) receptor) between the nodules of PTB (∆REC(PTB→NOR)

= 7.92) and CWM (∆REC(CWM→NOR) = −6.07).
We found genes, such as ADCY6, with an increased overall correlation with the other

pathways’ genes with respect to NOR in one nodule (∆COR(PTA→NOR) = 7.39) but decreased
in the other nodules (∆COR(PTB→NOR) = −6.04, ∆COR(PTB→NOR) = −5.92), indicating a
profound remodeling of the gene networking. Interestingly, ADCY6 was significantly
up-regulated in PTA (x = 1.54) and CWM (x = 1.96), but not in PTB (x = 1.29). A very
similar behavior, except that it was not significantly regulated in any of the three can-
cer nodules, was exhibited by AP2A1 (∆COR(PTA→NOR) = 7.60, ∆COR(PTB→NOR) = −7.02,
∆COR(PTB→NOR) = −6.84).

Nevertheless, the most comprehensive measure that incorporates the changes in all
three types of characteristics is the transcriptomic distance of an individual gene (TDI)
from its AVE(NOR), REV(NOR), and COR(NOR) (with all other genes within the pathway)
in the normal tissue. From the TDI perspective, DNM1 (TDI(PTB→NOR) = 95.95 in PTB)
followed by FXYD2 (TDI(PTB→NOR) = 80.21 in PTB) were the most altered genes within this
set. Interestingly, with all differences at the individual gene level, the median TDIs of the
three nodules were close to each other (5.72 for PTA, 5.73 for PTB, and 5.37 for CWM).

3.5. Overall Regulation of the Excretory Pathways

Table 2 presents the overall gene expression alterations of the five KEGG-constructed
excretory pathways as percentages of up- and down-regulation out of the quantified genes
in each of the cancer nodules. Table 2 presents also the WPRs of the analyzed pathways.

With 23.08% in PTA and CWM, and 30.77% in PTB total percentage of up- and down-
regulated genes, the ALDO appears as the most altered pathway. However, from the more
comprehensive WPR perspective, the COLL is the most altered of the five pathways in all
three cancer nodules.

Interestingly, all significantly regulated genes are up for PROX in all three cancer nod-
ules, indicating a major activation of this pathway in ccRCC. The results on the ALDO are
intriguing: while there were equal numbers of up- and down-regulated genes (11.54% of 26)
in both PTA and CWM, in PTB all 30.77% significantly regulated genes were over-expressed.
This means that the ALDO was balanced in PTA and CWM, but strongly activated in PTB.
The ALDO regulomes (sets of significantly regulated genes in this pathway) of the three
cancer nodules are different, with only one gene, PIK3R2 (phosphoinositide-3-kinase,
regulatory subunit 2 (beta)), being significantly up-regulated in all three nodules.
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Table 2. Number of quantified out of number of included genes in the five KEGG-constructed
functional pathways of the excretory system, their percentages, and overall weighted regulations in
each cancer nodule. ALDO = Aldosterone-regulated sodium reabsorption, COLL = Collecting duct
acid secretion, ENDO = Endocrine and other factor-regulated calcium reabsorption, PROX = Proximal
tubule bicarbonate reclamation, and VASO = Vasopressin-regulated water reabsorption.

PTA PTB CWM

Path Genes %Up %Down WPR %Up %Down WPR %Up %Down WPR

ALDO 26/37 11.54 11.54 1.12 30.77 0.00 8.19 11.54 11.54 2.32

COLL 16/27 6.25 12.50 5.20 12.50 0.00 16.36 12.50 0.00 9.69

ENDO 37/53 5.41 2.70 0.88 18.92 5.41 7.68 8.11 5.41 2.15

PROX 18/23 16.67 0.00 0.96 38.89 0.00 9.04 11.11 0.00 2.12

VASO 36/44 8.33 11.11 0.69 11.11 5.56 0.93 2.78 8.33 0.77

Results from Table 2 show that even when closely located and with equal pathology
grades, cancer nodules from the same tumor (PTA and PTB) may exhibit different gene
alterations, questioning the validity of meta-analyses comparing ccRCC patients with
healthy counterparts.

3.6. False Hits

Figure 4 presents the excretory genes that would have been considered as significantly
regulated in the traditional analysis (|x(cancer→NOR)| > 1.5) but were identified by our cut-off
criterion as false positive hits (|x(cancer→NOR)|≤ CUT(cancer→NOR)). In contrast, the CREB3L4
(cAMP responsive element binding protein 3-like 4) was identified as a false negative hit
(|x(PTA→NOR)| < 1.50) in PTA because |x(PTA→NOR)| = 1.40 > CUT(PTA→NOR) = 1.38). In con-
sequence, the false positive hits were eliminated, and the false negative hits were included
in the “excretory regulomes” of the three cancer nodules.
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GeneName PTA CUT PTB CUT CWM CUT

AP2A2 −1.94 2.16

AP2M1 1.67 2.00

AQP4  −1.79 2.26

ATP1B2 1.80 1.87

ATP1B3 −1.63 1.77

ATP6V1E1 −1.58 1.92

CLTA −1.56 2.21

CREB3L4 −1.40 1.38

DYNC2LI1 1.60 2.69

GLS −1.54 2.07

GLUD2 −1.62 1.66 −1.57 1.65  −1.59 1.71

IGF1 −1.59 1.72

INSR  −1.86 2.03

KL 1.80 1.93

MDH1 1.51 2.05

NEDD4L −1.51 1.60

PCK2 −1.69 2.19  −1.76 2.27

PIK3CB 1.55 1.99

RAB11A 1.59 1.67

SGK1 1.61 1.93

SLC38A3 1.53 1.75

SLC4A4 1.73 1.89

STX4  −1.55 1.80

TCIRG1 1.64 2.00

VDR −1.77 1.99  −1.78 1.91

Figure 4. Excretory genes identified by our absolute fold-change criterion
(|x(cancer→NOR)| > CUT(cancer→NOR)) as false positive hits (red accent 2 lighter 60% back-
ground) and false negative hits (light blue background) in the traditional analysis of gene expression.
PTA/PTB/CWM = expression ratio (negative for down-regulation) in the indicated cancer nodule
with respect to the normal tissue (NOR). CUT = absolute fold-change cut-off to consider a gene as
significantly regulated.
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3.7. Location of the Regulated Genes in the Excretory System’s Functional Pathways

See Figure 5 for the hsa04962 (VASO) “Vasopressin-regulated water reabsorption”
and Figures S1–S4 from Supplementary Material for the other four KEGG-constructed
excretory system pathways present for every profiled cancer nodule and the localizations
of the regulated genes. Of note are the inter-nodule differences in the subsets of the
regulated genes.

We found that although the VASO gene of AVP (arginine vasopressin) was not
significantly regulated in any of the three cancer nodules, expressions of several other
genes were significantly altered (though not in the same way) in all profiled regions. For
instance, the AQP3 (aquaporin 3 (Gill blood group)) was found as down-regulated in
PTA (x(PTA→NOR) = −2.808) and CWM (x(CWM→NOR) = −5.846) but up-regulated in PTB
(x(PTB→NOR) = 2.034).

The opposite regulations of the AQP3 in the two closely located and equally patholog-
ically graded nodules of PTA and PTB is another argument to consider the “transcriptomic
signature” unreliable for ccRCC [63]. The GDC data Portal of the National Cancer Institute
reports four cases of kidney cancer (three females and one male) where AQP3 was found to
be mutated.

Unfortunately, the important AQP2 (aquaporin 2) and AVPR2 (arginine vasopressin
receptor 2) were not quantified in this experiment.

Only two excretory genes were similarly regulated in all three cancer nodules. The
VASO gene CREB3L4 (cAMP responsive element binding protein 3-like 4) was down-regulated:
x(PTA→NOR) = −1.40 (CUT (PTA→NOR) = 1.38, p(PTA→NOR) = 0.040); x(PTB→NOR) = −1.74
(CUT(PTB→NOR) = 1.63, p(PTB→NOR) = 0.031), x(CWM→NOR) = −1.95 (CUT(CWM→NOR) = 1.48,
p(CWM→NOR) = 0.003). The down-regulation of the CREB3L4 gene in PTA would have been
considered not significant in the traditional analysis requiring |x(PTA→NOR)| > 1.50, but
was identified as significant by our algorithm that requires the absolute fold-change to
exceed the cut-off value computed for that gene in the compared samples.
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Figure 5. The regulated genes from the KEGG-constructed pathway of hsa04962 “Vasopressin-
regulated water reabsorption” in the three cancer nodules with respect to the surrounding normal
(NOR) tissue in the right kidney: (a) PTA, (b) PTB, and (c) CWM. Red/green background of the
gene symbol indicates significant up-/down-regulation, yellow background indicates not statistically
significant regulation, while blank background indicates that that gene was not quantified. Signif-
icantly regulated genes: ADCY6 (adenylate cyclase 6), AQP3, CREB3 (cAMP responsive element
binding protein 3), CREB3L2/3/4 (cAMP responsive element binding protein 3-like 2/3/4), DCTN1/2
(dynactin 1/2), DYNC2LI1 (dynein, cytoplasmic 2, light intermediate chain 1), GNAS (GNAS complex
locus), and VAMP2 (vesicle-associated membrane protein 2 (synaptobrevin 2)). Note the differences
among the three nodules including that AQP3 is down-regulated in PTA and CWM, but up-regulated
in PTB.
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In contrast, the ALDO gene PIK3R2 (phosphoinositide-3-kinase, regulatory subunit 2
(beta)) was upregulated in all three cancer nodules: x(PTA→NOR) = 3.31 (CUT(PTA→NOR) = 1.89,
p(PTA→NOR) = 0.013), x(PTB→NOR) = 1.85 (CUT(PTB→NOR) = 1.82, p(PTB→NOR) = 0.046),
x(CWM→NOR) = 3.30 (CUT(CWM→NOR) = 1.90, p(CWM→NOR) = 0.032).

Two genes were oppositely regulated in the nodules of PTB and CWM: the ALDO gene
SFN (stratifin; x(PTB→NOR) = 2.03, x(CWM→NOR) =−1.95) and the ENDO gene SLC8A1 (solute
carrier family 8 (sodium/calcium exchanger), member 1; x(PTB→NOR) = 2.75,
x(CWM→NOR) = −1.84).

Three genes were similarly regulated in PTA and PTB: the ATP1B2 (ATPase, Na+/K+

transporting, beta 2 polypeptide; x(PTA→NOR) = 1.91, x(PTB→NOR) = 2.67), the DCTN2 (dyn-
actin 2 (p50); x(PTA→NOR) =−1.51, x(PTB→NOR) =−2.06), and the SLC4A4 (solute carrier fam-
ily 4 (sodium bicarbonate cotransporter), member 4; x(PTA→NOR) = 2.19,
x(PTB→NOR) = 2.57).

Three regulated genes in PTA were similarly regulated in CWM: the ADCY6 (adenylate
cyclase 6; x(PTA→NOR) = 1.52, x(CWM→NOR) = 1.96), the KRAS (Kirsten rat sarcoma viral oncogene
homolog; x(PTA→NOR) = 2.21, x(CWM→NOR) = 2.77), and the PIK3CD (phosphatidylinositol-4,5-
bisphosphate 3-kinase, catalytic subunit delta; x(PTA→NOR) = −1.65,
x(CWM→NOR) =−1.97).

Two genes were similarly regulated in PTB and CWM: the CA2 (carbonic anhy-
drase II; x(PTB→NOR) = 9.94, x(CWM→NOR) = 3.44) and the PLCB1 (phospholipase C, beta 1
(phosphoinositide-specific), x(PTB) = −2.60, x(CWM) = −2.01).

3.8. Tumor Heterogeneity of the Transcriptomic Networks

Figure 6 presents the (p < 0.05) significant synergism, antagonism, and indepen-
dence among the genes from the hsa04961 pathway of ENDO (Endocrine and other factor-
regulated calcium reabsorption) [59]. It is interesting to observe that the percentage of
the synergistic pairs increased from 12.28% in NOR to 26.90% in PTA, 20.76% in PTB,
and 16.96% in CWM. The percentage of the antagonistic pairs increased from 9.65% in
NOR to 21.92% in PTA, 20.76% in PTB, and 16.08% in CWM, while that of the indepen-
dently expressed pairs decreased from 12.28% in NOR to 4.09% in PTA, 4.68% in PTB, and
6.43% in CWM. Altogether, the coordination score COORD = %synergistic + %antago-
nistic − %independent increased from 9.65% in NOR to 44.74% in PTA, 36.84% in PTB,
and 26.61% in CWM. These results indicate a substantial ccRCC-triggered increase in the
inter-coordination of the genes involved in this pathway.

Of note are again the substantial differences between the PTA and PTB regions, indi-
cating distinct wiring of the genes in the functional network. For instance, there are 7 genes
(AP2S1, ATP1A2, ATP2B3, CLTCL1, DNM3, ESR1, and PLCB2) whose significant correla-
tions with the sodium/calcium exchanger SLC8A1 are opposite in the two kidney nodules,
indicating major differences in the gene networking. Thus, the ATP1A2, ATP2B3, CLTCL1,
DNM3, and ESR1 are synergistically expressed with the SLC8A1 in PTA but antagonisti-
cally expressed with the SLC8A1 in PTB, while the AP2S1 and PLCB2 are antagonistically
expressed with the SLC8A1 in PTA but synergistically expressed with the SLC8A1 in PTB.

Figure 7 presents the (p < 0.05) statistically significant synergism, antagonism, and
independence of the quantified excretory genes with AVP in all four regions profiled. In
the KEGG-constructed “Vasopressin-regulated water reabsorption” (VASO) pathway, AVP
is directly connected to AVPR2 (arginine vasopressin receptor 2; not quantified in the
experiment) and indirectly connected to GNAS. Using the COR analysis, we found that in
the normal kidney AVP is significantly connected to the CREB3L1, CREB3L4, DYNC1H1,
and RAB5A.
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AP2A2 1 -1 1 1 -1 1 1 0 -1 -1 -1 1 0 1 -1 -1 1 0 -1 1 0 0 -1 1 -1 -1 0 -1 1 1 -1 0 1 -1 -1 -1 -1

AP2B1 0 0 0 0 1 0 0 1 0 1 1 -1 -1 -1 0 1 0 0 0 -1 0 0 0 0 1 1 0 0 -1 0 1 1 -1 1 1 0 1

AP2M1 1 0 1 1 1 1 1 1 -1 0 -1 1 0 1 -1 -1 1 -1 -1 0 1 -1 -1 1 -1 -1 1 -1 0 1 -1 1 1 -1 -1 -1 -1

AP2S1 1 0 1 0 1 1 1 1 -1 0 -1 1 0 1 -1 0 1 -1 -1 0 1 -1 -1 1 -1 -1 1 -1 0 1 0 1 0 -1 -1 -1 -1

ATP1A1 0 1 0 0 0 0 0 1 0 1 0 0 -1 0 -1 0 1 -1 -1 -1 1 -1 -1 1 0 0 1 -1 -1 1 0 1 0 0 0 -1 0

ATP1A2 -1 0 -1 -1 0 -1 0 0 1 0 1 -1 0 -1 1 1 -1 1 1 0 -1 1 1 -1 1 1 0 1 0 -1 1 0 -1 1 1 1 1

ATP1A3 0 0 0 0 1 1 1 -1 0 1 1 0 -1 0 0 1 0 0 0 -1 0 0 0 0 0 0 1 0 -1 0 1 1 -1 1 1 0 0

ATP1A4 0 -1 0 0 1 0 0 -1 0 1 1 -1 0 -1 1 1 -1 1 1 0 0 1 1 -1 1 1 0 1 0 -1 1 0 -1 1 1 1 1

ATP1B1 1 0 1 1 1 1 1 0 -1 1 0 1 0 1 -1 -1 1 0 -1 1 0 -1 -1 1 -1 -1 0 -1 1 1 -1 0 1 -1 -1 -1 -1

ATP1B2 1 -1 1 1 0 1 1 -1 -1 1 1 1 1 0 0 0 0 1 0 1 -1 0 0 0 0 0 0 0 1 0 -1 -1 1 0 0 0 0

ATP1B3 0 1 0 0 -1 -1 -1 1 0 -1 -1 0 -1 1 -1 -1 1 0 -1 0 0 -1 -1 1 -1 -1 0 -1 0 1 -1 0 1 -1 -1 -1 -1

ATP2B3 -1 0 -1 -1 0 -1 -1 0 1 0 0 -1 -1 0 1 1 -1 1 1 0 0 1 1 -1 1 1 -1 1 0 -1 0 -1 0 1 1 1 1

BDKRB2 -1 0 -1 0 0 0 0 -1 1 0 1 0 0 -1 1 1 -1 0 1 -1 0 0 1 -1 1 1 0 1 -1 -1 1 0 -1 1 1 1 1

CLTA 0 1 0 0 0 0 0 1 0 -1 -1 0 -1 1 0 -1 1 -1 -1 0 0 -1 -1 1 -1 -1 1 -1 0 1 -1 1 1 -1 -1 -1 -1

CLTB 0 1 0 -1 1 0 0 1 0 0 0 0 -1 0 0 0 0 1 1 0 -1 1 1 -1 1 1 0 1 1 -1 0 -1 0 0 0 1 1

CLTCL1 -1 -1 -1 0 0 0 0 -1 1 0 1 0 0 -1 1 1 -1 0 1 0 0 1 1 -1 1 1 0 1 0 -1 1 0 -1 1 1 1 1

DNM1 1 0 1 1 0 1 0 0 -1 0 0 1 1 0 -1 -1 0 -1 0 1 -1 0 0 0 0 0 0 0 1 0 -1 -1 1 -1 0 0 0

DNM2 1 0 1 1 0 1 1 0 -1 1 0 1 1 0 -1 0 0 0 0 1 1 -1 -1 0 0 0 0 0 -1 1 0 1 0 0 0 -1 0

DNM3 0 -1 0 1 1 1 0 -1 0 1 1 0 1 -1 0 1 -1 0 1 0 1 1 1 -1 1 1 -1 1 0 -1 0 -1 0 1 1 1 1

ESR1 -1 0 -1 -1 0 -1 0 0 1 0 0 -1 0 0 1 1 0 0 1 -1 -1 0 1 -1 1 1 0 1 0 -1 1 -1 0 1 1 1 1

FXYD2 1 0 1 1 0 1 1 0 -1 1 0 1 1 0 -1 0 0 0 0 1 1 1 -1 1 -1 -1 0 -1 0 1 -1 1 1 -1 -1 -1 -1

GNAQ 0 -1 1 1 0 1 0 0 -1 0 0 0 1 0 -1 0 0 -1 0 1 1 0 -1 1 1 1 0 1 0 -1 1 0 -1 1 1 1 1

GNAS -1 -1 0 0 0 0 0 -1 0 0 1 0 0 -1 0 1 -1 -1 1 0 0 1 0 0 0 1 0 1 0 -1 1 0 -1 1 1 1 1

KL 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 -1 -1 1 0 0 0 0 1 0 0 0 -1 0

KLK2 -1 0 -1 -1 0 -1 -1 0 1 0 0 -1 0 0 1 1 0 0 1 -1 -1 0 1 -1 -1 1 0 1 0 -1 1 0 -1 1 1 1 1

PLCB1 1 0 1 1 0 1 1 0 -1 0 0 1 1 0 -1 0 0 0 0 1 1 0 -1 1 1 0 0 -1 1 0 -1 -1 1 0 0 0 0

PLCB2 0 -1 0 1 1 1 0 -1 0 1 1 0 1 -1 0 0 -1 0 1 0 1 1 0 1 0 1 0 0 1 1 -1 0 0 -1 -1 -1 -1

PRKACA 0 0 0 0 1 0 1 0 0 1 1 0 0 -1 0 1 0 1 0 -1 0 0 0 0 -1 0 1 0 0 0 1 0 -1 1 1 0 1

PRKACB 0 0 0 0 1 1 1 -1 0 1 1 1 1 -1 0 0 -1 0 0 0 1 1 0 0 0 0 1 0 0 1 1 1 0 0 0 -1 0

PRKCA 1 1 0 0 0 0 1 1 0 0 0 1 0 0 -1 -1 1 1 -1 0 0 0 0 0 0 -1 1 -1 0 0 0 0 1 -1 -1 0 -1

PRKCB -1 0 -1 -1 1 0 0 0 1 0 1 0 0 0 1 1 0 1 1 -1 -1 0 1 -1 -1 0 1 1 -1 0 1 0 0 1 1 1 1

RAB11A 0 1 0 0 0 0 0 1 0 -1 -1 0 -1 1 0 -1 1 1 -1 0 0 -1 0 0 0 -1 0 -1 0 -1 0 0 1 0 1 1 1

SLC8A1 0 -1 0 0 1 1 1 -1 0 1 1 1 1 -1 0 1 -1 0 0 0 1 1 0 1 0 0 0 0 0 1 1 1 0 0 -1 1 1

VDR -1 1 -1 -1 0 -1 0 0 1 -1 0 -1 -1 1 1 0 0 1 0 -1 -1 -1 1 -1 -1 0 0 1 -1 -1 0 0 0 1 0 -1 1

A
D
C
Y6

A
D
C
Y9

A
P
2
A
1

A
P
2
A
2

A
P
2
B
1

A
P
2
M
1

A
P
2
S1

A
TP

1
A
1

A
TP

1
A
2

A
TP

1
A
3

A
TP

1
A
4

A
TP

1
B
1

A
TP

1
B
2

A
TP

1
B
3

A
TP

2
B
3

B
D
K
R
B
2

C
LT
A

C
LT
B

C
LT
C
L1

D
N
M
1

D
N
M
2

D
N
M
3

ES
R
1

FX
YD

2

G
N
A
Q

G
N
A
S

K
L

K
LK
2

P
LC
B
1

P
LC
B
2

P
R
K
A
C
A

P
R
K
A
C
B

P
R
K
C
A

P
R
K
C
B

R
A
B
1
1
A

SL
C
8
A
1

V
D
R(a)

N
O
R

P
T
A

Curr. Issues Mol. Biol. 2023, 45, FOR PEER REVIEW  19 
 

 

 

Figure 6. (p < 0.05) significant synergism, antagonism, and independence among the genes respon-

sible for the Endocrine and other factor-regulated calcium reabsorption . (a) Significant gene expres-

sion correlations in NOR and PTA. (b) Significant gene expression correlations in PTB and CWM. A 

red/blue/yellow square indicates significant synergism/antagonism/independence of the genes la-

beling the intersecting row and column, while a blank square means a lack of statistical significance 

of the expression correlation. 

Of note are again the substantial differences between the PTA and PTB regions, indi-

cating distinct wiring of  the genes  in  the  functional network. For  instance,  there are 7 

genes  (AP2S1, ATP1A2, ATP2B3, CLTCL1, DNM3, ESR1, and PLCB2) whose  significant 

correlations with the sodium/calcium exchanger SLC8A1 are opposite in the two kidney 

nodules, indicating major differences in the gene networking. Thus, the ATP1A2, ATP2B3, 

CLTCL1, DNM3, and ESR1 are synergistically expressed with the SLC8A1 in PTA but an-

tagonistically expressed with the SLC8A1 in PTB, while the AP2S1 and PLCB2 are antag-

onistically  expressed with  the  SLC8A1  in  PTA  but  synergistically  expressed with  the 

SLC8A1 in PTB. 

Figure 7 presents the (p < 0.05) statistically significant synergism, antagonism, and 

independence of the quantified excretory genes with AVP in all four regions profiled. In 

the  KEGG-constructed  “Vasopressin-regulated  water  reabsorption”  (VASO)  pathway, 

AVP is directly connected to AVPR2 (arginine vasopressin receptor 2; not quantified in the 

experiment) and indirectly connected to GNAS. Using the COR analysis, we found that in 

the normal kidney AVP is significantly connected to the CREB3L1, CREB3L4, DYNC1H1, 

and RAB5A. 
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DNM3 1 0 1 -1 1 -1 -1 0 1 1 0 -1 0 -1 1 -1 0 1 1 0 0 1 1 0 1 1 0 1 0 0 1 0 0 1 0 1 1
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FXYD2 0 1 -1 1 -1 1 1 1 -1 0 1 1 1 1 -1 0 0 -1 -1 0 0 -1 -1 1 0 0 -1 0 1 1 0 1 1 0 -1 0 0

GNAQ 1 -1 1 -1 1 -1 -1 0 1 0 0 -1 -1 -1 1 -1 0 1 1 -1 0 1 1 -1 1 1 0 1 -1 -1 0 -1 -1 1 0 1 1

GNAS 0 -1 1 -1 1 -1 -1 -1 1 0 -1 -1 -1 -1 1 0 0 1 1 0 0 1 1 -1 1 1 0 1 0 -1 0 -1 -1 1 0 1 1

KL 0 1 0 0 -1 1 0 1 0 0 1 0 1 0 0 0 0 -1 0 0 1 -1 -1 1 0 -1 1 0 0 -1 0 -1 -1 0 1 -1 0

KLK2 0 -1 1 -1 1 -1 -1 -1 1 0 -1 -1 -1 -1 1 0 0 1 1 0 0 1 1 -1 1 1 -1 1 -1 -1 0 -1 -1 1 0 1 1

PLCB1 1 -1 1 -1 1 -1 -1 -1 1 0 -1 -1 -1 -1 1 0 0 1 1 0 0 1 1 -1 1 1 -1 1 1 1 0 0 1 -1 -1 0 0

PLCB2 -1 0 -1 1 0 1 1 0 -1 -1 0 1 0 1 -1 1 1 -1 -1 1 -1 -1 -1 1 -1 -1 0 -1 -1 1 0 1 1 -1 -1 0 0

PRKACA 1 -1 1 -1 1 -1 -1 0 1 1 0 -1 -1 -1 1 -1 0 1 1 -1 0 1 1 -1 1 1 0 1 1 -1 1 0 0 1 0 0 1

PRKACB 1 0 0 0 0 0 0 1 0 1 1 0 0 -1 0 -1 -1 0 0 -1 1 0 0 0 0 0 1 0 0 0 0 1 1 -1 -1 0 0

PRKCA -1 1 -1 1 -1 1 1 1 -1 0 1 1 1 1 -1 0 0 -1 -1 1 0 -1 -1 1 -1 -1 1 -1 -1 1 -1 0 1 -1 -1 0 -1

PRKCB -1 0 -1 0 0 0 1 0 -1 -1 0 1 0 0 -1 1 1 0 -1 0 -1 -1 -1 0 0 0 0 0 -1 1 -1 0 0 1 0 1 1

RAB11A 0 1 0 0 -1 1 0 1 -1 0 1 1 1 0 -1 0 0 -1 -1 0 0 -1 -1 1 0 -1 1 -1 -1 0 0 1 1 0 1 0 0

SLC8A1 -1 1 -1 1 -1 1 1 0 -1 -1 0 1 0 1 -1 1 1 -1 -1 1 0 -1 -1 1 -1 -1 0 -1 -1 1 -1 0 1 1 1 1 1

VDR 1 0 1 0 0 0 0 0 1 1 1 -1 0 0 1 -1 -1 0 1 -1 1 1 0 0 0 0 0 0 0 -1 1 1 0 -1 0 -1 1

Figure 6. (p < 0.05) significant synergism, antagonism, and independence among the genes responsi-
ble for the Endocrine and other factor-regulated calcium reabsorption. (a) Significant gene expression
correlations in NOR and PTA. (b) Significant gene expression correlations in PTB and CWM. A
red/blue/yellow square indicates significant synergism/antagonism/independence of the genes
labeling the intersecting row and column, while a blank square means a lack of statistical significance
of the expression correlation.
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Figure 7. Statistically significant synergism, antagonism, and independence of excretory genes with 

arginine vasopressin (AVP) in all four profiled regions. (a) Significant expression correlation part-

ners of AVP in NOR. (b) Significant expression correlation partners of AVP in CWM. (c) Significant 

expression correlation partners of AVP in PTA. (d) Significant expression correlation partners of AVP 

in PTB. A continuous red/blue line indicates synergism/antagonism, while a dashed black line indi-

cates  significant  independence. Letters A, C, E, P, and V  indicate  the pathway affiliations of  the 

genes: A = Aldosterone-regulated sodium reabsorption, C = Collecting duct acid secretion, E = En-

docrine and other factor-regulated calcium reabsorption, P = Proximal tubule bicarbonate reclama-

tion , and V = Vasopressin-regulated water reabsorption. Note: only the genes with significant cor-

relations in at least one region were included in the figure. 

The cancer reconfigures the VASO networks, so that in PTA, the AVP is significantly 

connected to the CREB3L3, NSF, PRKACB, and RAB5B. In PTB, the AVP is connected to 

Figure 7. Statistically significant synergism, antagonism, and independence of excretory genes with
arginine vasopressin (AVP) in all four profiled regions. (a) Significant expression correlation partners
of AVP in NOR. (b) Significant expression correlation partners of AVP in CWM. (c) Significant
expression correlation partners of AVP in PTA. (d) Significant expression correlation partners of
AVP in PTB. A continuous red/blue line indicates synergism/antagonism, while a dashed black
line indicates significant independence. Letters A, C, E, P, and V indicate the pathway affiliations
of the genes: A = Aldosterone-regulated sodium reabsorption, C = Collecting duct acid secretion,
E = Endocrine and other factor-regulated calcium reabsorption, P = Proximal tubule bicarbonate
reclamation, and V = Vasopressin-regulated water reabsorption. Note: only the genes with significant
correlations in at least one region were included in the figure.
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The cancer reconfigures the VASO networks, so that in PTA, the AVP is significantly
connected to the CREB3L3, NSF, PRKACB, and RAB5B. In PTB, the AVP is connected to
the CREB3L2, RAB11A, and RAB5B, while in CWM it is connected to no hsa04962 gene.
Remarkably, the hsa04962 genes that also have significant independence with respect to
AVP are: DYNC1H1 in NOR, CREB3 and RAB1A in PTA, ARHGDIB in PTB and ARHGDIA,
DCTN1, and DYNC1H1 in CWM.

4. Discussion

This study continues the analyses from a previous article [40] on four samples collected
from the chest wall metastasis (CWM), two primary tumor regions (PTA and PTB), and
the surrounding normal tissue (NOR) in the right kidney of a man with metastatic ccRCC.
In [40], we analyzed the ccRCC impact on cyclins, cyclin kinases, and the functional
pathways of apoptosis, chemokine and VEGF signaling, oxidative phosphorylation, basal
transcription factors, and RNA polymerase, while here we focused on the five KEGG-
constructed functional pathways of the excretory system.

An important finding of the previous paper [40], reconfirmed in the present study, was
that even equally Fuhrman-graded (3) and closely located cancer nodules from the same
kidney exhibit substantial transcriptomic differences and are under the command of distinct
gene master regulators. Considerably transcriptomic differences between equally graded
cancer nodules were also reported by us in two prostate cancer studies [34,42]. Importantly,
tumor heterogeneity, present even in patient-derived RCC organoids [64], is not limited to
the genes’ mutations [65] or expression levels [66], but encompasses also the control of the
transcripts’ abundances and the way the genes are interconnected in functional pathways.
Tumor heterogeneity and the unrepeatable set of cancer-favoring factors characterizing
each human make the “transcriptomic signature” unreliable (e.g., [67,68]), and even of the
integrated proteogenomic characterization [69] derived from comparing genomic data from
large populations of cancer and healthy people is made unreliable. Instead, it imposes the
normal tissue surrounding the cancer nodule(s) in the tumor as the most trustable reference.

The novel findings on the alterations of the mechanisms controlling the transcript
abundances and the remodeling of the functional pathways were possible by adopting the
Genomic Fabric Paradigm (GFP) and the use of its mathematically advanced algorithms
and software (detailed in [54]). The GFP improves the traditional gene expression analysis
by replacing the arbitrarily introduced (1.5×) cut-off for the absolute fold-change of a
gene to be considered as significantly regulated with a cut-off computed for each gene
in the compared conditions that considers both biological variability and technical noise.
While incorporating an improved version of the traditional analysis, the GFP goes further
by also analyzing the gene expression control and inter-coordination. These additional
characteristics provide as much supplementary information as going from knowing the
height of a mountain to featuring it on a 3D scale model. The independence of the three
types of expression characteristics was illustrated here for the genes involved in the KEGG-
constructed pathway of the “Endocrine and other factor-regulated calcium absorption”.
The independence of the three types of expression characteristics can be proven for any
other gene subset (principle discussed in [53]). For instance, in previously published
cancer genomics papers, we proved the independence of genes involved in: chemokine
signaling [40], apoptosis [55], evading apoptosis [42], and mTOR signaling [34].

The gene networks constructed with the COR analysis do not have the same faults of
universality, unicity, and rigidity as those built with the KEGG and other software. The
COR-determined networks are not universal but instead depend on the race, age, and
other personal characteristics of the patient that modulate his/her gene expression, as we
proved in [34] for two prostate cancer patients and two standard human prostate cancer
cell lines. They are not unique, with cancer nodule(s) and normal tissue exhibiting different
gene wiring, and certainly not rigid, but remodeling during aging, the progression of the
disease, and in response to treatment and other external stimuli. Thus, the Postulate of
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Transcriptomic Stoichiometry (PTS, [44]) also extends Dalton’s Law of Multiple Proportions
from chemistry [45] to gene networks.

This analysis of the expression correlation among the genes of the “Endocrine and
other factor-regulated calcium reabsorption” revealed an interesting partnership with the
estrogen receptor 1 (ESR1), which is a tumor driver and drug-targeting factor in cancer [70],
and regulator of age-related mitochondrial dysfunction and inflammation [71]. Thus,
while its expression synergisms with the ATP2B3 (ATPase, Ca++ transporting, plasma
membrane 3) and KLK2 (kallikrein-related peptidase 2) in NOR are not modified by ccRCC,
the antagonistic expression with the AP2A1 is switched to a synergistic one in all three
cancer nodules. Because the AP2A1 is important in vesicle formation and intracellular
membrane trafficking [72], our result indicates that cancer switched the type of estrogen
influence on the intracellular transport phenomena. Interestingly, the altered expression
of ESR1 was associated with anti-cancer drug resistance, and non-coding events were
identified in the regulatory hotspot of AP2A1 in various metastatic cancers [73].

We found that the excretory genes rank much lower than the GMRs identified for
each region in [40]. Thus, the GNAQ (guanine nucleotide-binding protein (G protein), q
polypeptide), the top gene involved in the “Endocrine and other factor-regulated calcium re-
absorption” in both NOR (GCH(NOR) = 9.46) and CWM (GCH(CWM) = 17.43), is far below the
GMRs of these regions: the DAPK3 (death-associated protein kinase 3, GCH(NOR) = 30.31)
and the ALG13 (UDP-N-acetylglucosaminyltransferase subunit, GCH(CWM) = 82.95). The
IGF1 (insulin-like growth factor 1 (somatomedin C), GCH(PTA) = 13.11) from the pathway
of the “Aldosterone-regulated sodium reabsorption” is far below the TASOR (transcription
activation suppressor, GCH(PTA) = 63.97) in PTA. The ATP1A2 (ATPase, Na+/K+ trans-
porting, alpha 2 polypeptide, GCH(PTB) = 9.95) from the pathway of the “Proximal tubule
bicarbonate reclamation” is below the FAM27C (family with sequence similarity 27, member
C, GCH(PTB) = 57.19) in PTB. The much lower GCH scores mean that although the excretory
pathways were strongly regulated, no excretory gene is an efficient target for gene therapy
against any of the three cancer nodules.

The substantial decrease in the homeostatic control of AP2A1 expression in PTA but not
in PTB and CWM indicates that, although not significantly regulated
(x(PTA→NOR) = 1.22 < 1.57 = CUT(PTA→NOR), x(PTB→NOR) = 1.04 < 1.61 = CUT(PTB→NOR),
x(CWM→NOR) = 1.13 < 1.55 = CUT(CWM→NOR)), the AP2A1 lost its importance for the cell
homeostasis in PTA while keeping it at NOR level in the other nodules. The most interest-
ing case for the expression control analysis was that of ADCY9, a biomarker for glioma [74],
lung [75], and hepatocellular carcinoma [76], as well as colorectal [77], bladder [78], and
pancreatic cancers [79]. The ADCY9 exhibited the largest increase of the homeostatic con-
trol in PTB and the largest decrease in CWM among all profiled excretory genes, while
its control in PTA remained the same as in the normal tissue. These results indicate that
while cancer had no effect on the homeostatic control of the ADCY9 transcript abundance
in one region (PTA) of the tumor, it made the right ADCY9 expression critical in another
region (PTB), and totally irrelevant in the metastasis nodule (CWM). Since the expression
of ADCY9 is normally four times more controlled than the median kidney gene, we predict
that the expression manipulation of ADCY9 will wholly jeopardize the PTB cells, and
have a similar (high) negative effect on both normal and PTA cells, while stimulating the
proliferation of CWM cells. Thus, at least for this patient, targeting ADCY9 could be both
beneficial and harmful.

The increased overall correlation of the ADCY6 and AP2A1 with all other genes from
the “Endocrine and other factor-regulated calcium reabsorption” pathway (Figure 3e) in
PTA, but the decrease in the other two cancer nodules, indicates substantially different
gene networks. Thus, according to Figure 6, in NOR, the AP2A1 has four statistically signif-
icant synergistically (ADCY6, DNM2, FXYD2, PLCB1) and four antagonistically (ATP1A2,
ATP2B3, ESR1, KLK2) expressed partners, while in PTA it has eleven synergistic (ADCY6,
ATP1A2, ATP1A4, ATP2B3, CLTCL1, ESR1, GNAQ, GNAS, KLK2, PRKCB, VDR) and five
antagonistic (ATP2M1, ATP1B3, CLTA, FXYD2) partners (bolded symbols indicate the genes
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that switched the expression correlation type in PTA with respect to NOR). The partnerships
of AP2A1 were partially similar in PTB: it had synergism with ATP2B3, CLTB, CLTCL1,
ESR1, and GNAQ, and antagonism with AP2S1, ATP1B1, ATP1B3, PLCB2, PRKCA, and
SLC8A1 (underlined symbols indicate common partners in PTA and PTB).

Because ADCY6 is a promising target in cancer therapy [80], it is important to know
how it relates to other excretory genes. Thus, in normal tissue (NOR) it is synergistically
expressed with AP2A1 and ATP1B1, and antagonistically expressed with ATP1A2, ATP2B3,
ESR1, and KLK2, as well as independently expressed with CLTB. In PTA, the synergism
with AP2A1 is preserved but that with ATP1B1 is switched to antagonism. PTA adds
synergism with GNAQ, GNAS, and VDR and antagonism with AP2A2 and ATP1B3. The
overall coordination of ADCY6 with other genes from the pathway is diminished in PTB
(synergism with ATP1A3 and antagonism with BDKRB2, CLTA, and PLCB2) and CWM
(synergism with ATP1A4 and KL, and antagonism with ATP1A3 and FXYD2). Therefore,
for this patient, manipulating the expression of ADCY6 would have different effects on his
cancer nodules.

The down-regulation of AQP3 (x = −3.889) was reported recently [81] by performing a
meta-analysis of public datasets from the publicly accessible databases of ONCOMINE [82]
and UALCAN [83]. In the cited study, the authors compared the expressions of all aqua-
porin encoding genes (AQP1/2/3/4/5/6/7/8/9/10/11) in 533 tumor cases with 72 normal
cases, using the uniform fold-change threshold of 1.50× and p-value < 0.01, to decide
whether a gene was significantly regulated. Since no web resource specifies the exact
locations in the kidney from which the samples have been collected, nor whether the
tumors contained more cancer nodules, the authors implicitly assumed homogeneous gene
expressions all over the tumor. In contrast, our results (AQP3 down-regulated in PTA
and CWM but up-regulated in PTB) indicate that ccRCC tumors do not exhibit uniform
but rather heterogeneous gene expressions, and therefore the meta-analyses comparing
cancer cases with healthy cases have little biological relevance beyond the statistics exercise.
Instead, the best reference for cancer nodules is the normal tissue still present in the tumor.

Figure 7 shows distinct statistically significant coordination partners of AVP, the
neuropeptide hormone arginine vasopressin, which is a very important regulator of kidney
salt and water homeostasis [84]. Our analysis detailed also how AVP-dependent water
reabsorption regulates the cAMP signaling pathway [85,86] through expression correlation
with genes shared by the cAMP signaling pathway with the excretory pathways. Thus,
in NOR, AVP is synergistically expressed with ATP1B2, CREB3L1, CREB3L4, and FXYD2,
has no antagonistic partners, and is independently expressed with PIK3CB. In PTA, AVP
is synergistically expressed with ATP1B2 and CREB3L3, antagonistically expressed with
ATP1A1 and PRKACB, and independently expressed with ATP1A4, CREB3, and MAPK1.
In PTB, AVP is synergistically expressed with CREB3L2 and independently expressed with
ATP1A3, while in CWM it is synergistically expressed with ATP1A2 and antagonistically
expressed with PIK3R1. AVP is also involved in the KEGG-constructed pathways of
hsa04270 “Vascular smooth muscle contraction”, and the very important hsa04020 “Calcium
signaling pathway” and hsa04072 “Phospholipase signaling pathway”.

Interestingly, CREB3L4, known for its role in proliferating prostate cancer cells [87],
was significantly down-regulated in all kidney cancer nodules (x(PTA) = −1.40,
x(PTB) =−1.74, x(CWM) =−1.95). Out of 18 regulated excretory genes in PTA and twenty-one
in PTB, only five were similarly regulated (ATP1B2, CREB3L4, DCTN2, PIK3R2, SLC4A4)
and one (AQ3) was oppositely regulated.

Altogether, the differences in gene expression regulation and remodeling of the ex-
cretory pathways among the three cancer nodules indicate that the bio-assays used to
identify the ccRCC presence by the regulation of certain gene biomarkers might not be
always valid. For instance, the CA9 (carbonic anhydrase IX) that should be expressed
only in ccRCC [88,89] was found by us to be expressed not only in the cancer nodules
(AVE(PTA) = 2.11, AVE(PTB) = 0.27, AVE(CWM) = 2.65) but also in the NOR (AVE(NOR) = 2.76).
Moreover, the CA9 exhibited a significant down-regulation in PTB (x(PTB→NOR) = −10.37).
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Nonetheless, adoption of the GFP increases by 3–4 orders of magnitude the computa-
tional effort, thus opening the field of genomics to artificial intelligence applications [90] that
have the power to combine practically unlimited amounts of histo-pathological, imaging
and “omic” information [91].

5. Conclusions

Although based on a single metastatic ccRCC case, our study shows that adding the
analyses of transcriptomic control and expression inter-coordination of the genes provides
a significantly deeper understanding of cancer-related transcriptomic alterations. Going
from traditional unidimensional gene expression analysis to the GFP is like going from
determining only the numbers of electronic items of each type needed to fix a complex
robot, to knowing also how to wire these items and what voltages to apply to each of
them. Thus, the GFP not only incorporates the traditional gene expression analysis but
complements it with a detailed examination of the expression control and gene inter-
coordination, altogether providing a complete characterization of the transcriptome.

The unrepeatable combination of cancer-favoring factors among humans questions
the validity of the cancer biomarkers derived from meta-analyses of large genomic datasets.
The intra-tumor transcriptomic heterogeneity makes the transcriptomic signatures even less
reliable. Therefore, we believe that the personalization of cancer gene therapy should go
beyond the patient to the primary cancer clones present in his/her tumor. The progress of
gene-editing technology will soon allow the industry to produce silencing constructs for all
genes at reasonable prices so that personalized cancer gene therapy will become affordable.
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Appendix A

1. Normalized gene expression levels in the biological replica “k” in condition “c”:

∀c = PTA, PTB, CWM, NOR & k = 1÷ 4 α
(c;k)
i ≡ a(c;k)

i〈
a(c;k)

j

〉
j=1÷N

⇒
〈

α
(c;k)
j

〉
j=1÷N

= 1 (A1)

ai
(c;k) is the sum of the net fluorescences of all microarray spots probing gene “i” in

the biological replica “k” of condition “c”.

2. Relative expression variation:

REV(c)
i (α) ≡ σ

(c)
i

2AVE(c)
i

(√
ri

χ2(β;r) +
√

ri
χ2(1−β;r)

)
× 100% , where :

σ
(c)
i = sdev

(
α
(c;k)
i

)
k=1÷4

, β (usually β= 0 .05) is the probability,

ri is the number of degrees of freedom, ri = nνi − 1

(A2)

and χ2 is the chi-square score with β probability for r degrees of freedom.

3. Transcriptome configuration function:

F(1, 2, . . . , N) = A1

N

∏
i=1

f1(i)

︸ ︷︷ ︸
independent

+ A2

N

∏
i>j=1

f2(i, j)

︸ ︷︷ ︸
pair−wise

+ A3

N

∏
i>j>k=1

f3(i, j, k)

︸ ︷︷ ︸
3−genes clusters

+ . . . + AN fN(1, 2, . . . , N)︸ ︷︷ ︸
all genes cluster

where A1, . . ., AN are the probabilities of each configuration of gene clustering, and f 2,
f 3, . . ., fN are distribution functions symmetrical to the permutation(s) of the genes.
The above expansion satisfies the following conditions:

probability condition :
N
∑

p=1
Ap = 1

norm conditions :
∫

F(1, 2, . . . , N)dV = 1 , ∀p = 1÷N →
∫
V

(
N
∏

i1>i2>...>ip=1
fp(i1, i2, . . . , ip)

)
dV = 1

A 3-gene cluster can be approximated with the superposition of three paired genes:

N
∏

i>j>k
f3(i, j, k) '

N
∏

i>j>k
f2(i, j) f2(j, k) f2(k, i)

A 4-gene cluster can be approximated with four 3-gene clusters:

f4(i, j, k, l) = f3(i, j, k) f3(j, k, l) f3(k, l, i) f3(l, i, j)

that can be further approximated with six squared distributions of paired genes:

f4(i, j, k, l) = ( f2(i, j) f2(j, k) f2(k, i))︸ ︷︷ ︸
f3(i,j,k)

× ( f2(j, k) f2(k, l) f2(l, j))︸ ︷︷ ︸
f3(j,k,l)

× ( f2(k, l) f2(l, i) f2(i, k))︸ ︷︷ ︸
f3(k,l,i)

×( f2(i, j) f2(j, l) f2(l, i))︸ ︷︷ ︸
f3(l,i,j)

= f 2
2 (i, j) f 2

2 (j, k) f 2
2 (k, i) f 2

2 (k, l) f 2
2 (l, j) f 2

2 (l, i)
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and so on, giving the recurrence relation:

∀p ≥ 3 & Ip= a set of p genes
fp(Ip) ' ∏

all combinations of p genes
in sets of p− 1 genes

fp−1(Ip−1) ' ∏
i>j∈Ip

f p−2
2 (i, j)

From the normalization condition, it results that:

∀p ≥ 3 ∧ ∀q > r = 1÷ N , ∏
i>j∈Ip

f p−2
2 (i, j) << ∏

i>j∈Ip

f2(i, j)

Therefore, one can neglect the contributions of clusters with more than 2 genes:

F(1, 2, . . . , N) ≈ A1

N

∏
i=1

f1(i)

︸ ︷︷ ︸
independent

+ A2

N

∏
i>j=1

f2(i, j)

︸ ︷︷ ︸
pair−wise

(A3)

4. Pair-wise correlation of gene expression levels:
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4
∑
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(A4)

5. Gene Commanding Height:

GCH(c)
i ≡

〈REV〉(c)

REV(c)
i

× exp
(

4COR(c)
i,j

2
)

(A5)

6. Statistically significant regulation of the expression level:

Abs
(

x(cancer→NOR)
i

)
≥ CUT(cancer→NOR)

i = 1 +

√√√√2

((
REV(cancer)

i
100

)2

+

(
REV(NOR)

i
100

)2
)

& p(cancer→NOR)
i < 0.05

where : x(cancer→NOR)
i =





AVE(cancer)
i

AVE(NOR)
i

i f AVE(cancer)
i ≥ AVE(NOR)

i

− AVE(NOR)
i

AVE(cancer)
i

i f AVE(cancer)
i < AVE(NOR)

i

, cancer = PTA, PTB, CWM

(A6)

7. Weighted Individual (Gene) Regulation:

WIR(cancer→NOR)
i ≡ AVE(NOR)

i
x(cancer→NOR)

i

Abs
(

x(cancer→NOR)
i

)
(

Abs
(

x(cancer→NOR)
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− 1
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absolute fold−change

(
1− p(cancer→NOR)

i

)
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confidence

(A7)

8. Weighted Pathway Regulation:

WPR(cancer→NOR)
Γ = Abs

(
WIR(cancer→NOR)

i

)⌋

iεΓ
(A8)
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9. Relative Expression Control:

REC(condition)
i ≡




〈
REV(condition)

〉

REV(condition)
i

− 1


× 100% , where

〈
REV(condition)

〉
is the median REV (A9)

10. Regulation of the Expression Control:

∆REC(cancer→NOR)
i ≡ const

REV(cancer)
i

− const

REV(NOR)
i

, const= calibration constant (A10)

In this study const = 100.

11. Regulation of the Expression Coordination:
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12. Transcriptomic Distance:

TDI(cancer→NOR)
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Abstract: Prostate cancer (PCa) remains one of the leading causes of cancer mortality in men world-
wide, currently lacking specific, early detection and staging biomarkers. In this regard, modern
research focuses efforts on the discovery of novel molecules that could represent potential future non-
invasive biomarkers for the diagnosis of PCa, as well as therapeutic targets. Mounting evidence shows
that cancer cells express an altered metabolism in their early stages, making metabolomics a promising
tool for the discovery of altered pathways and potential biomarker molecules. In this study, we first
performed untargeted metabolomic profiling on 48 PCa plasma samples and 23 healthy controls using
ultra-high-performance liquid chromatography coupled with electrospray ionization quadrupole
time-of-flight mass spectrometry (UHPLC-QTOF-[ESI+]-MS) for the discovery of metabolites with
altered profiles. Secondly, we selected five molecules (L-proline, L-tryptophan, acetylcarnitine,
lysophosphatidylcholine C18:2 and spermine) for the downstream targeted metabolomics and found
out that all the molecules, regardless of the PCa stage, were decreased in the PCa plasma samples
when compared to the controls, making them potential biomarkers for PCa detection. Moreover,
spermine, acetylcarnitine and L-tryptophan had very high diagnostic accuracy, with AUC values of
0.992, 0.923 and 0.981, respectively. Consistent with other literature findings, these altered metabolites
could represent future specific and non-invasive candidate biomarkers for PCa detection, which
opens novel horizons in the field of metabolomics.

Keywords: metabolomics; prostate cancer; biomarkers; diagnosis

1. Introduction

One of the leading malignancies affecting men worldwide (of all races and ethnic
groups) is prostate cancer (PCa). Globally, although this disease has a rapidly grow-
ing incidence (268,490 estimated new cases in 2022 alone in the US, according to the
National Institutes of Health (NIH), it has a relatively high survival rate and favorable
progression [1,2]. It typically affects middle-aged men (between 45 and 60 years), with
risk factors including race, family history, genetic and environmental factors such as diet,
smoking, obesity, chemical exposure, sexually-transmitted diseases and vasectomy [3].

The specific reasons behind the rise in PCa incidence over the years remain to be
fully elucidated; modern research indicates that current diagnostic strategies are either
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highly invasive or lack proper specificity. This is the case for plasma prostate-specific
antigen (PSA, ng/mL) screening, which, on the one hand, has helped reduce PCa-specific
mortality over the last 30 years, but, on the other hand, has led to major overdiagnosis and
over-treatment when used indiscriminately, due to its lack of specificity (being increased in
other benign PCa-related diseases, such as prostatitis, benign prostatic hyperplasia, etc.) [4].
Other diagnostic methods include digital rectal examination (DRE), which is usually at
risk for clinician subjectivity, magnetic resonance imaging (MRI) and the gold standard,
transperineal prostate biopsy, which is highly invasive and leads to potential hospitalization
due to infection, antibiotic use and the overall patient burden [5,6].

Therefore, in recent years, modern research has focused on the discovery of novel
putative biomarkers that could improve the diagnosis and treatment of PCa, given the
numerous publications dealing with this issue over the last decade. Such biomarkers belong
to various classes of biological compounds, including proteins and other metabolites [7–12].
These molecules can now be easily identified and characterized (qualitatively and quanti-
tatively) using a plethora of mass spectrometry-based techniques, generally designed as
metabolomics approaches (referring to the scientific study of cellular processes involving
small molecule metabolite profiles and their chemical fingerprints) [13]. In this regard,
metabolomics is considered to represent the apogee of ”omic” (genomic, transcriptomic and
proteomic) technologies and helps in finding a detailed understanding of various biochemi-
cal events inside cells and their relationship with each other. Different metabolomic studies
have been reported in biomarker discovery on various diseases in recent years (including
PCa and other cancers) as a new powerful technology and a dynamic field for global
comprehension of biological systems. Commonly applied techniques in metabolomic anal-
ysis are mass spectrometry (MS)-based techniques, including gas chromatography–mass
spectrometry (GC–MS), liquid chromatography–mass spectrometry (LC–MS) or magnetic
resonance spectroscopy (MRS) [14–16].

Since cancer cells are characterized by altered metabolic pathways, the determination
of low-molecular-weight metabolites in biological fluids (via liquid biopsy) could represent
a novel, minimally invasive diagnostic method associated with high diagnostic potential
and specificity, reduced invasiveness, increased compliance and a low overall burden for
patients suffering from this disease [17].

Recently, it was found that free AA and lipid profiles vary depending on the type of
cancer and its stage [18]. Examples of AA that were previously found to be dysregulated in
PCa samples when compared to controls include alanine, arginine, uracil, glutamate (from
tissue specimens) and valine, taurine and leucine (from both tissue and urine samples) [19].
In addition, one systematic review conducted by Kdadra et al. (2019) revealed that, in
general, the vast majority of metabolites with altered profiles between PCa patients and
controls belong to either the lipids class (lysophosphatidylcholine 18:2, decanoilcarnitine,
stearate, docosadienoate), AAs (methionine, glutamine, isoleucine, arginine, leucine),
amines (ethanolamine, sarcosine) and/or their derivatives [20]. Moreover, a laboratory-
developed test called Prostarix (performed by the CLIA lab at Metabolon, Inc. and offered
through Boswick Laboratories) is commercially available for use in the decision to perform
initial or repeat biopsies for DRE-negative patients with moderately high PSA values. This
test includes metabolomic profiling for sarcosine, glycine, alanine and glutamate, and it is
performed from urine samples. However, Prostarix has not been approved by the FDA yet,
and the urine samples need to be collected immediately following a vigorous DRE [21].

Therefore, in this study, we performed an untargeted metabolomics analysis on
48 plasma samples from diagnosed PCa patients and on 23 plasma samples from healthy
controls using ultra-high-performance liquid chromatography coupled with electrospray
ionization quadrupole time-of-flight-mass spectrometry (UHPLC-QTOF-[ESI+]-MS) to
discover potential biomarkers for PCa detection. Next, based on this study and other
literature findings, we selected five molecules for our downstream targeted metabolomics
study: two free AAs (L-proline, L-tryptophan) and other endogenous molecules, such as
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acetylcarnitine, lysophosphatidylcholine C18:2 and spermine. Our aim was to identify
potential biomarkers for a more minimally invasive diagnosis and staging of PCa.

2. Materials and Methods
2.1. Study Subjects and Clinical Data

This study comprised a total number of 71 subjects (48 PCa patients and 23 healthy
controls). Blood was collected from each individual at the Urology Clinic of the Clinical
Emergency County Hospital in Timisoara, Romania, following their agreement to par-
ticipate in the study (all the subjects filled in a written IRB informed consent for the use
of their biological specimens). The study was approved by the Ethics Committee of the
participating institutions, in accordance with the 1964 Declaration of Helsinki and its later
amendments, venous blood was collected in specific EDTA collection tubes; then, the
plasma was separated and kept at −80 ◦C until further use. The patients were diagnosed
with prostate adenocarcinoma following transrectal biopsies for histopathological diagnosis
of PCa. The control volunteers had no prostate disease and normal PSA values (<4 ng/mL),
verified by chemiluminescent microparticle immunoassay (Abbott Diagnostics, Chicago,
IL, USA), and their blood samples were drawn at the same clinic.

2.2. Sample Preparation

A volume of 0.8 mL mix of methanol and acetonitrile (2:1 v/v) was added to 0.2 mL
of blood plasma. The mixture was vortexed to precipitate the proteins, ultrasonicated
for 5 min and kept for 24 h at −20 ◦C. The supernatant was collected after centrifugation
at 12,500 rpm for 10 min (4 ◦C) and filtered through nylon filters (0.2 µm). Finally, the
supernatant was placed in glass micro vials and transferred to the autosampler of the
ultra-high-performance liquid chromatograph (UHPLC) before injection.

Quality control (QC) samples were also obtained by mixing the plasma samples to
provide a representative “mean” sample and to validate the method. The QC samples were
injected at the beginning and end of every 10th injection while analyzing the study samples
in the UHPLC.

2.3. UHPLC-QTOF-ESI+-MS Analysis

The metabolic profiling was performed by ultra-high-performance liquid chromatog-
raphy coupled with electrospray ionization quadrupole time-of-flight-mass spectrometry
(UHPLC-QTOF-ESI+-MS) using a ThermoFisher Scientific UHPLC Ultimate 3000 instru-
ment equipped with a quaternary pump, Dionex delivery system and MS detection equip-
ment with MaXis Impact (Bruker Daltonics, Billerica, MA, USA). The metabolites were
separated on an Acclaim C18 column (5 µm, 2.1 × 100 mm with a pore size of 30 nm
(Thermo Scientific, Waltham, MA, USA) at 28 ◦C. The mobile phase consisted of 0.1%
formic acid in water (A) and 0.1% formic acid in acetonitrile (B). The elution time was
set at 20 min. The flow rate was set at 0.3 mL/min. The gradient for the plasma samples
was: 90 to 85% A (0–3 min), 85–50% A (3–6 min), 50–30% (6–8 min), 30–5% (8–12 min)
and, afterward, increased to 90% at 20 min. The volume of injected extract was 5 µL, and
the column temperature was 25 ◦C. Several QC samples obtained from each group were
used in parallel to calibrate the separations. Different volumes from a solution of 2 mg/mL
Doxorubicin hydrochloride (MW = 580) were added in parallel to the QC samples as an
internal standard (IS).

The ESI+-MS calibration was done with sodium formiate and the applied parameters
were: capillary voltage of 3500 V, nebulizing gas pressure of 2.8 bar, drying gas flow of
12 L/min and drying temperature of 300 ◦C. The m/z values for the molecules to be
separated were set between 50 and 600 Da. The control of the instrument and the data
processing were done using the specific software TofControl 3.2, HyStar 3.2, Data Analysis
4.2 (Bruker, Daltonics, MA, USA) and Chromeleon, respectively.
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2.4. Data Processing and Statistical Analysis

The Bruker software Data Analysis 4.2, attached to the instrument, was used to process
the acquired data. By using the peak dissect algorithm, details of the separated molecules
were obtained. By using the algorithm Find Molecular Features (FMF), we generated
the first advanced bucket matrix, which included, for each m/z value, the retention time,
the peak area, the peak intensity and the signal/noise (S/N) ratio. From the total ion
chromatogram, using specific algorithms, total ion chromatograms (TICs) and base peak
chromatograms (BPCs) were obtained. The number of separated molecules ranged between
1800 and 3000 in all the plasma samples.

The matrices representing the peak intensity = f(m/z value) for each sample were
stored in an Excel file.

In the first step, we eliminated the molecules having retention times below 0.8 min
(dead volume of the HPLC column), the molecules with S/N values < 5 (noise elimination),
molecules with m/z values over 550 Da and minor molecules and residues with peak
intensities under 1000 units. The number of molecules selected for the statistics decreased
to 540 and the range of m/z values was between 100 and 550 nm.

In the second step, the alignment of common molecules (with the same m/z value) in
all the samples, using the online software from www.bioinformatica.isa.cnr.it/NEAPOLIS,
was performed, keeping for the final matrix the molecules common in more than 80% of the
samples. The final matrices contained the m/z values versus the peak MS peak intensity
for each molecule and each sample.

In some cases, no peak intensities were found, meaning that the molecule was not
present, or it was present at intensities below 1000 (traces).

The Excel matrix (.xlsx) was converted to a .csv file, which was introduced in the
Metaboanalyst 5.0 platform for multivariate and univariate analysis (https://www.metabo
analyst.ca/MetaboAnalyst/ModuleView.xhtml (accessed on 1 November 2022)).

The untargeted metabolomic analysis was performed by:

- Multivariate analysis comparing the control group with the whole patients’ group,
based on the final matrix.csv for each type of sample. Discriminations between
these two groups were represented by the fold change, volcano test, PatternHunter
analysis, partial least squares discriminant analysis (PLS-DA), sparse PLSDA (sPLS-
DA) and variable importance in the projection (VIP) values including cross-validation
parameters. Then, the random forest-based prediction test was applied, and the
calculations of p-values were performed by t-tests. The heat maps of correlations were
also built. Finally, using the biomarker analysis, the receiver operating curves (ROCs)
and the values of the areas under the ROC curves (AUCs) were obtained, and the m/z
values were ranked according to their sensitivity/specificity.

- Univariate analysis, which allowed us to compare the subgroups P1-P4 with the
control group. The statistical analysis was conducted for each type of sample using
one-way ANOVA, PLS-DA and sPLS-DA score analysis, PatternHunter, random forest
and heat maps.

The results were presented graphically, and the putative biomarkers of differentiation
were identified. The identification of molecules, based on their m/z value and the retention
time, was conducted in agreement with our own database and other international databases
for metabolomics: the Human Metabolome Database (http://www.hmdb.ca, accessed on
1 November 2022), Lipid Maps (http://www.lipidmaps.org, accessed on 1 November 2022),
PubChem (https://pubchem.ncbi.nlm.nih.gov, accessed on 1 November 2022) and the
Heidelberg Database (https://www.msomics.com, accessed on 1 November 2022).

For the statistical analysis of targeted metabolomics, we selected the matrices which
included the above-mentioned five metabolites (m/z values vs. MS peak intensity, as .csv
file) and applied the Metaboanalyst 5.0 platform for multivariate and univariate analysis
(https://www.metaboanalyst.ca, accessed on 1 November 2022).

Differences between the two groups (the control versus the PCa group) were first
analyzed using the multivariate analysis by fold change, PCA and PLS-DA score plots
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including VIP values. Volcano plots were generated with the log2 fold change values and
Bonferroni-adjusted p values. The value of p < 0.05 was defined as statistically significant.

To test the discriminatory capacity of each metabolite, we performed a receiver op-
erating characteristic (ROC) analysis. For the AUC values higher than 0.8, the metabolite
was considered to have a very high prediction of disease and can be used as a candidate
biomarker for further study.

In the second step, the one-way ANOVA univariate analysis tested the discrimination
between the controls and the subgroups of PCa patients (PI, PII, PIII and PIV). The PCA
and PLS-DA score plots including VIP values, cross-validation parameters, as well the
mean decrease accuracy scores by random forest analysis, were performed.

According to the data collected from the untargeted metabolomics, we targeted five
specific molecules in the plasma, and their MS peak intensities were compared in the
different groups of patients, e.g., between groups C and P. The mean values of peak intensity
(PI) and their standard deviations SD were calculated for these specific biomarkers, selected
by the untargeted metabolomics and in agreement with the recent literature data. For
quantitative analysis, the calibration curves were built with pure standards.

2.5. Quantitative Evaluation
2.5.1. Preparation of Calibration Solution and Quality Control (QC) Samples

The stock solutions of the five potential biomarkers, L-proline 10 mM, spermine 1 mM,
acetylcarnitine 1 mM, L-Tryptophan 5 mM, lysophosphatidylcholine (LPC, 18:2) 2 mM, were
dissolved in ultra-pure water. The stock solutions were successively diluted in the mix of
methanol:acetonitrile 2:1 to obtain the series of working solutions at different concentration
levels for external calibration. In parallel, volumes of 0.3 mL of QC deproteinated samples
were spiked with different volumes of standard solutions.

2.5.2. Method Validation

According to the “Guidance for Industry: Bioanalytical Method Validation” recom-
mended by the US Food and Drug Administration (FDA), the UHPLC-QTOF-ESI+-MS
method was validated to evaluate the linearity, specificity, precision, accuracy, the limit
of detection (LOD) and the limit of quantification (LOQ). Two calibration curves were
generated: an external standard calibration curve (1), made by diluting standard solutions
in the mobile phase, and an internal standard curve (2), whose linearity was determined
for the QC samples spiked with different volumes of standard solutions. The mean peak
area of three replicate measurements at each concentration was calculated.

2.5.3. Limit of Detection (LOD) and Limit of Quantification (LOQ)

The LOD was the lowest concentration of analyte in the test sample that could be
reliably distinguished from zero to signal/noise ratio ≥ 10. The LOQ was the lowest con-
centration of analyte that could be determined with acceptable repeatability and trueness
(signal/noise ratio ≥ 10 and SD values ≤ 40%).

2.6. Chemical Reagents

Pure standards of five targeted metabolites, namely L-proline, spermine, acetylcarni-
tine, L-tryptophan and lysophosphatidylcholine (LPC, 18:2) were purchased, as follows:

- L-proline (from Amino Acid Standard H product #20088, Thermo Scientific, Waltham,
MA, USA). MW = 115.

- spermine (>97% product S3256, Sigma-Aldrich Chemie GmbH, St. Louis, MO, USA).
MW = 202.

- o-acetyl-L-carnitine hydrochloride (J6153606; Alfa Aesar by Thermo Scientific, Waltham,
MA, USA). MW = 203.

- L-tryptophan (>98.5% (T) (HPLC) (T0541;TCI Chemicals, Portland, OR, USA).
MW = 204.
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- lyso L-α-Lysophosphatidylcholine-LPC(18:2) from bovine brain (CAS nr. 9008-30-4)
Sigma-Aldrich Chemie GmbH, St. Louis, MO, USA. MW = 519.

Other reagents such as HPLC-grade methanol, formic acid and acetonitrile were
purchased from Sigma-Aldrich Chemie GmbH (St. Louis, MO, USA) and Thermo Fisher
Scientific (Waltham, MA, USA). Ultrahigh-purity water was prepared by a Millipore-Q
Water Purification System (Millipore, Darmstadt, Germany).

The instruments used in this study included a vortex mixer, Minicentrifuge Eppendorf
(Thermo Fisher Scientific, Waltham, MA, USA) and UHPLC-QTOF-MS (Bruker GmbH,
Bremen, Germany).

3. Results
3.1. Subjects’ Clinicopathological Data

A total number of 71 male subjects were included in this study, of whom 48 had
histopathologically confirmed PCa (different stages, different PSA levels), and 23 were
age-matched healthy controls. Their data are presented in Table 1.

Table 1. Characteristics of the subjects included in the present study.

Characteristics N = 48
(Patients) % N = 23

(Controls) %

Age (mean ± SD) 63 (±5.49) 54 (±1.29)
Prostate-specific

antigen—PSA (ng/mL)
<4 0 0.00 23 100.00

4–10 28 58.33 0 0.00
>10 20 41.66 0 0.00

Prostatic volume (mL)
mean ± SD 44 (±19.83)

PSA density (ng/mL2)
mean ± SD

0.28 (±0.15)

Gleason score
6 14 29.17

7–8 32 66.67
9 2 4.16

AJCC stage
I 5 4.16

II-III 39 87.5
IV 4 8.33

Regarding demographics, the mean age of the patients was 63 years, while the mean
age of the healthy controls was 54 years. More than half of the patients had PSA levels of
4–10 ng/mL (58.33%), while all the controls had PSA levels under 4 ng/mL (100%). The
majority of tumors had Gleason scores of 7 or 8 (66.67%). We included in our study patients
with different AJCC stages (I to IV), with the vast majority (81.25%) having either stage
2 or 3.

3.2. Untargeted Metabolomic Profiling
3.2.1. Metabolite Identification

Following the discovery phase of our study, via the untargeted plasma profiling, we
retrieved a total number of 296 molecules with molecular weights below 550 Da. These
molecules were subsequently identified with putative names using different international
databases, such as the Human Metabolome Database (http://www.hmdb.ca, accessed
on 1 November 2022), Lipid Maps (http://www.lipidmaps.org, accessed on 1 Novem-
ber 2022), PubChem (https://pubchem.ncbi.nlm.nih.gov, accessed on 1 November 2022)
and Heidelberg Database (https://www.msomics.com, accessed on 1 November 2022)
and are shown in Table S1 (Supplementary Material). The vast majority of the metabo-
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lites identified were either AAs (such as L-proline, L-tryptophan, L-valine, L-threonine,
L-aspartic acid, ornithine, L-lysine, L-glutamic acid, etc.) or products derived from AA
metabolism. Other metabolites were amines (spermine, glutamine, serotonin) or, in gen-
eral, nitrogen-containing compounds, while a substantial part was made of metabolites
derived from lipid metabolism (phospholipids, lysophospholipids and fatty acids). A
small part was metabolites of nucleotide structure, such as uridine, guanosine and inosine.
This preliminary data is consistent with other literature findings regarding free AAs and
lipid profiles.

3.2.2. Multivariate Untargeted Metabolomics Statistical Analysis of the 71 Plasma Samples

Following identification, we performed the statistical analysis. Volcano plots were
generated to show the significant molecules which are increased or decreased between
the groups: controls, n = 23, and patients, n = 48. The volcano plot (Figure 1) shows the
molecules (m/z values) that have significantly lower or higher intensities in the patients’
group when compared to the control group.
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Next, a discrimination analysis was performed, where the partial least squares-dis-
criminant analysis (PLS-DA) and sparse PLS-DA plots were generated. In general, they 
showed a good differentiation of metabolic patterns between the two groups (patients and 
controls). The sparse PLS-DA (sPLS-DA) algorithm reduces the number of feature 

Figure 1. Volcano plot: red-marked m/z values are decreased in the patients’ group compared to
the control group; blue-marked m/z values are increased in the patients’ group compared to the
control group.

Next, a discrimination analysis was performed, where the partial least squares-
discriminant analysis (PLS-DA) and sparse PLS-DA plots were generated. In general,
they showed a good differentiation of metabolic patterns between the two groups (patients
and controls). The sparse PLS-DA (sPLS-DA) algorithm reduces the number of feature
variables (metabolites) and shows a more robust and easy-to-interpret model. One can
control the “sparseness” of the model by adjusting the number of components in the model
and the number of variables within each component (Figure 2a,b, respectively).
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Figure 2. (a, left) PLS-DA plot with a covariance of 39.3% and (b, right) sPLS-DA plot with a
covariance of 35.2% showing the discrimination between patient and control groups.

Then, we performed a biomarker analysis which included the analysis of the receiver
operating characteristic (ROC) curve with the corresponding area under the curve values
(AUC), and the metabolites were ranked based on the AUC values. The most representative
molecules to discriminate between the control group and the patients’group, and to be
considered putative biomarkers (with AUC values higher than 0.7), are shown in Table 2.

Table 2. The ranking of the first molecules based on AUC values higher than 0.7.

m/z AUC p-Value Identification

188.0877 0.9973 2.43 × 10−22 N1-Acetylspermidine
537.4373 0.9955 1.52 × 10−24 Stearyl Stearate & Isomers
335.298 0.9873 3.07 × 10−16 Docosatrienoic Acid C22:3
326.301 0.9846 1.86 × 10−18 N-Myristoyl Proline
215.1395 0.9828 1.973 × 10−21 Methyl lauric acid
540.1825 0.9828 1.525 × 10−18 Hexacosanoyl Carnitine
223.1095 0.9792 1.92 × 10−20 L-Cystathionine
489.3679 0.9792 2.59 × 10−16 Cytidine 5’-Diphosphocholine
331.0208 0.9774 2.56 × 10−18 Deoxycorticosterone
300.223 0.9765 2.66 × 10−5 D-Sphingosine
526.4576 0.9728 1.45 × 10−16 LPS(18:0)
239.251 0.9701 3.66 × 10−17 5-Oxo-Tetradecadienoic Acid (C14:2)
409.2555 0.9701 3.64 × 10−17 Ursocholic/Muricholic Acid Acid
205.1072 0.9692 3.16 × 10−16 L-Tryptophan
227.1899 0.9692 0.099 Carnosine
419.2139 0.9683 7.21 × 10−15 Palmitoyl Glucuronide
181.9605 0.9674 3.11 × 10−16 Tyrosine
224.1981 0.9674 1.26 × 10−20 N-Acetyl-Tyrosine

In addition, a discrimination analysis was also performed for the patients’ group,
according to their AJCC stage (I-IV), and for the controls, and the PLS-DA plot which
resulted from the ANOVA analysis can be seen in Figure 3.
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From the PLS-DA analysis, the VIP scores were calculated and the ranking of the first
15 molecules to be considered responsible for the discrimination is presented in Figure 4.
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Figure 4. Ranking of top 15 molecules with higher VIP scores, according to PLS-DA analysis (their
identification can be made by using Table S1).

3.3. Targeted Metabolomic Profiling

According to our previous untargeted analysis and consistent with other litera-
ture findings, we selected five different molecules (L-proline, spermine, acetylcarnitine,
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L-tryptophan and lysophosphatidylcholine LPC 18:2) for our downstream targeted study.
Even though these molecules were not generally among the top-ranked metabolites found
in our untargeted study, we chose them based on the available literature findings regarding
the three main metabolisms affected in PCa: AAs, phosphatidylcholines and carnitines.

3.3.1. Calibrations and Validation Parameters

The determination of linear ranges (calibration curves and equations including R2

values), the limit of detection (LOD) and the limit of quantification (LOQ) of each standard
are given in Table 3. The correlation coefficients (R2) were higher than 0.898 for all the
standards in their linear range, showing good linear relationships within linear ranges. All
the LOD values were in the range of 0.3–4 µM, and the LOQ values were in the range of
0.9–5.5 µM.

Table 3. Validation parameters (linear range, curve equation, the correlation coefficients (R2), limit
of detection (LOD) and limit of quantification (LOQ) for each of the five molecules selected as
potential biomarkers.

Molecule (m/z) Linear Range
µM Curve Equation R2 LOD

µM
LOQ
µM

L-proline (116.1142) 10–100 y = 11290x − 119623 0.898 4.0 5.5
Spermine (203.0655) 0.5–5 y = 498406x + 51799 0.997 0.1 0.3

Acetylcarnitine (204.1369) 1–5 y = 36813x − 3879.2 0.994 0.2 0.8
L-tryptophan (205.1072) 4–40 y = 19944x − 7756 0.998 0.8 1.0

LPC 18:2 (520.3663) 1–10 y = 172161x + 91874 0.965 0.3 0.9

The validation of the LC–MS method for the quantitative evaluation of the metabolites
was conducted using controlled additions of the internal standard (doxorubicin—DOXO)
and each of the five pure standards to the quality control (QC) extracts.

To the same volume of QC extracts (0.3 mL), we added 0.2 mL of the five standard
solutions (50 µM L-proline, 5 µM spermine, acetylcarnitine or LPC and 20 µM L-tryptophan)
and of the internal standard (DOXO 2 mg/mL = 3.44 µM) with known concentrations of
each metabolite. Table 4 shows the initial concentrations of metabolites after mixing with
the QC extract and the measured concentrations after the LC–MS analysis. The recovery
percentage was calculated as a measure of the method’s reproducibility.

Table 4. The recovery percentage (%) was calculated from the measured concentrations of internal
standard (IS) and each metabolite (pure standard) compared to their initial concentrations, after
addition to QC extract.

Metabolite Initial Concentration
(mM)

Measured
Concentration (mM) Recovery (%)

L-proline 20 17.5 87.5
Spermine 2 1.82 91.0

Acetylcarnitine 2 1.88 94.0
L-tryptophan 8 7.55 94.3

LPC(18:2) 2 1.85 92.5
IS (DOXO) 1.4 1.25 89.3

3.3.2. Quantitative Determination

Unpaired t-tests showed that there were statistically significant differences between the
patients (all stages) and controls for all five molecules analyzed. Spermine, acetylcarnitine
and L-tryptophan showed p values below 0.0001, while L-proline and LPC 18:2 had p values
of 0.02 and 0.01, respectively. All five molecules had significantly lower concentrations in
the patients’ group (all stages) when compared to the control group, as seen in Figure 5.
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Figure 5. Metabolite concentrations (µM) between all patients and controls for the five selected
molecules in the targeted analysis.

Next, we performed ROC curve analyses for the aforementioned molecules, and the
obtained data can be seen in Table 5.

Table 5. ROC curve analysis for the molecules selected in the targeted metabolomic profiling.

Metabolite m/z AUC Value 95% CI p Value

L-proline 116.1142 0.682 0.548–0.816 0.01
Spermine 203.0655 0.922 0.832–1.01 <0.0001

Acetylcarnitine 204.1369 0.923 0.855–0.991 <0.0001
L-tryptophan 205.1072 0.981 0.957–1.005 <0.0001

LPC (18:2) 520.3663 0.608 0.453–0.764 0.140

According to this data, the molecule with the highest diagnostic potential is repre-
sented by L-tryptophan (AUC value of 0.981), suggesting very good diagnostic potential
for PCa detection. The same is true for acetylcarnitine and spermine (AUC values of
0.923 and 0.922, respectively), while L-proline and LPC 18:2 showed only a moderate diag-
nostic value, both having AUC values below 0.7. The ROC curves for these five molecules
can be seen in Figure 6.

The quantitative evaluation, based on the curve equations for each of the five biomark-
ers, is presented in Table 6.

All the metabolites had decreased levels in the patients’ group, regardless of their
stage, when compared to the control group. For L-proline, we observed a gradual decrease
in concentration from stage I to stage III, which slightly increased in stage IV. In addition,
spermine levels decreased more than 10 times in the patients’ group (all stages) compared to
the control group, having the most significant change of all metabolites. For acetylcarnitine,
there was a gradual increase in concentration, which was directly proportional to stages
II-IV, while the reverse occurred for L-tryptophan (stages I-III), which had a similar profile
to L-proline.
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Molecule

Controls Patients (All
Stages) PI PII PIII PIV

Mean
(µM)

SD
(%)

Mean
(µM)

SD
(%)

Mean
(µM)

SD
(%)

Mean
(µM)

SD
(%)

Mean
(µM)

SD
(%)

Mean
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SD
(%)

L-proline 163.580 43.45 140.36 37.57 152.08 24.57 134.93 30.98 140.36 45.68 147.46 27.59
Spermine 10.484 4.22 0.98 3.04 3.05 7.05 0.06 0.37 1.19 2.99 0.87 0.10

Acetylcarnitine 29.020 18.03 5.65 10.27 4.10 4.56 3.49 1.69 6.29 12.98 12.53 16.70
L-tryptophan 45.908 19.39 7.63 8.45 9.67 11.58 7.60 9.45 6.16 5.67 13.68 13.65

LPC (18:2) 41.274 29.77 27.93 12.93 28.18 12.34 28.34 13.95 27.09 12.90 30.77 14.24

In addition, to evaluate the staging potential of these five molecules, ordinary one-way
ANOVA tests were performed on the values of concentration (µM) for the controls and for
the patients grouped according to their AJCC stage (I, II, III and IV). Statistically significant
differences were observed for spermine, acetylcarnitine and L-tryptophan (p < 0.0001), but
not for L-proline (p = 0.209) or LPC 18:2 (p = 0.159).

4. Discussion

In the present study, we performed an untargeted and targeted metabolomic analysis
of human plasma samples from PCa-diagnosed patients compared to healthy controls using
UHPLC–MS. The aim was to discover and validate potential biomarkers for the early detec-
tion and staging of this urologic malignancy in a minimally invasive fashion (from plasma
samples). In the targeted analysis, we performed calibrations and validation analyses to
evaluate the concentrations and the changes in the levels of the five potential biomarkers
targeted: L-proline, L-tryptophan, spermine, acetylcarnitine and lysophosphatidylcholine
(18:2). We found out that, regardless of the PCa stage, all the selected metabolites were
significantly decreased in the PCa plasma samples when compared to the healthy controls,
making these molecules potential future biomarkers for PCa diagnosis.
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In this regard, spermine is a polyamine involved in cellular metabolism, having or-
nithine AA as a precursor. Our findings regarding decreased levels of L-proline
in PCa patients’ plasma samples vs. healthy controls are consistent with other litera-
ture findings, as Bentrad et al. (2019) described that the concentration of spermine was
7–34 times lower in PCa samples when compared to healthy individuals and even to
patients with benign prostate hyperplasia [22]. In contrast, one study proposed spermine
(among other metabolites) as a potential biomarker in distinguishing aggressive from
indolent PCa, as spermine levels were decreased in the aggressive phenotype [23].

Acetylcarnitine, another potential biomarker that we found to be decreased in PCa
plasma in our study, is an endogenous acetylated form of L-carnitine, a source that releases
(by esterase hydrolysis) L-carnitine, which is known to be involved in the transport of fatty
acids into the mitochondria for β-oxidation and ATP generation. In PCa, in particular,
acetylcarnitine was shown to downregulate different pathways involved in angiogenesis
(such as VEGF and CXCL8) and invasion (via the downregulation of CXCR4/CXCL12 and
MMP-9), playing, therefore, a protective role against PCa development. The same study
conducted by Baci et al. (2019) found that acetylcarnitine induces apoptosis of PCa cells,
reduced cancer cell proliferation, and halted proinflammatory cytokines and chemokines
production, such as TNF-α, IFN-γ and CCL2, CXCL12 and receptor CXCR4, respectively,
therefore altering migration, invasion and adhesion processes. The authors, therefore,
propose acetylcarnitine as a novel repurposed dietary supplement for chemoprevention in
PCa [24].

L-tryptophan is an essential α-AA with an indole side chain, used in the biosynthesis
of proteins. In PCa, in our study, we found out that L-tryptophan was significantly
decreased in all the patients’ samples compared to the controls, resulting in the highest
diagnostic accuracy (AUC value of 0.981). One study revealed that aromatic AAs (including
L-tryptophan) have altered metabolisms and play harmonizing roles in PCa and that
their modifications could be used as potential biomarkers in the early detection of this
disease [25].

Another AA that we chose to investigate in our targeted metabolomic profiling is
L-proline, a proteinogenic, secondary, non-essential AA, synthesized endogenously from
L-glutamate. It is generally used in the biosynthesis of proteins, although it does not contain
the free amino group, NH2. However, the exact role of L-proline metabolism in PCa is yet
to be fully elucidated. Nonetheless, a very recent study (2022) proposes prostate-specific
membrane antigen (PSMA) as a promising future therapeutic target against PCa, as it
demonstrates that this protein modulates PCa progression by regulating arginine and
L-proline biosynthesis (its depletion promoted the synthesis of these two AA and inhibited
androgen receptor expression) [26].

In addition, lysophosphatidylcholines are minor phospholipids from cell membranes
and are found in blood plasma (8–12%), including different acyl groups from saturated or
unsaturated fatty acids. In this regard, Li et al. (2021) demonstrated that high LPC levels in
urine are associated with PCa development, therefore proposing LPCs as novel biomarkers
for the detection of this malignancy [27]. Moreover, Zhou et al. (2012) revealed that PCa
progression is positively correlated with the expression level of the enzyme that catalyzes
the remodeling of phosphatidylcholine (PC) reaction, namely lysophosphatidylcholine acyl-
transferase 1 (LPCAT1), and this correlation was independent of age, race and PSA levels
of PCa patients, proposing LPCAT1 and LPC as novel biomarkers for PCa detection [28].

Moreover, significant associations between the lipid profile and malignancy were
validated, and the phospholipid composition was characteristically altered in the tissues
of patients who responded to androgen receptor inhibition. In this regard, a study of
40 prostate tissues and 40 healthy controls using two imaging methods showed, following
the analysis of phosphatidylcholine, lysophosphatidylcholine, sphingomyelin and phos-
phatidylethanolamine classes, that prostate tumors are correlated with increased fatty acid
synthesis and lipid oxidation. Phosphatidylcholine variants PC 16:0/16:1, PC 16:0/18:2,
PC 18:0/22:5, PC 18:1/18:2, PC 18:1/20:0 and PC 18:1/20:4 showed the highest discrimina-
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tory power between the two tested groups, suggesting that lipidomics may represent an
alternative future diagnostic strategy for PCa [29].

Nonetheless, it is clear that no single analytical method can accommodate the chemical
diversity of the entire metabolome; thus, a multi-platform approach can provide a more
comprehensive understanding of metabolic changes. Therefore, the metabolomic profile
obtained by combining the MS approach with UHPLC techniques could obtain, with greater
accuracy, more precise information regarding the mechanisms of PCa and could help in the
much earlier detection of cancer, given the fact that the alteration of the cellular metabolism
occurs in the early stages of the tumorigenesis process.

Taken together, our findings suggest that molecules belonging to the AA, lipid and
polyamine classes might represent novel candidate biomarkers for PCa early detection and
staging, using minimally invasive, bona fide tools such as metabolomics (and/or lipidomics).

Our study has some limitations, however, that mainly arise from the small population
size used in this research (71 subjects). Another important characteristic that could not
be adjusted for with the available blood samples from our participants was the 9-year
age mismatch between the patients and the controls, which is known to possibly affect
metabolite levels. In addition, our analyses do not adjust for other covariates, due to
the limited information available regarding the participants (no information on smoking,
history of diabetes, and BMI). Moreover, the ROC analyses from the targeted profiling
were performed on the same population, as additional blood samples from a separate
cohort were not available for this study. Another limitation of our study arises from the fact
that, currently, there is no available scientific background to support our hypotheses. At
the moment, there are no metabolomic case-control studies performed on acetylcarnitine,
L-tryptophan, L-proline or LPC (18:2) in relation to PCa diagnosis and staging alone, in spite
of the fact that their metabolism has been studied in tumorigenesis, in general, and in other
human diseases [30–34]. Therefore, assessing their true diagnostic value as biomarkers for
PCa detection and staging remains an issue in dire need of further extensive research in
order to avoid providing a false diagnosis. Hence, our results are relatively preliminary
and should be viewed in the larger context of biomarker discovery for PCa.
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Abstract: Specificity protein 1 (SP1), hypoxia-inducible factor 1 (HIF-1), and MYC are important
transcription factors (TFs). SP1, a constitutively expressed housekeeping gene, regulates diverse yet
distinct biological activities; MYC is a master regulator of all key cellular activities including cell
metabolism and proliferation; and HIF-1, whose protein level is rapidly increased when the local
tissue oxygen concentration decreases, functions as a mediator of hypoxic signals. Systems analyses
of the regulatory networks in cancer have shown that SP1, HIF-1, and MYC belong to a group of TFs
that function as master regulators of cancer. Therefore, the contributions of these TFs are crucial to
the development of cancer. SP1, HIF-1, and MYC are often overexpressed in tumors, which indicates
the importance of their roles in the development of cancer. Thus, proper manipulation of SP1, HIF-1,
and MYC by appropriate agents could have a strong negative impact on cancer development. Under
these circumstances, these TFs have naturally become major targets for anticancer drug development.
Accordingly, there are currently many SP1 or HIF-1 inhibitors available; however, designing efficient
MYC inhibitors has been extremely difficult. Studies have shown that SP1, HIF-1, and MYC modulate
the expression of each other and collaborate to regulate the expression of numerous genes. In this
review, we provide an overview of the interactions and collaborations of SP1, HIF1A, and MYC in
the regulation of various cancer-related genes, and their potential implications in the development of
anticancer therapy.

Keywords: hypoxia-inducible factor 1; SP1; MYC; cancer

1. Introduction: Specificity Protein 1, Hypoxia-Inducible Factor-1, and MYC as Master
Regulators of Cancer

Recent progress in systems biology has shown that several specific factors are par-
ticipants of a network that function as master regulators of cancer [1–3]. Wilson and
Volker Filipp investigated complementary omics in human cancer, and discovered a close
teamwork of transcriptional and epigenomic machinery, which is tightly connected and
comprises histone lysine demethylase 3A, basic helix-loop-helix factors, MYC, hypoxia-
inducible factor 1 alpha (HIF1A), and sterol regulatory element-binding transcription
factor 1, as well as differentiation factors such as activator protein 1, myogenic differentia-
tion 1, specificity protein 1 (SP1), Meis homeobox 1, zinc finger E-box-binding homeobox
1, and ETS like-1 protein (ETS1) [1]. Cao et al. [2] showed that 10 long non-coding RNA
(lncRNA)-transcription factor (TF) pairs including four glycolysis-related lncRNAs (FTX,
long intergenic non-protein coding RNA 472, proteasome 20S subunit alpha 3 antisense
RNA 1, and small nucleolar RNA host gene 14) and six TFs (forkhead box protein P1, SP1,
MYC, FOX-M1, hypoxia-inducible factor 1 alpha [HIF1A], and FOS) are involved in the
progression of human lung adenocarcinoma. Malik et al. [3] discovered, using a statistical
method called CoMEx (Combined score of DNA Methylation and Expression) to assess
differentially expressed and methylated genes/microRNAs (miRNAs) between human
seminoma and normal tissues, two hub miRNAs (miR-182-5p and miR-338-3p), five hub
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TFs (ETS1, HIF1A, hepatocyte nuclear factor-1 alpha, MYC, and SP1), and three hub genes
(cadherin 1, C-X-C chemokine receptor type 4, and Snail family transcriptional repressor 1) in
the seminoma-specific regulatory network. Interestingly, in all of these studies, three TFs,
namely SP1, HIF1A, and MYC, were among the factors that participated in the cancer
regulatory network. In addition, many studies have shown that SP1, HIF1A, and MYC
are often upregulated in cancer [4–9]. Together, these data suggest that SP1, HIF1A, and
MYC have crucial roles in cancer development, and that interfering with their activity
could negatively impact cancer development and progressions. For this reason, enormous
efforts have been undertaken to develop inhibitors for SP1, HIF1A, and MYC. Accordingly,
numerous inhibitors of SP1 or HIF1A have been developed [10–14]; however, designing
MYC inhibitors has been extremely difficult [15]. Nevertheless, all of the inhibitors against
SP1, HIF1A, or MYC can be considered potential anticancer drugs due to the nature of
these TFs as master regulators of cancer.

2. What Are SP1, HIF-1, and MYC, and How Do These TFs Benefit Cancer

SP1, HIF-1, and MYC are three major TFs that play important roles as master regulators
of cancer, so the next question is—what are these TFs and how do they benefit cancer as
regulators of gene expression?

2.1. SP1: Housekeeping Gene That Regulates Biological Activities

SP1 is a ubiquitous TF from the Sp/Krüppel-like family (KLF) of TFs, which are the
major forms of zinc finger DNA-binding proteins [16]. The defining feature of SP1-like/KLF
proteins is a highly conserved DNA-binding domain (>65% sequence identity among family
members) at the C-terminus that has three tandem Cys2His2 (C2H2) zinc finger motifs [17].
Likewise, SP1 contains three highly homologous C2H2 regions [18,19], which exhibit direct
binding to DNA at the C-terminal regions of the protein, thus enhancing gene transcrip-
tion [20]. By contrast, the N-terminal regions of the proteins are more divergent [21]. SP1
has four unstructured domains A, B, C, and D, starting from the C-terminal region of the
protein. The two main transactivating domains of SP1 are A and B, which are capable of
direct interaction with the components of transcription machinery such as TATA-binding
protein (TBP) and TBP-associated factor 4 [22]. The C domain is not indispensable but is
highly charged and supports DNA binding and transactivation. The D domain, also known
as the C-terminal region of SP1, has multimeric domains and is responsible for the binding
of consensus sequences such as 5′-(G/T) GGGCGG(G/A)(G/A)(G/T)-3′ (the sequences
are referred to as the GC box) [23]. The N-terminal region of SP1 is a small inhibitory
domain, which mainly regulates the functions of domains A and B and is linked to the A
domain with a serine/threonine-rich region [22]. The transcriptional activity and stability
of SP1 are influenced by its post-translational modifications. SP1 undergoes acetylation,
SUMOylation, ubiquitination, and glycosylation after its translation [24,25]. Acetylation of
SP1 takes place in the DNA-binding domain [26]. Glycosylation occurs at the O-GlcNAc
linkages at the serine and threonine residues in SP1, which can either induce or suppress
DNA binding and transcription [27]. SUMOylation, occurring in the Lys16 region, controls
the transcription of SP1 by instigating alterations in the chromatin structure, making the
DNA inaccessible for transcription [28]. The proteasomal degradation of SP1 is carried
out by ubiquitination, where the β-transducin repeat-containing protein (TCRP) ubiquitin
ligase complex interacts with SP1 through the DSG (Asp-Ser-Gly) destruction box (β-TCRP
binding motif) within the C-terminus of SP1 [29]. SP1 is critical for early embryonic de-
velopment [30,31], but its expression decreases with age and there is evidence that the
transformation of normal cells to cancer cells is associated with the upregulation of SP1,
SP3, and SP4 [10,32]. Functional studies have demonstrated that the SP-like family of TFs
regulates various genes responsible for cancer-related cellular mechanisms; SP1, SP3, and
SP4 are also non-oncogene addiction (NOA) genes and thus are important drug targets [33].
NOA genes are essential for supporting the stress-burdened phenotype of tumors and thus
are vital for their survival. The most important functional role of SP1 in normal cells is
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the regulation of cell cycle and cellular reprogramming [5]. Since cell proliferation and
differentiation are the most active during the developmental stage of organisms, SP1 plays
critical roles during early developmental stages perhaps for this reason [30,31]. This also
indicates that SP1 is still an essential component of cellular mechanisms during adulthood
although less so compared with during developmental stages.

2.2. HIF-1: Functions as a Mediator of Hypoxic Signals

HIF-1 is the most important factor involved in the cellular response to hypoxia [34,35].
The broad impact of HIF-1 on cell biology is reflected in the total number of hypoxic target
genes, which is estimated to be approximately 1–2% of all human genes [36]. HIF-1 plays im-
portant roles in energy metabolism and angiogenesis, especially in cancer progression [34].
It is composed of two subunits, HIF1A and HIF1B (aryl hydrocarbon receptor nuclear
translocator). Among these two subunits, only HIF1A is activated under hypoxia and
HIF1B is not regulated by oxygen [35]. The dual functional protein apurinic/apyrimidinic
endonuclease 1 is an enzyme in DNA base excision repair but also works as a redox factor to
maintain HIF1A in the reduced state that is necessary for its transcriptional function [35]. In
the presence of oxygen, prolyl hydroxylase hydroxylates HIF1A and hydroxylated HIF1A
binds to the tumor suppressor von Hippel–Lindau protein (pVHL), a component of the
E3 ubiquitin ligase complex. This interaction causes HIF1A to become ubiquitinated and
targeted to the proteasome, where it is degraded. However, under hypoxia, HIF1A is not
degraded by the proteasome since prolyl hydroxylase is not functional, so HIF1A dimerizes
with HIF1B and binds to the hypoxia response element (HRE) in the promoters of target
genes, initiating the expression of genes that promote adaptation to hypoxia [35]. HIF1A
as well as the more cell-specific HIF2A are important regulators of the hypoxic response.
Although both HIF1A and HIF2A are highly conserved at the protein level, share a similar
domain structure, heterodimerize with HIF1B (HIF-2 is formed by the assembly of HIF2A
and HIF1B), and bind to the same DNA sequence (the HRE), their effects on the expression
of various genes differ [37].

2.3. SP1 and HIF-1

The importance of HIF-1 and SP1 in cancer development is beyond dispute. In
fact, it has been shown that both HIF-1 and SP1 are involved in every aspect of cancer-
related cellular mechanisms. For instance, both SP1 and HIF-1 play important roles in
the regulation of cancer metabolism in carbohydrates [34,38–41] and lipids [42–44]. Both
are involved in anticancer immunity via regulation of immune-related cells [45–51]; the
tumor microenvironment (TME)/oncometabolites [52–58]; and transforming growth factor
beta, which regulates the immune system [59–64]. SP1 promotes tumor angiogenesis via
activation of vascular endothelial growth factor (VEGF), epidermal growth factor receptor
(EGFR), and VEGF receptor 3 (VEGFR3) [65–67], whereas HIF-1 is a master regulator of
angiogenesis, participating in vasculature formation by synergistic correlations with other
proangiogenic factors such as VEGF, placental growth factor, and angiopoietins [68]. In
addition, SP1 plays an important role in each of the crucial events of metastasis, namely,
adhesion, invasion, migration, and angiogenesis [65–67,69–71]. Both SP1 and HIF-1 are
also involved in the regulation of cellular stress mechanisms as mediators of the protection
of cancer cells against various stresses [72–74].

2.4. MYC: A Master Regulator of Cellular Activity

MYC is a transcription factor that belongs to the basic helix-loop-helix-leucine zipper
(bHLHZip) family and regulates cell growth, differentiation, metabolism, and cell death.
Thus, MYC functions as a master regulator of major cellular functions [75–78]. Studies
using knockout mice have shown that MYC is particularly important for cell growth
(accumulation of the body mass) and is indispensable during the period of both embryo-
genesis and adulthood [79]. c-MYC is the prototype member of the MYC family, which
also includes N-MYC and L-MYC proteins in mammalian cells. All three members of the
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MYC family are highly homologous but distributed differently. c-MYC is ubiquitous and
highly abundant in proliferating cells, whereas N-MYC and L-MYC display more restricted
expression at distinct stages of cell and tissue development. MYC proteins exist within the
MYC/MAX/MXD network. To fold and become transcriptionally active, c-MYC must first
heterodimerize with MAX, a process governed by the coiling of their bHLHZip domains.
Once dimerized, the c-MYC/MAX complex acts as a master transcriptional regulator by
binding via its basic region to the specific DNA consensus sequence 5′-CANNTG-3′. Due
to the multifunctional activities of MYC in cellular functions, cancers with MYC activation
elicit many of the important hallmarks essential for autonomous neoplastic growth. In
fact, MYC aberrations or upregulation of MYC-related pathways occur in many cancers. In
preclinical animal models, MYC inactivation can result in sustained tumor regression, a
phenomenon that has been attributed to oncogene addiction [80].

Recently, it was shown that MYC overexpression leads to increased chromatin interac-
tions at super-enhancers and MYC-binding sites [81]. This shows the importance of MYC
overexpression in the regulation of cancer development and suggests that super-enhancers
might be a potential target for anticancer therapy. Recent studies have also demonstrated
that MYC signaling can enable tumor cells to dysregulate the TME and evade the host
immune response [82]. Due to the importance of MYC as a regulator of both cancer and
the TME, MYC inhibitors may be a holy grail of anticancer drugs. For this reason, many
therapeutic agents that directly target MYC are under development; however, to date,
their clinical efficacy remains to be demonstrated partially due to the extreme difficulty
of developing efficient MYC inhibitors specifically targeted for cancer therapy [15,83]. In
this regard, Omomyc, a newly developed MYC inhibitor is more specific in targeting
MYC-related genes responsible for cancer development than other MYC inhibitors, might
provide insights into how to target MYC for cancer therapy [84].

3. Interactions among SP1, HIF-1, and MYC with One Another and Other TFs
3.1. Modulation of SP1, HIF-1, and MYC Activities

SP1, HIF-1, and MYC modulate the expression of numerous genes as major TFs.
However, these TFs do not work independently and are in fact under the regulation of
many other cellular components. For example, SP1, HIF-1, and MYC can interact and
modulate the activities of each other. Figure 1 shows the promoters of human SP1, HIF1A,
and MYC genes [85–92]. ‘SP1′ and ‘HRE’ in the figure indicate the locations of SP1 and the
HRE consensus sequences, respectively. The SP1 consensus sequences are usually the GC
boxes, whereas the HIF-1 consensus sequences (of the HRE) usually contain the nucleotide
residues ‘5′-RCGTG-3′. The SP1 promoter contains numerous SP1 consensus sequences
as well as NF-Y and E2F consensus sequences. SP1 binds to NF-Y and E2F consensus
sequences as well as SP1 consensus sequences in the SP1 promoter [86,87]. These data
suggest that SP1 can autoregulate its transcriptional activity. In addition to these consensus
sequences, there is an HRE in the SP1 promoter (Figure 1) [85] to which HIF-1 binds and
stimulates the transcriptional activity of the SP1 promoter [85]. It has been shown that
the mRNA and protein levels of SP1 are decreased by silencing HIF1A in human cultured
esophageal squamous cell carcinoma cells, whereas overexpression of HIF1A significantly
increases these levels [85]. These data indicate that HIF-1 upregulates SP1 through its
binding to the HRE.

There are numerous SP1 consensus sequences in the HIF1A gene promoter, which
suggests that SP1 can induce HIF1A gene expression (Figure 1) [88,89]; however, no defi-
nitely active HRE has been found in the HIF1A promoter to date (Figure 1) [88,89]. These
data confirm that the HRE in the SP1 gene promoter contributes to the induction of SP1
gene transcription by HIF1A, and SP1 consensus sequences in the HIF1A gene promoter
contribute to the induction of HIF1A gene transcription by SP1 [85–89]. Thus, there may be
a positive activation feedback loop of HIF-1 and SP1, and hypoxia-mediated induction of
HIF-1 may trigger the activation of both SP1 and HIF-1 until normoxia deactivates HIF-1.
On the other hand, in the promoter of the MYC gene, there is one SP1 consensus sequence
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located upstream of the transcription start site (TSS) and two located downstream of the
TSS [90–92]. Meanwhile, there are two E2F consensus sequences in the SP1 gene promoter,
to which MYC and SP1 can bind (Figure 1). Although, as discussed later, many studies have
shown that SP1 and MYC collaborate in the transcriptional regulation of various genes, to
date, there has been no definitive study showing that SP1 directly regulates transcription of
the MYC gene [90–92] or that MYC directly regulates transcription of the SP1 gene.
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Figure 1. The promoter structures of human SP1, HIF1A, and MYC genes. The consensus sequences
and their potential binding proteins are shown in each promoter. SP1 binds to SP1 consensus
sequences (GC box) as well as NF-Y and E2F consensus sequences. HIF-1 binds to the HRE. MYC,
similarly to SP1, binds to E2F. Myc-associated zinc finger protein (MAZ) is an important regulatory
protein associated with MYC gene expression and binds to MAZ consensus sequences [90,92]. The
nucleotide numbers are numbered from the transcription start site (TSS). The TSS for MYC gene
promoter is for the P1 promoter [90,92].

3.2. Effect of HIF-1 on SP1 Gene Expression and Vice Versa

Expression of the SP1 gene can be upregulated by HIF-1 transcriptionally by the
binding of HIF-1 to its consensus sequences in the SP1 gene promoter, as described in
Section 3.1 [85]. This is shown schematically in Figure 2A. Meanwhile, Figure 2B–D
schematically shows how HIF1A expression is regulated by SP1, using several examples.
Insulin increases HIF1A promoter activity by reactive oxygen species (ROS) via SP1 in
murine 3T3-L1 preadipocytes [93]. HIF1A transcription is downregulated by protein
arginine methyltransferase 1 (PRMT1), a protein whose transcription is regulated by SP1
in human Hela cervical carcinoma and human HEK293T embryonic kidney cells [94].
In the former example, SP1 is activated by phosphoinositide 3-kinase/protein kinase C
via ROS, and then induces HIF1A transcription (Figure 2B). In the latter example, the
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suppression of PRMT1, which prevents the recruitment of SP1/SP3 to the HIF1A gene
promoter, allows SP1/SP3 to activate the transcription of HIF1A (Figure 2C). In both
cases, SP1 directly induces transcriptional activity of the HIF1A gene via its binding to SP1
consensus sequences in the HIF1A gene promoter (Figure 1) and upregulates expression
of the HIF1A gene [77–89]. Meanwhile, SP1 can indirectly regulate HIF1A expression by
modulating the gene expression of histone deacetylase 4 (HDAC4) in rat cardiomyocytes
(Figure 2D) [95]. SP1 upregulates the activity of the HDAC4 gene promoter, thereby
promoting deacetylation and impairing the secretion of high mobility group box 1 in
mouse intestinal epithelial cells [96]. Likewise, HDAC4 can prevent the acetylation of
HIF1A, thereby stabilizing the protein in human pVHL-null kidney cancer cell lines [97].
In this way, SP1 upregulates HIF1A expression either directly by activating HIF1A gene
expression via binding to the HIF1A gene promoter (Figure 2B,C) or indirectly by stabilizing
HIF1A protein via modulation of HDAC4 gene expression (Figure 2D). Either way, SP1
increases the activity of HIF1A. Unlike the HIF1A gene, the HIF1B gene is constitutively
expressed [98]. Therefore, the activity of HIF-1, which is composed of HIF1A and HIF1B,
is regulated by adjusting the mRNA and protein levels of HIF1A in cells as well as by
modulating the levels of co-activators for HIF-1 [37].
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3.3. Effects of HIF-1 Compared to the Effects of SP1 on MYC Gene Activities

While HIF-1 induces SP1 gene expression, it inhibits the activity of MYC (without
affecting MYC gene expression) [85,99–101]. Since activation of MYC is usually associated
with cell growth, MYC activities must be suppressed under hypoxia, which is a condition
unsuitable for rapid cell growth due to a lack of oxygen, which is required for efficient
biological energy production. Thus, under hypoxia, MYC activity is inhibited by HIF1A as
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an adaptive response that promotes cell survival under low oxygen conditions. Since there
is no HRE in the MYC gene promoter (Figure 1), HIF1A is unlikely to inhibit transcription
of the MYC gene by directly binding to the MYC promoter. However, there are several
mechanisms by which HIF can inhibit MYC activity. First, HIF1A can antagonize MYC
transcriptional activity at MYC target genes by interfering with MYC binding to protein
partners. For instance, HIF1A binds to MAX and disrupts MYC/MAX complexes, leading
to reduced cyclin D2 expression, induction of p21 (CDKN1A), and G1 phase cell cycle
arrest in human pVHL-null kidney cancer cell lines [102]. Meanwhile, under hypoxia,
HIF-1 can induce MAX interactor 1, dimerization protein, which inhibits the transcriptional
activity of MYC by competing for MAX and represses MYC target genes [103] such as
peroxisome proliferator-activated receptor gamma coactivator 1-beta in human pVHL-
null kidney cancer cell lines [104] or ornithine decarboxylase in multiple human cancer
cell lines [105]. Second, HIF1A directly inhibits MYC transcriptional activity by DNA-
binding site competition. For instance, HIF1A displaces MYC binding from the promoter
of cyclin-dependent kinase inhibitor 1A (CDKN1A, p21cip1) and upregulates the expression
of p21 (CDKN1A) in human HCT116 colorectal carcinoma cell line [106]. HIF1A also
competes against MYC for binding to SP1, a coactivator of MYC, at the promoters of
MYC target genes such as MutS homolog 2 (MSH2), MSH6, and nibirin, which encode
DNA repair proteins, in human HCT116 colorectal carcinoma cell line [107,108] and the
E-type prostanoid receptor in human HCA-7 colon cancer cell line [109]. Third, several
studies have shown that HIF-1A promotes proteasomal degradation of MYC under chronic
hypoxia conditions [104,110–112].

In contrast to HIF1A, HIF2A promotes MYC activity [37]. Overexpression of HIF2A
enhances SP1 activity and promotes MYC-driven interleukin 8 expression in human mi-
crovascular endothelial cells [113]. HIF2A also enhances MYC activity in human pVHL-null
kidney cancer cell lines and primary mouse embryo fibroblasts [102,114]. Consistently,
HIF2A deletion has been shown to reduce MYC transcription in human pVHL-null kidney
cancer cells implanted in mice [115]. HIF2A promotes MYC activity by stabilizing the
MYC/MAX complex [104,116]. Importantly, HIF2A-induced stabilization of MYC/MAX
heterodimer is much stronger than HIF1A-mediated degradation of MYC in human cancer
cells [104,110–112], leading to MYC activation under hypoxia [116].

MYC upregulates HIF1A proteins although there are no MYC consensus sequences in
the promoter of the HIF1A gene (Figure 1) [117–130]. The post-transcriptional regulation of
HIF1A is responsible for the induction of HIF1A via MYC. For example, transient knock-
down of MYC downregulates HIF1A protein levels in multiple human myeloma cells [117].
Overexpression of MYC in human colon cancer and esophageal cancer cells promotes the
expression of HIF1A at the post-transcriptional level [118,119]. Overexpression of MYC
significantly stabilizes HIF1A and enhances HIF1A accumulation under both normoxic
and hypoxic conditions in human normal immortalized mammary epithelial cells and
breast cancer cells [120]. Accumulation of HIF1A by MYC leads to the induction of HIF1A
targets and is required for MYC-induced anchorage-independent cell growth and prolifera-
tion [120]. Mechanistically, MYC prevents HIF1A degradation by reducing HIF1A binding
to the pVHL complex, although it increases the level of pVHL complex components [120].
Further, MYC promotes pVHL SUMOylation while repressing its ubiquitination, thereby
inhibiting HIF1A ubiquitination and proteasomal degradation [121]. Besides hypoxia,
HIF1A expression can be increased via oxygen-independent mechanisms under certain
normoxic conditions such as ROS and nitrogen species. MYC increases mitochondrial
oxidative phosphorylation and generation of ROS [122]. An increased level of ROS in the
mitochondria leads to the stabilization and accumulation of HIF1A by inhibiting prolyl
hydroxylase under normoxic conditions [122,123].

Recently, it was shown that MYC induces HIF2A expression as well. MYC has been
shown to preferentially bind to the HIF2A gene promoter in mouse Sca1C+ cancer stem
cells (CSCs) in a MYC-driven mouse T-cell leukemia model and the equivalent ATP-
binding cassette superfamily G member 2+ CSC population in human acute lymphoblastic
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lymphoma, and activate HIF2A expression [124]. HIF2A regulates stem cell function by
inducing the expression of octamer-binding transcription factor 4 [125] and AlkB homolog 5,
an m6A demethylase that demethylates Nanog mRNA and increases Nanog expression [126].
In fact, the stem cell factors Nanog and SRY-box 2 facilitate MYC-mediated induction of
HIF2A, playing a critical role in stem cell renewal and tumor stemness [127].

To date, there is limited literature on the effect of SP1 on MYC gene expression or the
effect of MYC on SP1 gene expression. However, Parisi et al. [128] identified a functionally
distinct signature for strong dual MYC/SP1 sites in various gene promoters. This finding
indicates that although SP1 and MYC do not greatly influence each other’s expression
transcriptionally or post-transcriptionally, there is a distinct mechanism by which they
collaborate to regulate the transcription of specifically selected sets of target genes regulated
by both SP1 and MYC.

Overall, these data suggest that there is a positive activation loop of HIF-1 (HIF1A)
and SP1, which mostly occurs through induction of the transcriptional activity of the
HIF1A gene via SP1 and that of the SP1 gene via HIF-1 (Figure 2). HIF-1 negatively
regulates MYC through post-transcriptional mechanisms, and MYC activates HIF-1 through
post-transcriptional mechanism. Interestingly, unlike HIF-1 and MYC, there is a positive
activation loop of HIF-2 and MYC, which occurs via the combination of both transcriptional
and post-transcriptional mechanisms. By contrast, there does not seem to be a direct effect
of SP1 on MYC transcription or of MYC on SP1 transcription, although SP1 and MYC
collaborate to transcriptionally regulate their target genes.

4. Collaboration of SP1, HIF-1, and MYC in Transcriptional Regulation of Their
Target Genes

SP1, HIF-1, and MYC interact with each other either transcriptionally or post-transcript
ionally and modulate the activity of each other, which demonstrates that there is some
collaboration of these TFs in the execution of their activities. However, since SP1, HIF-1,
and MYC are first and foremost TFs, their more important collaborations take place when
these TFs modulate transcription of their target genes.

Many studies have investigated the mechanisms underlying how SP1 and HIF-1
collaborate in transcriptional regulation of their target genes. One example is the detailed
study of the effect of SP1 and HIF-1 on the promoter activity of the human erythropoietin
receptor gene [129]. That study showed that the binding of SP1 and HIF-1 to their binding
sites in the promoter additively increases the transcriptional activity of the promoter.
Another example is the detailed study on regulation of the human retinoic acid receptor-
related orphan receptor alpha 4 (RORalpha) gene by the interaction between HIF-1 and
SP1 [130]. In that case, it was shown that the binding sites for HIF-1 and SP1 in the
promoter of this gene are situated closely to each other, and that HIF-1 functionally interacts
with SP1 [130]. It was also shown that the HIF2A/SP1/HDAC4 network is involved
in transcriptional activation of the human coagulation factor VII gene promoter [131].
Although HIF2A instead of HIF1A is involved in this case, these data suggest that the
complex network of HIF1A/HIF2A/SP1/HDAC4 exists, as there is a link between SP1 and
HIF1A via HDAC4 (Figure 2D) [95].

The collaboration of HIF-1 and MYC in transcriptional regulation of their target genes
has already been described in the previous section. As aforementioned, since HIF-1 and
MYC do not modify the expression of each other transcriptionally, the interaction between
HIF-1 and MYC occurs either post-transcriptionally (HIF-1 usually suppresses MYC while
MYC usually activates HIF-1) or through their collaboration to regulate the expression of
their target genes. As an example of HIF-1 modulating the MYC-regulated transcription
of genes, for instance, HIF-1 inhibits MYC-dependent induction of the transcriptional
activity of the human CDKN1A gene promoter via a HIF1A–MYC mechanism [106]. This
involves functional antagonism of the transcription repressor MYC via protein–protein
interactions. This mechanism is independent of HIF1A DNA binding and transcriptional
activity; instead, HIF1A displaces MYC from binding to the CDKN1A promoter. A similar
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mechanism also works for regulation of the human MSH2 gene promoter [107]. In this
case, neither HIF1A nor MYC binds directly to the MSH2 promoter. Rather, both HIF1A
and MYC discretely interact with the constitutively bound TF SP1 on the MSH2 promoter,
whereas HIF1A dominates SP1 binding in hypoxia by competing with MYC. As a result,
SP1 acts as a molecular switch by recruiting HIF1A for the hypoxic repression of MSH2.
This mechanism is a good example of how HIF-1 can suppress rather than induce gene
expression under hypoxia. In addition, this mechanism also shows the diversity of how
HIF-1, SP1, and MYC collaborate to control the transcriptional activity.

There is no evidence to suggest that SP1 and MYC directly affect the transcription of
each other. However, the collaboration of SP1 and MYC in the regulation of their target
genes has been well described in the literature [132–137]. Among the genes whose transcrip-
tion is regulated by the collaboration of MYC and SP1, there are various genes involved in
the regulation of CSCs such as telomerase reverse transcriptase (TERT), BMI1, cluster of
differentiation 133 (CD133), and CD147 [134–137]. These genes are often upregulated in
cancer. In fact, most of the genes involved in the regulation of CSCs are regulated by HIF-1
as well [138–141]. Hence, these data indicate that the genes involved in the regulation of
CSCs are in most cases regulated by SP1, HIF-1, and MYC. Since CSCs possess ‘stemness’
properties, which are reflected in their capacity to self-renew and generate differentiated
cells that contribute to tumor heterogeneity [142,143], the contribution of CSCs has fun-
damental importance in the development of cancer; therefore, the eradication of CSCs is
crucial for the success of anticancer therapy. As aforementioned, SP1, HIF-1, and MYC
are all participants of cancer regulatory networks. The fact that the genes involved in the
regulation of CSCs are all controlled by SP1, HIF-1, and MYC indicates that the very reason
why these TFs are important participants of cancer regulatory networks might be because
they regulate CSCs.

Figure 3 shows the promoters of the human TERT, BMI1, CD133, and CD147 genes,
which contain consensus sequences for SP1, HIF-1, and MYC [136,138–141,144–146]. Either
SP1, HIF-1, or MYC bind to their respective consensus sequences in the promoters of
these genes and induce transcriptional activity [136,138–141,144–146]. The promoter of
the CD133 gene is very complex, and HIF1A binds to the ETS-binding sites rather than
the HRE [136,141]. Interestingly, there are only a small number of HREs, whereas there
are often clusters of SP1-binding sites. The HRE and SP1-binding sites are often situated
closely together, which suggests that SP1 and HIF-1 collaborate to regulate the transcription
of these promoters in a similar manner to that of the RAR Related Orphan Receptor A gene
promoter [130]. The consensus sequences of the HRE are similar to those of the E-box to
which MYC binds [147–149]. Hence, the HRE (or E-box) can provide the point of interaction
between HIF-1 and MYC. Regarding the TERT, BMI1, and CD147 genes, MYC binds to
the HRE (or E-box) in their promoters and controls expression of these genes [137,150,151],
whereas in the case of the CD133 gene, MYC binds somewhere in the vicinity of the CpG
islands (which have SP1 consensus sequences) in its promoter and controls expression
of the gene [136]. As seen by the great structural differences between the CD133 gene
promoter and those of others, there is some diversity in how SP1, HIF-1, or MYC controls
the genes involved in the regulation of stem cells.

Based on the current knowledge about the transcription factors SP1, HIF-1, and MYC,
the following conclusions can be drawn. First, as described in Section 2, all HIF-1, SP1,
and MYC are deeply involved in cancer-related cellular mechanisms including metabolism,
angiogenesis, anticancer immunity, and regulation of TME. Importantly, as described in
Section 3, HIF-1 and SP1 usually induce the expression of each other while HIF-1 suppresses
the expression of MYC and MYC induces that of HIF-1. This indicates that HIF-1 and
SP1 can cooperatively activate cancer-related cellular mechanisms while the relationship
between HIF-1 and MYC regarding the regulation of cancer-related cellular mechanisms
can be variable depending on the context. Second, the CSC-related genes, which have
fundamental importance in oncogenesis, are all positively regulated by HIF-1, SP1, and
MYC at the transcriptional level (Figure 3). Overall, these results suggest that inhibitors for
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HIF-1 and SP1 likely induce anticancer effects in cooperation by suppressing the activity of
cancer-related cellular mechanisms (including the mechanisms underlying CSC regulation)
while using MYC inhibitors as anticancer drugs requires some cautions.
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regulation of CSCs. The nucleotide numbers are numbered from the ATG (translation initiation) sites.
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5. Implications of the Interactions and Collaborations of SP1, HIF-1, and MYC in the
Development of Anticancer Drugs, and Their Future Perspectives
5.1. SP1, HIF-1, and MYC as Targets for Potential Anticancer Therapies

There are many lines of evidence indicating that SP1, HIF-1, and MYC play important
roles in the development of cancer [1–9]. Hence, these TFs must be among the major
targets of potential anticancer therapies. Many inhibitors of SP1 and HIF-1 have been
developed [11,12]; however, currently an adequately efficient inhibitor of MYC is not
available due to the extreme difficulty of designing MYC inhibitors specifically targeted
against cancer [15]. Thus, it is unknown how well putative MYC inhibitors work as
anticancer agents. In the end, it might turn out that a putative MYC inhibitor is key for
efficiently eliminating cancer. On the other hand, a putative MYC inhibitor might have
strong side effects due to its broad influence over the normal essential activities of its target
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genes. In fact, to some extent, this has been suggested by the results of clinical trials of
mithramycin, which is considered to be an SP1 inhibitor but also inhibits transcription of
the MYC gene [152]. Mithramycin is rarely used as an anticancer drug due to its strong
side effects [153]. Although it is not known whether these side effects are derived from
the activity of mithramycin in inhibiting MYC transcription, this result suggests that MYC
inhibition might cause too many side effects.

The design of Omomyc may be used as a guide for the development of effective
MYC inhibitors [84]. The action of Omomyc is different from that of many other MYC
inhibitors, which have the ability to reduce MYC expression by gene knockout or RNA
interference. Omomyc selectively targets MYC protein interactions: it binds C-MYC and
N-MYC, MAX and MIZ-1, but does not bind MAD or select HLH proteins. Specifically, it
prevents MYC binding to promoter E-boxes and the transactivation of target genes while
retaining MIZ-1-dependent binding to promoters and transrepression. Clinical trials to
date have indicated that the side effects of Omomyc are mild and well tolerated unlike
many other MYC inhibitors [154]. In addition, recent findings about the important roles of
MYC overexpression in activating super-enhancers, which are often deregulated in cancer,
suggest that the points of interactions between super-enhancers and MYC could be more
specific targets for designing anticancer drugs than MYC proteins [81]. Recent progress
in MYC-related research indicates that MYC inhibitors that are more specifically targeted
against cancer-related genes than conventional MYC inhibitors, might be developed in
the future.

Currently, there are no anticancer drugs with strong enough activity to eradicate
cancer in many patients. One way to compensate for this limitation of anticancer drugs is
to combine several drugs to strengthen the anticancer activity of each single drug. Since
inhibitors of SP1 and HIF-1 are already available, it is feasible to combine them. As
described in Section 2.3, there are many genes that play crucial roles in cancer development
and whose expression is regulated by both SP1 and HIF-1. In addition, it was also shown
that the genes involved in the regulation of CSCs, which have fundamental importance
in cancer development, are regulated by HIF-1, SP1, and MYC (Figure 3). The degree of
dependency of the transcription of these genes on either SP1 or HIF-1 can differ from one
gene to the other. However, it can be expected that inhibiting the binding of both HIF-1
and SP1 to the promoters of genes whose expression is regulated by both HIF-1 and SP1,
should lead to stronger reduction of the expression of these genes than inhibiting binding
of either HIF-1 or SP1 alone. Furthermore, since SP1 and HIF1A induce the expression
of each other as mentioned above (in other words, positive feedback regulation works
for the expression of SP1 and HIF1A; Figure 2), inhibiting the activity of both SP1 and
HIF-1 can be expected to downregulate the expression of both TFs far more efficiently
than inhibiting the activity of either TF alone. Therefore, it makes sense to combine SP1
inhibitors with HIF-1 inhibitors as potential drugs to be used for combinational anticancer
therapy. This concept is shown as a scheme to illustrate what could potentially happen
when cancers are treated with a combination of both HIF-1 and SP1 inhibitors (Figure 4).
Recently, it was shown that the interaction of SP1 and HIF1A modulated the behavior of
cancer cells in a hypoxic microenvironment and promoted cancer development [155]. These
data suggest that combination treatment of SP1 and HIF1A inhibitors could effectively
disrupt the interaction of SP1 and HIF1A and inhibit cancer development in a hypoxic
microenvironment, and support the benefit of using combination treatment of SP1 and
HIF1A inhibitors.
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HIF-1 and SP1 inhibitors. There are intricate mechanisms underlying the collaboration of HIF-1 and
SP1 to regulate cancer-related cellular mechanisms. HIF-1 and SP1 usually induce the expression
of each other (as described in Section 3) and activate their target genes in corporation (as described
in Section 4). Therefore, it is expected that combination treatment of HIF and SP1 inhibitors can
specifically suppress the activity of cancer-related cellular mechanisms.

5.2. Tetramethyl-O-Nordihydroguaiaretic Acid as an Anticancer Drug

Tetramethyl-O-nordihydroguaiaretic acid (M4N) is an anticancer drug candidate that
has been studied for many years [156–172]. This compound reversibly inhibits the binding
of SP1 to its DNA consensus sequence thereby functioning as an SP1 inhibitor unlike
mithramycin which is an irreversible inhibitor of SP1 [156]. M4N also decreases HIF1A
content in cancer cells under hypoxia [159], indicating that it functions as a dual inhibitor
of both SP1 and HIF1A. Importantly, M4N essentially has no strong side effects [171],
suggesting that the reversible inhibition of SP1 and HIF1A bindings to their target genes
might not cause strong toxicity. M4N also downregulates the expression of proteins, such as
B-cell lymphoma 2/adenovirus E1B 19kDa protein-interacting protein 3, X-linked inhibitor
of apoptosis protein, survivin, VEGF, and lactate dehydrogenase A [161,163,164,169,170],
and suppresses energy metabolism [162,168]. The function of these proteins as well as
energy metabolism are associated with the activities of SP1 and HIF-1 [34,38–44]. M4N can
markedly induce cellular stress in cancer cells [163,169]. The activity of SP1 and HIF-1 in
protecting cells from cellular stress has been previously described [72–74], and thus M4N as
an SP1 and HIF-1 dual inhibitor likely suppresses this activity. However, the stress induced
by M4N does not seem to be strong enough to induce significant tumoricidal activity, as
M4N treatment alone has not been shown to induce anticancer activity strong enough to
eliminate cancer (although it slows cancer growth) in various xenograft mice and many
patients [163,165,166,169,171]. The most compelling data showing the efficacy of M4N as an
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anticancer drug is a clinical trial that was conducted in India in the 1990s treating patients
with oral squamous cell carcinoma [172].

However, it might be sufficient to make cancer cells vulnerable against a second an-
ticancer drug that is able to induce strong cytocidal effects, as shown by the synergistic
induction of anticancer activity with the combination treatment of M4N with a second anti-
cancer drug in various xenograft mouse experiments [163,165,166,169]. It was also shown
that combination treatment with M4N suppresses energy metabolism and oncometabolites
in addition to inducing strong cellular stress, making it a potentially impressive anticancer
treatment [163,169]. In addition, M4N induces interleukin 21 and enhances B cell-mediated
humoral immunity in tumor-bearing mice [173]. It has also been shown that M4N can
downregulate oncometabolites such as lactate and 2-hydroxyglutarate, which suppress
activity of the immune system in cancer cells [169], and thus can activate immune reactions
via the downregulation of oncometabolites. Overall, these data showed that M4N could
make the TME unfavorable for cancer cells to thrive due to its effect to activate the immune
system. The roles of SP1 and HIF-1 in regulating the immune system has already been
described in the literature [45–64], which suggests that M4N induces its effects on the
immune system via its activity as a dual inhibitor of SP1 and HIF-1.

5.3. A Possible Usage of the Combination Treatment of HIF-1 and SP1 Inhibitors as an
Anticancer Therapy

Since M4N, which inhibits both SP1 and HIF-1, does not have strong enough anticancer
activity to eliminate cancer in most patients [171], combination treatment of SP1 and
HIF-1 inhibitors is also likely not able to induce strong enough anticancer activity to
eliminate cancer. However, the results showing that M4N can induce anticancer activity
synergistically in combination with a second anticancer drug [163,165,166,169] suggest
that the combination treatment of SP1 and HIF-1 inhibitors could significantly strengthen
the anticancer activity of a third anticancer drug. Other than TFs such as SP1, HIF-1, and
MYC, there are various additional factors, particularly lncRNAs and miRNAs [174], which
play important roles in the development of cancer, as predicted by systems analyses of the
regulatory networks in cancer [1–3]. All these factors can naturally be targets of anticancer
drugs. To increase the anticancer efficacy of HIF-1 or SP1 inhibitors, combination treatments
of HIF-1 and/or SP1 inhibitors with inhibitors of these other factors (e.g., certain lncRNAs
and miRNAs as well as MYC), which function as parts of the cancer regulatory networks,
may need to be considered as well. In this regard, Omomyc with its selective targeting
against MYC-related genes is a particularly attractive candidate to combine with HIF and
SP1 dual inhibitors such as M4N [84].

5.4. Roles of HIF-1, SP1, and MYC in Normal Cells and the Potential Toxicity of Anticancer Drugs
Targeted on These Transcription Factors

One of many reasons why anticancer drugs do not work well in the clinics is that most
anticancer drugs have strong toxicity to normal cells as well as having an effect on cancer
cells. As a result, cancer patients treated with these drugs often experience strong side
effects and cannot tolerate the drugs until cancers are totally eliminated. Therefore, good
anticancer drugs need to specifically target cancer cells without causing strong toxicity
to normal cells. Keeping that in mind, the question becomes: how potentially toxic are
anticancer drugs that target HIF-1, SP1, or MYC for normal cells?

First, HIF-1 is a master regulator of hypoxic signals so that it is required mainly under
hypoxic conditions only [34,35]. Thus, although activation of HIF-mediated signaling
mechanisms results in various benefits to cancer cells and the upregulation of HIF-1 is often
found in various tumors, only a moderate amount of the expression of HIF-1 is presumably
needed to maintain the health of normal cells. For this reason, it would not cause too
many difficulties to develop safe and effective inhibitors for HIF-1 as anticancer drugs.
Second, SP1 is involved in important normal cellular functions such as cell proliferation
and cellular differentiation [5]. However, importantly, although SP1 is essential for normal
tissues during embryogenesis and adulthood, it is less important during adulthood than
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embryogenesis [5,30,31]. Meanwhile, SP1 is often upregulated in cancers [10,32,33]. This
suggests that SP1 inhibitors with only moderate inhibitory activities could possibly incur
negative impact on cancer cells without inducing strong adverse effects on normal cells. As
mentioned above, mithramycin, a well-known SP1 inhibitor with some activity to inhibit
MYC, has strong side effects [152,153]. However, a newly developed mithramycin analogue
EC-8042 showed fewer side effects than mithramycin [175], which suggested that there
were ways to improve safety of SP1 inhibitors. Moreover, M4N which only reversibly
inhibits SP1 binding to SP1-target genes showed few side effects if any [171]. Overall,
this suggests that safe and effective SP1 inhibitors without strong side effects are feasible.
Finally, MYC is involved in some of the most important functions in normal cells [75–78].
Therefore, it would be very difficult to eliminate all side effects from any potential MYC
inhibitors. In this sense, Omomyc with its selective targeting against MYC-related genes
can potentially be a good start to develop safe and effective MYC inhibitors as anticancer
drugs [84]. Largely, this analysis suggests that there are potential methods to develop safe
and effective combination treatments with HIF inhibitors and SP1 inhibitors.

6. Conclusions and Future Directions

HIF-1, SP1, and MYC, which function as master regulators of cancer, interact with
each other and modulate the expression of many genes whose functions are associated with
the development and maintenance of cancer, such as the genes involved in the regulation of
proliferation, CSCs, metabolism, angiogenesis, stress response, and metastasis (as described
in Sections 1 and 2). In addition, SP1, HIF-1, or MYC modulates the TME, such as the
immune system and the production of oncometabolites, in such a way to facilitate tumor
development (as discussed in Section 2). For this reason, inhibitors of HIF-1, SP1, and MYC
should be able to work as anticancer agents. Currently, many inhibitors of HIF-1 and SP1
are available, although there are no efficient inhibitors of MYC available due to the extreme
difficulty in developing them [15]. In this sense, Omomyc might become a breakthrough
for the future development of MYC inhibitors [84]. Although many inhibitors of either
HIF-1 or SP1 have some anticancer activity, none of them have activity strong enough to
eradicate cancer in the majority of patients. This has led to the idea to combining HIF-1
inhibitors with SP1 inhibitors to improve the anticancer activity of each drug.

It has been shown that M4N [156–172], a newly developed anticancer drug candi-
date that inhibits both HIF-1 and SP1, modulates the expression of various genes whose
promoters are controlled by SP1 and HIF-1. M4N also suppresses energy metabolism in
cancer and induces humoral immunity in the TME. Clinical trials of M4N have shown some
anticancer activity, but this activity is not strong enough to eradicate cancer in most patients.
However, combination treatments of M4N with various second drugs have been shown to
synergistically improve anticancer activity in xenograft mouse studies. The conclusions
obtained from the data on M4N suggest that, while a combination treatment of an HIF-1
inhibitor with an SP1 inhibitor might improve the anticancer efficacy of the drugs to some
extent without curing most cancer patients, a combination treatment of HIF-1 and SP1
inhibitors with a third appropriately selected anticancer drug might significantly improve
the anticancer activity of the third drug.

In addition, as discussed above, it is realistic to think developing safe and effective
inhibitors for HIF-1 and SP1 is achievable. In fact, M4N with activities as a dual inhibitor for
HIF-1 and SP1 does not cause strong side effects [171]. Since we have not tested the safety
and efficacy of the combination treatment of M4N with the second anticancer drug for
human patients yet, we do not know how safe and effective this combination treatment can
be. Therefore, clinical trials of M4N (or the combined treatment of HIF-1 and SP1 inhibitors)
with various second anticancer drugs are urgently needed. Although it has been shown by
numerous mouse xenograft studies that M4N can synergistically induce anticancer activity
with many different second anticancer drugs, the optimal selection of these second drugs
has not been established yet. As described, Omomyc is potentially an interesting choice
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as a second drug [84]. This line of studies also needs to be carried out together with the
clinical trials of the combination treatments suggested above.
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Abstract: Since the discovery of dendritic cells (DCs) in 1973 by Ralph Steinman, a tremendous
amount of knowledge regarding these innate immunity cells has been accumulating. Their role
in regulating both innate and adaptive immune processes is gradually being uncovered. DCs are
proficient antigen-presenting cells capable of activating naive T-lymphocytes to initiate and generate
effective anti-tumor responses. Although DC-based immunotherapy has not yielded significant
results, the substantial number of ongoing clinical trials underscores the relevance of DC vaccines,
particularly as adjunctive therapy or in combination with other treatment options. This review
presents an overview of current knowledge regarding human DCs, their classification, and the
functions of distinct DC populations. The stepwise process of developing therapeutic DC vaccines to
treat oncological diseases is discussed, along with speculation on the potential of combined therapy
approaches and the role of DC vaccines in modern immunotherapy.

Keywords: dendritic cells; immunotherapy; clinical trials; tumor-associated antigen; cancer

1. Introduction

Dendritic cells (DCs) are proficient antigen-presenting cells (APCs) that play a pivotal
role in initiating an adaptive immune response [1]. Among the diverse range of APCs in
the human body, such as macrophages and B-lymphocytes, DCs are considered the most
efficient in capturing antigens at the site of infection and delivering them to secondary
lymphoid organs, where T-cell clustering takes place for subsequent antigen presentation
and the activation of effector cells [2].

DCs are usually referred to as a link between innate and adaptive immunity. As part
of the innate immune system, DCs contribute to the initiation of inflammatory processes
while also playing a crucial role in activating the acquired immune response by presenting
antigens on major histocompatibility complex (MHC) molecules [3]. Modern sequencing
technologies have enabled the gradual characterization of the diversity of human DC
subsets, with the determination of their exceptional role in shaping the immune response.

The main concept behind creating a vaccine based on DCs is to utilize their ability to
activate and enhance the immune response against specific antigens [4]. Mature antigen-
loaded DCs are capable of activating the immune system and directing it towards fighting
tumors. Therefore, a DC-based vaccine allows us to increase the immune response against
a specific antigen and improves the treatment effectiveness. One of the main advantages
of this type of therapy is its low toxicity compared to other methods and its use as a safe
adjuvant treatment method [5].
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2. Biology of Dendritic Cells

Among other populations of immune cells, DCs are identified by their high expression
of MHC II molecules and CD11c, which are considered necessary for their primary functions
of antigen capture and subsequent processing in complex with MHC molecules [6]. To
carry out the processes of the modulation of the immune response, DCs must migrate
to the site of inflammation along the gradient of chemokine concentration. DCs express
the chemokine receptors C-C type 5 and C-C type 6. The signaling axes CCR5-CCL5
and CCR6-CCL20, which include CCR5 and CCR6 and their ligands expressed by the
tumor microenvironment (TME), are important for the successful recruitment of DCs to
the TME [7]. DCs, which penetrate into the TME under cytokine gradient conditions, are
capable of producing cytokines, which induce the migration and modulate the action of
lymphocytes [8–10]. Additionally, DCs are able to effectively recruit NK cells into the
TME [11] and activate them, particularly through the production of cytokines CXCL9 and
CXCL10 [12].

DCs exist in two distinct physiological states in the human body. In tissues, DCs
in a steady state or immature condition display low levels of costimulatory molecules
and are incapable of activating naive T-lymphocytes [13]. Immature DCs also exhibit
high endocytic capacity, high levels of adhesion molecules for tissue localization, and
low levels of immune-stimulatory cytokines. Antigen capture processes performed by
DCs are diverse and involve mechanisms such as phagocytosis [14], receptor-mediated
endocytosis (lectin-dependent endocytosis, Toll-like receptor-mediated endocytosis) [15,16],
and macropinocytosis [17].

The recognition of pathogen-associated molecular patterns (PAMPs) or damage-
associated molecular patterns (DAMPs) serves as a stimulus for DCs to transition into a
mature state. This transition is accompanied by changes in the expression of costimula-
tory molecules, integrin, and chemokine receptors, as well as the suppression of adhesion
molecule expression [18]. All these processes contribute to the migration of DCs from the
initial tissue site to the secondary lymphoid organs for the presentation of endogenous
peptides via MHC I to CD8+ T-cells, and exogenous peptides in complex with MHC II to
CD4+ T-lymphocytes [19]. In addition to antigen presentation, DCs can interact with T-cells
through protein factors and costimulatory molecules such as CD80, CD86, OX40 ligand
(OX40L), and CD70 [13,20].

3. Dendritic Cell Populations in the Human Body

DC populations in the human body demonstrate complex phenotypic and functional
heterogeneity, which accounts for their broad functionality and substantial role in modu-
lating immune responses. The following major subsets of DCs are observed in the human
body: plasmacytoid DCs (pDCs), monocyte-derived DCs (moDCs), and conventional
dendritic cells (cDCs) (Figure 1). These populations share a common myeloid precursor
and are distinguished from other immune cells by their high expression of MHC II and
CD11c molecules. However, during ontogenesis, they exhibit distinct repertoires of sur-
face markers [6], which will be further discussed below. Interestingly, DC development
is influenced by the microenvironment, especially in non-lymphohematopoietic tissue
(lungs, skin, etc.), which additionally emphasizes their functional plasticity [21].
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Figure 1. The scheme of the ontogenesis of DC populations. Myeloid and lymphoid precursors de-
velop from hematopoietic stem cells. From the myeloid precursor, the macrophage DC progenitor 
(MDP) develops. The MDP further differentiates into monocytes and AXL+ SIGLEC6+ cells (AS DCs). 
AS DCs are capable of giving rise to both pre-DCs and pDC lineages. Pre-DCs are the precursors of 
cDC1 and cDC2. The pDC population, which originates from the lymphoid precursor, is also con-
sidered heterogeneous, with three distinct groups identified: P1-pDC, P2-pDC, P3-pDC. 

3.1. Conventional Dendritic Cells (cDCs) 
cDCs are considered to play a crucial role in the activation of naive T-cells. Their main 

function is to capture and degrade protein antigens and present them as peptides in com-
plex with MHC class I or II molecules [22]. cDCs are predominantly located in non-lym-
phoid tissues, especially in barrier tissues, which are the main sites of pathogen entry, 
where they perform antigen capture functions [23]. 

There are two main subsets of cDCs, cDC1 and cDC2, with each performing specific 
functions. The cDC1 subset is characterized by chemokine receptor XCR1 expression, with 
its ligand XCL1 secreted on the surfaces of CD8+ T-cells [24]. Among the distinctive set of 
specific markers, CLEC9A, involved in the uptake of necrotic cells; CD141, a cell adhesion 
molecule; and CADM1, CD103, CD8α, and BDCA-3, whose role is not fully understood, 
should be noted [25]. This subset is characterized by the expression of transcription factors 
BATF3 and IRF8 [26]. cDC1s are also major producers of IL-12, which is necessary for the 
differentiation of various T-cell populations [27]. cDC1s are also specialized in activating 
CD8+ naive T-cells through cross-presentation via MHC I molecules, playing a crucial role 
in anti-tumor and antiviral immune responses [24,28]. The presence of Toll-like receptor 
3 (TLR3), an endosomal protein, is characteristic of cDC1s, and it is necessary for the 
recognition of double-stranded RNA, an intermediate in the replication of many viruses 
[29]. 

Subpopulation cDC2 is predominantly localized in secondary lymphoid tissue and 
is characterized by the expression of CD11b, CD1c, BDCA-1, and Dectin-1 surface markers 
[30,31]. Unlike cDC1, this subset neither expresses TLR3 nor is a major producer of IL-12. 
Physiologically, cDC2s induce the activation of naive CD4+ cells [30,32]. For example, in 
the induction of Th17 cells, cDC2s express IL-23 and IL-6 molecules, although the exact 
activation mechanisms are still being elucidated [18]. 

Using RNA sequencing technologies, it is possible to identify new subsets of DCs 
from those described above. The diversity of the precursors of the aforementioned 

Figure 1. The scheme of the ontogenesis of DC populations. Myeloid and lymphoid precursors
develop from hematopoietic stem cells. From the myeloid precursor, the macrophage DC progenitor
(MDP) develops. The MDP further differentiates into monocytes and AXL+ SIGLEC6+ cells (AS DCs).
AS DCs are capable of giving rise to both pre-DCs and pDC lineages. Pre-DCs are the precursors
of cDC1 and cDC2. The pDC population, which originates from the lymphoid precursor, is also
considered heterogeneous, with three distinct groups identified: P1-pDC, P2-pDC, P3-pDC.

3.1. Conventional Dendritic Cells (cDCs)

cDCs are considered to play a crucial role in the activation of naive T-cells. Their
main function is to capture and degrade protein antigens and present them as peptides
in complex with MHC class I or II molecules [22]. cDCs are predominantly located in
non-lymphoid tissues, especially in barrier tissues, which are the main sites of pathogen
entry, where they perform antigen capture functions [23].

There are two main subsets of cDCs, cDC1 and cDC2, with each performing specific
functions. The cDC1 subset is characterized by chemokine receptor XCR1 expression, with
its ligand XCL1 secreted on the surfaces of CD8+ T-cells [24]. Among the distinctive set of
specific markers, CLEC9A, involved in the uptake of necrotic cells; CD141, a cell adhesion
molecule; and CADM1, CD103, CD8α, and BDCA-3, whose role is not fully understood,
should be noted [25]. This subset is characterized by the expression of transcription
factors BATF3 and IRF8 [26]. cDC1s are also major producers of IL-12, which is necessary
for the differentiation of various T-cell populations [27]. cDC1s are also specialized in
activating CD8+ naive T-cells through cross-presentation via MHC I molecules, playing a
crucial role in anti-tumor and antiviral immune responses [24,28]. The presence of Toll-like
receptor 3 (TLR3), an endosomal protein, is characteristic of cDC1s, and it is necessary
for the recognition of double-stranded RNA, an intermediate in the replication of many
viruses [29].

Subpopulation cDC2 is predominantly localized in secondary lymphoid tissue
and is characterized by the expression of CD11b, CD1c, BDCA-1, and Dectin-1 surface
markers [30,31]. Unlike cDC1, this subset neither expresses TLR3 nor is a major producer
of IL-12. Physiologically, cDC2s induce the activation of naive CD4+ cells [30,32]. For
example, in the induction of Th17 cells, cDC2s express IL-23 and IL-6 molecules, although
the exact activation mechanisms are still being elucidated [18].

Using RNA sequencing technologies, it is possible to identify new subsets of DCs from
those described above. The diversity of the precursors of the aforementioned populations at

292



Curr. Issues Mol. Biol. 2023, 45

different stages of differentiation is increasingly taken into account. A. Villani’s group iden-
tified a population of DC precursors—AS DCs—characterized by the expression of AXL,
SIGLEC1, and SIGLEC6 antigens, capable of giving rise to both cDC and pDC lineages [33].
P. See and others have identified a population of pre-DCs with an immunophenotypic
profile of CD123+ CD33+ CD45RA+. Pre-DCs appear to be a later stage of differentiation
from AS DCs and are precursors of cDC1 and cDC2, but not pDCs. Due to the presence of
common markers, pre-DCs may be mistakenly classified as pDCs. Therefore, the secretion
of IL-12 and activation of T-cells in pDCsare likely due to the presence of a small population
of classical DC precursors. Pre-DCs differentiate towards CADM1+ CD1c− pre-cDC1 and
CADM1-CD1c+ pre-cDC2 [34].

3.2. Plasmacytoid Dendritic Cells (pDCs)

PDCs are characterized by the production of type I interferons (IFN-α), which is
attributed to the endoplasmic reticulum and Golgi apparatus in their cellular structure [35].
Among the expressed receptors, CD11c, CD33, CD11b, and CD13 are absent, while GMDP,
CD123 (IL-3R), and CD45RA are observed. Receptors involved in IFN-α production
include CD303 (CLEC4C; BDCA-2), CD304 (neuropilin; BDCA-4), CD85k (ILT3), CD85g
(ILT7), Fc ε R1, BTLA, CD358, and CD300A [36–38]. pDCs are primarily involved in the
detection of viral infections and do not play a significant role in stimulating naive T-cells.
pDCs express TLR7 and TLR9 in order to recognize nucleic acid molecules, which are key
receptors in recognizing endosomal patterns [39–41].

The production of IFN-α is not the only function of this subset. Alculumbre et al.
were able to characterize three subsets of pDCs from the general population based on the
expression of the costimulatory and inhibitory molecules PD-L1 and CD80. After removing
AS DCs that could have influenced the experimental results, the multifunctional property
of pDCs was determined. P1-pDCs (PD-L1+CD80−) displayed a pronounced plasmacytoid
morphology, and they are the main producers of IFN-α. P3-pDCs (PD-L1−CD80+) acquire a
dendritic morphology and adaptive immune functions. P2-pDCs (PD-L1+CD80+) promote
T-cell activation and differentiation towards Th2 cells.

3.3. Monocyte-Derived Dendritic Cells (moDCs)

MoDCs are derived from monocytes, and they undergo functional changes in inflam-
matory foci. Similar to other DC populations, moDCs can also transport antigens to lym-
phoid tissue [42]. However, the process of differentiation can be significantly influenced by
the TME conditions, such as increased lactate levels, a byproduct of tumor cell metabolism,
which has a negative effect on the increase in moDCs in the TME [43]. In addition, high
levels of lactate also negatively affect the production of anti-inflammatory cytokines and
the cytotoxic properties of T-cells and NK cells [44,45]. MoDCs can be easily obtained
from human peripheral blood monocytes by laboratory generation [46]. Experiments show
that moDCs are weaker stimulators of T-cell activation; nevertheless, upon migration to
the lymph nodes, moDCs can transfer captured antigens from the periphery and present
them to resident DCs in the lymphoid organs. This cell population exhibits heterogeneous
expression of markers including CD13, CD33, CD11b, CD11c, CD172a, S100A8/9, CCR2,
CD1c, CD1a, Fc εR1, IRF4, and ZBTB46. Similar to classical DCs, they express CD11c and
MHC II [47]. moDCs are effective and perform their functions efficiently in vivo, by inter-
acting with cDCs and responding to the microenvironment’s cytokine profile. However,
in vitro studies of moDC-based vaccines have often yielded disappointing results, which
can vary depending on the utilized activation and differentiation methods [48].

4. In Vitro DC Vaccine Design
4.1. DC Differentiation

DC vaccine development is a multi-step process, with its efficacy influenced by factors
such as the culture conditions, antigen selection, and additional parameters. The first step in
DC vaccine development is obtaining a sufficient number of cells for further manipulations.
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Current approaches to generating DCs mainly focus on in vitro differentiation from CD14+

or CD34+ monocyte precursors [49–52] (Figure 2). This direction is driven by the fact that
DCs, circulating in the body, are a small population of immune cells, and isolating them in
the required quantity to achieve therapeutic effects is rather challenging.
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Figure 2. DCs can be created by various methods in vitro. (A) MoDCs are obtained through directed
differentiation from CD14+ monocytes using various cytokine combinations, such as IL-4, GM-CSF,
IFN-α, IL-15, etc. Resulting cells express several surface markers that are characteristic of moDCs
and necessary for antigen presentation [53]. (B) A combination of three main subsets of DCs—cDC1,
cDC2, and pDC—can be obtained from HSC CD34+ using FMS-like tyrosine kinase 3 ligand (FLT3L),
thrombopoietin (TPO), and stem cell factor (SCF). A population similar in marker composition
to cDC1 can be obtained through the direct reprogramming of fibroblasts transduced with the
transcription factor set PU.1 + IRF8 + BATF3 (PIB) [54]. (C) The process of antigen internalization and
DC activation occurs, where the antigens can be tumor vesicles, inactivated tumor cells, or the lysates
of tumor cells. Antigen capture occurs, mainly through receptor-mediated phagocytosis mechanisms
(lectin-dependent endocytosis, Toll-like receptor endocytosis, and macropinocytosis). One method
involves transduction, where the DNA sequence encodes for antigens. An electroporation procedure
is used to internalize mRNA molecules. In addition to antigen processing in complex with MHC
molecules, a combination of activating molecules serves as a stimulus for maturation under in vitro
conditions. The activated (mature) state of DCs is characterized by changes in the expression of
costimulatory molecules (CD80, CD86) and integrin and chemokine receptors (CCR7), as well as the
suppression of adhesion molecule expression.

It is worth noting that ex-vivo-generated cells exhibit transcriptional profile differences
compared to their in vivo counterparts [55,56]. This could potentially be the cause of the
limited therapeutic efficacy observed in DC vaccines utilizing these strategies. Nevertheless,
many preclinical and clinical trials have demonstrated the ability of generated DCs to
activate T-cells and secrete anti-inflammatory cytokines, such as IL-12 [57].

4.1.1. DCs Derived from Monocytes (moDCs)

MoDCs are derived through the directed differentiation of monocytes isolated from
the peripheral blood mononuclear cell fraction (PBMC), obtained from whole blood or
leukapheresis [58,59] (Figure 3). Isolation is commonly performed using plastic adherence,
positive selection using antibody-coated magnetic beads, or flow cytometry. This method
represents the most commonly used approach among published articles [60–64]. CD14+

monocytes are differentiated into immature DCs over several days, alongside various
factors, with the combination of IL-4 and granulocyte–macrophage colony-stimulating
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factor (GM-CSF) being the “gold standard” [65,66]. However, other combinations of
different cytokines have also been tested. DCs differentiated in the presence of GM-CSF and
IL-15 have shown to be the most effective inducers of Th17 responses [67]. The combination
of GM-CSF and IFN-α also contributes to the activation of effector CD8+ lymphocytes and
Th1 cells [68]. Subsequently, immature moDCs are loaded with antigen and matured using
a set of factors. After 1–2 days, mature moDCs present as cells loaded with tumor-associated
antigen (TAA), which are then cryopreserved and thawed as needed [59]. Although this
method is considered to be time-consuming, it is, however, being currently used in several
medical institutions.
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Figure 3. The main stages of creating a personalized DC-based vaccine for cancer treatment. Natural
DCs, CD14+ monocytes, or CD34+ are isolated from leukapheresis material. CD14+ and CD34+

cells are differentiated into immature DCs. For TAA, tumor material is isolated, which can be used
to construct the necessary antigen. Mature DCs are obtained using a combination of activating
molecules and loading TAA. The ready-made injection consists of mature TAA-activated DCs or
vesicles obtained from activated DCs (Dex).

The use of autologous DCs is considered a priority approach, as it avoids the
immune rejection of the cells. Despite the explicit advantages of autologous therapy,
allogeneic DC therapy also has been tested in several clinical trials [69]. Allogeneic DCs
represent an attractive material, as the donor’s immune system is not compromised
due to oncological conditions. However, this approach can be challenging given that it
requires careful donor selection.

4.1.2. DCs Derived from CD34+ Progenitors

Another approach to generating DCs involves differentiating CD34+ hematopoietic
stem progenitor cells (HSPCs). By combining specific factors, certain populations of DCs
can be obtained. For example, in several studies, the generation of cDC1s, the most efficient
in antigen cross-presentation, has been demonstrated using a combination of recombinant
FLT3L, SCF, GM-CSF, and IL-4 [70,71]. Generated cells exhibited the phenotype of true
cDC1s: CD141+ CLEC9A+ XCR1+. However, obtaining an adequate number of cells to
achieve therapeutic effects and multiple infusions remains a challenge [72]. Some studies
have reported an up to 20-fold increase in the yield of generated cDC1s when co-cultured
with HSPCs and the OP9 cell line, compared to classical methods [73,74].

4.1.3. Genetic Reprogramming in DCs

Another approach to obtaining DCs involves genetic reprogramming, which, in theory,
can allow the generation of the desired DC population, depending on the designed genetic
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cassette. Using a lentiviral vector encoding GM-CSF, IL-4, and melanoma-associated
antigen (TRP2), it has been possible to differentiate CD14+ monocytes into moDCs loaded
with the tumor antigen TRP2 from melanoma [75]. A similar approach has been used to
generate induced cDC1s from fibroblasts by transducing a lentiviral vector that induces the
expression of key transcription factors for cDC1s: PU.1, IRF8, and BATF3 [76,77].

4.2. DC Maturation

The next rational step in creating a DC vaccine is the process of DC maturation. This
process involves antigen loading and the activation of DCs using factors that influence
their physiological processes. There is currently no consensus on the optimal composition
of activating molecules. These can include cytokines such as TNF-α, IFN-γ, Toll-like
receptor (TLR) agonists (e.g., LPS), and agonistic recombinant proteins (e.g., CD40L). It
should be noted that IFN-α is included in the cytokine combination in order to mimic
viral infection [78]. Several approaches have been developed for the ex vivo generation
of therapeutic DC vaccines, involving the acquisition of TAA. Such approaches include
synthesized tumor peptides [79], full-length proteins, tumor heat shock proteins [80],
autologous tumor cells (lysates and inactivated cells) [81,82], the introduction of mRNA
encoding tumor antigens [83], and tumor vesicles [84]. All antigen-loading methods have
shown efficacy under in vitro conditions, considering the combination with maturation
factors. The use of tumor lysates is considered the most common approach to loading
tumor cells [85,86]. A significant advantage of this method is enabling the loading of DCs
with a polyantigen complex, including neo-antigens, specific to the patient’s tumor, due to
the cellular heterogeneity of the malignancy.

An alternative approach to loading DCs would be the in vivo delivery of antigens to
DCs, using liposomes [87], genetic vectors [88], or the fusion of antigens with monoclonal
antibodies [89]. In this case, liposomes serve as a delivery method, for example, of RNA
molecules encoding tumor antigens. This method leads to the activation of DCs in situ
through endocytosis mechanisms [87]. Adeno-associated viruses carrying an antigen
sequence can also act as viral delivery agents [88]. Liposomes conjugated with antibodies on
their surfaces can also serve as an alternative antigen delivery method, which can enhance
specific binding to target cells [89]. A proper combination of antigens and activating
molecules, which do not induce immunosuppression or immune tolerance, would ensure
optimal DC maturation and the subsequent priming of T-cells.

4.3. Vesicles Derived from Dendritic Cells

It is known that extracellular vesicles (EVs) released by immune cells modulate cell
interactions in the TME [90]. For example, EVs can inhibit tumor growth, stimulate an
immune response against malignant cells, and improve the infiltration of other immune
cells into the TME [91]. Additionally, EVs can transmit information between immune cells,
allowing them to coordinate their actions and enhance the immune response against the
tumor [92]. Therefore, one of the new approaches to oncotherapy is the use of vesicles
obtained from dendritic cells (Dex), which possess the properties of stem cells and have
several advantages. The utilization of Dex as an alternative antigen delivery method,
and their involvement in the in vivo activation of effector cells, is currently considered a
promising direction in immunotherapy [93].

The process of Dex production involves all previous stages of DC creation, with the
final step being the isolation of these structures from the supernatant through sequential
centrifugation. Dex is naturally secreted by DCs and, similar to the parent cell, possesses
a bilayer lipid membrane with a characteristic repertoire of protein molecules, including
MHC I and MHC II, as well as costimulatory molecules such as CD80 and CD86, necessary
for the interaction and activation of CD8+ and CD4+ T-cells [94]. Additionally, the Dex
membrane expresses intercellular adhesion molecule 1 (ICAM-1) [45]. Research also indi-
cates that Dex contains various cytoplasmic proteins and microRNAs [95]. As extracellular
structures, Dex are less susceptible to tumor immunosuppressive mechanisms, suggesting
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a potentially more effective T-cell response [96]. Moreover, due to their stable configuration
resembling exosomes and other extracellular vesicles, Dex can be stored frozen for at least
six months [97].

4.4. Adaptive Transfer of DC Vaccines

In the context of in vivo conditions, DCs, following successful activation, migrate
to the lymph nodes, via chemokine gradient, in order to interact with T-cells. Therefore,
choosing a delivery method for autologous or allogeneic DC injections is crucial in achieving
the required therapeutic effects. Intradermal injections of labeled DCs have shown that
only approximately 2–4% of DCs migrate to the draining lymph nodes. Remaining cells
perish at the injection site and are subsequently eliminated by immune cells (macrophages).
However, W. Joost Lesterhuis et al. conducted a study comparing different methods of DC
administration. In the study, it was demonstrated that the subcutaneous injection of DCs
leads to the higher induction of anti-tumor properties in T-cells [98]. These findings can be
explained by the fact that only the most mature and differentiated cells reach the lymph
nodes. In intranodal injection, DCs are delivered directly to the site of interaction with
lymphocytes. Nonetheless, this method does not achieve an optimal response, compared
to subcutaneous injection, which may be attributed to the administration of activated and
non-activated DCs, as well as non-viable vaccine cells [99]. Direct injection into the lymph
nodes eliminates the loss of non-migratory cells; however, this approach requires precise
manipulation control.

5. Application of DC Vaccines in Cancer Therapy

Currently, a wealth of preclinical research results has accumulated and been pub-
lished, demonstrating the anti-tumor potential of DC vaccines. Despite progression in
DC development from different precursors, and the utilization of TAA and activation
factor combinations, as mentioned earlier, DC vaccines have shown discouraging results in
clinical practice. Undoubtedly, one of DC vaccines’ advantages is the rare occurrence of
third–fourth-grade adverse effects, as demonstrated in numerous clinical trials. Most side
effects are minimal and characterized by first–second-grade symptoms, such as weakness,
irritation at the injection site, and flu-like symptoms [100]. Toxic effects of the third–fourth
grade have been reported in some published clinical trials and are likely to be associated
with the therapeutic combination used [64].

5.1. Preclinical Studies

The diversity of preclinical studies aimed at assessing the effectiveness of DC-based
vaccines demonstrates the current and future directions of development in this field. We
consider several types of studies that reflect general trends in DC vaccine development.

Accumulating data suggest that DC vaccines, based on cDC1s, are more effective in
priming T-cell responses, compared to similar moDC therapies. In their study, Stephen
Ferris et al. evaluated the induction of T-cell responses by moDCs of bone marrow origin
and generated cDC1s using mouse models. The study compared the ability of moDCs and
cDC1s to directly prime T-cells in lymphatic vessels, without natural DCs’ involvement.
Irf8+32−/− mice, which lack endogenous cDC1s, were used for this purpose. Although the
cross-presentation of antigens was demonstrated in in vitro models, the authors concluded
that moDC injection in Irf8+32−/− mouse xenotransplant models did not lead to tumor-
specific responses without the involvement of cDCs [101]. The results of preclinical studies,
involving various combinations of DC-based therapies, are presented in Table 1.

Shin-Wha Lee et al. found that a therapy approach using CD8α+ DCs, induced
from HSCs, similar to the population of human CD141+ DCs, not only promotes tumor
regression but also contributes to a higher level of immune-stimulating cells such as CD4+,
CD8+, and CD11c+, as well as a lower level of the immunosuppressive cytokine IL-10
at lower therapeutic doses, compared to moDC therapy in a mouse model [102]. This,
therefore, emphasizes the relevance of developing therapeutic vaccines based on cDCs.
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The current preclinical development of cDC-based vaccines aims not only to demonstrate
differences, but also to optimize the protocol of obtaining cDCs from HSCs with maximal
yields and a complete immunophenotypic marker set. Yuanzhi Bian et al. established the
synergistic role of IFN-γ and TLR agonists in activating an immortalized mouse DC cell line
(JAWSII (ATCC® CRL-11904™, Manassas, VA, USA). Their research established a significant
difference in the percentage of activated DCs treated with IFN-γ+poly I:C (polyinosinic-
polycytidylic acid, a TLR agonist), compared to DCs treated with IFN-γ alone, indicating
IFN-γ involvement in TLR signaling pathways upon their co-administration [103]. Mariana
Oliveira et al. found that inhibiting signal transmission through WASp and Arp2/3, using
a small molecule called CK666, promotes cross-presentation by reducing phagosomal
acidification, resulting in antigen release into the cytoplasm. As a result, TAA presentation
is mediated by MHC I molecules instead of MHC II molecules, leading to a higher level
of proliferation of specific CD8+ T-cells in vitro and in vivo and the prolonged survival of
mice receiving CK666-treated DCs [104].

Table 1. Results of some preclinical studies based on DC therapy.

Therapy Model for Research Results References

Comparison of moDC-based
therapy and cDC1-based therapy

Irf8+32−/−, Batf3−/− mice
C57BL/6, CD45.2+ Irf8+32−/−,

mice with subcutaneous
methylcholanthrene

(MCA)-induced
fibrosarcoma injections

Lack of tumor-specific response in the
therapy of moDCs in Irf8+32−/− mice [101]

Comparison of CD8α+DC-based
therapy and moDC-based therapy

C57BL/6 mice with orthotopic
model of ID8 cancer

Reduced volume of ascites in both
groups

Decreased level of regulatory T-cells
(Treg), IL-10, increased expression of

CD3, CD4, CD8, and CD11c markers in
the CD8α+ DC group

[102]

DC-based therapy +
inhibitor Arp2/3 CK666

CD45.2 WT, OT-I and CD45.1
(Ly5.1) mice

The combination of DCs and CK666
inhibitor led to a reduction in

phagosomal acidification and an
increase in CD8+ T-cell proliferation,

compared to the control group

[104]

bmDC therapy +
DNA vaccine Human MUC1 transgenic mice

Tumor regression was observed only in
mice receiving therapy with bmDCs +

DNA vaccine
[105]

DC-based vaccine +
αPD-1

C3H/HeJ mice by transplanting
murine MBT-2 bladder cancer cells

In the group “DC + αPD-1”, there was
higher survival, IFN-γ production, and
frequency of CD8+ and CD4+ T-cells in

the spleen

[106]

Retno Murwanti et al. presented data on combined therapy using a DNA vaccine along
with DCs derived from bone marrow (bmDCs). The DNA vaccine targeting MUC1, a tumor-
associated antigen, and autologous bmDCs was tested as a monotherapy in human MUC1
transgenic mice with colorectal tumors. However, results showed that tumor regression
was only achieved through the combination of the DNA vaccine and bmDCs. Accordingly,
the authors highlighted bmDCs’ crucial contribution in enhancing the anti-tumor immune
response in combination with a DNA vaccine designed for a specific target molecule [105].

Soyeon Lim et al. found that the combination of a DC vaccine loaded with lysate
and an anti-PD-1 antibody (αPD-1) had a more pronounced therapeutic effect, compared
to mice receiving either DC therapy alone or αPD-1 in a mouse model of bladder cancer.
In the study, increased secretion of IFN-γ and splenocyte cytotoxicity were also found in
mice [106]. Felipe Cezar de Mato tested the influence of peptides, isolated from spider
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venom, on the modulation of mouse DCs in vitro, based on previous data on the cytotoxic
properties of these peptides on glioblastoma cells. The study results showed statistically
significant differences in the expression of the costimulatory molecule CD86, when using
the peptide and tumor cell lysate, compared to a DC + lysate, as well as the increased
secretion of some proinflammatory cytokines [107].

5.2. Clinical Studies

To date, a multitude of clinical trials have used different DC vaccines, with the majority
of them utilizing monocyte-derived DCs for loading with antigens [60,62,108,109], while
only a few highlight the use of neoantigens [61]. Some studies employ DCs of natural
myeloid origin [110]; however, the method of generating DCs from monocytes is considered
the most commonly encountered. Selective clinical trials will be discussed further, as they
reflect general trends in vaccine development and demonstrate patient outcomes.

5.2.1. DC Progenitor-Based Therapy

At the end of 2022, data from phase 3 clinical trials of therapy, under the registered
trademark DCVax-L—autologous mature DCs loaded with tumor lysate for the treatment of
glioma (NCT00045968)—were published. PBMCs were obtained by leukapheresis and then
cultured in the presence of GM-CSF and IL-4 cytokines. Antigen loading was performed
using a tumor lysate obtained from tumor resection [111]. The phase 3 trials involved
331 patients, of whom 232 received DCVax-L injections, along with standard temozolomide
treatment, and 99 patients were in the placebo group. The study aimed to analyze the
vaccine effectiveness and its impact on the survival of patients with newly diagnosed
glioblastoma (nGBM) or its recurrent form (rGBM). The study, which started in 2007,
showed a statistically significant increase in patient survival for both NDGB and RGB
patients. The median overall survival (mOS) for 232 NDGB patients receiving DCVax-
L was 19.3 (95% confidence interval (CI) 17.5–21.3) months, compared to 16.5 (95% CI
16.0–17.5) months in the control group (98% CI 0.00–0.94). Among 64 RGB patients receiving
DCVax-L, the mOS was 13.2 (95% CI 9.7–16.8) months after recurrence, compared to 7.8
(95% CI 7.2–8.2) months in the control group (98% CI) [60]. Clinical trial results based on
personalized DC vaccines are presented in Table 2.

Nicholas J Vogelzang and colleagues demonstrated the results of phase 3 of a com-
pleted VIABLE study. The study tested the efficacy of autologous DCs, combined with
docetaxel and prednisone, compared to a placebo group receiving only standard chemother-
apy (NCT02111577), for 1182 men with metastatic castration-resistant prostate cancer. The
vaccine contained moDCs loaded with inactivated human prostate adenocarcinoma cell
line cells (LNCaP). Despite promising results from phase 1/2 clinical trials, prior to VIABLE,
the mOS was 23.9% in the treatment group and 24.3% in the placebo group, indicating no
difference in overall survival between the two groups [112]. The authors also highlighted a
lack of adverse events (AE) in patients. Such results were attributed to the terminal stage of
cancer in many patients, and the fact that the mOS rate in patients who had been receiving
abiraterone or enzalutamide prior to the trial was significantly lower, indicating possible
drug resistance [63].

Trials involving DC transduction for antigen processing are of particular interest. A
phase 1 clinical trial (NCT01730118) tested the therapeutic efficacy of autologous DCs,
transduced with an adenovirus expressing human epidermal growth factor receptor 2
(HEP2), for patients with metastatic solid tumors overexpressing HEP2. These patients
had either progressive disease after standard treatment or no evidence of disease after
tumor resection. Thirty-three patients were included in the study and divided into several
groups, with each receiving different amounts of DCs. One patient achieved a complete
response (CR), one achieved a partial response (PR), and five patients achieved disease
stabilization (DS). Significantly, the study showed no AE with transduced DC therapy [109].
In the study NCT01826877, DCs delivering antigens via an adenoviral vector were also
tested. No significant results were obtained in the study, with only one patient completing
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the treatment and achieving DS after 27 months [108]. Lisa H. Butterfield and colleagues
investigated the effect of transduced DNA vaccines on patients with melanoma, in combi-
nation with intravenously administered IFN-α. The vaccine was constructed against three
commonly known melanoma antigens (tyrosinase, MART-1, and MAGE-A6), in order to
stimulate polyclonal CD8+ and CD4+ responses. Two CR, eight cases of stable disease (SD),
and 14 cases of disease progression (PD) were recorded. In 51% of patients (18 out of 35),
first–fourth-grade AE were observed; however, second–fourth-grade AE were likely associ-
ated with the use of IFN-α. Most participants showed an enhancement in tumor-specific
CD8+ and CD4+ T-cell responses, which did not correlate with increased levels of IL-12.
Moreover, it is worth noting that adding IFN-α did not improve the immune or clinical
response in this trial [113].

As an example of a clinical trial based on a neoantigen DNA vaccine, the study by
Zhenyu Ding et al. (NCT02956551) can be considered. For 12 patients with non-small
cell lung cancer, DCs loaded with neoantigen peptides were used as immunotherapy in
combination with cyclophosphamide treatment. In order to obtain neoantigens, the study
authors performed RNA sequencing, along with the whole exome sequencing of DNA
from patient biopsy material. The method of obtaining monocyte-derived DCs was chosen
quite classically (leukapheresis + IL-4 and GM-CSF). Along with DC vaccination, patients
received maintenance therapy, such as ipilimumab, radiation therapy, or chemotherapy,
as the disease progressed. In the latest published trial report, AE 1–2 were recorded, an
objective response (OR) was achieved in 25% of cases, and it was also mentioned that
personalized neoantigen vaccines have the ability to induce a T-cell response [61].

Koichi Mitsuya and colleagues used polarized α-type 1 DCs in a clinical trial as a
vaccine against multifocal glioblastoma. DCs were activated with a cytokine cocktail and
a complex of synthetic peptides. Combining the vaccine with standard therapy showed
an anti-tumor effect, with an mOS of 19.0 months. The study also found significant IL-
12 secretion by α-type DCs, which correlated with increased levels of IFN-γ, potentially
inducing the IFN-γ-mediated stimulation of effector T-cells. The long-term follow-up of
patients (up to 6 years) revealed better outcomes for those receiving DC therapy, compared
to the control group [114].

5.2.2. Therapy Based on Natural DCs

Clinical trial NCT02574377 evaluated immunological effects in patients with stage 3
resected melanoma, who had undergone autologous myeloid-derived cDC2 or pDC therapy.
Cells were isolated by apheresis and loaded with melanoma-associated peptides. No third-
grade or higher AE were observed, and antigen-specific CD8+ T-cells were present in 80% of
patients, and CD4+ T-cells in 64%, following the first vaccine injection. Median disease-free
survival (mDFS) was 19.4 months, and 6 out of 15 patients showed no recurrence at the
end of the study [110]. In 2023, a phase 1/2 clinical trial of a neoadjuvant DC vaccine for
ovarian cancer treatment was launched, with the selection of natural cDC1 as the most
effective DC population for antigen cross-presentation as a therapy basis (NCT05773859)

5.2.3. Therapy Based on DC-Derived Vesicles (Dex)

Dex vaccines have been tested in a series of clinical trials. In phase 1 of the Dex clinical
trial, those obtained from autologous DCs were administered to patients with metastatic
melanoma. Despite the promising method, only 2 out of 15 participants developed a PR,
while SD was observed in two patients. However, no AE were identified, and 8 out of
13 individuals showed increased effector function of NK cells [115]. In another phase 1
clinical trial, autologous Dex therapy loaded with MAGE tumor antigens demonstrated
MAGE-specific T-cell responses in 33% of patients with non-small cell lung cancer, as well
as an increase in NK lytic activity in 16% of patients [116]. After the phase 2 study using
Dex-stimulated IFN-γ, Dex was shown to enhance anti-tumor immunity in the NK cells
of patients with advanced non-small cell lung cancer (NCT01159288). The results indicate
that the Dex vaccine promotes the increased effector function of NKp30-NK cells, which is
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closely related to high levels of MHC II expression and IFN-γ content. No T-cell response
was detected in patients. One patient developed third-grade hepatotoxicity, while, in other
cases, AE did not exceed the second grade [117].

Table 2. Results from clinical trials using dendritic-cell-based therapeutic vaccines.

Therapy Type of Cancer Participants Efficiency, % References

Neoantigen-primed DC vaccine
+ cyclophosphamide Non-small cell lung cancer 12

25 OR
75 DCR

100 AE (1–2)
NCT02956551

Adenoviral transduced autologous
human epidermal growth factor

receptor (AdHER)/neu DC vaccine

Metastatic solid tumors
characterized by

HER2/Neu expression
33

3 CR
3 PR

15 SD
100 AE

[116]

Autologous DCs transduced with
AdGMCA9 (DC-AdGMCAIX)

Metastatic renal cell
carcinoma 11 45 AE (1–2)

9 SD NCT01826877

Autologous DCs pulsed with tumor
lysate antigen (DCVax®-L)

Newly diagnosed
glioblastoma (NDG);

recurrent glioblastoma
(RG)

232—NDG
64—RG

1,5 AE
19.3 mOS (months),

NDG
13.2 mOS (months), RG

NCT00045968

IKKβ-matured RNA-transfected DC
vaccine + immune checkpoint

blockade (ICB)
Metastatic uveal melanoma 12 No published results NCT04335890

Autologous DCs + docetaxel
+ prednisone

Metastatic
castration-resistant

prostate cancer
1182

23.9 mOS (months)
24.3 mOS (months,

placebo group)
NCT02111577

Alpha-type-1 polarized DC-based
vaccination

Newly diagnosed
high-grade glioma 16 19 mOS (months) [114]

DCs transduced with MART-1,
tyrosinase, and MAGE-A6+ IFN-α Melanoma 35

5.7 PR
23 SD
40 PD

51.4 AE
36 mOS (months)

NCT01622933

Therapy based on natural autologous
cDC2 and pDCs Melanoma 15 19.4 mDFS (months)

100 AE (1–2) NCT02574377

Exosomes derived from
autologous moDCs Metastatic melanoma 15 13 PR

13 SD [58]

IFN-γ-exosomes derived from DC
(IFN-γ- Dex) Non-small cell lung cancer 22

15 mOS (months)
19 AE (1–3)

32 SD (for 4 months)
NCT01159288

OR—objective response, DCR—disease control rate, AE—adverse events, CR—complete response, PR—partial
response, SD—stable disease, mOS—median overall survival, PD—progressive disease, mDFS—median disease-
free survival.

6. Conclusions

Despite the discouraging results of DC-based immunotherapy approaches, addressing
the challenge of enhancing the clinical response remains relevant. Vaccines may be a proper
treatment choice for individuals with tumors non-responsive to CAR-T therapy, immune
checkpoint inhibitors, or monoclonal antibodies and may also be suitable for maintaining
remission. The analysis of different populations of DCs in the human body provides a clear
understanding of their contribution to the mechanisms of immune function—in particular,
anti-tumor processes. Among preclinical studies, there is a trend towards using generated
cDCs and pDCs as immunotherapy, demonstrating promising results. However, obtaining
sufficient quantities of DCs from precursors in vitro to achieve a clinical response in patients
remains an open question.
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In conclusion, it should be noted that numerous clinical trials aiming to test combined
treatment options are currently either in the patient recruitment stage or have not been
completed yet. Although DC-based vaccines face a number of difficulties, recent advances
in the development of new DC vaccination schemes as adjuvant therapy will make a
significant contribution to therapy, especially for solid tumors. It is likely that the new
generation of DC vaccines based on mRNA loading and combined with various immune
adjuvants will lead to a significant T-cell response and a reduction in the influence of the
TME. An alternative and promising therapy option is the direct generation of cDC1 from the
patient’s blood as the most effective APC for an anti-tumor response. The most important
steps in improving DC vaccines are optimizing the methods of differentiating DCs from
precursor cells, selecting the most effective method of loading, and combining DC vaccines
with other forms of therapy, which may contribute to increasing their effectiveness and
achieving the best clinical outcome for cancer patients.
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Abstract: CAR-T cell therapy involves genetically engineering T cells to recognize and attack tumour
cells by adding a chimeric antigen receptor (CAR) to their surface. In this study, we have used
dual transduction with AAV serotype 6 (AAV6) to integrate an anti-CD19 CAR into human T cells
at a known genomic location. The first viral vector expresses the Cas9 endonuclease and a guide
RNA (gRNA) targeting the T cell receptor alpha constant locus, while the second vector carries the
DNA template for homology-mediated CAR insertion. We evaluated three gRNA candidates and
determined their efficiency in generating indels. The AAV6 successfully delivered the CRISPR/Cas9
machinery in vitro, and molecular analysis of the dual transduction showed the integration of the
CAR transgene into the desired location. In contrast to the random integration methods typically
used to generate CAR-T cells, targeted integration into a known genomic locus can potentially lower
the risk of insertional mutagenesis and provide more stable levels of CAR expression. Critically,
this method also results in the knockout of the endogenous T cell receptor, allowing target cells to
be derived from allogeneic donors. This raises the exciting possibility of “off-the-shelf” universal
immunotherapies that would greatly simplify the production and administration of CAR-T cells.

Keywords: adeno-associated viral vectors; T cells; genetic engineering; CRISPR/Cas9; homology-
directed repair; chimeric antigen receptor

1. Introduction

CAR-T cell therapy is a type of immunotherapy that involves the genetic engineering
of a patient’s T cells to express a chimeric antigen receptor (CAR) on their surface. This
synthetic receptor artificially redirects the specificity of the T cells to tumour cells [1]. Such
receptors have an extracellular recognition domain derived from an antibody and can
recognize any antigen to which it has an affinity. Their intracellular domain can combine
signals from the receptor complex, such as CD3ζ and T cell co-stimulatory molecules [2].
Once the target antigen is recognized, the CAR-T cell is activated, releasing cytokines and
enzymes that kill the target tumour cell. CAR-T cells recognize molecules on the surfaces
of tumour cells independently of the major histocompatibility complex (MHC), making
the antitumour response more effective [3]. This therapy has shown great promise in early
clinical trials, leading to its approval by the US Food and Drug Administration for treating
certain types of leukemia and lymphoma [1]. The production process, however, can take
several weeks and requires specialized equipment and trained personnel [4], leading to
expensive therapy, with overall treatment costs surpassing 1 million US dollars [5].

Recombinant adeno-associated viruses (AAVs) are small, non-pathogenic viruses
packaging a 4.7-kb-long ssDNA genome that have been extensively studied for their
potential use in gene therapy [6]. For the generation of recombinant AAVs, the Rep and Cap
genes, which encode for proteins related to viral genome replication and capsid formation
and the assembly of the wildtype AAV, are replaced with the transgene of interest flanked
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by inverted terminal repeats (ITRs). One of the characteristics of recombinant AAV vectors
is their ability to deliver and express transgenes stably without integration into the host
genome because these vectors do not retain the Rep gene [7]. In most cases, the AAV genome
remains in an episomal state, which confers low toxicity and allows for the expression
of transgenes for long periods of time in non-dividing cells [8]. However, the lack of
integration can also limit the durability and effectiveness of AAV gene therapies. On the
other hand, the AAV-delivered ssDNA genome can serve as a template for gene targeting
via homologous recombination [9–11]. While still not completely understood, this method is
considered more efficient than other conventional approaches, such as plasmid transfection.
Possible explanations include more efficient nuclear delivery of the transgene, the fact that
the AAV genome is single-stranded, and the effect of the ITRs on recruiting the cellular
repair machinery [9,12–14]. Additionally, the introduction of a double-strand break (DSB)
into the host genome by endonucleases improves the frequency of this AAV-mediated
recombination [14–17].

Five types of nuclease proteins can be used to make specific changes to the genome
by creating a DSB in the DNA: Zinc-finger nucleases (ZFNs), transcription activator-like
effector nucleases (TALENs), homing endonucleases, meganucleases, and CRISPR RNA-
guided nucleases such as Cas9. These proteins have been employed to integrate the CAR
transgene into T cells at specific sites, as reviewed by Dabiri et al. [18]. The CRISPR/Cas9
system has made it possible to introduce DSBs at specific genomic loci with high precision.
This allows for targeting the AAV genome to a specific genomic locus, where it can integrate
into the host genome via homology-directed repair. This approach can increase the stability
and expression of transgenes delivered by AAVs, such as the chimeric antigen receptor [19].
In the case of CAR-T cell therapies, the use of AAVs and CRISPR/Cas9 can enable the site-
specific integration of CAR transgenes into the host genome, leading to more durable and
effective CAR-T cells [20]. Moreover, the CRISPR/Cas9 system can knock out endogenous
genes in T cells, such as the T cell receptor, to generate “universal” CAR-T cells that are
potentially more affordable and accessible [4,21].

Current CAR-T cell products are generated via the transduction of lentivirus (Kym-
riah, Breyanzi, Abecma, and Carvykti) or γ-retrovirus (Yescarta and Tecartus) due to the
achievement of high rates of transduction and long-term expression of the CAR transgene.
The use of these vectors is deemed safe [22], but their variable transgene integration [23,24]
poses the risk of insertional oncogenesis [25–28] and of clonal expansion [29]. Additionally,
the transgene integration can occur in sites with distinct transcriptional activity, resulting
in variable CAR expression and inadequate therapeutic outcomes [30]. Targeting the CAR
transgene to the T-cell receptor alpha constant (TRAC) locus alleviates these risks and leads
to CAR-T cells with increased antitumour efficacy while exhibiting a reduced exhaustion
profile, as previously reported [20]. Generating a potential universal CAR-T cell product is
another benefit of targeting the TRAC [31]. By knocking out the endogenous TCR, the risk
of graft versus host disease (GvHD) is eliminated as the recipient’s immune system does
not recognize the alloantigen [32,33]. The endogenous MHC can also be knocked out to
generate “off-the-shelf” allogeneic CAR-T cells by targeting the beta-2 microglobulin (B2M)
gene, reducing the risk of graft rejection [32]. In contrast to the current labour-intensive and
time-consuming manufacturing process of CAR-T cell products [4], which increases its price
and limits its application and availability to patients [5], the manufacturing of universal
CAR-T cells has the potential to lower the costs and increase the accessibility of the product
to patients whose T cells have been depleted due to cancer or previous treatments [4,34].
Additional targets for knockout can include PD1, for the generation of exhaustion-resistant
CAR-T cells [35,36], and some target antigens that are also expressed on the surfaces of
T cells, such as CD7 and CD33, for the reduction of on-target/off-tumour toxicity [37,38].
Here, we describe an alternative method for the site-specific integration of CAR into T cells
via dual transduction with AAV6, a serotype extensively used for homology-mediated trans-
gene integration in different human cells, including induced pluripotent stem cells [39,40],
hematopoietic stem cells [17,41–43], and, most importantly, the immune cells NK and T
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cells [20,36,44–48]. The first viral vector encodes for the CRISPR/Cas9 machinery, while the
second vector carries the DNA template for transgene integration via homology-directed
repair. Simultaneous endogenous TCR and CAR integration disruption could be produced
from allogeneic donors as an “off-the-shelf” therapy. This study shows a proof of principle
for dual-AAV6-mediated site-specific CAR-T cell generation.

2. Materials and Methods
2.1. Cell Culture

HEK293SF-3F6 (HEK293SF) cells were kindly provided by the National Research
Council Canada. Jurkat cells were kindly provided by Prof. Mohammad-Ali Jenabian
(Immuno-Virology Lab, Department of Biological Sciences and CERMO-FC Research Cen-
tre, Université du Québec à Montréal (UQAM), Montréal, Québec, Canada). HEK293SF
cells were maintained in serum-free suspension cultures at 37 ◦C, 5% CO2, and 75% relative
humidity in a shaker incubator (Infors HT, Bottmingen-Basel, Switzerland) at 135 rpm
speed of agitation. The medium for both cell maintenance and viral vector production
was HyCell TransFx-H (Cytiva Life Sciences, Marlborough, MA, USA) supplemented with
0.1% w/v of Kolliphor P188 (Sigma-Aldrich, Burlington, MA, USA) and 4 mM GlutaMAX
(Gibco, Billings, MT, USA). Jurkat cells were maintained in RPMI-1640 (Cytiva Life Sciences,
Marlborough, MA, USA) supplemented with 10% v/v fetal bovine serum (FBS, Cytiva
Life Sciences, Marlborough, MA, USA) and 1% v/v penicillin–streptomycin (pen-strep,
Gibco, Billings, MT, USA) at 37 ◦C, 5% CO2, and 75% relative humidity in a static incubator
(Panasonic, Tokyo, Japan).

2.2. Guide RNAs and Plasmids

The following guide RNAs targeting the TRAC locus were evaluated: (1) ataggcagaca-
gacttgtca; (2) gtctctcagctggtacacgg; and (3) tacacggcagggtcagggtt. Each guide RNA (gRNA)
was synthesized as 2 complementary DNA strands with BsaI overhangs at the 5′ end. The
oligo DNAs were annealed and inserted into the plasmid pX601-AAV-CMV::NLS-SaCas9-
NLS-3xHA-bGHpA;U6::BsaI-sgRNA (a gift from Feng Zhang, Addgene plasmid #61591;
http://n2t.net/addgene:61591, accessed on 7 April 2021; RRID:Addgene_61591), which
encodes for the SaCas9, via restriction cloning at the BsaI site [49]. The three plasmids
containing each of the three gRNAs were named pX601-AAV-SaCas9-TRAC#1, pX601-AAV-
SaCas9-TRAC#2, and pX601-AAV-SaCas9-TRAC#3, respectively. The plasmid containing
the DNA template for homology-directed repair was designed to encode for the gene
of the anti-CD19 chimeric antigen receptor (FMC63-28Z receptor protein) and an EGFP
marker based on the plasmid pSLCAR-CD19-BBz [50], flanked by a 150-bp homology
arm upstream of the template (left homology arm, LHA) and a 500-bp homology arm
downstream of the template (right homology arm, LHA). The ITRs flank the entire con-
struction for packaging into an AAV vector. The construct was synthesized by BioBasic
(Markham, ON, Canada) and cloned into a pUC57 vector. The final plasmid was named
pUC57_AAV_anti-CD19_CAR_HDR.

2.3. Analysis of Double-Strand Break Efficiency

HEK293SF cells were transfected with each of the three plasmids (1 µg/mL) to evaluate
double-strand break (DSB) efficiency. Non-transfected cells were used as the negative
control. Ninety-six hours post-transfection, the genomic DNA of the cells was extracted
using a PureLink™ Genomic DNA Mini Kit (Invitrogen, Waltham, MA, USA), as per
the manufacturer’s instruction. The CRISPR/Cas9 target site was amplified via PCR
using primers targeting the TRAC locus (forward: 5′-GCCAACATACCATAAACCTCCC-
3′; reverse: 5′-GGACTGCCAGAACAAGGCTC-3′). The amplicons were sequenced by
Sanger sequencing at Genome Québec (Montréal, QC, Canada), and the DSB efficiency was
evaluated by Tracking of Indels by Decomposition (TIDE) [51]. The TIDE software (http:
//shinyapps.datacurators.nl/tide/, accessed on 15 September 2022) utilizes quantitative
sequence trace data from two standard capillary sequencing reactions. These sequence
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traces are subjected to analysis through a custom decomposition algorithm, identifying the
major induced mutations (insertions and deletions (indels)) at the intended editing site and
quantifying their occurrence within the cell population to determine the overall efficiency.

2.4. Viral Vector Production

Adeno-associated viral vectors serotype 6 packaging the SaCas9 and gRNA #1 (AAV6-
SaCas9) or the CAR (AAV6-CAR) genomes were produced by triple transient transfection
as previously described [52], where the transgene plasmids used were pX601-AAV-SaCas9-
TRAC#1 and pUC57_AAV_anti-CD19_CAR_HDR, respectively. After viral harvest, the
cell lysate was clarified using a 1.2/0.5-µm Optiscale capsule (Millipore Sigma, Burlington,
MA, USA). The clarified lysate was then subjected to single-step affinity capture chro-
matography using a commercially available 5-mL prepacked immunoaffinity resin column,
POROS™ CaptureSelect™ AAVX (ThermoFisher Scientific, Waltham, MA, USA). The affin-
ity purification process was conducted on the ÄKTA Avant25 FPLC system (Cytiva Life
Sciences, Marlborough, MA, USA). The affinity-resin-bound AAVs were eluted in 0.1 M
glycine (pH 2.5) and immediately neutralized by adding 10% v/v of neutralization buffer
containing 1 M Tris, 20 mM MgCl2, and 20% sucrose (pH 8.8). The purified AAV6 vectors
were further concentrated using 100-KDa Amicon® Ultra-5 centrifugal filter units (Millipore
Sigma, Burlington, MA, USA) and stored at −80 ◦C. The AAV6 vector titers were deter-
mined by ddPCR analysis as previously described [52], using the following pair of primers:
5′-GGCCAGATTCAGGATGTGCT-3′ (forward) and 5′-CATCATCCCCAGAAGCGTGT-
3′ (reverse), for AAV6-SaCas9; 5′-GAGGAAACGGGGCAGAAAGA-3′ (forward) and 5′-
GGCCTTCCTGAGGGTTCTTC-3′ (reverse), for AAV6-CAR.

2.5. Analysis of AAV6-Delivered CRISPR/Cas9

The efficiency of the AAV6-delivered SaCas9 and gRNA #1 to be expressed and
cleave the target DNA was evaluated by transducing HEK293SF cells at a multiplic-
ity of infection (MOI) of 103 and co-infection with E1/E3-deleted adenovirus type 5.
RNA was extracted from the cells 24 and 48 h post-transduction. The extraction was
done using the Aurum™ Total RNA Mini Kit (Bio-Rad, Hercules, CA, USA). cDNA
was synthesized using the iScript™ cDNA Synthesis Kit (Bio-Rad, Hercules, CA, USA),
per protocol. Oligo(dT) primers were used to prepare the sample for the detection of
SaCas9 expression, and gene-specific primers (5′-CGCCAACAAGTTGACGAGAT-3′ and
5′-GGCAGACAGACTTGTCAGTTTTA-3′) were used to prepare the sample for the detec-
tion of gRNA expression. The cDNAs were amplified via PCR using primers for SaCas9 (5′-
GGCCAGATTCAGGATGTGCT-3′ and 5′-CATCATCCCCAGAAGCGTGT-3′) and gRNA
#1 (same pair of primers used for cDNA synthesis). The size of the amplicons was analyzed
via agarose gel electrophoresis. At 24 and 48 h post-transduction, samples were collected
to detect the expressed SaCas9 protein. Following cell lysis, the samples were run on poly-
acrylamide gel electrophoresis. After blotting the samples to a nitrocellulose membrane,
the membrane was blocked and incubated with 0.5 µg/mL of anti-SaCas9 monoclonal
antibody (11C12, GenScript, Piscataway, NJ, USA) overnight. Peroxidase goat anti-mouse
antibody (IgG (H + L) Jackson ImmunoResearch, West Grove, PA, USA, RRID:AB_2307346)
was used as the secondary antibody. Genomic DNA was also extracted from the cells 48 h
post-transfection. As previously described, the TRAC locus was amplified by PCR, and the
material was sequenced and analyzed via agarose gel electrophoresis and TIDE.

2.6. Dual-AAV Transduction of Jurkat Cells

Jurkat cells were resuspended at a density of 0.5× 106 cells/mL in RPMI supplemented
with 10% FBS and 1% penicillin–streptomycin and seeded into wells of a 48-well plate. The
cells were transduced with AAV6-SaCas9 and AAV6-CAR at medium and high MOI. For
medium MOI, 1× 105 genome-containing particles (viral genomes, VG) of each vector were
added per cell. For high MOI, 2 × 106 VG of AAV6-SaCas9 and 7 × 106 VG of AAV6-CAR
were added per cell. The transduced cells were incubated at 37 ◦C, 5% CO2, and 75%
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relative humidity in a static incubator, as previously described. At 48 h post-transduction,
the cells for the high MOI group were resuspended in a fresh medium.

2.7. Genomic Analysis of Modified Jurkat Cells

Extraction of genomic DNA from up to 5 × 105 Jurkat cells was done at 48 and 96 h
post-transduction for the medium and high MOI groups, respectively. Non-transduced
cells were used as controls. Genomic DNA was extracted as described above and used
as a template for PCR using primers for the TRAC locus. The size of the PCR products
was analyzed by agarose gel electrophoresis, and the amplicons were sequenced for TIDE
analysis. Quantitation of gel bands was done using Image Lab 6.1 (Bio-Rad, Hercules,
CA, USA) using a 1-kb Plus DNA Ladder (New England BioLabs, Ipswich, MA, USA)
as a standard curve. Purified PCR products were used for the evaluation of the site-
specific insertion of the transgene. The PCR reaction contained one primer positioned
upstream of the 3′ junction (TRAC-Forward: 5′-GCCAACATACCATAAACCTCCC-3′) and
one downstream, inside the transgene (CAR-Reverse: 5′-GGCCTTCCTGAGGGTTCTTC-
3′). The PCR product was run on an agarose gel, and the 2.2-kb band was extracted using
the QIAquick Gel Extraction Kit (QIAGEN, Germantown, MD, USA). The extracted DNA
was analyzed by Sanger sequencing and enzymatic digestion with KpnI-HF (New England
Biolabs, Ipswich, MA, USA).

2.8. Analysis of CRISPR/Cas9 Off-Targets

The bioinformatics-based tool COSMID (CRISPR Off-target Sites with Mismatches,
Insertions, and Deletions, https://crispr.bme.gatech.edu/, accessed on 14 September
2022) [53] was used to generate a list of predicted off-target sites. Genomic DNA from
modified cells was extracted and used as the template for PCR with primers flanking the
predicted off-target sites. The amplicons were sequenced, and TIDE was used to analyze
the double-strand break.

3. Results
3.1. Guide RNA Design, Cloning, and Selection

Three gRNAs were designed to target the first exon of the TRAC locus (Figure 1A).
Single-strand DNA oligos with complementing sequences corresponding to these gRNAs
and a BsaI overhang were synthesized. The complementing strands were annealed and
used as templates for cloning into the BsaI site of a plasmid encoding the Staphylococcus
aureus Cas9 (SaCas9) and the gRNA scaffold flanked by AAV inverted terminal repeats
(ITRs) for packaging into AAV vectors (Figure 1B).

The first step was identifying the most efficient gRNA for the targeting and perfor-
mance of the double-strand break of the TRAC locus. For this, the highly permissible
cell line HEK293SF was transfected with the plasmids encoding the SaCas9 and one of
the gRNAs. Genomic DNA was extracted from the cells 96 h post-transfection, and the
CRISPR/Cas9 target site was amplified via PCR. The material was sequenced, and the
efficiency of the double-strand break was analyzed by TIDE (Table 1 and Figure 1C).
The plasmid containing gRNA #1 (pX601-AAV-SaCas9-TRAC#1) resulted in the highest
efficiency (21.7%) and was selected to be used in the following experiments.

Table 1. Double-strand break efficiency of tested guide RNAs.

gRNA Sequence Efficiency (%)

#1 ataggcagacagacttgtca 21.7
#2 gtctctcagctggtacacgg 12.1
#3 tacacggcagggtcagggtt 2
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Figure 1. Targeting of TRAC locus via AAV6-delivered SaCas9. (A) Location of the three designed 
guide RNAs (gRNAs, in green) and their respective PAM sequences (in red) for targeting of the first 
exon of the T cell receptor alpha constant (TRAC) locus. The four exons of the TRAC locus are iden-
tified by the numbers 1 to 4. (B) AAV-packaged genome encoding for the SaCas9 and one gRNA 
against the TRAC locus. CMV, cytomegalovirus promoter and enhancer; NLS, nuclear localization 
signal (5′: from SV40 (simian virus 40) large T antigen; 3′: from nucleoplasmin); SaCas9, Cas9 endo-
nuclease from the Staphylococcus aureus type II CRISPR/Cas system; 3xHA, three tandem HA epitope 
tags; pA, bovine growth hormone polyadenylation signal; U6, U6 promoter; gRNA, guide RNA tar-
geting the TRAC locus; Scaff, guide RNA scaffold for the S. aureus CRISPR/Cas9 system; ITR, in-
verted terminal repeat. (C) Assessment of genome editing by sequence trace decomposition (TIDE) 
of gRNA #1. Different bar colours indicate different p-values: bright red, p < 0.001; black, p ≥ 0.001. 
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Figure 1. Targeting of TRAC locus via AAV6-delivered SaCas9. (A) Location of the three designed
guide RNAs (gRNAs, in green) and their respective PAM sequences (in red) for targeting of the
first exon of the T cell receptor alpha constant (TRAC) locus. The four exons of the TRAC locus are
identified by the numbers 1 to 4. (B) AAV-packaged genome encoding for the SaCas9 and one gRNA
against the TRAC locus. CMV, cytomegalovirus promoter and enhancer; NLS, nuclear localization
signal (5′: from SV40 (simian virus 40) large T antigen; 3′: from nucleoplasmin); SaCas9, Cas9
endonuclease from the Staphylococcus aureus type II CRISPR/Cas system; 3xHA, three tandem HA
epitope tags; pA, bovine growth hormone polyadenylation signal; U6, U6 promoter; gRNA, guide
RNA targeting the TRAC locus; Scaff, guide RNA scaffold for the S. aureus CRISPR/Cas9 system; ITR,
inverted terminal repeat. (C) Assessment of genome editing by sequence trace decomposition (TIDE)
of gRNA #1. Different bar colours indicate different p-values: bright red, p < 0.001; black, p ≥ 0.001.

3.2. Evaluation of Viral Delivery in HEK293SF Cells

The adeno-associated viral vector packaging the SaCas9 and gRNA #1 (subsequently
referred to as AAV6-SaCas9) was produced via the triple transient transfection of HEK293SF
cells, purified via affinity chromatography, and concentrated using 100-kDa centrifugal
filter units. We first verified the ability of the AAV6-SaCas9 to deliver the CRISPR/Cas9
system and successfully cut the genome at the target site. HEK293SF cells were transduced
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with AAV6-SaCas9 (MOI ~ 103) in the presence of a human adenovirus serotype 5 (Ad5)
at MOI 5. The Ad5 was added to the transduction assay to accelerate and enhance trans-
gene expression [54–56]. At 24 and 48 h post-transduction, it was possible to detect the
expression of the SaCas9 mRNA and gRNA via agarose gel electrophoresis, with band
sizes corresponding to the expected PCR amplicon, respectively 166 and 90 bp (Figure 2A).
The Western blot from cell lysate samples showed that the SaCas9 protein was successfully
expressed in the cells transduced with AAV6-SaCas9 (Figure 2B). The next step evaluated
the DSB efficiency in genomic DNA extracted from the cells 48 h post-transduction. The
target site at the TRAC locus was amplified via PCR, and sequencing data were analyzed
via TIDE (Figure 2C). Differently from the transfection of HEK293SF cells with pX601-AAV-
SaCas9-TRAC#1, the transduction with AAV6-SaCas9 resulted in 2.4% indel efficiency,
which could be explained by the MOI of AAV6 used.
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Figure 2. Evaluation of AAV6 delivery of CRISPR/Cas9 system in HEK293SF cells. Samples were
collected 24 or 48 h post-transduction (hpt). Negative (−) control is a sample from non-transduced
cells; positive (+) control is a sample from cells transfected with a plasmid encoding for SaCas9 and
gRNA (pX601-AAV-SaCas9-TRAC#1); 1–3 indicate the replicates. (A) Expression of SaCas9 messenger
RNA and gRNA detected via agarose gel electrophoresis after RT-PCR. Marker in kb. (B) Detection of
SaCas9 protein by Western blot. (C) Assessment of genome editing by sequence trace decomposition.
Different bar colours indicate different p-values: bright red, p < 0.001; black, p ≥ 0.001.
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3.3. Design of the DNA Template for Homology-Directed Repair

The third-generation anti-CD19 chimeric antigen was chosen to be incorporated into
the DNA template for homology-directed repair. This CAR contains the variable region
sequences of the FMC63 monoclonal antibody, which recognizes human CD19 and contains
both the CD28 and 4-1BB co-stimulatory signalling domains (Figure 3A). The DNA template
also incorporates an EGFP marker and homology arms to the TRAC locus (Figure 3B). The
total length of the template DNA was 4.0 kb, which allowed sufficient space for the addition
of the AAV ITRs. The whole construct was synthesized and cloned into the pUC57 plasmid
(pUC57_AAV_anti-CD19_CAR_HDR). This plasmid was used for packaging the DNA
template into the AAV6 vectors (subsequently referred to as AAV6-CAR).
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Figure 3. Anti-CD19 chimeric antigen receptor. (A) Third-generation chimeric antigen receptor
comprising FCM63 single-chain variable fragment (scFv) specific for CD19, CD8 hinge, co-stimulatory
domains CD28 and 4-1BB, and signalling domain CD3ζ. (B) Top, TRAC locus exon 1; bottom, AAV6
containing the CAR cassette flanked by homology arms. LHA, 150-bp left homology arm; EF-1α, core
promoter for human elongation factor EF-1α; anti-CD19 CAR, third-generation anti-CD19 chimeric
antigen receptor; P2A, 2A self-cleaving peptide; EGFP, enhanced green fluorescent protein; WPRE,
woodchuck hepatitis virus posttranscriptional regulatory element; SV40_PA, SV40 (simian virus 40)
polyadenylation signal; RHA, 500-bp right homology arm; ITR, inverted terminal repeat.

3.4. Production of Adeno-Associated Viral Vectors and Site-Specific Modification of Jurkat Cells via
Dual-AAV Transduction

In order to obtain a sufficient amount of viral vectors for the dual-AAV transduction
of the Jurkat cells, a 2-L production was carried out for each vector (AAV6-SaCas9 and
AAV6-CAR). The cells, which contained the viral vectors, were pelleted and concentrated by
a factor of 4 before viral harvest. The viral titers obtained, expressed as genome-containing
viral particles, were 7.7 × 109 and 1.5 × 1010 VG/mL for AAV6-SaCas9 and AAV6-CAR,
respectively. These viral titers were incompatible with the high-MOI transduction of the
Jurkat cells; thus, the viral vector preparations underwent purification via affinity capture
chromatography and concentration through a 100-KDa cut-off centrifugal filter unit. As
shown in Table 2, the overall vector recovery was around 40–50%. Post-concentration,
the viral titer was 1.7 × 1012 and 3.9 × 1012 VG/mL for AAV6-SaCas9 and AAV6-CAR,
respectively. These post-concentration titers were compatible with high-MOI transduction,
and the viral vectors were used in the subsequent experiments.
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Table 2. Production of AAV6 vectors.

Vector Step Total VG % Step
Recovery

% Overall
Recovery

AAV6-SaCas9
Harvest 4.34 × 1012 100 100

Purification 1.91 × 1012 44.08 -
Concentration 1.76 × 1012 91.75 40.47

AAV6-CAR
Harvest 8.65 × 1012 100 100

Purification 8.17 × 1012 94.40 -
Concentration 3.99 × 1012 48.89 46.15

The dual-transduction of Jurkat cells (Figure 4) was first conducted at a medium
MOI, where the cells were transduced with both AAV6 vectors at an MOI of 105 VG/cells.
The transgene insertion was evaluated via analysis of the gDNA 48 h post-transduction;
however, it was not possible to detect the integration in the target locus (Figure 4A), and a
TIDE analysis of the sequencing traces resulted in a total DSB efficiency of 1% (Figure 4C).
Molecular analysis of the target locus did not result in the detection of transgene integration
either. The low efficiency in the DSB and failure to detect transgene integration could have
resulted from inefficient transduction due to a still not appropriate MOI or a premature
analysis of the genomic modification. The incubation time of only 48 h may have been
insufficient for the formation of the complementary second strand of the single-stranded
AAV genome, which is needed for the expression of the transgene. It is plausible that this
incubation was too brief to allow for the expression of the nuclease, which is essential for
genome cleavage. Therefore, a longer incubation period may be necessary.
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Detection of transgene insertion via PCR amplification of the TRAC locus 96 h post-high-MOI trans-
duction. DNA marker in kilobases (kb); Neg, non-transduced Jurkat cells; DT, dual transduced 
Jurkat cells. Black arrow indicates amplicon with the expected transgene size (~4.3 kb). (C) Assess-
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Figure 4. Insertion of anti-CD19 CAR into the TRAC locus via dual AAV6 transduction. (A) Detection
of transgene insertion is not detected in medium-MOI transduction 48 h post-transduction. (B) Detec-
tion of transgene insertion via PCR amplification of the TRAC locus 96 h post-high-MOI transduction.
DNA marker in kilobases (kb); Neg, non-transduced Jurkat cells; DT, dual transduced Jurkat cells.
Black arrow indicates amplicon with the expected transgene size (~4.3 kb). (C) Assessment of genome
editing by sequence trace decomposition of medium-MOI transduction. (D) Assessment of genome
editing by sequence trace decomposition of high-MOI transduction. Different bar colours indicate
different p-values: bright red, p < 0.001; black, p ≥ 0.001.
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A second transduction was conducted at a high MOI to account for the previously
observed problems. AAV6-SaCas9 and AAV6-CAR were added to the cells at MOI 2 × 106

and 7 × 106 VG/cells, respectively. Furthermore, the genomic analysis was done 96 h post-
transduction, allowing more time for the expression and function of the nuclease, increasing
the possibility of detecting both genomic cleavage and homology-directed repair. Following
a PCR using primers flanking the target region, a band corresponding to the expected size
of the inserted transgene (4.3 kb) was detected via agarose gel electrophoresis (Figure 4B).
This band was calculated to have a relative abundance of 10.9% via densitometric analysis.
Moreover, the absolute quantitation of the bands resulted in an abundance of 9.1% for the
4.3-kb band. The TIDE analysis of this high-MOI dual transduction resulted in 14.6% of DSB
efficiency (Figure 4D). It is important to note that TIDE can only detect small indels of up to
50 base pairs. Thus, this result does not consider transgene insertion via homology-directed
repair. These results suggest that approximately 10% of the genomic material analyzed
contained the insertion.

To further confirm the insertion of the transgene into the specific CRISPR/Cas9 cut site,
the amplified product from the TRAC-flanking PCR was purified and used as the template
for a second PCR (“nested”). A nested PCR was done using the same forward primer
flanking the TRAC locus and a reverse primer that annealed inside the transgene, more
specifically in the CAR region, resulting in the product shown in Figure 5A. As expected, a
band of 2.2 kb was obtained (Figure 5B). This band was then extracted and digested with
KpnI, generating approximately 550- and 1650-bp (Figure 5C) fragments corresponding
to the expected digested DNA. The 2.2-kb band from the undigested fragment was also
visible, as well as a 0.9-kb band, the same size as the unmodified TRAC locus also visible in
Figure 4B. The material from the 2.2-kb band was also sequenced, confirming the insertion
of the transgene template at the TRAC locus (Figure 5D).
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Figure 5. Molecular analysis of site-specific homology-mediated knock-in of anti-CD19 CAR gene.
(A) Schematic representation of the PCR product containing the inserted DNA template with a
KpnI site located within the CAR gene. (B) Agarose gel electrophoresis of the amplicons from non-
transduced cells (Neg) and dual-transduced (DT) cells, resulting in a DNA band of 2.2 kb (black arrow).
(C) Agarose gel electrophoresis of the 2.2-kb fragment digested with KpnI. Black arrows indicate the
expected fragments with sizes 1.6 and 0.5 kb. The 2.2-kb band from the undigested material is also
visible. DNA marker in kilobases (kb). (D) Sequence alignment of the 5′-end of genome-edited cells.
Magenta, PAM site; blue, gRNA binding site; and red, integrated donor fragment.
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3.5. Off-Target Evaluation

Finally, to evaluate the specificity of the chosen gRNA, COSMID detected 22 sites in
the genome that diverged from the expected target site by less than four base pairs. The
predicted sites were ranked based on similarity to the target sequence. Table 3 shows six of
the top predicted sites evaluated for the occurrence of double-strand breaks in transfected
HEK293SF cells and the dual-transduced Jurkat cells. Indel frequencies were low for all the
potential off-target sites. In the HEK293SF cells, the off-target sites where activity was the
highest (OT1 and OT6) were mutated in 1.5% of the cells; however, they were not located in
known gene coding regions. The second-highest indel frequency (OT4, 1.3%) was detected
in the gene CACBN2. The third-highest indel frequency was detected in a pseudogene
(LPAL2). Three off-target sites failed to be sequenced for the indel analysis in Jurkat cells
(OT1, OT4, and OT10), due to inadequate template quality/concentration or due to the
presence of double sequences. No indel was identified for the remaining analyzed sites,
corresponding to OT3, OT6, and OT8. These results show that the SaCas9 coupled with the
chosen gRNA induces DNA breaks at the TRAC locus with a high specificity profile and
without significant off-target effects.

Table 3. Analyzed off-target sites.

Name Target Sequence Gene Product
% Indel

HEK293SF Jurkat

gRNA #1 ATAGGCAGACAGACTTGTCACTGGAT TRAC T-cell receptor 21.7 14.6
OT1 AAGTAAGACAGACTTGTCAGTGGGT LOC112267962 Long non-coding RNA 1.5 -
OT3 ATAGTCACACAGACTGTCACTGAAT LINC01035 Long non-coding RNA 0.1 0

OT4 ATAGGAGACAGGATTGTCAAGGGAT CACNB2 Voltage-gated calcium
channel 1.3 -

OT6 ATAGAGCAGACAGACAGGTCAAAGAAT - - 1.5 0

OT8 ATGGCAGAGAGACTTGCCATTGGAT LPAL2 Lipoprotein(a) 2
pseudogene 1.1 0

OT10 GTAGTCAGACAGACTTGTATTGGAT GTDC1 Glycosyltransferase-like 0.2 -

Analysis of desired target site is italicized.

4. Discussion

To avoid the use of the Cas9 from Streptococcus pyogenes (SpCas9) and, consequently,
having to split the CRISPR/Cas9 machinery into two AAV vectors [57,58], we decided
to utilize the smaller Cas9 from Staphylococcus aureus (SaCas9) in order to package both
nuclease and gRNA into a single AAV vector [49]. The SaCas9 efficiency is comparable
to that of SpCas9, and it is able to mediate in vivo genome editing [59–61]. Moreover,
depending on the PAM sequence, SaCas9 presents higher cleavage activity than SpCas9
and FnCpf1 [62]. From the three gRNAs targeting the first exon of the TRAC locus tested in
this study, we achieved gene editing efficiency similar to results previously reported for
other targets and cell types [61].

The AAV serotype 6 was chosen due to its high efficiency in transducing T cells
compared to other serotypes [44]. However, the MOI required to effectively transduce cells
is considered high, reaching values around 106 VG/cell [42,44]. This could explain the low
indel efficiencies obtained when the CRISPR/Cas9 machinery was delivered via AAV6
at a low MOI to HEK293SF and medium MOI to Jurkat cells. The genome modification
efficiency increased significantly when Jurkat cells were transduced at a high MOI, as
reported by other researchers [63,64].

The DNA template design had to consider the ~4.7-kb packaging limit of the AAV
vector. The transgene containing the anti-CD19 CAR and EGFP marker spanned over
3.4 kb, with the ITRs accounting for an additional 400 bp. This implies around 900 bp
in designing the homology arms. We then decided to evaluate the shortest homology
arms necessary for a successful HDR, as determined by Hirata and Russell [65]. Thus,
the homology arm upstream of the transgene (left homology arm, LHA) contained a
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150-bp homologous to nucleotide sequence upstream of the cut site in the TRAC locus.
Downstream of the transgene, a 500-bp homology arm was included. Both the MOI and
the length of the homology arms are essential factors for the effectiveness of gene targeting
by AAV vectors [16,65]. Homology arms ranging from 300 to 985 bp have been described
for the AAV6-mediated targeting of CAR into the TRAC locus [46,47] and around 600 bp
for other genomic locations [45,48]. The HDR efficiency obtained in our study (~10%) is
similar to the one reported by Sather et al. [45] while using megaTAL, but slightly inferior
(2–5 times lower) to those achieved with homing nucleases or CRISPR [20,36,46]. Future
studies should optimize the MOI and the length and position of the homology arms in
order to improve the HDR efficiency obtained in this study and to allow the future use
of these vectors in a therapeutic setting [44]. Increasing the length of the homology arms
would be possible while still within the AAV packaging limit by removing the fluorescent
marker, EGFP, or the exogenous promoter, EF1-α, from the transgene cassette. Fluorescent
markers are helpful during pre-clinical research but are not desired for clinical applications.
By removing the exogenous promoter and controlling the expression of the CAR transgene
by the endogenous TRAC promoter, stable and robust expression can be achieved, similar
to the physiological TCR [34].

In this work, we report the effective combination of CRISPR and AAV6 delivery of
a DNA template for the targeted insertion of CAR into the TRAC locus. Similar methods
have been published previously for the site-specific integration of CAR [20,36,48]. In these
reports, however, the CRISPR machinery is delivered as ribonucleoproteins (RNPs) via
electroporation of the cells, which limits their approaches to in vitro or ex vivo genome
modification. Because our method exploits an AAV6 vector to deliver the CRISPR/Cas9
machinery, it opens up the possibility for the in vivo generation of CAR-T cells. In vivo
delivery of RNPs can be achieved through the use of lipid-based nanocarriers [66], polymer-
based nanoparticles [67,68], peptide nanoparticles [69,70], or inorganic nanoparticles [71].
These methods, however, have limited efficiency compared to AAV vectors [72]. In vivo
delivery of CRISPR-based therapies via AAV vectors has been reported in several research
types with wildtype and disease-model animals [73]. Nawaz et al. [74] recently reported the
AAV-mediated in vivo generation of CAR-T cells. In addition, in mice, dual-AAV delivery
has been successfully reported for the in vivo HDR-mediated correction of metabolic liver
disease and modification of mitotic and postmitotic neurons [64,75].

Low cell recovery was observed after 48 h from the transduction, which prevented
us from confirming the expression of the CAR transgene inserted into the TRAC locus.
This could have resulted from genotoxicity due to the high MOI needed for efficient
transduction [76]. Further investigation is necessary to increase the recovery of the modified
cells. Other studies have employed a similarly high MOI without reporting toxicities;
however, different transduction regimens were used [20,44,45]. For instance, Wang et al. [44]
replaced the culture medium 16 h after adding the viral vectors to halt the transduction.
On the other hand, we decided to maintain the viral vector in the culture medium in an
attempt to enhance transduction and further improve the chances for genome modification.
Other approaches to improve cell recovery include the optimization of the seeding density,
medium supplementation with higher amounts of fetal bovine serum, supplementation
with IL-2, and/or cell activation via CD3 and CD28 receptors [77]. Another possible cause
of the observed toxicity is off-target genome modification by the CRISPR/Cas9 system.
However, only low percentages of off-target effects were identified. Most occurred in low-
risk locations, such as non-coding sequences or pseudogenes. The only off-target identified
in a known gene occurred in CACBN2, which is dominantly expressed in the retina (https:
//www.proteinatlas.org/ENSG00000165995-CACNB2, acceded on 17 February 2023) and
should have a limited impact in T cells. The SaCas9 has been characterized as inducing
very low percentages of off-target indels [49]. However, it is not possible to disregard
that a non-identified off-target resulted in decreased cell viability over time. Hence, a
deeper screening of off-target activity is essential in improving the safety and efficacy of
the method here presented [73].
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To ensure a thorough understanding of the effectiveness of the dual-AAV6 trans-
duction method, it is necessary to conduct further analyses to evaluate and characterize
the modified cells. This includes examining the expression of the CAR protein and the
endogenous TCR on the surfaces of the transduced cells through flow cytometric analy-
sis. Successful CAR integration into the TRAC locus should replace the expression of the
endogenous TCR with the anti-CD19 CAR. These two proteins can also be used for cell
sorting and enrichment of the culture for TCR−CAR+ cells. Evaluating the functionality
of anti-CD19 CAR-T cells can be achieved by co-cultivating them with CD19-expressing
target cells. Although Jurkat cells cannot induce the death of target cells, they are activated
by the target antigen, which can be detected by the expression of CD69 on the Jurkat
cell surface [50]. Furthermore, conducting a complete immunophenotypic analysis of the
CAR-T cells can provide a better understanding of the cells’ phenotype, activation, and
functional profile [78].

5. Conclusions

These results serve as a proof of concept that dual-AAV6 transduction can be employed
for the site-specific integration of anti-CD19 CAR into T cells, with no significant off-target
effects. Potential applications of the method reported here include the generation of ex
vivo “off-the-shelf” universal immunotherapy. Further research is needed to improve
the HDR efficiency, assess CAR protein expression and TCR knockout, and evaluate
CAR functionality against target cells. This dual-AAV transduction process broadens
the possibility for the in vivo generation of CAR-T cells but is not limited to this transgene
and could be exploited for other gene therapy applications.
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Abstract: Extracellular signal-regulated kinase 5 (ERK5), a member of the mitogen-activated protein
kinase (MAPK) family, is involved in key cellular processes. However, overexpression and upreg-
ulation of ERK5 have been reported in various cancers, and ERK5 is associated with almost every
biological characteristic of cancer cells. Accordingly, ERK5 has become a novel target for the develop-
ment of anticancer drugs as inhibition of ERK5 shows suppressive effects of the deleterious properties
of cancer cells. Herein, we report the synthesis and identification of a novel ERK5 inhibitor, MHJ-627,
and verify its potent anticancer efficacy in a yeast model and the cervical cancer HeLa cell line.
MHJ-627 successfully inhibited the kinase activity of ERK5 (IC50: 0.91 µM) and promoted the mRNA
expression of tumor suppressors and anti-metastatic genes. Moreover, we observed significant cancer
cell death, accompanied by a reduction in mRNA levels of the cell proliferation marker, proliferating
cell nuclear antigen (PCNA), following ERK5 inhibition due to MHJ-627 treatment. We expect this
finding to serve as a lead compound for further identification of inhibitors for ERK5-directed novel
approaches for oncotherapy with increased specificity.

Keywords: ERK5; MAPK7; BMK1; ERK5 inhibitor; anticancer; oncotherapy; imidazolium

1. Introduction

Extracellular signal-regulated kinase 5 (ERK5), also termed big mitogen-activated
protein kinase 1 (BMK1) and mitogen-activated protein kinase 7 (MAPK7), belongs to the
mitogen-activated protein kinase (MAPK) family, which mainly consists of four subfamilies
in mammalian cells: ERK1/2, c-Jun-N-terminal kinases (JNK)1/2/3, p38α/β/γ/δ, and
ERK5 [1]. In MAPK signaling cascades, three kinds of kinase are consecutively activated: a
MAPK kinase kinase (MAPKKK), a MAPK kinase (MAPKK) and a MAP kinase (MAPK).
In the ERK5 signaling pathway, MEKK2/3 are activated by various extracellular stimuli
such as mitogens, cytokines, and cellular stresses, and they subsequently phosphorylate
and activate MEK5 [2,3]. Once activated, MEK5 activates the apical kinase ERK5 by
phosphorylating the T-E-Y motif in the activation loop within the ERK5 kinase domain [4,5].
Activated ERK5 then modulates a wide array of key cellular processes such as cell survival,
proliferation, differentiation, angiogenesis, and apoptosis [6]. Structurally, the unique
behavior of ERK5 among MAPK members is due to its extended C-terminal non-catalytic
domain, which contains a transcriptional activation domain [7,8]. While other conventional
MAP kinases transmit signals to downstream molecules mainly by phosphorylation, ERK5
can regulate downstream targets in two ways: direct substrate phosphorylation through its
N-terminal kinase domain and transcriptional activation through autophosphorylation on
its C-terminal non-kinase domain [9]. Thus, ERK5 is able to translocate to the nucleus and
directly control gene expression by activating transcription factors [10].
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With lines of accumulating research, overexpression and upregulation of ERK5 have
been reported in various cancers, and ERK5 is widely implicated in the biological character-
istics of cancer cells [11,12]. Moreover, ERK5 inhibition has been shown to suppress cancer
cell proliferation, especially HeLa cells, and to induce tumor cell death in various tumor
types [13–16]. Accordingly, ERK5 has emerged as a potential novel therapeutic target for
overcoming malignancies and suppressing the deleterious actions of cancer cells [17].

However, to date, there has been a lack of high throughput screening systems to
detect changes in ERK5 activity in animal cells due to its complex networks and cross-talk
of signaling pathways [18]. Thus, we established a simple and time-saving yeast model
system which could be utilized as a primary ERK5 inhibitor screening procedure to select
putative ERK5 inhibitors among various candidate compounds we had (other compounds
not mentioned), based on the well-established homologous pathway in yeast. Mpk1 (Slt2)
in the CWI (Cell Wall Integrity) pathway that is functionally homologous to the ERK5
in humans is found in the yeast Saccharomyces cerevisiae [19]. It was demonstrated by
Truman et al. that the expression of human ERK5 in Mpk1-defective yeasts is capable
of rescuing diverse phenotypes attributable to the loss of native Mpk1 and therefore
yeast Mpk1 is a functional homologue of human ERK5 [19]. The C-terminal domain of
Mpk1 also possesses a transcriptional activating potential like ERK5, not to mention the
striking sequence similarity within the N-terminal domain (49.7%) [19,20]. Since it is
known that Mpk1 activates Rlm1 transcription factor by directly phosphorylating it and
Rlm1 subsequently activates the transcription of MLP1, the decrease in MLP1 expression
shown by the β-galactosidase reporter can be interpreted as inhibited catalytic activity of
Mpk1 (ERK5 homologue). This model system enables us to easily observe the alteration
in Mpk1 activity using the MLP1-lacZ reporter plasmid. Moreover, there are two types of
transcriptional regulatory pathways of ERK5, one reliant on the kinase domain and the
other on the transcriptional activation domain. Since it is demonstrated by Jung et al. that
Mpk1-Rlm1-MLP1 pathway is mediated by the catalytic action of Mpk1, this model system
makes it easier to achieve our goal to develop a kinase inhibitor of ERK5 [21].

Therefore, we ultimately aimed to develop a potential anticancer drug candidate
for ERK5 inhibition through a series of experiments in a yeast model and the cervical
cancer HeLa cell line. We report the synthesis and identification of a novel ERK5 inhibitor,
MHJ-627, and verify its potent anticancer efficacy.

2. Materials and Methods
2.1. Instruments and Chemicals

All chemical reagents were purchased from Acros Organics (Brookline, MA, USA),
Alfa Aesar (Haverhill, MA, USA), Sigma-Aldrich (St. Louis, MO, USA) or Tokyo Chem-
ical Industry (Tokyo, Japan) and were used as received. The progress of reactions was
monitored through thin-layer chromatography (TLC, silica gel 60 F254; Merck, Darm-
stadt, Germany). Melting points (m.p.) were determined on a Barnstead Electrothermal
9100 instrument and were uncorrected. 1H and 13C NMR spectra were recorded on a
JEOL JNM-ECZ400S (Tokyo, Japan). NMR solvent was purchased from Cambridge Iso-
tope Laboratories, Inc. (Andover, MA, USA) and spectra are referenced relative to the
chemical shift of tetramethylsilane (TMS) as an internal standard. Chemical shifts (δ) are
reported in parts-per-million (ppm), and coupling constants (J) are reported in Hertz (Hz).
High-resolution mass spectroscopy was performed with a JEOL JMS-700 mass spectrom-
eter. 1-(1,4-Bis(isopentyloxy)naphthalen-2-yl)-2-bromoethanone (2) and 1-isopentyl-1H-
benzo[d]imidazole (3) were prepared as previously described [22,23].

Synthesis of 3-(2-(1,4-bis(isopentyloxy)naphthalen-2-yl)-2-oxoethyl)-1-isopentyl-1H-
benzo[d]imidazol-3-ium bromide, MHJ-627: a solution of 1-(1,4-bis(isopentyloxy)naphth-
alen-2-yl)-2-bromoethanone (2, 0.10 g, 0.24 mml, 1.0 eq) and 1-isopentyl-1H-benzo[d]imidazole
(3, 0.045 g, 0.24 mmol, 1.0 eq) in acetonitrile (4.8 mL, 0.05 M) was stirred at reflux for 24 h.
After the reaction was complete, the product was concentrated in vacuo and recrystallized
in ether to yield MHJ-627 as an ivory solid. Yield: 80%. m.p.: 195.6–197.3 ◦C. 1H NMR

325



Curr. Issues Mol. Biol. 2023, 45

(400 MHz, (CD3)2SO) δ (ppm): 0.97–1.00 (m, 18H), 1.61–1.71 (m, 1H), 1.75–1.80 (m, 2H),
1.84–1.97 (m, 6H), 4.21 (t, J = 6.4 Hz, 2H), 4.25 (t, J = 6.4 Hz, 2H), 4.65 (t, J = 7.6 Hz, 2H),
6.26 (s, 2H), 7.23 (s, 1H), 7.67–7.81 (m, 4H), 8.09 (dd, J = 1.2, 7.6 Hz, 1H), 8.17 (dd, J = 1.2,
7.6 Hz, 1 H), 8.19–8.28 (m, 2H), and 9.82 (s, 1H). 13C NMR (100 MHz, (CD3)2SO) δ (ppm):
22.10, 22.40, 22.60, 24.59, 24.78, 24.98, 37.14, 37.25, 38.48, 45.23, 55.83, 66.55, 75.51, 102.06,
113.67, 114.41, 122.30, 123.43, 123.68, 126.52, 126.68, 127.83, 128.25, 129.00, 129.05, 130.65,
131.96, 143.39, 150.58, 151.41, and 190.94. HRMS (FAB+ mode) m/z Calcd. for C34H45N2O3
[M-Br]+ 529.3430, found 529.3433.

A commercialized ERK5 inhibitor, XMD8-92 (S7525), and a MEK1/2 inhibitor, U0126
(S1102), were purchased from Selleck Chemicals (Houston, TX, USA).

2.2. Yeast Strains, Plasmids, Growth Conditions, and Transformation

The S. cerevisiae strain BY4742 was grown in a YEPD medium containing 2% Bacto
peptone, 1% Bacto yeast extract, and 2% glucose at 30 ◦C in a shaking incubator [24].
Escherichia coli DH5α was used to distribute the plasmids. For selective growth, they were
grown in a Luria Bertani (LB) medium containing 1% Bacto-tryptone, 0.5% Bacto-yeast
extract, 1% NaCl, and 100 µg/mL Ampicillin at 37 ◦C in a shaking incubator. The plasmid
used to transform the yeast contains an MLP1 promoter followed by lacZ, which makes it
possible to detect the expression level of MLP1 through β-galactosidase expression [24–26].
Yeasts were transformed with MLP1-lacZ-containing plasmids using the standard lithium
acetate-PEG method. Yeast transformants were cultured in a synthetic defined (SD) medium
without uracil (SD-Ura) at 23 ◦C in a shaking incubator for 18 h until the exponential growth
phase and then moved to a YEPD medium and cultured for 18 h to produce enough cells
for the experiment [27]. For the ONPG assay, yeast cells were adjusted to OD600 = 1.0 with
YEPD medium.

2.3. Animal Cell Lines and Culture

Human cervical cancer cell line HeLa cells (Korean Cell Line Bank, Seoul, Republic
of Korea) were selected since they are commonly used in the study of ERK5 due to their
ability to provide a clear observation of ERK5 activity [28,29]. It is known that negative
regulation of ERK5 induces apoptosis in HeLa cells since ERK5 activity is necessary for
survival of HeLa cells [16]. Cells were routinely cultured in Dulbecco’s Modified Eagle’s
Medium (DMEM) high glucose, supplemented with 10% (vol/vol) fetal bovine serum (FBS)
and 1% (vol/vol) penicillin/streptomycin. HeLa cells were grown at 37 ◦C in a humidified
incubator with 5% CO2 [30].

2.4. β-Galactosidase Reporter Assay

Yeast cells bearing MLP1-lacZ reporter plasmids were prepared as described above.
For this, 3 mL of cells (OD600 = 1.0) were treated with 15 µL of compounds. Yeast cells were
prepped via centrifugation and resuspended in 250 µL of breaking buffer (100 mM Tris-HCl
pH = 8, 1 mM dithiothreitol, and 20% glycerol), with 100 µL of glass beads of 0.4–0.6 mm
in diameter [31]. Yeast cells were homogenized via a bead beater to extract proteins.
After 6 cycles of bead beating, samples were clarified via centrifugation at 12,000 RPM
for 15 min at 4 ◦C. The Bradford method was used to measure protein concentration.
Here, 100 µL of protein extracts containing 15 ug of proteins were mixed with 900 µL of Z
buffer (60 mM Na2HPO4·7H2O, 40 mM NaH2PO4·H2O, 10 mM KCl, 1 mM MgSO4·7H2O,
50 mM 2-Mercaptoethanol, and pH = 7.0). After 5 min at 28 ◦C, 200 µL of O-nitrophenyl-
β-D-galactopyranoside (ONPG) solution (4 mg/mL in Z buffer) was added. The reaction
was conducted at 28 ◦C in a water bath for 3 h until the mixture obtained a pale-yellow
color. The reaction was terminated by adding 500 µL of Na2CO3 solution. To measure the
degree of ONPG hydrolysis by β-galactosidase, optical density was measured at 420 nm
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using a spectrophotometer [32]. All the procedures are based on Rose and Botstein’s
method [26,33,34]. Miller unit was calculated as follows.

OD420 × 1.7
0.0045× protein concentration (mg/mL)× protein extract volume (mL)× time (m)

2.5. In Vitro Kinase Assay

An in vitro kinase assay was conducted to determine the inhibition of ERK5 kinase
activity caused by MHJ-627 at concentrations of 5 µM, 1 µM, 0.1 µM, and 0 µM. The kinase
assay was performed using Z’-LYTE™ Kinase Assay Kit—Ser/Thr 4 Peptide (PV3177;
Thermo Fisher Scientific, Waltham, MA, USA) following the manufacturer’s instruction.
For this, 9 ng of ERK5 (ab126913; Abcam, Eugene, OR, USA) was used per one kinase
reaction, and 100 µM ATP was used to drive the kinase reaction [35]. Fluorescence intensity
was detected with a Varioskan™ LUX multimode microplate reader (VL0000D0; Thermo
Fisher Scientific, Waltham, MA, USA).

2.6. Transient Transfection and qRT-PCR-Based Luciferase Reporter Assay

To measure the activity of AP-1, which is activated by ERK5, HeLa cells were trans-
fected with pGL4.44 plasmid [luc2P/AP1 RE/Hygro] containing six copies of an AP-1
response element (AP1 RE), which drives transcription of the luciferase reporter gene luc2P
(Photinus pyralis), using a LipofectamineTM 3000 reagent (Invitrogen, Waltham, MA, USA)
according to the manufacturer’s protocol [36]. After 24 h of transfection, the cells were
seeded at a density of 3 × 105 cells per well in a 6-well plate. After 24 h, the cells were
treated with MHJ-627 at concentrations of 5 µM, 1 µM, 0.1 µM, and 0 µM, as well as with
XMD8-92 (positive control) at a concentration of 5 µM. To measure the mRNA expression
level of luciferase, quantitative real-time PCR was conducted.

2.7. Quantitative Real-Time PCR Analysis

HeLa cells were seeded at a density of 3.0 × 105 cells per well of 6-well plates in
2 mL of serum-containing DMEM and were further cultured for 24 h for attachment. Then,
various concentration (5 µM, 1 µM, and 0.1 µM) of MHJ-627 dissolved in 2 mL of serum-free
DMEM were added, and cells were further cultured for 24 h. After 24 h of treatment, total
RNA was isolated using a Trizol reagent (Thermo Fisher Scientific, Waltham, MA, USA)
according to the manufacturer’s protocol and reverse-transcribed to cDNA [37]. qRT-PCR
was carried out using 2X SybrGreen Real-Time PCR Master Mix (Biofact, Daejeon, Republic
of Korea). A housekeeping gene, GAPDH, served as an endogenous control [38]. Sequences
of the primers used are listed in Table 1. 2−∆∆Cq was calculated in duplicate, and an average
of the two values was used to analyze expression of the genes [39].

Table 1. List of primers used in quantitative real-time PCR analysis.

Gene Primer Sequence (5′ to 3′) References

GAPDH F: GTGAAGGTCGGAGTCAACG
R: TGAGGTCAATGAAGGGGTC [37]

PCNA F: AACCTCACCAGTATGTCCAA
R: ACTTTCTCCTGGTTTGGTG [40]

DDIT4 F: GTGGAGGTGGTTTGTGTATC
R: CACCCCTTGCTACTCTTAC This study

CXCL1 F: AAAGCTTGCCTCAATCCTGC
R: CTTCAGGAACAGCCACCAGT This study

KLF4 F: CCAATTACCCATCCTTCCTG
R: CGATCGTCTTCCCCTCTTTG This study

NR4A1 F: GCTTCATGCCAGCATTATGG
R: GTTCGGACAACTTCCTTCAC This study
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Table 1. Cont.

Gene Primer Sequence (5′ to 3′) References

RORα
F: AGGCTCGCTAGAGGTGGTGTT
R: TGAGAGTCAAAGGCACGGC This study

PTPRC F: CTTCAGTGGTCCCATTGTGGTG
R: CCACTTTGTTCTCGGCTTCCAG This study

CCL5 F: TCATTGCTACTGCCCTCTGC
R: TACTCCTTGATGTGGGCACG This study

ICAM1 F: AGCGGCTGACGTGTGCAGTAAT
R: TCTGAGACCTCTGGCTTCGTCA This study

SIGLEC1 F: ACCTGGAGGAAACTGACAGTGG
R: CTCAGTGTCACTGCCTGTCCTT This study

luc2P F: CTTTTGCAGCCCTTTCTTGC
R: CTTTTGCAGCCCTTTCTTGC This study

2.8. Western Blot Analysis

HeLa cells were seeded at a density of 3.0 × 105 cells per well of 6-well plates in
2 mL of serum-containing DMEM and were further cultured for 24 h for attachment. Then,
various concentrations (5 µM, 1 µM, 0.1 µM, and 0 µM) of MHJ-627 dissolved in 2 mL of
serum-free DMEM were applied to cells and further cultured for 24 h. After 24 h treatment,
cells were lysed in radio-immunoprecipitation assay (RIPA) buffer containing 150 mM
sodium chloride, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% sodium dodecyl sulfate
(SDS), 50 mM Tris (pH 8.0), and a complete protease inhibitor cocktail (BIOMAX, Seoul,
Republic of Korea). Protein concentration was determined using the BCA protein assay kit
(TaKaRa, San Jose, CA, USA) according to the manufacturer’s protocol. An equal amount
of protein (10 µg/lane) was separated using sodium dodecyl sulfate-polyacrylamide gel
electrophoresis (SDS-PAGE), transferred to a polyvinylidene difluoride (PVDF) membrane,
and blocked with 5% BSA and 5% skim milk in a TBST buffer (20 mM Tris-HCl, 150 mM
NaCl, and 0.1% Tween 20, pH 7.6) [37]. The membranes were probed with primary
antibodies against GAPDH (sc-25778), ERK5 (sc-398015), and phospho-ERK5 (sc-135760)
(Santa Cruz Biotechnology, Inc., Dallas, TX, USA) at 4 ◦C overnight. Membranes were then
incubated with secondary antibodies for one hour at room temperature. Protein bands were
developed with an ECL reagent and detected using a UVITEC imaging system equipment
(UVITEC, Cambridge, UK) [40,41]. Relative protein expression from the Western blot data
was determined using ImageJ.

2.9. Cytotoxicity Assay

Cytotoxicity, the ability of compounds to kill cancer cells, was evaluated via methylthi-
azol tetrazolium (MTT) assay. HeLa cells were seeded at a density of 1.0× 104 cells per well
of 96-well plates in 100 µL serum-containing DMEM and were further cultured for 24 h
for settlement as described during cell culture [42,43]. Subsequently, 100 µL of serum-free
DMEM compounds with various concentrations was added to each well, and cells received
24 h compound exposures. The reason for serum starvation was to eliminate the possibility
of serum affecting the results of the assay and to only observe the effects of the treated
compounds [44–47]. MHJ-627, at concentrations of 100 µM, 50 µM, 10 µM, 5 µM, 1 µM,
0.1 µM, and 0 µM, was added to the cells. Compounds were dissolved in 100% dimethyl
sulfoxide (DMSO) at the original concentration of 10 mM. In order to prevent the dilution
of DMSO from interfering with the results, dilution proceeded while maintaining the same
percentage of DMSO in the treatment. After 24 h of compound exposures, MTT solution
(5 mg/mL) was diluted 10 times in serum-free DMEM and then added to the wells after
suction. Then, the plate was further maintained at 37 ◦C in the incubator for 3 h. Briefly,
100 µL of DMSO was added to each well after suction in order to dissolve the formazan
crystals, and the plate was wrapped in aluminum foil to avoid light and gently shaken
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on an orbital shaker for 30 more minutes [48]. Absorption values at 540 nm and 570 nm
were measured via a microplate spectrophotometer (BioTek Instruments, Winooski, VT,
USA). Survival of untreated cells was regarded as a negative control and set as 100%.
Then, survival of treated cells was calculated as a percentage of negative control [49]. As
MTT showed that most of the cells were dead at 10 µM of MHJ-627, 5 µM was set as the
maximum concentration in other experiments.

2.10. Statistical Analysis

All of the experiments were performed in duplicate and independently repeated at
least 3 times. All the data are presented as the mean ± standard deviation (SD). Statistically
significant differences were analyzed using two-tailed t test when only two groups were
compared and one-way ANOVA with Dunnett’s post hoc test using 0 µM as a control when
more than two groups were compared [50]. p < 0.05 was considered statistically significant.
All statistical analyses were conducted using GraphPad Prism software program version
5.0 (Graphpad Software, La Jolla, CA, USA).

3. Results and Discussion
3.1. MHJ-627 Compound Synthesis

In our previous study (Figure 1), we synthesized various naphthalene-2-acyl thia-
zolium salts by combining the structures of 1,4-dialkoxynaphthalene and thiazole and
evaluated their potential as AGE (advanced glycation end products) breakers [51]. The 1,4-
dialkoxynaphthalene moiety played a significant role in their pharmacological activity. Sub-
sequently, we replaced thiazole with an imidazole ring to produce 1,4-dialkoxynaphthalene-
2-acyl imidazolium salt derivatives, which exhibited antifungal activity [22]. We further
confirmed that combination with the 1,4-dialkoxynaphthalene moiety served as a good
pharmacophore. After screening the activity of several 1,4-dialkoxynapthalene imidazolium
salts, it was confirmed that MHJ-627 is a potent ERK5 inhibitor (Figure 1).

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 6 
 

 

the wells after suction. Then, the plate was further maintained at 37 °C in the incubator 
for 3 h. Briefly, 100 µL of DMSO was added to each well after suction in order to dissolve 
the formazan crystals, and the plate was wrapped in aluminum foil to avoid light and 
gently shaken on an orbital shaker for 30 more minutes [48]. Absorption values at 540 nm 
and 570 nm were measured via a microplate spectrophotometer (BioTek Instruments, 
Winooski, VT, USA). Survival of untreated cells was regarded as a negative control and 
set as 100%. Then, survival of treated cells was calculated as a percentage of negative con-
trol [49]. As MTT showed that most of the cells were dead at 10 µM of MHJ-627, 5 µM was 
set as the maximum concentration in other experiments. 

2.10. Statistical Analysis 
All of the experiments were performed in duplicate and independently repeated at 

least 3 times. All the data are presented as the mean ± standard deviation (SD). Statistically 
significant differences were analyzed using two-tailed t test when only two groups were 
compared and one-way ANOVA with Dunnett’s post hoc test using 0 µM as a control 
when more than two groups were compared [50]. p < 0.05 was considered statistically 
significant. All statistical analyses were conducted using GraphPad Prism software pro-
gram version 5.0 (Graphpad Software, La Jolla, CA, USA). 

3. Results and Discussion 
3.1. MHJ-627 Compound Synthesis 

In our previous study (Figure 1), we synthesized various naphthalene-2-acyl thia-
zolium salts by combining the structures of 1,4-dialkoxynaphthalene and thiazole and 
evaluated their potential as AGE (advanced glycation end products) breakers [51]. The 
1,4-dialkoxynaphthalene moiety played a significant role in their pharmacological activ-
ity. Subsequently, we replaced thiazole with an imidazole ring to produce 1,4-dial-
koxynaphthalene-2-acyl imidazolium salt derivatives, which exhibited antifungal activity 
[22]. We further confirmed that combination with the 1,4-dialkoxynaphthalene moiety 
served as a good pharmacophore. After screening the activity of several 1,4-dialkoxyn-
apthalene imidazolium salts, it was confirmed that MHJ-627 is a potent ERK5 inhibitor 
(Figure 1).  

 
Figure 1. Design and synthesis of the new 1,4-dialkoxynaphthalen-2-acyl imidazolium salt, MHJ-
627. 

The synthesis of MHJ-627 was carried out as follows: a key intermediate acyl bromide 
2 was synthesized from a commercially available starting compound 1 using a known 
process [22] and subsequently reacted with benzimidazole 3 to produce the desired com-
pound, MHJ-627. 

  

Figure 1. Design and synthesis of the new 1,4-dialkoxynaphthalen-2-acyl imidazolium salt, MHJ-627.

The synthesis of MHJ-627 was carried out as follows: a key intermediate acyl bromide
2 was synthesized from a commercially available starting compound 1 using a known pro-
cess [22] and subsequently reacted with benzimidazole 3 to produce the desired compound,
MHJ-627.

3.2. MHJ-627 Suppressed the Catalytic Activity of Mpk1 to Activate Rlm1 Transcription Factor
and Attenuated the Expression of MLP1

As a primary putative ERK5 inhibitor screening procedure among various candidate
compounds (other compounds not mentioned), we evaluated the ability of MHJ-627 to
reduce the kinase activity of Mpk1, a functional homologue of human ERK5 [19], by exam-
ining the expression of MLP1, a target gene of Mpk1, through a transcriptional reporter
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assay using an MLP1-lacZ reporter plasmid in a yeast model system [24]. It is known that
Rlm1 transcription factor activated by the kinase activity of Mpk1 promotes the transcrip-
tion of MLP1 (Figure 2a) [24]. MHJ-627 significantly suppressed MLP1 expression by 66%
compared to the control treated with DMSO only (Figure 2b). Since Rlm1 regulation is
already demonstrated to be dependent on kinase activity of Mpk1 [21,24], this result implies
that MHJ-627 impaired the kinase activity of Mpk1 to phosphorylate Rlm1 transcription
factor and consequently inhibited MLP1 expression, suggesting that MHJ-627 may also
inhibit the kinase activity of human ERK5.
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S. cerevisiae model. (a) Schematic representation of Mpk1 regulation in the S. cerevisiae model system,
which is functionally homologous to the human ERK5. Inactivation of Mpk1 activity results in
downregulated transcriptional activity of Rlm1 transcription factor and subsequent decrease in MLP1
expression; (b) effect of MHJ-627 on expression of MLP1 measured by β-galactosidase activity. Yeasts
were transformed with MLP1-lacZ reporter plasmid and treated with 15 µL of DMSO (control) and
MHJ-627 in 3 mL of media. The data were calibrated to the control value (DMSO control = 1). Data
are presented as mean ± SD. Each experiment was performed in duplicate and repeated at least three
times. Two-tailed unpaired Student’s t test (*** p < 0.001) was used for significance.

3.3. MHJ-627 Inhibited the Kinase Activity of Human ERK5 In Vitro

To further verify the capability of MHJ-627 to inhibit the kinase activity of human
ERK5, a FRET-based in vitro kinase assay was carried out [52]. Relative kinase activity of
ERK5 dropped to 0.58 at 0.1 µM, 0.49 at 1 µM, and 0.44 at 5 µM, which means MHJ-627
exhibited inhibitory activity by 42% at 0.1 µM, 51% at 1 µM, and 56% at 5 µM, respectively
(Figure 3). This dose-dependent decrease in kinase activity according to the concentration
of MHJ-627 shows that MHJ-627 also impairs the kinase activity of human ERK5 (IC50:
0.91 µM), as we expected from the previous yeast screening. XMD8-92, a commercialized
ERK5 inhibitor, was used as a positive control and showed an inhibition rate of 56% at
5 µM, which means that MHJ-627 and XMD8-92 exhibit similar inhibitory activity at 5 µM
in vitro [33,52]. Since we confirmed that most of the cells were severely affected at 10 µM
of MHJ-627 in the MTT assay, 5 µM was set as the maximum concentration in this assay.

3.4. MHJ-627 Suppressed the Activity of ERK5 and Impaired AP-1 Activity in HeLa Cells

To further examine the ability of MHJ-627 to inhibit the kinase activity of human ERK5
in cells, activation of activator protein-1 (AP-1), a downstream transcription factor of ERK5,
was measured via a luciferase reporter [36]. HeLa cells were transfected with a plasmid
bearing an AP-1 response element followed by a luciferase reporter gene and the mRNA
level of luciferase was measured using quantitative real-time PCR (qRT-PCR). As the AP-1
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transcription factor is a downstream target of ERK5, even though it is also a downstream
of ERK1/2, it is often used to evaluate the alteration in ERK5 activity in cells [53]. Since
ERK5 is often dysregulated in cancers, AP-1 is also found in a hyperactivated form in
tumor cells [54,55]. The mRNA of luciferase transcribed by the AP-1 transcription factor
decreased in a dose-dependent manner (Figure 4), signifying hindered AP-1 activation by
ERK5 following MHJ-627 and XMD8-92 treatment [56]. This result suggests that MHJ-627
successfully inhibits ERK5 both in vitro and at the cell level.
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for significance. All values were compared to the 0 µM control value to determine the significance.
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Figure 4. MHJ-627 suppressed ERK5 kinase activity to activate AP-1 transcription factor. To deter-
mine the ability of ERK5 to activate the transcription factor AP-1, luciferase reporter plasmid was
transformed into HeLa cells and qRT-PCR was conducted to measure the mRNA level of luciferase
after 24 h compound treatment. There was a decrease in luciferase mRNA levels, indicating reduced
activity of AP-1 possibly caused by suppressed activity of ERK5 to activate AP-1. Relative AP-1
activity of the 0 µM control was set as 1. Data are presented as mean ± SD. Each experiment was
performed in duplicate and repeated at least three times. One-way ANOVA (** p < 0.01) was used for
significance. All values were compared to the 0 µM control value to determine the significance.
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3.5. ERK5 Inhibition by MHJ-627 Modified the mRNA Expression of Genes Regulated by ERK5

qRT-PCR was performed to assess the expression of genes that are previously reported
to be regulated or influenced by ERK5 in the gene expression analyses of ERK5 signaling
though they are not the established direct targets of ERK5 [57]. As previously reported,
downregulation of proliferating cell nuclear antigen (PCNA) expression is a known effect
of ERK5 inhibition or ablation. Consistently, we observed a decrease in mRNA expression
of PCNA, which is involved in DNA replication and repair machinery (Figure 5a) [58–60].
In contrast, as illustrated by previous literature, the mRNA level of DNA damage-inducible
transcript 4 (DDIT4), which acts as a negative regulator of the mammalian target of ra-
pamycin (mTOR) pathway, was elevated (Figure 5b) [57,61]. Furthermore, we observed
increases in mRNA expression of the genes that can be categorized into two groups based
on the function of the proteins they encode: transcription factors and immune-related
proteins. The mRNA expression of KLF transcription factor 4 (KLF4), nuclear receptor
subfamily 4 group A member 1 (NR4A1) and retinoic acid receptor-related orphan receptor-
alpha (RORα), which act as transcription factors, was upregulated (Figure 5c). There was
an increase in mRNA expression of protein tyrosine phosphatase receptor type C (PTPRC),
C-C motif chemokine ligand 5 (CCL5), intercellular adhesion molecule 1 (ICAM1), sialic
acid binding Ig like lectin 1 (SIGLEC1), and C-X-C motif chemokine ligand 1 (CXCL1),
which all are related to immunity (Figure 5d). Since an activation of immune cells and
immune responses following ERK5 inhibition has been reported, we speculate that this
increase in expression is due to a feedback loop of the signal transduction pathway [11].
The decrease in PCNA mRNA and increase in DDIT4 and CXCL1 mRNA, which have been
reported to occur when ERK5 is inhibited, are evidence that MHJ-627 effectively targets
ERK5 [58].

Especially, PCNA, which is distinctly considered a cell proliferation marker due to
its accumulation in late G1 and S phases, is strongly suggested to be involved in cell
survival and tumorigenesis [62,63]. Considering previous knowledge that the degradation
of PCNA inhibits cancer proliferation in vitro and in vivo, a dose-dependent decrease in
PCNA mRNA levels may be indicative of the anticancer efficacy of MHJ-627 [64]. Therefore,
in future study, we will conduct in-depth study on how ERK5 inhibition downregulates
PCNA and verify if PCNA could be a direct target of ERK5. KLF4 is suggested to act as
a tumor suppressor, and its expression is often downregulated in some types of cancer,
including cervical cancer, colorectal cancer, and lung cancer [65–67]. Particularly, in cervical
cancer, previous study has shown the inactivation of KLF4 as a tumor suppressor [68].
Similarly, RORα is a potential tumor suppressor, and its downregulation, which is related
to tumor progression, is often observed in cancers [69,70]. Nuclear receptor 4A1 (NR4A1) is
proposed to be downregulated in metastatic tumors and to play a protective role against
metastasis [71,72]. Taken together, these results suggest that MHJ-627-induced ERK5
inhibition contributes to establishing a suitable environment to overcome malignancies
by promoting the expression of some tumor suppressors and anti-metastatic genes which
we assumed to be an outcome of targeting overexpressed ERK5 in cancers. However, in
the cases of KLF4, NR4A1, and ICAM1, the trend of alteration in mRNA expression when
treated with MHJ-627 was different from the positive control, increasing in the MHJ-627
treatment while decreasing in the positive control treatment [73]. Since the ERK5-inhibitory
effect of MHJ-627 was already demonstrated via in vitro kinase assay in Figure 3, this
result indicates that the mechanism governing ERK5 inhibition of these compounds may
be somewhat different and needs to be further investigated in a follow-up study to identify
the precise mechanism of MHJ-627’s inhibition of ERK5 activity.
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627 treatment. (a) Decrease in mRNA expression of PCNA, which is a cell proliferation marker;
(b) increase in mRNA expression of DDIT4, which is reported to increase when ERK5 is inhibited;
(c) increase in mRNA expression of genes that encode transcription factors; (d) increase in mRNA
expression of genes that encode immune-related proteins. Relative mRNA expression of genes
influenced by ERK5 was measured via qRT-PCR analysis after 24 h compound treatment in HeLa
cells. Relative mRNA expression of the 0 µM control was set as 1. Data are presented as mean ± SD.
Each experiment was performed in duplicate and repeated at least three times. One-way ANOVA
(* p < 0.05, ** p < 0.01) was used for significance. All values were compared to the 0 µM control value
to determine the significance.

3.6. MHJ-627 Paradoxically Increased ERK5 Expression Possibly due to the Stimulatory Crosstalk
of the ERK1/2 Pathway

To determine whether MHJ-627 affects the protein expression levels of ERK5 and
pERK5, Western blot analysis was conducted. MHJ-627 paradoxically appeared to ele-
vate ERK5 expression and phosphorylation, and so did the positive control, XMD8-92
(Figure 6a–c). However, even though the protein expression and phosphorylation of ERK5
increased, previous experimental results from Figures 3 and 4 have already shown that the
actual activity of ERK5 was successfully inhibited as expected.

Since crosstalk and feedback loop mechanisms of other signaling pathways have been
suggested as the most challenging problem in developing kinase inhibitors, we assumed
that the elevations in ERK5 expression and phosphorylation may be attributed partly
to the stimulatory crosstalk and compensatory action of the PI3K-AKT pathway or the
ERK1/2 pathway [74,75]. Therefore, we examined the effect of the ERK1/2 pathway
by treatment with 5 µM of an MEK1/2 inhibitor, U0126, which inhibits the activation
of ERK1/2, together with various concentrations of MHJ-627 [76]. As expected, protein
expression and phosphorylation of ERK5 among the lanes showed no difference (Figure 6d),
suggesting that the previous increase in expression was due to the compensatory action of
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the ERK1/2 pathway, at least in part. Nevertheless, the precise mechanism is still unknown
and is yet to be identified.

Figure 6. MHJ-627 paradoxically upregulated the expression and phosphorylation of ERK5, possibly
due to the stimulatory crosstalk of the ERK1/2 pathway. (a) Western blot image depicting the eleva-
tions in ERK5 protein expression and phosphorylation. Effect of MHJ-627 on the protein expression
and phosphorylation of ERK5 was measured via Western blot analysis after HeLa cells were treated
with compounds for 24 h; (b) quantitation of Western blot showing a paradoxical increase in ERK5
expression; (c) quantitation of Western blot showing a trend of increase in ERK5 phosphorylation;
(d) the increase in ERK5 expression and phosphorylation was due to the compensatory action of
ERK1/2. GAPDH was used as a loading control. Relative protein expression of the 0 µM control
was set as 1. Western blot data were quantified using ImageJ software. Data are presented as
mean ± SD. Each experiment was performed in duplicate and repeated at least three times. One-way
ANOVA (* p < 0.05) was used for significance. All values were compared to the 0 µM control value to
determine the significance.

3.7. MHJ-627 Showed Anti-Proliferative Effect in the Human Cervical Cancer HeLa Cells

To measure the anticancer efficacy of MHJ-627, an MTT assay was conducted. HeLa
cells were treated with the indicated concentration of MHJ-627 for 24 h and 48 h. XMD8-92
was used as a positive control. HeLa cells treated with XMD8-92 showed a significant
decline in cell viability and showed an anti-proliferative effect of 16.9% after 24 h and of
22.7% after 48 h at 5 µM treatment, providing evidence for the possible anticancer efficacy
of ERK5 inhibition (Figure 7a). The viability of HeLa cells significantly decreased in a dose-
dependent manner after MHJ-627 treatment (Figure 7b). Especially, MHJ-627 exhibited anti-
proliferative effect of 61% after 24 h (IC50: 2.45 µM) and 94.2% after 48 h at 5 µM treatment.
Almost every cancer was severely affected at a concentration of 10 µM in both the 24 h and
48 h treatments. The fact that MHJ-627 significantly exhibited higher cytotoxicity in HeLa
cells confirms the higher anticancer efficacy of MHJ-627, which possibly resulted from the
stronger ERK5-inhibitory activity, since negative regulation of ERK5 is known to induce
apoptosis in HeLa cells [16]. This result casts a new light on the promise that MHJ-627 may
serve as a more potent ERK5 inhibitor than the ones previously identified.
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Abstract: Immunotherapy represents an innovative approach to cancer treatment, based on activating
the body’s own immune system to combat tumor cells. Among various immunotherapy strategies,
dendritic cell vaccines hold a special place due to their ability to activate T-lymphocytes, key players
in cellular immunity, and direct them to tumor cells. In this study, the influence of dendritic cells
processed with tumor-derived vesicles on the viability of melanoma cells in vitro was investigated.
Dendritic cells were loaded with tumor-derived vesicles, after which they were used to activate T-cells.
The study demonstrated that such modified T-cells exhibit high activity against melanoma cells,
leading to a decrease in their viability. Our analysis highlights the potential efficacy of this approach
in developing immunotherapy against melanoma. These results provide new prospects for further
research and the development of antitumor strategies based on the mechanisms of T-lymphocyte
activation using tumor-derived vesicles.

Keywords: dendritic cells; cytochalasin B; induced vesicles; antitumor vaccine; immunotherapy;
GM-CSF; antigen presentation; cytotoxic effect

1. Introduction

Cancer cells within the body possess the ability to evade the antitumor response
of the immune system due to angiogenesis, fibroblasts, and suppressor cytokines that
attract corresponding immune cells to the tumor area, thereby collectively forming the
tumor microenvironment (TME) [1]. TME plays a fundamental role in the tumor escaping
from the immune system. The presence of cells in the TME, such as suppressor cells of
myeloid origin, tumor-associated macrophages, and normal regulatory T-cells suppress
the activity of infiltrating cytotoxic T-lymphocytes (CTLs), which are the main effector
cells of the immune system. Immunosuppressive cytokines, such as interleukin (IL)-6,
IL-10, transforming growth factor (TGF)-β, and indoleamine 2,3-dioxygenase (IDO), lead to
immune tolerance, increasing the number of suppressor immune cells while reducing the
number of CTLs [2]. Fibroblasts, in turn, are recruited and reprogrammed by tumor cells,
after which they are able to produce a variety of growth signals thereby affecting tumor
growth, invasion, and metastasis [3].

Combining traditional cancer treatment methods, including surgery, chemotherapy,
and radiation therapy, with immunotherapy by specifically targeting the tumor and its
TME can improve treatment response rates. Immunotherapy has several advantages due
to its activation of the body’s specific anti-tumor response. A therapeutic vaccine based
on dendritic cells (DCs) may be a method that enhances the mechanism of a specific
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immune response. DCs have a crucial ability in that they cause the immune system to
direct a specific immune response by internalizing foreign antigens and presenting them
to CTLs. DCs are potent professional antigen-presenting cells due to the presence of the
major histocompatibility complex (MHC)-II and costimulatory molecules (CD80/83/86)
on their surface. Over the past two decades, DC vaccines have been shown in numerous
clinical trials to be a safe therapy that can induce antitumor immunity. The most commonly
observed adverse effects (AEs) include anemia, back pain, chills, fatigue, fever, headache,
and nausea, generally not exceeding the 1st or 2nd grade and usually resolving within
1–2 days after vaccine administration [4]. There is currently an FDA-approved therapeutic
vaccine, Sipuleucel-T, for the treatment of metastatic prostate cancer. This vaccine, based on
DCs loaded with a recombinant hybrid protein (fusion of prostatic acid phosphatase (PAP)
and granulocyte macrophage colony-stimulating factor (GM-CSF)), demonstrated a median
improvement in overall survival of 4.1 months compared to the placebo group among men
with metastatic castration-resistant prostate cancer [4]. The loading of DCs with tumor
antigen is a critical component for an effective vaccine. There are several approaches to
improve the efficiency of antigen presentation in order to induce a more potent immune
response directed against tumor cells. The use of tumor-specific antigens (TSAs) is preferred
for a more effective targeted antitumor response using unique tumor antigens. Autologous
tumor mRNA, which can be delivered to DCs by electroporation [5] or viral vector [6], can
be used as an antigen. However, isolating TSAs or utilizing their mRNA is energy and
resource-intensive work. Moreover, TSAs for some tumors have not yet been identified.
Tumor lysate is a reliable source of tumor antigens, especially for tumors whose TSAs have
not been identified. In addition, the isolation of tumor lysates is a rapid and inexpensive
method that can be personalized. Apart from tumor lysates, autologous tumor-derived
vesicles can also serve as personalized sources of tumor antigens. Extracellular vesicles
(EVs) are membrane-bound structures containing proteins and lipids as well as nuclear and
mitochondrial components. EVs are able to fuse with recipient cells through endocytosis.
EVs can be used to present antigens to immune system cells. However, natural EVs are
not produced in sufficient amounts by tumor cells. There are alternative ways to produce
EVs to overcome this problem; for example, cytochalasin B can be used. Cytochalasin B is a
substance that causes disorganization of the cell cytoskeleton by preventing polymerization
of its cellular structures, particularly actin filaments. Active shaking of cells treated with
cytochalasin B leads to cell disintegration and formation of a large number of vesicles
of different sizes. The use of cytochalasin B-induced membrane vesicles (CIMVs) may
represent a novel approach of tumor antigen presentation to DCs. Furthermore, parental
tumor cells from which CIMVs are derived can be modified with the cytokine gene GM-
CSF for overexpression of the corresponding protein and subsequent immunomodulatory
effects. To analyze the antigen-presenting and cytotoxic activity of immune cells, we used
native CIMVs and CIMVs carrying GM-CSF derived from immortalized human melanoma
M14 cells as tumor antigens to load monocyte-derived DCs (moDCs). We also loaded
moDCs with CIMVs derived from triple-negative MDA-MB 231 breast cancer to compare
the specific cytotoxic activity of T-cells after antigen presentation to moDCs. Also, we
analyzed the cytotoxic effect of activated T-cells on human mesenchymal stem cells (MSCs).

2. Materials and Methods
2.1. Cultivation Conditions of Primary and Immortalized Human Cells

Mononuclear cells were isolated from human peripheral blood (PBMCs) of a healthy
donor in a Ficoll density gradient (1.077 g/cm3, Cat. #P052p, PanEco, Moscow, Russia) in
accordance with approved ethical standards and current legislation (protocol approved by
the Biomedical Ethics Committee of Kazan Federal University (#3 dated 23 March 2017))
Informed consent was obtained from a healthy donor. The obtained blood was diluted in
Dulbecco’s phosphate-buffered saline (DPBS) (Cat. #P060, PanEco, Moscow, Russia) (1:1)
and then layered on Ficoll (1:1). Subsequently, centrifugation was performed at 1900 rpm
for 20 min at room temperature. Mononuclear cells were collected, washed twice with
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PBS, resuspended in complete RPMI-1640 medium (Catalog #C330p, PanEco, Moscow,
Russia) that contained 10% fetal bovine serum (FBS) (SH30071.03, HyClone, Logan, UT,
USA), 2 mM L-glutamine (Catalog #F032, PanEco, Moscow, Russia), and 5000 µg/mL
penicillin-streptomycin mixture (Catalog #A063p, PanEco, Moscow, Russia). Samples were
then cultured in a humid atmosphere at 37 ◦C and 5% CO2. MSCs from human adipose
tissue were isolated using a standard protocol [7].

The melanoma cell line M14 was obtained from the John Wayne Cancer Institute
(JWCI) cell repository. Cells were cultured in a humid atmosphere at 37 ◦C and 5% CO2
in complete RPMI 1640 medium (Catalog #C330p, PanEco, Moscow, Russia). Human
embryonic kidney cells HEK293T (ATCC #CRL-3216) and human triple-negative breast
cancer cells MDA-MB-231 (ATCC #HTB-26) were obtained from the American Type Culture
Collection (ATCC, Manassas, VI, USA). Cells were cultured in a humid atmosphere at 37 ◦C
and 5% CO2 in complete DMEM with 4500 mg/l glucose (Catalog #C420p, PanEco, Russia).
All cell lines were tested for the presence of mycoplasma.

2.2. Lentivirus Production

The donor plasmid encoding the human GM-CSF gene (CSF2/pENTR223) was ob-
tained from the Harvard Plasmid Database (HsCD00365931). The GM-CSF gene was then
recloned from the donor vector pENTR223 into the lentiviral expression vector pLX303 (Ad-
dGene #25897) using LR recombination (Catalog #11791020, Gateway™ LR Clonase™ II En-
zyme mix, ThermoFisher Scientific, Waltham, MA, USA). Production of second-generation
recombinant lentiviruses encoding GM-CSF was achieved by co-transfecting the packag-
ing cell line HEK293T with three plasmids: the vector plasmid encoding GM-CSF, the
packaging plasmid (psPAX2, AddGene #12260), and the envelope plasmid (pCMV-VSV-G,
AddGene #8454) using calcium phosphate transfection. The culture medium was replaced
with fresh medium 18 h later, followed by collection of the lentivirus-containing super-
natant every 12 h for 48 h. The supernatant was stored at 4 ◦C during collection and then
filtered through a 0.2 µm membrane (GVS filter technology, Morecambe, UK). Lentiviral
particles were concentrated by ultracentrifugation for 2 h at 26,000 rpm at 4 ◦C.

2.3. Genetic Modification and Selection

The M14 cell line was transduced with the GM-CSF gene encoded by lentivirus in
serum-free medium using 10 µg/mL protamine sulfate (#P4020, Sigma, St. Louis, MO,
USA). Cells were seeded at 3× 104 cells/well in a 6-well plate and incubated with lentivirus
for 6 h. Transduced cells were selected using 7.5 µg/mL blasticidin S-HCl (#R21001, Gibco,
Billings, MT, USA) for 7 days. Cell culture was tested for mycoplasma and showed
negative results.

2.4. Quantitative Polymerase Chain Reaction (qPCR)

Native and modified cell samples were resuspended in 200 µL TRIzol™ reagent
(Catalog #15596026, Invitrogen, Waltham, MA, USA), followed by total RNA extraction
according to the manufacturer’s recommendations. The cDNA synthesis was performed
using GoScript Reverse Transcription System kit (Promega, Madison, WI, USA) according
to the manufacturer’s instructions. Nucleotide sequences of primers and fluorescent probes
for 18S ribosomal RNA and GM-CSF genes were selected using GenScript Online Real-time
PCR (TaqMan) Primer Design Tool (GenScript, Piscataway, NJ, USA). Primers and probes
were synthesized by Litech (Moscow, Russia) (Table 1). Real-time polymerase chain reaction
(qPCR) was performed according to TaqMan technology using MicroAmp 96-well plates
(Bio-Rad, Hercules, CA, USA). For the amplification reaction, 1 µL of cDNA, 0.3 µL of
primer and sample mix (at a final concentration of 300 nM), 4.7 µL of MilliQ H2O, and
4 µL of 10x TaqMan buffer (Eurogen, Russia) were used. The final reaction volume was
10 µL. Amplification was performed on a CFX96 Touch™ Real-Time PCR Detection System
(Bio-Rad, USA) using the following temperature profile: denaturation at 95 ◦C for 1 min;
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44 cycles including denaturation at 95 ◦C for 30 s; primer annealing at 55 ◦C for 30 s; and
elongation at 72 ◦C for 1 min.

Table 1. Nucleotide Sequences of Primers and Fluorescent Probes.

Gene Forward Primer (5′–3′) Reverse Primer (5′–3′)

18S GCCGCTAGAGGTGAAATTCTTG CATTCTTGGCAAATGCTTTCG
GM-CSF GCGTCTCCTGAACCTGAGTA CCCTGCTTGTACAGCTCCAG

2.5. Western Blot Analysis

Samples of native and modified cells (1 × 106 cells) were lysed using RIPA buffer
(#89900, ThermoFisher Scientific, USA) containing a protease and phosphatase inhibitor
mixture (#78444, ThermoFisher Scientific, USA). Protein concentration was determined
using the Pierce™ BCA Protein Assay Kit (#23225, ThermoFisher Scientific, USA). Equal
amounts of protein were denatured on a dry bath at 95 ◦C for 5 min, loaded and separated
on 12% SDS-PAGE gels, and then transferred to PVDF membranes. The membranes were
preblocked in 5% BCA solution (ThermoFisher Scientific, USA) and then incubated with
primary antibodies at 4 ◦C overnight, followed by washing with Phosphate Buffered Saline
with Tween™ 20 (#P1379, Sigma, USA) (PBS-T) and incubation with secondary antibodies
at room temperature for 2 h. The membranes were then washed with PBS-T, and the
target protein band was visualized using HRP (BioRad, Hercules, CA, USA) and analyzed
using the ChemiDoc XRS+ system (BioRad Laboratories, Irvine, CA, USA). Primary rabbit
polyclonal antibodies to GM-CSF (1:500) were purchased from Abcam, Cambridge, UK
(ab300495). Secondary goat anti-rabbit IgG H&L (Alkaline Phosphatase) antibodies (1:2000)
were purchased from Abcam, UK (ab97048).

2.6. Immunocytochemistry

Immunocytochemical analysis was performed to analyze GM-CSF protein synthesis in
native M14 and M14-GM-CSF cells. Cells were seeded in 24-well plates (1 × 103 cells/well)
on coverslips in complete RPMI-1640 medium. On the next day, the culture medium was
aspirated, and cells were fixed with chilled methanol for 10 min at room temperature. After
fixation, cells were washed with Tris-buffered saline (TBS) three times for 5 min each. The
cells were then incubated with primary antibodies against GM-CSF (Cat. #ab54429, Abcam,
Cambridge, UK, dilution 1:100 in TBS) for 1 h at room temperature. The stained cells were
washed three times for 5 min each with TBS to remove unbound antibodies, and then
incubated with secondary antibodies (Goat anti-Rabbit IgG (P&L) Fluorescein, Catalog
#A102FN, American Qualex, San Clemente, CA, USA; dilution 1:1000 in TBS) for 1 h at room
temperature, followed by washing. DAPI fluorescent dye (4′,6-diamidino-2-phenylindole;
1:50,000 dilution in TBS; Cat. #D1306, Invitrogen, USA) was used to stain the nucleus,
then incubated for 5 min at room temperature, followed by washing. The coverslips were
mounted on slides using mounting medium (ImmunoHistoMount, Catalog #sc-45086,
Santa Cruz Biotechnology, Dallas, TX, USA). The analysis was conducted using a confocal
microscope LSM 780 (Carl Zeiss, Jena, Germany) and ZEN (black edition) 2.3 software
(Carl Zeiss, Germany).

2.7. Isolation of Cytochalasin-Induced Membrane Vesicles (CIMVs)

Cells were washed from FBS with PBS (Catalog #P060, PanEco, Russia). After counting,
2 × 106 cells were suspended in 10 mL serum-free medium containing cytochalasin B
from Drechslera dematioidea (#C6762-5mg, Sigma-Aldrich, St. Louis, MO, USA) at a
concentration of 10 µg/mL. Cells were incubated in a humid atmosphere for 30 min at
37 ◦C and 5% CO2 with gentle shaking every 10 min. After incubation, cells were vortexed
for 1 min, then centrifuged for 10 min at 700 rpm (Biosan LMC-3000 laboratory centrifuge).
The supernatant was collected and centrifuged for 10 min at 1400 rpm; then, the supernatant
was collected and filtered through a polyvinylidene difluoride (PVDF) membrane filter
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(GVS filter technology, UK) with a pore size of 1 micron. After filtration, the supernatant
was centrifuged for 30 min at 12,000 rpm. The resulting pellet containing CIMVs was
collected. Protein concentration was determined using the Pierce BCA Protein Assay Kit
(#23225, ThermoFisher Scientific, USA) according to the manufacturer’s instructions.

2.8. Size Characterization of Cytochalasin-Induced Membrane Vesicles (CIMVs)

To determine the size of CIMVs, scanning electron microscopy was used. Isolated
CIMVs, as described earlier, were deposited onto glass slides in the wells of a 96-well plate
by centrifugation at 3000 rpm for 30 min at room temperature. The deposited CIMVs were
fixed in 10% formalin for 15 min, dehydrated with ethanol increasing in concentration
from 30% to absolute, and then air-dried for 24 h. Before visualization, the samples were
coated with palladium using the Quorum T150ES sputter coater (Quorum Technologies
Ltd., Lewes, UK), and analysis was performed using the SEM Merlin (Carl Zeiss, Ger-
many). Additionally, flow cytometry (BD FACSAria III, BD Biosciences, San Jose, CA,
USA) was used to measure the size of CIMVs using a mixture of calibration particles
(0.22–0.45–0.88–1.34 µm) (Spherotech, Lake Forest, IL, USA). At least 50,000 events were
acquired for each sample.

2.9. Assessment of Nuclear, Membrane, and Mitochondrial Components in CIMVs

To analyze the presence of nuclear, membrane, and mitochondrial components in
CIMVs, native M14, M14-GM-CSF, and MDA-MB 231 cells were trypsinized and washed in
PBS twice. Next, 5× 105 cells were suspended in 1 mL of PBS and stained using 1 µL of DiO
vital dye (Vybrant Multicolor Cell-Labeling Kit, Invitrogen, Waltham, MA, USA) for 10 min
at room temperature and in the absence of light. Subsequently, the cells were washed twice
and resuspended in 500 µL of PBS, followed by staining with 2 µL of 300 nM MitoTracker
Red FM (Molecular probes, Invitrogen, Waltham, MA, USA) for 15 min at 37 ◦C. Afterward,
the cells were again washed twice with PBS, and CIMVs were isolated as described earlier.
These isolated CIMVs were fixed in cold methanol for 5 min at room temperature, then
resuspended in 500 µL of PBS and stained using 0.5 µL of 7-aminoactinomycin D (7AAD)
(Molecular probes, Invitrogen, Waltham, MA, USA) for 10 min at room temperature in the
absence of light. The isolated CIMVs were analyzed using FACS Aria III (BD Biosciences,
USA) and BD FACSDivaTM software version 7.0.

2.10. Assessment of Surface and Intracellular Markers in CIMVs

To analyze the expression of the cluster of differentiation (CD) markers typical for
tumor cells on the surface of the CIMVs, the following antibodies were used: PE/Cyanine7
anti-human CD81 (#349512, Biolegend, San Diego, CA, USA), Alexa Fluor® 488 anti-
human Hsp70 (#648004, Biolegend, USA), PerCP/Cyanine5.5 anti-human CD63 (#353020,
Biolegend, USA), PE anti-human TSG101 (ab209927, abcam, USA), Alexa Fluor® 594 anti-
human Calnexin (ab203439, abcam, USA). Briefly, CIMVs were isolated from 2 × 105 native
M14, M14-GM-CSF, and MDA-MB 231 cells that were pre-fixed in cold methanol for
5 min at room temperature, washed once in PBS and stained with antibodies for 30 min
at room temperature in the absence of light. Then, CIMVs were washed with PBS and
analyzed using the FACSAria III flow cytometer (BD Biosciences, San Jose, CA, USA) and
BD FACSDiva™ software version 7.0.

2.11. Generation of Dendritic Cells from Monocytes

Monocytes were isolated from healthy donor PBMCs by adhesion. They were seeded
at a density of 10 million cells per well and incubated in a humid atmosphere at 37 ◦C and
5% CO2 for 1.5 h. After this, non-adherent cells were removed along with the medium,
and fresh complete RPMI-1640 medium (Catalog #C330p, PanEco, Russia) which contained
10% FBS, 2 mM L-glutamine and 1% autologous plasma was added. The generation of
moDCs was carried out in 6-well plates. On day 0, isolated monocytes (5 × 106 cells/well)
were cultured in 3 mL of complete RPMI-1640 medium supplemented with 250 IU/mL
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IL-4 (Catalog #PSG040-10, SCI-Store, Moscow, Russia), and 800 IU/mL GM-CSF (Catalog
#PSG030-10, SCI-Store, Russia) at 37 ◦C and 5% CO2. On days 2 and 5, 1.5 mL of the
medium was collected, centrifuged, and the cell pellet was resuspended in 1.5 mL of
complete medium supplemented with double concentration of IL-4 and GM-CSF. This
mixture was returned to the original culture. On day 8, 1.5 mL of the medium was collected,
centrifuged, and the cell pellet was resuspended in 1.5 mL of medium supplemented with
2000 IU/mL IL-6 (Catalog #PSG180-10, SCI-Store, Russia), 400 IU/mL IL-1β (RPA563Hu01,
Cloud-Clone Corp., Katy, Houston, TX, USA), 2000 IU/mL TNF-α (Catalog #PSG250-10,
SCI-Store, Russia), and 2 µg/mL prostaglandin E2 (PGE2) (#900117P-5MG, Sigma-Aldrich,
USA). Additionally, 15 µg/mL of CIMVs were added to the culture. The cells were then
cultured for an additional 48 h. On day 9, the viability, yield, and absolute cell count of
mature moDCs were determined by flow cytometry using specific surface markers (see
Section 2.10). Subsequently, mature moDCs were re-seeded in 6-well plates for antigen
presentation with fresh PBMCs.

2.12. Immunophenotyping of Monocyte-Derived Dendritic Cells after Differentiation
from Monocytes

Sensitive conjugated antibodies were used to determine the target population of ma-
ture moDCs. Cells were removed from the culture plate and washed from the medium with
PBS. The moDCs were then stained with conjugated antibodies: Pacific Blue™ anti-human
CD3 (#300330, Biolegend, USA), Pacific Blue™ anti-human CD19 (#302232, Biolegend,
USA), Pacific Blue™ anti-human CD56 (#362520, Biolegend, USA), Pacific Blue™ anti-
human CD20 (#302328, Biolegend, USA), PerCP/Cyanine5.5 anti-human CD11c (#301624,
Biolegend, USA), FITC antibody to human HLA-DR (#307604, Biolegend, USA), APC
anti-human CD64 (#305014, Biolegend, USA), PE anti-human CD80 (#305208, Biolegend,
USA), PE anti-human CD83 (#305308, Biolegend, USA) according to the manufacturer’s
instructions. Data were analyzed using FACS Aria III (BD Biosciences, USA) and BD
FACSDivaTM software version 7.0.

2.13. Analysis of the Interaction between Cytochalasin B-Induced Membrane Vesicles and
Monocyte-Derived Dendritic Cells

To avoid loss of CIMVs during staining, M14 cells were pre-stained with CellTracker™
Green CMFDA dye (#C7025, Invitrogen, USA) according to the manufacturer’s instructions.
After staining, CIMVs were isolated according to the previously described protocol. The
moDCs were stained with the Vybrant™ Multicolor Cell-Labeling Kit (#V-22889, Thermo
Fisher Scientific, USA) using DiD spectrum according to the manufacturer’s instructions
and seeded in a 12-well culture plate. The moDCs were incubated with CIMVs for 3 h in a
humidified atmosphere at 37 ◦C and 5% CO2. The moDCs were settled by centrifugation at
1400 rpm for 5 min. The cells were then washed from the growth culture medium with PBS
and deposited at the bottom of the wells of the culture plate onto a coverslip. At this point,
it is important to ensure that the coverslip remains at the bottom of the well. This procedure
was followed by incubation for 30 min at room temperature for deposition and attachment
of moDCs to the coverslips. After cell attachment, PBS was carefully removed, and cells
were fixed with 500 µL of 10% formalin for 10 min at room temperature. The fixed cells
were first washed once with 500 µL of PBS for 5 min and then permeabilized with 500 µL
of 0.5% Triton X-100 for 10 min. The permeabilized cells were washed once more with
500 µL PBS for 5 min. The nuclei were stained with DAPI (dilution 1:10,000) for 10 min,
then washed twice with PBS for 5 min to remove excess dye. For sample preparation,
coverslips were carefully mounted on microscope slides using aqueous mounting medium
(ab128982, Abcam, UK). Samples were analyzed by confocal microscopy using a LSM
780 confocal microscope and ZEN (black edition) 2.3 software (Carl Zeiss, Germany) at the
KFU Interdisciplinary Center for Analytical Microscopy.
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2.14. Analysis of Surface Markers of Peripheral Blood Mononuclear Cells after Culturing with
Activated Mature Monocyte-Derived Dendritic Cells

The isolated PBMCs were seeded in a 6-well culture plate with activated mature
moDCs at a ratio of 1:30. Native PBMCs were used as controls. Flow cytometry analysis
was performed after 72 h of incubation. Also, some of these PBMCs were used for tumor
cell apoptosis analysis after 72 h of co-culture, respectively. Conjugated antibody staining
was performed to detect activated immune cell populations. Cells were divided into
panels and stained with sensitive conjugated antibodies: FITC anti-human CD8a (#300906,
Biolegend, USA), APC anti-human CD4 (#357408, Biolegend, USA), PE/Cy7 anti-human
CD38 (#356608, Biolegend, USA), PE anti-human HLA-DR (#307605, Biolegend, USA),
Brilliant Violet 421™ anti-human CD107a (LAMP-1) (#328626, Biolegend, USA), FITC anti-
human CD3 (#300306, Biolegend, USA), Pacific Blue™ anti-human CD4 (#317429, Biolegend,
USA), PE anti-human CD127 (IL-7Rα) (#351304, Biolegend, USA), PE/Cyanine7 anti-
human CD25 (#356108, Biolegend, USA), PE anti-human CD196/CCR6 (#353410, Biolegend,
USA), APC anti-human CD183/CXCR3 (#353708, Biolegend, USA), PerCP/Cyanine5.5
anti-human CD56/NCAM (#362506, Biolegend, USA) according to the manufacturer’s
instructions. Data were analyzed using FACS Aria III (BD Biosciences, USA) and BD
FACSDivaTM software version 7.0.

2.15. Assessment of Tumor Cell Viability

Native M14 melanoma cells were seeded in a 12-well culture plate (5 × 104 cells per
well) preliminarily 24 h before the apoptosis assay. MSCs cells were also seeded in the
same amount to test for nonspecific cytotoxicity. Then, activated PBMCs (2.5 × 105 cells
per well) were added to M14 cells and MSCs. M14 and MSC cells were harvested and
washed with DPBS after 24 h. APC Annexin V Apoptosis Detection Kit with PI (#640932,
Biolegend, USA) was used for apoptosis assay according to the manufacturer’s instructions.
Data were analyzed using FACS Aria III (BD Biosciences, USA) and BD FACSDivaTM

software version 7.0.

2.16. Statistical Analysis

GraphPad Prism 8 software (GraphPad Software, San Diego, CA, USA) was used for
statistical analysis. One way ANOVA analysis was used to compare independent groups
by quantitative characteristics. Differences between groups were considered statistically
significant at p < 0.05, p < 0.0001.

3. Results
3.1. Production of Genetically Modified Melanoma Cells Overexpressing GM-CSF

Genetically modified human melanoma M14 cells were obtained by lentiviral trans-
duction. Confirmation of GM-CSF expression was demonstrated by qPCR and Western
blot. Elevated levels of GM-CSF gene transcripts (78.3 gene copies per cell, standard devia-
tion (SD) ± 10.12) were demonstrated in M14-GM-CSF compared to the absence of such
in native M14 cells. Membrane vesicles were isolated from both native and genetically
modified M14 cells using cytochalasin B treatment. The presence of GM-CSF protein in
cells and CIMVs was confirmed by Western blot analysis (Figure 1B). The data obtained
indicate that modified M14 tumor cells and CIMVs isolated from them contain GM-CSF
protein with a molecular mass of 14 kDa. This protein was absent in native M14 tumor cells
and isolated CIMVs. The presence of GM-CSF protein in M14 cells was also confirmed by
immunofluorescence analysis (Figure 1A).
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Figure 1. Characterization of native and genetically modified M14 melanoma cells. (A) Immunoflu-
orescence analysis of GM-CSF synthesis in M14 (blue DAPI, green DIO, red monoclonal antibody
(mAb) to GM-CSF) (Scale bar: 10 µm); (B) Western blot analysis of GM-CSF expression in M14
melanoma cells and CIMVs using β-actin as an internal control; (C) The relative analysis of the
intensity of protein bands.

3.2. Preparation and Analysis of Induced Membrane Vesicles from Native and Genetically Modified
Tumor Cells

Induced membrane vesicles were isolated from native and genetically modified M14
tumor cells as well as from MDA-MB 231 cells by treating the cells with cytochalasin
B. It was shown that the size of isolated CIMVs from M14 averaged 240 nm (SD ± 70),
from M14-GM-CSF averaged 250 nm (SD ± 50), and from MDA-MB 231 averaged 190 nm
(SD ± 80) (Figure 2B).

Scanning electron microscopy (SEM) was used to examine the shape and size of CIMVs
(Figure 2A). They had a characteristic spherical shape and varied in size. It is important to
note that some deformation of vesicles was observed, which is a common phenomenon
when preparing samples for SEM analysis and is not an artifact of the vesicle isolation
process using cytochalasin B.

Furthermore, flow cytometry data indicated the presence of nuclear components in
the following averages: M14 CIMVs—43.6% (SD ± 2.75), M14 CIMVs-GM-CSF—34.45%
(SD ± 13.7), MDA-MB 231 CIMVs—39.4% (SD ± 9.5). Additionally, mitochondrial compo-
nents were observed with the following averages: M14 CIMVs—66.8% (SD ± 5.15), M14
CIMVs-GM-CSF—51.5% (SD ± 17.1), MDA-MB 231 CIMVs—55.15% (SD ± 11.2). Cytoplasmic
components were also present, with the following averages: M14 CIMVs—71.4% (SD± 8.4),
M14 CIMVs-GM-CSF—61% (SD± 22.7), MDA-MB 231 CIMVs—59.5% (SD± 15.22) (Figure 2C).

Upon staining vesicles for typical tumor biomarkers, the presence of surface recep-
tors CD63, CD81, and TSG-101 was demonstrated. The averages for M14 CIMVs were
29% (SD ± 3), 40% (SD ± 3.95), and 9% (SD ± 0.46). The averages for M14 CIMVs-GM-
CSF were 35.5% (SD ± 3), 52% (SD ± 2.76), and 8% (SD ± 0.78). And the averages for
MDA-MB 231 CIMVs were 14.5% (SD ± 0.45), 17% (SD ± 0.7), and 3.5% (SD ± 0.6), respec-
tively (Figure 2D). Additionally, the presence of intracellular receptors Calnexin, Hsp70,
and TSG-101 was demonstrated. The averages for M14 CIMVs were 8.9% (SD ± 0.25),
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0.77% (SD ± 0.06), and 7.8% (SD ± 0.3). The averages for M14 CIMVs-GM-CSF were 9.1%
(SD ± 1.35), 0.73% (SD ± 0.67), and 2.77% (SD ± 1.7). And the averages for MDA-MB 231
CIMVs were 18.6% (SD± 1.16), 3.47% (SD± 0.75), and 23.2% (SD± 0.92), respectively (Figure 2E).

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW  9 
 

 

 

Figure 2. Analysis of  the presence of  intracellular components and  the size of cytochalasin B-in-

duced membrane vesicles isolated from native M14, M14-GM-CSF and MDA-MB 231. The size of 

induced membrane vesicles was determined by (A) scanning electron microscopy (scale bar: 1 µm) 

and (B) flow cytometry; (C) The presence of mitochondrial, nuclear and cytoplasmic components 

and the presence of (D) cell surface and (E) intracellular receptors in CIMVs were analyzed by flow 

cytometry. 

Scanning  electron microscopy  (SEM) was used  to  examine  the  shape  and  size  of 

CIMVs (Figure 2A). They had a characteristic spherical shape and varied in size. It is im-

portant to note that some deformation of vesicles was observed, which is a common phe-

nomenon when preparing samples for SEM analysis and is not an artifact of the vesicle 

isolation process using cytochalasin B. 

Furthermore, flow cytometry data indicated the presence of nuclear components in 

the  following averages: M14 CIMVs—43.6%  (SD ± 2.75), M14 CIMVs-GM-CSF—34.45% 

(SD ± 13.7), MDA-MB 231 CIMVs—39.4% (SD ± 9.5). Additionally, mitochondrial compo-

nents were observed with the following averages: M14 CIMVs—66.8% (SD ± 5.15), M14 

CIMVs-GM-CSF—51.5% (SD ± 17.1), MDA-MB 231 CIMVs—55.15% (SD ± 11.2). Cytoplas-

mic components were also present, with the following averages: M14 CIMVs—71.4% (SD 

± 8.4), M14 CIMVs-GM-CSF—61% (SD ± 22.7), MDA-MB 231 CIMVs—59.5% (SD ± 15.22) 

(Figure 2C). 

Upon staining vesicles for typical tumor biomarkers, the presence of surface recep-

tors CD63, CD81, and TSG-101 was demonstrated. The averages for M14 CIMVs were 29% 

(SD ± 3), 40% (SD ± 3.95), and 9% (SD ± 0.46). The averages for M14 CIMVs-GM-CSF were 

35.5% (SD ± 3), 52% (SD ± 2.76), and 8% (SD ± 0.78). And the averages for MDA-MB 231 

CIMVs were 14.5% (SD ± 0.45), 17% (SD ± 0.7), and 3.5% (SD ± 0.6), respectively (Figure 

2D). Additionally, the presence of intracellular receptors Calnexin, Hsp70, and TSG-101 

was demonstrated. The averages for M14 CIMVs were 8.9% (SD ± 0.25), 0.77% (SD ± 0.06), 

and 7.8% (SD ± 0.3). The averages for M14 CIMVs-GM-CSF were 9.1% (SD ± 1.35), 0.73% 

(SD ± 0.67), and 2.77% (SD ± 1.7). And the averages for MDA-MB 231 CIMVs were 18.6% 

(SD ± 1.16), 3.47% (SD ± 0.75), and 23.2% (SD ± 0.92), respectively (Figure 2E). 

   

Figure 2. Analysis of the presence of intracellular components and the size of cytochalasin B-induced
membrane vesicles isolated from native M14, M14-GM-CSF and MDA-MB 231. The size of induced
membrane vesicles was determined by (A) scanning electron microscopy (scale bar: 1 µm) and
(B) flow cytometry; (C) The presence of mitochondrial, nuclear and cytoplasmic components and the
presence of (D) cell surface and (E) intracellular receptors in CIMVs were analyzed by flow cytometry.

3.3. Generation and Characterization of Dendritic Cells from the Population of Human Peripheral
Blood Monocytes

As a result of targeted differentiation, rounded and dendritic morphology was ob-
served in the moDCs generated (Figure 3).
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Figure 3. Mature monocyte-derived dendritic cells obtained after monocyte differentiation on the
seventh day of cultivation (bright-field microscopy). Scale bar: 100 µm.

An immunophenotypic analysis was performed using flow cytometry with conjugated
antibodies to confirm the phenotype of mature dendritic cells. As an example, the strategy
for gating a population of moDCs from PBMCs used during flow cytometry is shown
in Figure 4.
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Figure 4. Gating strategy for the identification of CD3−CD19−CD20−CD56−HLA-DR+CD64+CD11c+

moDCs and activated moDCs (CD80+CD83+) population of PBMCs.

During the analysis of surface markers on mature moDCs, an increase of 65% in
the population of moDCs differentiated from the monocyte population compared to con-
trol PBMCs was observed. Moreover, activated moDCs expressing CD80 and CD83 co-
stimulatory domains loaded with M14 CIMVs, M14 CIMVs-GM-CSF and MDA-MB 231
CIMVs among differentiated moDCs were 56% (SD ± 7.24), 64% (SD ± 6.55) and 60%
(SD ± 7.67), respectively (Figure 5A), while the number of activated moDCs among the
population of DC in PBMCs culture was 38% (SD ± 3.59) (Figure 5A).
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Figure 5. (A) Evaluation of differentiation efficiency of mature moDCs loaded with M14 CIMVs,
M14 CIMVs-GM-CSF and MDA-MB 231 CIMVs; (B) Number of activated moDCs among the DC
population. *—compared to the control group, * p < 0.0001.

3.4. Analysis of the Interaction between Induced Membrane Vesicles and Monocyte-Derived
Dendritic Cells

To analyze the interaction of moDCs with tumor-derived CIMVs, moDCs prestained
with vital dyes were added to the bottom of the wells of the culture plate for 3 h. The
moDCs were then washed to remove any vesicles, seeded on coverslips, and prepared
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for confocal microscopy. As a result, a clear interaction between moDCs and CIMVs was
demonstrated, characterized by the uptake of CIMVs by monocyte-derived dendritic cells
through endocytosis or fusion processes (Figure 6).
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Figure 6. Confocal Microscopy (Scale 10 µm). (A) Control moDCs (Red DID, Blue DAPI); (B) moDCs
(Red DID, Blue DAPI) after cultivation with CIMVs (Green DIO); (C) Z-stack moDCs (Red DID, Blue
DAPI) after cultivation with CIMVs (Green DIO).

3.5. Analysis of Mononuclear Cell Activation and Cytotoxic Efficacy after Co-Culture with
Activated Monocyte-Derived Dendritic Cells

An increase in the number of HLA-DR+/CD38+ cytotoxic T-lymphocytes (CTLs) was
observed in all experimental samples (Figure 7A). However, co-culture of moDCs loaded
with M14 CIMVs-GM-CSF with PBMCs led to a 29% increase (95% confidence interval (CI)
of 25.03 to 32.57) in HLA-DR+/CD38+ CTLs compared to control PBMCs. Additionally,
an increase in the number of T-helper 2 (Th2) cells was demonstrated in all experimental
samples, showing a 10% increase (95% CI 6.87 to 11.39) compared to control cells (Figure 7B).
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Figure 7. Comparative assessment of CTLs (A) and Th2 (B) activation by dendritic cells loaded with
M14 CIMVs, M14 CIMVs-GM-CSF, and MDA-MB 231 CIMVs. *—compared to the control group,
p < 0.0001.

To determine cytotoxic effectiveness towards M14 cells, unactivated PBMCs and
PBMCs activated by DCs loaded with M14 CIMVs, M14 CIMVs-GM-CSF, and MDA-MB
231 CIMVs were added. Similarly, to assess nonspecific cytotoxicity, the same PBMCs were
added to MSCs. PBMCs with tumor cells and MSCs were cultured for 24 h. Untreated
M14 cells and MSCs were used as controls. It was observed that the presence of activated
PBMCs (M14 CIMVs) and PBMCs (M14 CIMVs-GM-CSF) led to a reduction in the number
of viable M14 cells by 10.5% (95% CI of 5.18 to 15.71) and 15.3% (95% CI of 10.07 to 20.60),
respectively, compared to control cells. Furthermore, when PBMCs (MDA-MB 231 CIMVs)
were added to M14 cells, a decrease in viable cell count was also observed by 14% (95%
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CI of 7.52 to 20.65) compared to control M14 cells and by 11% (95% CI of 4.74 to 17.33)
compared to coculture of M14 cells and unactivated PBMCs (Figure 8A). When unactivated
and activated PBMCs were added to MSCs, no statistically significant differences were
found compared to control MSCs (Figure 8B).
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Figure 8. The number of viable M14 cells (A) and MSCs (B) after 24 h of cultivation with non-
activated PBMCs or PBMCs activated by moDCs loaded with M14-CIMVs, M14-CIMVs-GM-CSF,
and MDA-MB 231-CIMVs. *—compared to the control group, p < 0.0001; #—p < 0.0001.

4. Discussion

Under natural conditions, extracellular vesicles (EVs) serve as crucial transport medi-
ators between cells, facilitating the transfer of various proteins, lipids, and nucleic acids.
They can also regulate gene expression in recipient cells, as well as have internal effects on
regulation of gene expression in parental cells [8]. Functioning as mediators of intercellular
communication by carrying molecules from parent cells, EVs are considered promising
tools for drug delivery and presentation of foreign antigens in cancer treatment [9]. How-
ever, obtaining a sufficient quantity of natural EVs for necessary research is a laborious
task as these EVs are released by cells in limited amounts. In order to facilitate the isolation
procedure and increase the yield of EVs, we treated tumor cells with cytochalasin B in
our study.

Most commonly, the sizes of the membranous vesicles derived from tumor cells,
including exosomes, range from 30 to 150 nm, while the size of the microvesicles ranges
from 100 to 1000 nm [10–12]. In our study, the average size of isolated CIMVs from M14
cells was 240 nm, while CIMVs from M14-GM-CSF cells measured around 250 nm. The
average size of the isolated CIMVs from MDA-MB 231 cells was approximately 190 nm. The
CIMVs we investigated showed positive expression of typical EV biomarkers such as CD63,
CD81, HSP70, TSG-101, and Calnexin. It is notable that MDA-MB 231 CIMVs had more
intracellular markers than surface markers, while for M14 CIMVs, the pattern was reversed.
The presence of these markers indicates that the studied CIMVs are tumorigenic [11,13].
Nuclear, mitochondrial, and lipid components were also analyzed. It’s noted that tumor-
derived exosomes contain a variety of genetic elements, such as DNA, mRNA, miRNA,
proteins, and lipids [10]. The presence of mitochondrial components in CIMVs was, on
average, from 51–66%, nuclear component was found in 34–44% of cases, and the membrane
component of vesicles was from 59–71% of cases.

Dendritic cells were derived from human peripheral blood monocytes using growth
factors such as GM-CSF and IL-4. A cytokine cocktail including PGE2, IL-1β, IL-6, and
TNF-αwas used to mature moDCs. This cytokine cocktail combining several protein factors
leads to an improved immune response [2]. Immunophenotypic analysis showed high
levels of moDC-specific receptor expression. These cells had a round dendritic morphology
with reduced adhesion (Figure 3), which is consistent with data from the literature [14].

The protein GM-CSF was chosen as an immunomodulatory agent due to its ability
to provide additional stimulation to moDCs. The moDCs activated in this way promote
the differentiation of naive CD4+ T-cells into T-helper subsets and also contribute to the
development of CD8+ T-cell responses [15–18]. Furthermore, this cytokine can serve as a
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potential immune adjuvant in inducing an antitumor response [18]. Thus, it was decided
to use tumor cells overexpressing GM-CSF to isolate CIMVs. The presence of the protein
in cells and vesicles was confirmed by immunofluorescence and Western blot analyses
(Figure 1). In addition, CIMVs uptake by moDCs via endocytosis or fusion was shown by
immunofluorescence analysis, which is correlated with literature data [19]. In our study,
we found that a higher quantity of co-stimulatory molecules was present on the surface
of moDCs loaded with CIMVs-GM-CSF, as well as an increase in the number of activated
CTLs after antigen presentation by these moDCs. However, no statistically significant
differences were observed among the experimental groups.

Cytotoxic CD8+ T-cells play a critical role in anti-tumor immune responses [20]. Due
to the ability of DCs to present tumor antigen to CD8+ T-cells, tumor-derived CIMVs may
be potential carriers of tumor-specific antigens. Tumor-derived exosomes from human
melanoma cells promote the maturation of bone marrow derived DCs, resulting in the
induction of proliferation of dendritic cell-processed T-cells [21]. By analyzing specific
surface markers for CTLs and T-helpers, we observed that the culture of CD8+ T-cells with
moDCs loaded with M14 CIMVs, CIMVs-GM-CSF, or MDA-MB 231 CIMVs leads to a
significant increase in activated CD38+ HLA-DR+ killer T-cells compared to the control
group. Notably, a more significant increase in the number of CD38+ HLA-DR+ T-killers
was in the group with moDCs loaded with M14 CIMVs-GM-CSF (2-fold). At the same
time, an increase in Th2 number was observed in all experimental groups compared to
the control (1.2 times). The transcriptional profile of DCs maturing under the influence of
TNF-α/CD40L demonstrates that such DCs polarize T-cells towards a Th2 response [2]. It is
known that a high expression of Th1 gene is associated with a favorable and non-recurrent
outcome [22–25]. Meanwhile, a Th2 response has been linked to tumor immune evasion in
mouse studies [26,27]. However, there are studies showing that the main role of Th2 cells in
patient prognosis has not been confirmed [28]. It is known that the provision of an antitumor
response by Th2 cells strongly depends on the type and stage of an individual tumor [29].
In particular, adoptive therapy using Th2 cells has already been shown to be effective in
animal models of melanoma [30]. Moreover, there are studies showing that Th2 cells play
an important role in inhibiting the progression of colon and pancreatic cancer in mice by
recruiting eosinophils to tumors where they produce cytotoxic factors [31]. Thus, using the
cytotoxic activity of eosinophils Th2 cells has great potential in the antitumor response [32].

In order to evaluate the efficiency of CD8+ and CD4+ T-cell activation, we performed
cytotoxic activity assay. After 24 h of culturing activated PBMCs with M14 melanoma
cells, we observed a decrease in the number of viable cells in all experimental samples
compared to untreated M14 cells, except for the co-culture of M14 cells with unactivated
PBMCs. Similar data indicate that human DCs loaded with apoptotic tumor cells and sub-
sequently matured efficiently generated T cell-mediated antitumor responses in vitro [33].
Interestingly, PBMCs activated by moDCs-MDA-MB 231-CIMVs exhibited similar cytotoxic
activity against M14 melanoma cells as PBMCs activated by moDCs-M14-CIMVs and
moDCs-M14-CIMVs-GM-CSF. These findings suggest that CIMVs obtained from breast
cancer and melanoma cells likely carry certain tumor-associated antigens (TAAs). It is also
known that tumor-specific CTL clones can recognize breast cancer and melanoma cells [34].
Moreover, various members of the melanoma antigen (MAGE)-A and -C gene subfamilies
are typically aberrantly activated in breast cancer [35]. However, co-culture of activated
PBMCs with MSCs for 24 h showed no significant difference compared to untreated MSCs,
indicating the absence of a nonspecific cytotoxic response. Thus, these results suggest the
ability of moDCs loaded with tumor-derived CIMVs to activate CD8+ T-killers, and the
generated T-killers are able to kill human melanoma tumor cells in vitro.

5. Conclusions

In conclusion, this study demonstrates the potential of dendritic cell-based therapies
using tumor-specific CIMVs to activate CD8+ cytotoxic T-lymphocytes and initiate effective
anti-tumor responses. These results reveal new evidence of complex interactions between

352



Curr. Issues Mol. Biol. 2023, 45

immune cell populations and tumors, providing new potential opportunities to develop
novel and targeted immunotherapeutic approaches to more effectively combat cancer.
Furthermore, research is needed to fully explore the potential of these immune responses
and develop personalized and efficient methods for cancer treatment.
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Abstract: The comparative analysis of the expression of the reactive oxygen species-generating
NADPH oxidase NOX4 from TCGA data shows that the NOX4 transcript is upregulated in pap-
illary thyroid carcinomas (PTC)-BRAFV600E tumors compared to PTC-BRAFwt tumors. However,
a comparative analysis of NOX4 at the protein level in malignant and non-malignant tumors is
missing. We explored NOX4 protein expression by immunohistochemistry staining in malignant
tumors (28 classical forms of PTC (C-PTC), 17 follicular variants of PTC (F-PTC), and three anaplastic
thyroid carcinomas (ATCs)) and in non-malignant tumors (six lymphocytic thyroiditis, four Graves’
disease, ten goiters, and 20 hyperplasias). We detected the BRAFV600E mutation by Sanger sequencing
and digital droplet PCR. The results show that NOX4 was found to be higher (score ≥ 2) in C-PTC
(92.9%) compared to F-PTC (52.9%) and ATC (33.3%) concerning malignant tumors. Interestingly, all
C-PTC-BRAFV600E expressed a high score for NOX4 at the protein level, strengthening the positive
correlation between the BRAFV600E mutation and NOX4 expression. In addition, independent of
the mutational status of BRAF, we observed that 90% of C-PTC infiltrating tumors showed high
NOX4 expression, suggesting that NOX4 may be considered a complementary biomarker in PTC
aggressiveness. Interestingly, NOX4 was highly expressed in non-malignant thyroid diseases with
different subcellular localizations.

Keywords: papillary thyroid carcinomas; BRAFV600E hot spot mutation; NADPH oxidase NOX4;
biomarker

1. Introduction

Thyroid cancer is the most common endocrine disease, and papillary thyroid car-
cinomas (PTC) are the most frequent forms of thyroid cancer from the follicular origin
(78–90%), followed by follicular thyroid carcinomas (FTC) and anaplastic thyroid carcino-
mas (ATC) [1–3]. An alarming worldwide increase in PTC incidence has been reported,
and the molecular/histological heterogeneity of PTC complicates their management from
both diagnostic and prognostic perspectives [2,4–9]. The BRAFV600E mutation is detected
in 28–90% of PTC tumors, indicating that this driver mutation is a common event in these
tumors [1,3,10–16].
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BRAFV600E is a potent activator of the MAPK pathway and is often associated with
aggressiveness, metastasis, radioiodine refractoriness, and mortality in thyroid cancer [13,15–18].
BRAFV600E is exclusively detected in PTC (mainly in classical PTC ‘C-PTC’ and rarely in
the follicular variant of PTC ‘F-PTC’) and ATC, but never in FTC and rarely in benign
thyroid adenomas [2,19,20]. BRAFV600E is useful as a prognostic and predictive biomarker
in managing thyroid cancer. Regarding 10-year survival, PTC and FTC have survival
rates of about 90–98%, whereas poorly differentiated thyroid carcinomas (PDTC) and ATC
have survival rates of 50% and <10%, respectively [1]. Interestingly, high-grade tumors
(PDTC and ATC) can arise from PTC and FTC through progressive genetic alterations
and dedifferentiation [1,21], suggesting that thyroid tumor dedifferentiation can occur
independently of the BRAFV600E mutation because FTC is always BRAFwt. In addition,
the absence of a positive correlation between the BRAFV600E mutation and thyroid tumor
aggressiveness was reported [22–25]. An interesting classification of PTC has been proposed
that groups PTC tumors independently of their molecular signature. PTC-BRAFV600E-like
tumors, including PTC-BRAFV600E and PTC-BRAFwt, share higher transcriptional MAPK
pathway activity and higher dedifferentiation [7,26]. Consequently, exploring additional
biomarkers other than BRAFV600E could improve the management of PTC patients.

Reactive oxygen species (ROS) have been suspected of being involved in thyroid
tumorigenesis for several years, and the role of ROS-generating NADPH oxidases has
been analyzed in thyroid carcinomas [17,27,28]. Weyemi U et al. observed that NADPH
oxidase 4 (NOX4) protein is overexpressed in thyroid cancer tissue (11 PTC) compared
to normal adjacent tissue (eight NAT) [27]. Azouzi N et al. established a positive link
between BRAFV600E and NOX4 expression (at the mRNA level) by exploring about 500 PTC
(BRAFV600E versus BRAFwt) from the TCGA database ‘Genome Atlas’ [17]. This study
explored NOX4 expression at the protein level in 134 thyroid tissues (48 malignant tissues,
46 normal tissues surrounding the tumors, and 40 non-malignant tissues). Our results
showed that the NOX4 protein score is higher in PTC, and we strengthened the link
between NOX4 protein expression and BRAFV600E mutation in PTC. Interestingly, and
unlike the mutational status of BRAF, NOX4 expression is higher in C-PTC infiltrating
tumors, highlighting a potential role of NOX4 as a marker of aggressiveness in PTC.
Finally, we observed an overexpression of NOX4 in non-malignant diseases with different
subcellular localization.

2. Materials and Methods

This study was approved by the Ethics Committee for Biomedical Research (CERB) of
the Faculty of Medicine and Pharmacy in Rabat, with approval number 52/20.

2.1. Study Subjects

In this retrospective study, we collected 134 FFPE thyroid tissues from patients di-
agnosed at the Department of Anatomical Pathology in Military Hospital of Instruction
Mohammed V in Rabat (HMIMV-R) between January 2015 and December 2021. Our cohort
included 46 NAT, 28 classical forms of papillary thyroid carcinomas (C-PTC), 17 follicular
variants of papillary thyroid carcinomas (F-PTC), three ATC, and 40 non-malignant thy-
roid tissues (including six lymphocytic thyroiditis, four Graves’ disease, ten goiters, and
20 hyperplasias). Malignant and non-malignant thyroid tissues were histologically classi-
fied according to the World Health Organization (WHO) classification (Lloyd R.V. et al.,
4th Edition, IARC: Lyon 2017) by an experienced anatomopathologist at the time of diag-
nosis. In addition, retrospective diagnosis confirmation was performed by experienced
anatomopathologists from both HMIMV in Rabat (Morocco) and Gustave Roussy Cancer
Institute (France). FFPE block selection was based on (1) cell sufficiency (more than 90% of
tumor cells in thyroid tumors/absence of tumor cells in non-tumoral tissues) and (2) FFPE
block availability.

The collected information from the medical files of the selected patients constituted a
database for this study, providing all clinicopathological features of the patients.
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2.2. NOX4 Immunohistochemistry Staining

Immunohistochemical staining of NOX4 was performed using rabbit polyclonal anti-
NOX4 (ab154244, Abcam, Cambridge, United Kingdom), and Dako EnVision™ FLEX High
pH ‘LINK’/FLEX IHC Microscope Slides (Agilent, Santa Clara, California, United States)
in an automaton (Autostainer Link 48; Agilent) according to the manufacturer’s protocols.
These antibodies (Abs), whose immunogen corresponds to human NOX4 (aa 252–564), are
suitable for IHC staining of FFPE tissue (IHC-P). The validation of NOX4 staining was per-
formed after testing several Ab dilutions (1:250, 1:500, 1:750 in EnVision™ FLEX Antibody
Diluent) on normal human kidney tissue (FFPE Block) (Supplementary Figure S2). Counter-
staining was performed by hematoxylin ‘EnVision™ FLEX Hematoxylin’. Immunostaining
of thyroid tissue without NOX4 Ab served as a negative control.

An experienced anatomopathologist from HMIMV in Rabat and Gustave Roussy
Cancer Institute (France) assigned two scores to NOX4 protein expression. A score <2
corresponds to an absence or low expression of NOX4 protein, and a score ≥2 corresponds
to a medium or high expression of NOX4 protein. As usually used by trained pathologist,
the score of the staining intensity could be negative (0), weak (1), moderate (2), and strong
(3) [29]. For our study, we classified scores <2 (including 0 and 1) and ≥2 (including 2 and 3).

In addition, the subcellular localization of NOX4 was noted. Slides were scanned with
a NanoZoomer HT C9600 (Hamamatsu Photonics KK, Hamamatsu, Japan) digital scanner,
using a ×40 objective. Scanned slides were uploaded on the CaloPix database (Tribvn
Healthcare, Chatillon, France).

2.3. Mutational Analysis

BRAFV600E hotspot mutation was analyzed in 48 malignant thyroid tissues, including
28 C-PTCs, 17 F-PTCs, and three ATCs, using Sanger direct sequencing and digital droplet
PCR after genomic DNA extraction.

The genomic DNA extraction was performed in 8 sections of 10 µm each, according to
the manufacturer’s ‘QIAamp DNA FFPE Tissue Kit (Qiagen)’ protocol, specially designed
for purifying DNA from FFPE tissue sections. The quality and concentration of the extracted
DNA were determined using the IMPLEN NanoPhotometer N60.

After genomic DNA extraction, PCRs were conducted using the HotStart Taq poly-
merase (Qiagen) with the following conditions: 95 ◦C for 15 min, followed by 42 cycles
of 95 ◦C for 30 s, 53 ◦C for 30 s, and 72 ◦C for 45 s, and a final extension cycle of 72 ◦C
for 10 min, all carried out in the Thermal Cycler (ProFlex PCR System; Thermo Fisher,
Waltham, MA, USA). The forward and reverse primers for BRAF Exon 15 were (F) 5′-TCA
TAA TGC TTG CTC TGA TAG GA-3′ and (R) 5′-GGC CAA AAA TTT AAT CAG TGG
A-3′. The positive PCR products for BRAFV600E, obtained after migration in 1.5% agarose
gel electrophoresis, were purified using Exo-SAP before being bidirectionally sequenced
with the Big Dye Terminator sequencing kit (Applied Biosystems, Foster City, CA, USA) at
the UATRS Platform, CNRST, Rabat, Morocco. DNA sequences were analyzed with the
SeqScape 2.7 software (Applied Biosystems, Waltham, MA, USA).

For digital droplet PCR, genomic DNA was extracted using the ‘Maxwell® RSC DNA
FFPE Kit’ from Promega/‘Maxwell® RSC Instruments (Cat.# AS4500, AS8500)’ according to
the manufacturer’s protocols (ASB1450). The extracted genomic DNA was sequenced using
Droplet Digital PCR ‘ddPCR’ at the platform of molecular medicine in Gustave Roussy
institute by determining the copy number of BRAFV600E and BRAFwt in each sample.

2.4. Statistical Analysis

All statistical analyses were performed using GraphPad Prism 8. Fisher’s exact and chi-
square tests examined the associations between clinicopathological variables, BRAFV600E,
NOX4 protein expression, and NOX4 protein localization. A p-value of <0.05 was consid-
ered statistically significant for all analyses.
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3. Results
3.1. Clinicopathological Characteristics of Patients

The analysis of the clinicopathologic data of our cohort revealed a female predomi-
nance (81%) (Table 1). The median age at diagnosis was 42.5 years, with a standard error of
2.4 years. Histologically, PTC comprise several histological subtypes (variants) that share
specific nuclear features of PTC. We observed that C-PTC constituted the most frequent his-
tological subtype (58.33%), followed by F-PTC (35.41%) and finally ATCs (6.26%) (Table 1).
Based on aggressive features, we found that most thyroid cancers presented with a tumor
size greater than 1 cm, while we noted the presence of vascular emboli in 15% of cases,
capsular breach in 23% of cases, and lymph node metastases in 6.3% of cases (Table 1).

Table 1. Clinicopathological parameters of patients with thyroid tumors (n = 48).

Clinicopathological Parameters n (%)

Gender
Female 39 (81%)
Male 9 (19%)
Age

Median ± standard error 42.5 ± 2.4
Histological variant

C-PTC 28/48 (58.33%)
F-PTC 17/48 (35.41%)
ATC 3/48 (6.26%)

Tumor size
≤1 cm 7/48 (15%)
>1 cm 30/48 (63%)

unknown 11/48 (23%)
vascular emboli

Presence 7/48 (15%)
Absence 41/48 (85%)

Capsular breach
Presence 11/48 (23%)
Absence 37/48 (77%)

lymph node metastasis
Presence 3/48 (6.3%)
Absence 34/48 (70.8%)

Unknown 11/48 (22.9%)
PTC: papillary thyroid carcinomas, C-PTC: classical form of papillary thyroid carcinomas, F-PTC: follicular variants
of papillary thyroid carcinomas, ATC: anaplastic thyroid carcinomas. Unknown: absence of this information in
both registers and medical files.

3.2. Clinicopathological Parameters of Each Histological Subtype of Thyroid Carcinomas

The comparative analysis between the histological type of 48 thyroid carcinomas
(45 PTCs and three ATCs) and their clinicopathological characteristics revealed that 46.4%
of C-PTC occurs in individuals aged ≥45 years old. However, 52.9% of F-PTCs occur in
individuals aged <45 years old, while 66.7% of ATCs occur in individuals aged >45 years
old (see Table 2). Regarding tumor size, we observed that most PTC tumors were >1 cm
(64.3% for C-PTCs and 70.6% for F-PTC). As for vascular emboli and capsular breach, we
found them, respectively, in 33.3% and 0% of ATCs, 17.9% and 32.1% of C-PTC, and 5.9%
and 11.8% of F-PTC (see Table 2). However, we detected lymph node metastasis only in the
classical form of PTC (10.7%) (Table 2).
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Table 2. Clinicopathological parameters of each histological subtype of thyroid carcinomas (n = 48).

Clinicopathological
Parameters PTC (n = 45) C-PTC

(n = 28)
F-PTC
(n = 17)

ATC
(n = 3)

C-PTC-F-PTC
Chi-Square/Fisher’s

Exact Test
(p-Value < 0.05)

Age

0.1516
<45 19/45 (42.2%) 10/28 (35.7%) 9/17 (52.9%) 1/3 (33.3%)
≥45 16/45 (35.6%) 13/28 (46.4%) 3/17 (17.7%) 2/3 (66.7%)

unknown 10/45 (22.2%) 5/28 (17.9%) 5/17 (29.4%) -

Tumor size

>0.9999
≤1 cm 7/45 (15.6%) 4/28 (14.3%) 3/17 (17.6%) -
>1 cm 30/45 (66.7%) 18/28 (64.3%) 12/17 (70.6%) -

Unknown 8/45 (17.7%) 6/28 (21.4%) 2/17 (11.8%) 3 (100%)

vascular emboli
0.3846Presence 6/45 (13.3%) 5/28 (17.9%) 1/17 (5.9%) 1/3 (33.3%)

Absence 39/45 (86.7%) 23/28 (82.1%) 16/17 (94.1%) 2/3 (66.7%)

Capsular breach
0.1647Presence 11/45 (24.4%) 9/28 (32.1%) 2/17 (11.8%) 0 (0%)

Absence 34/45 (75.6%) 19/28 (67.9%) 15/17 (88.2%) 3/3 (100%)

lymph node
metastasis

0.2432Presence 3/45 (6.6%) 3/28 (10.7%) 0 (0%) 0 (0%)
Absence 34/45 (75.6%) 18/28 (64.2%) 16/17 (94.1%) 0 (0%)

Unknown 8/45 (17.8%) 7/28 (25%) 1/17 (5.9%) 3/3 (100%)

PTC: papillary thyroid carcinomas, C-PTC: classical form of papillary thyroid carcinomas, F-PTC: follicular variants
of papillary thyroid carcinomas, ATC: anaplastic thyroid carcinomas. Unknown: absence of this information in
both registers and medical files.

3.3. BRAFV600E Mutation in Thyroid Carcinomas

We analyzed the mutational profile of 48 thyroid carcinomas (45 PTC = 28 C-PTC + 17 F-
PTC and three ATC) regarding the BRAFV600E hotspot mutation using Sanger direct
sequencing and digital droplet PCR (ddPCR). The mutational profiles of 41 samples
(BRAFV600E or BRAFwt) were detected by Sanger direct sequencing, while ddPCR explored
7 samples. Genomic DNA extracted from FFPE block tissues is known to be extensively
fragmented [30–32]. Therefore, seven samples whose results were not exploitable by Sanger
direct sequencing were analyzed by ddPCR. (Figure S1 Supplementary Materials) shows
an example of electropherogram sequences (Figure S1a Supplementary Materials) and
an example of results from ddPCR (Figure S1b Supplementary Materials) for BRAFV600E

mutation in C-PTC and BRAFwt in F-PTC. In this study, BRAFV600E mutation was found
exclusively in the classical form of PTC (10 C-PTC-BRAFV600E/28 C-PTC: 35.7%), while
no mutation was detected in the follicular variant of PTC and ATC (see Figure 1). This
percentage is about 20.83% in all thyroid carcinomas (10 C-PTC-BRAFV600E/48; 48 = 28 C-
PTC + 17 F-PTC + 3 ATC) and 22.22% in all papillary thyroid carcinomas (ten C-PTC-
BRAFV600E/45; 45 = 28 C-PTC + 17 F-PTC). Finally, we did not observe any statistically
significant association between BRAFV600E mutation and the aggressiveness of thyroid
carcinomas (see Table 3).

3.4. NOX4 Protein Expression in Human Malignant Thyroid Tissues

The antibody specificity and dilution choice (1:250) were validated in human kidney
tissues (Figure S2) known to express NOX4 protein [33]. NOX4 protein expression was
analyzed by immunohistochemistry staining in thyroid tumor tissues and their paired
NAT (Figure 2a). Our results showed that 92.8% of C-PTC, 52.9% of F-PTC, and 33.3%
of ATC express high levels of NOX4 protein (score ≥ 2) (see Figure 2b). No high NOX4
protein expression was observed in normal adjacent tissues (see Figure 2b). Notably, most
FFPE thyroid tumor blocks contain both tumor areas and their normal adjacent tissues
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NAT (42/46 NAT), enabling us to immunostain both tumor and normal adjacent tissues on
the same slide (see Figure 2a). Importantly, all thyroid tumors (BRAFV600E) overexpressed
NOX4 protein (100%: 10 C-PTC/10-C-PTC), highlighting the positive correlation between
BRAFV600E mutation and NOX4 protein expression in PTC (p-value < 0.0001) (see Figure 2c).
However, a non-negligible percentage of BRAFwt thyroid tumors (68.4%: 26/38) also
exhibited a high level of NOX4 expression (see Figure 2c).
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Figure 1. BRAFV600E mutation in thyroid carcinomas. Association between BRAFV600E mutation
and histological type of thyroid carcinomas (n = 48). In total, 100% of thyroid carcinoma harboring
BRAFV600E are exclusively C-PTC. ATC: anaplastic thyroid carcinoma (n = 3). C-PTC: classical forms
of papillary thyroid carcinoma (n = 28). F-PTC: follicular variants of papillary thyroid carcinoma
(n = 17). BRAFV600E (n = 10), BRAFwt (n = 38). The statistical tests performed by GraphPad 8. * The
statistical significance is affirmed by a p-value less than 0.05. *: p-value ≤ 0.05.

Table 3. BRAFV600E mutation and C-PTC clinicopathological parameters (n = 28).

Clinicopathological
Parameters

C-PTC
BRAFV600E (n = 10)

C-PTC
BRAFwt (n = 18) Total Chi-Square/Fisher’s Exact Test

(p-Value < 0.05)

Tumor size

>0.9999
≤1 cm 1/10 (10%) 2/18 (11.1%) 3
>1 cm 7/10 (70%) 12/18 (66.7%) 19

unknown 2/10 (20%) 4/18 (22.2%) 6

lymph node metastasis

>0.9999
Presence 1/10 (10%) 2/18 (11.1%) 3
Absence 8/10 (80%) 10/18 (55.6%) 18

unknown 1/10 (10%) 6/18 (33.3%) 7

vascular emboli
0.8253Presence 2/10 (20%) 3/18 (16.7%) 5

Absence 8/10 (80%) 15/18 (83.3%) 23

Capsular breach
0.5070Presence 4/10 (40%) 5/18 (27.8%) 9

Absence 6/10 (60%) 13/18 (72.2%) 19

C-PTC: Classical form of papillary thyroid carcinomas. Unknown: absence of this information in both registers and
medical files.
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mal adjacent tissue (NAT) sections on the same slide (×10). There is a high expression level of NOX4 
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Figure 2. NOX4 protein expression in thyroid carcinomas. (a) Representative example of NOX4
protein expression in C-PTC. Red lines represent tumor tissue sections, and green lines represent
normal adjacent tissue (NAT) sections on the same slide (×10). There is a high expression level of
NOX4 protein in C-PTC and a low expression level of NOX4 in its adjacent normal tissue (NAT).
(b) Comparative analysis of NOX4 protein expression in human thyroid tumors (n = 48:28 C-PTC,
17 F-PTC, 3 ATC) compared to their normal adjacent tissues (46 NAT). Percentage calculated according
to the number of each score <2 and ≥2. The score <2 represents an absence or very low and low
expression of NOX4 protein (n = 58). The score ≥2 represents a middle or/and high expression level
of NOX4 protein (n = 36). (c) Association between BRAFV600E mutation and NOX4 expression. In total,
100% of thyroid carcinoma harboring BRAFV600E mutation showed high expression level of NOX4
protein. BRAFV600E (n = 10), BRAFwt (n = 38). The statistical tests are performed by GraphPad 8. * The
statistical significance is affirmed by a p-value under 0.05. *: p-value ≤ 0.05, ****: p-value ≤ 0.0001.

To investigate the involvement of NOX4 protein in thyroid tumor aggressiveness, we
observed a statistically significant correlation between the overexpression of NOX4 protein
and the presence of a capsular breach, indicating the association of NOX4 protein with
the aggressiveness of thyroid carcinomas in our cohort (p-value = 0.0481) (see Table 4).
Additionally, we evaluated NOX4 protein expression in infiltrating PTC tumors, character-
ized by the infiltration of tumor borders and consequently presenting a risk of metastasis
initiation. We found that the majority of PTC infiltrating tumors exhibited a high level
of NOX4 protein expression (83.3%: score ≥2 for all PTC and 90% for C-PTC: score ≥ 2)
(see Figure 3a,b), highlighting a potential role of NOX4 protein in PTC aggressiveness.
However, only 40% of infiltrating tumors (C-PTC) were BRAFV600E positive (see Figure 3c),
while all these tumors overexpressed NOX4 (100% of C-PTC BRAFV600E: score ≥ 2) (see
Figure 3d). Additionally, 83.3% of infiltrating C-PTC (BRAFwt) overexpressed NOX4 pro-
tein independently of the presence of the BRAFV600E mutation (Figure 3d) (Fisher’s test:
p ≥ 0.999 for BRAFwt infiltrating C-PTC versus BRAFV600E infiltrating C-PTC).
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Table 4. NOX4 protein expression and clinicopathological parameters of thyroid tumors.

Clinicopathological
Parameters n (%) NOX4 Overexpression

(Score: ≥2)
NOX4 Low Expression

(Score: <2)
Fisher’s Exact Test

(p-Value < 0.05)

Gender
>0.9999Female 39/48 (81%) 30/39 (76.9%) 9/39 (23.1%)

Male 9/48 (19%) 7/9 (77.8%) 2/9 (22.2%)

Histological variant

<0.0001
C-PTC 28/48 (58.33%) 26/28 (92.9%) 2/28 (7.1%)
F-PTC 17/48 (35.41%) 9/17 (52.9%) 8/17 (47.1%)
ATC 3/48 (6.26%) 1/3 (33.3%) 2/3 (66.7%)

Tumor size

0.3079
≤1 cm 7/48 (15%) 7/7 (100%) 0 (0%)
>1 cm 30/48 (63%) 22/30 (73.3%) 8/30 (26.7%)

unknown 11/48 (23%) 7/11 (63.4%) 4/11 (36.6%)

vascular emboli
Presence 7/48 (15%) 6/7 (85.7%) 1/7 (14.3%)
Absence 41/48 (85%) 30/41 (73.2%) 11/41 (26.8%) 0.6621

Capsular breach
Presence 11/48 (23%) 11/11 (100%) 0/11 (0%)
Absence 37/48 (77%) 25/37 (67.6%) 12/37 (32.4%) 0.0442

lymph node metastasis

0.5483
Presence 3/48 (6.3%) 3/3 (100%) 0/3 (0%)
Absence 34/48 (70.8%) 24/34 (70.6%) 10/34 (29.4%)

unknown 11/48 (22.9%) 9/11 (81.8%) 2/11 (18.2%)

PTC: papillary thyroid carcinomas, C-PTC: classical form of papillary thyroid carcinomas, F-PTC: follicular variant
of papillary thyroid carcinomas, ATC: anaplastic thyroid carcinomas. NOX4: NADPH oxidase 4. Unknown:
absence of this information in both registers and medical files.
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total, 83% (10/12) of papillary thyroid carcinoma with an infiltrating character show overexpression 

Figure 3. Correlation of infiltrating character followed by the limitation of the border of the tumor
with NOX4 protein expression and BRAFV600E mutation in PTC (n = 21: 17 c-PTC, 4 F-PTC). (a) In
total, 83% (10/12) of papillary thyroid carcinoma with an infiltrating character show overexpression
of NOX4 protein (n = 12). (b) C-PTC: high expression of NOX4 protein in infiltrating tumors
(n = 10) (90% (9/10)) with a score ≥2. (c) C-PTC: 40% (4/10) of papillary thyroid carcinoma with an
infiltrating character harbor BRAFV600E mutation. (d) In total, 100% of infiltrating C-PTC harboring
BRAFV600E mutation overexpress NOX4 protein. Percentage calculated according to the total number
of infiltrating tumors of each histological type.
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3.5. NOX4 Protein Expression and Subcellular Localization in Non-Malignant Human
Thyroid Tissues

We explored 40 non-malignant human thyroid disease tissues (six lymphocytic thy-
roiditis, four Graves’ disease, ten goiters, and 20 hyperplasias) and observed that the
protein level of NOX4 was higher in Graves’ disease (100%: 4/4), goiters (80%: 8/10), and
hyperplasias (70%: 14/20) (Figure 4a). Interestingly, we observed a different subcellular
localization of NOX4 in non-malignant human thyroid tissues compared to malignant thy-
roid tissues (Figure 4c,d). NOX4 immunostaining revealed a perinuclear and cytoplasmic
(intracellular) localization in both malignant thyroid tissues (100%: 48/48) and their normal
adjacent tissues (100%: 46/46) (see Figure 4c). However, NOX4 localization was different in
non-malignant thyroid tissues, being exclusively intracellular in both lymphocytic thyroidi-
tis (100%: 6/6) and Graves’ disease (100%: 4/4), nuclear and intracellular in goiters (100%:
10/10), and at different localizations in hyperplasias: intracellular (15%: 3/20), nuclear
(35%: 7/20), and intracellular and nuclear (50%: 10/20) (Figure 4b).
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Figure 4. Immunohistochemical analysis of NOX4 protein expression and subcellular localiza-
tion in thyroid carcinomas and non-malignant thyroid diseases. (a) NOX4 protein expression in
40 non-malignant thyroid diseases (six lymphocytic thyroiditis, four Graves’ disease, ten goiters, and
20 hyperplasias. (b) Subcellular localization of NOX4 protein in 40 non-malignant thyroid diseases
(six lymphocytic thyroiditis, four Graves’ disease, ten goiters, and 20 hyperplasias). (c) Subcellular
localization of NOX4 protein in 94 malignant thyroid tissues (28 c-PTC, 17 F-PTC, 3 ATC, and 46 NAT).
The statistical tests performed by GraphPad 8. * The statistical significance is affirmed by a p-value
less than 0.05. *: p-value ≤ 0.05, ****: p-value ≤ 0.0001.

363



Curr. Issues Mol. Biol. 2023, 45

4. Discussion

PTC is a heterogeneous group of thyroid cancer, and its molecular and histological
diversity constitute a real challenge for managing these tumors. Molecular exploration of
new and/or complementary biomarkers could improve the management of PTC patients.
ROS are involved in both physiological and pathological processes in the thyroid, and
human cells can produce ROS through various enzymes, including NADPH oxidases
(NOX1, NOX2, NOX3, NOX4, NOX5, DUOX1, and DUOX2). Thyrocytes express three
NADPH oxidases (DUOX1, DUOX2, and NOX4) with different subcellular localizations
and functions. In the thyroid gland, DUOX2 contributes mainly to thyroid hormone synthesis
by providing H2O2 to thyroid peroxidase (TPO), while ROS-generating NADPH oxidases
DUOX1 and NOX4 are associated with oxidative DNA damage that could promote thyroid
radio-carcinogenesis and oncogenes thyroid cancer dedifferentiation, respectively [17,27,33–35].

Importantly, unlike the other NADPH oxidases, the level of NOX4 protein is directly
related to the level of ROS generation. Therefore, a high level of NOX4 may promote
oxidative DNA damage and genomic instability in thyroid cells [33]. In this study, we
analyzed NOX4 expression at the protein level by immunostaining in 134 thyroid tissues
(48 thyroid carcinomas, 46 normal adjacent tissues, and 40 non-malignant thyroid tissues)
to improve our understanding of the potential role of NOX4 as a predictive marker of
aggressiveness in PTC. Overall, we observed a high level of NOX4 protein in thyroid cancer
tissues compared to normal adjacent tissues (92.9% of C-PTC, 52.9% of F-PTC, and 33.3% of
ATC and 0% of NAT), which is consistent with previous reports with fewer tissues [28,36]
(Figure 2b).

We previously showed a positive correlation between NOX4 mRNA and BRAFV600E

mutation in about 500 PTC from TCGA data [17], but this has not been established at the
protein level in thyroid cancer tissues. In this study, all PTC-BRAFV600E overexpressed
NOX4 protein (Figure 2c). However, 68.4% of PTC-BRAFwt also showed a high score of
NOX4 protein (Figure 2c), emphasizing that NOX4 expression could be upregulated in
thyroid cancer independently of BRAF mutational status. The TGF-β pathway plays a
key role in thyroid tumorigenesis. The oncogenic effect of BRAFV600E in thyroid cells was
shown to be mediated in part by TGF-β [37], and NOX4 is upregulated in thyroid cancer
cells under the control of the BRAFV600E-TGF-β axis [17]. The tumor microenvironment,
including cancer-associated fibroblasts (CAF) and myeloid cells such as macrophages, also
produces TGF-β [38]. Therefore, the microenvironment may contribute to inducing NOX4
in tumoral cells.

To establish the link between NOX4 protein and the infiltrating ability of PTC, we
explored the presence or absence of a frank capsular breach, as its presence indicates the
ability of tumors to extend/invade and promote extrathyroidal extension. More than 90%
of C-PTC infiltrating tumors overexpressed NOX4 protein (score ≥ 2), suggesting a role of
NOX4 in thyroid tumor aggressiveness (Figure 3).

Certainly, the expression level of NOX4 protein in terms of ROS production can be
related to the incidence of oxidative DNA damage in thyrocytes. Therefore, the cellular
localization of NOX4 appears to be of great interest. Indeed, the nuclear and perinuclear
localization of ROS-generating NOX4 can promote genomic instability associated with thy-
rocyte transformation. The perinuclear localization of NOX4 observed in malignant human
thyroid tissues (Figure 4) is concordant with this, as genomic instability is a characteristic
of malignant tumors. Interestingly, goiter and hyperplasia tissues with a high score of
NOX4 protein also showed nuclear and perinuclear localization (Figure 4), questioning the
potential role of NOX4 in the progression of these non-malignant diseases to thyroid cancer.
Indeed, a high risk of cancer was reported in goiters (18%) [39], and thyroid hyperplasia
is reported as the most frequent benign disease associated with PTC [40]. Graves’ disease
also shows a high level of NOX4 protein (Figure 4a), and this result can be explained by
the constitutive activation of the TSH receptor (stimulating antibody, mutations) in Graves’
disease tissue [41]. The upregulation of NOX4 by TSH has previously been reported [27].
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5. Conclusions

Taken together, the main conclusion of our study is that NOX4 expression could be a
potential co-marker of thyroid cancer aggressiveness. However, complementary studies
are needed to explore this possibility further. Indeed, BRAFV600E mutation is not often
associated with thyroid aggressiveness [22–25]. Several isoforms of NOX4 exist (from
GenCards and Aceview), and an antibody recognizing the conserved catalytic core of
NOX4 cannot discriminate between the different isoforms in thyroid tissues. Therefore,
identifying NOX4 isoforms associated with different diseases may improve diagnosis
and/or prognosis.
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and BRAFwt in F-PTC. Figure S2: NOX4 Immunoexpression in normal kidney cells. Validation of
anti-NOX4 antibody (ab154244) using different dilutions test (1:250,1:500 and 1:750).
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Abstract: In recent years, various forms of caloric restriction (CR) and amino acid or protein restriction
(AAR or PR) have shown not only success in preventing age-associated diseases, such as type II
diabetes and cardiovascular diseases, but also potential for cancer therapy. These strategies not only
reprogram metabolism to low-energy metabolism (LEM), which is disadvantageous for neoplastic
cells, but also significantly inhibit proliferation. Head and neck squamous cell carcinoma (HNSCC) is
one of the most common tumour types, with over 600,000 new cases diagnosed annually worldwide.
With a 5-year survival rate of approximately 55%, the poor prognosis has not improved despite
extensive research and new adjuvant therapies. Therefore, for the first time, we analysed the potential
of methionine restriction (MetR) in selected HNSCC cell lines. We investigated the influence of MetR
on cell proliferation and vitality, the compensation for MetR by homocysteine, the gene regulation
of different amino acid transporters, and the influence of cisplatin on cell proliferation in different
HNSCC cell lines.

Keywords: amino acid restriction; caloric restriction; methionine; HNSCC; SCCHN; cisplatin; amino
acid transporter; SLC-family; cell vitality; low energy metabolism

1. Introduction

Head and neck squamous cell carcinoma (HNSCC) is one of the most common tumour
types, with over 600,000 new cases diagnosed annually worldwide. With a 5-year survival
rate of approximately 55%, the poor prognosis is constant and has not truly improved,
despite extensive research and the introduction of new adjuvant therapies [1,2]. For this
reason, the development of new strategies in cancer therapy is of enormous importance.

One of the essential characteristics of neoplastic cells is their unlimited proliferation,
which results in a space-occupying lesion. For successful proliferation, two components
must be available in sufficient-energy and mass. Energy is available as ATP/NADH,
and mass is available as amino acids; the main components of cell mass [3] are enzymes,
structural proteins, and precursors and intermediates of numerous metabolic molecules.
In recent years, various forms of restriction have become increasingly important; among
these strategies, the approach, which we refer to as “metabolic silencing”, leads to the
induction of so-called low energy metabolism (LEM). If one continuously limits energy
in the form of caloric restriction (CR) [4] or mass by amino acid or protein restriction
(AAR or PR) [5], the cell switches to an economical mode, which leads to the inhibition of
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proliferation and the induction of autophagy at the cellular level [6,7]. Such restrictions
have extremely positive effects when applied permanently. The most important are the
extension of lifespan and the reduction and prevention of age-associated diseases such as
type II diabetes, cardiovascular diseases, and cancer. Surprisingly, this principle applies
across species from yeast to Drosophila, rodents, and humans [4,5].

Moreover, the mechanisms can be explained very well. Complex networks such as
hormones and growth factors, as well as the interactions between individual organs from
the brain to the liver, are of great importance [8]. However, many of the decisive processes
within the individual cell take place at the molecular level. A multitude of sensors contin-
uously measure energy and mass. The ratio of AMP to ATP is measured by AMP kinase
(AMPK) [9], the NAD+ level is measured via sirtuins [10], and the contents of selected
amino acids (e.g., leucine, arginine, glutamine, serine, and methionine) are measured via
various protein complexes. SAMTOR, for example, indirectly measures methionine content
via the intermediate product S-adenosylmethionine (SAM) [11,12]. Vitamins and their
intracellular availability can also have a significant influence on the proteome and its activ-
ity [13]. All these signals then transmit to the essential intracellular switching centre—the
mechanistic target of rapamycin (mTOR). The sum of the signals mTOR receives determines
whether mTOR actively promotes proliferation/growth or whether the cell switches to
LEM by inhibiting proliferation and activating autophagy [11,14,15].

In principle, it is possible to exert a targeted influence on this network and induce
LEM by means of metabolic silencing. Thus, a permanent reduction in calories by 10%
to 50% or a reduction in the amount of protein is not always necessary; the restriction
of a selected amino acid is sufficient to set in motion a process that is almost identical
to the mechanisms at work in CR or PR. Due to the central position of the amino acid
methionine, methionine restriction (MetR) is often used [16,17]. Although MetR is easy to
implement in everyday laboratory work, e.g., by simply removing methionine from the cell
culture medium, it is much more difficult to implement as a therapy since methionine must
be either enzymatically degraded in vivo (by means of the bacterial enzyme methionase)
or removed from ingested food [18,19]. Basically, MetR in vitro is only representative of
energy or mass restriction, also known as metabolic silencing, which is a universal and
methodical approach within tumour therapy. MetR shows the enormous potential of the
AAR and allows molecular biological processes to be analysed in the laboratory, but it is in
no way mandatory that this approach be implemented in vivo.

In principle, AAR and PR have great potential in cancer therapy. Levine et al. [20]
impressively demonstrated the influence of PR on the progression of tumours in mice via
in vivo experiments. Thus, in mice fed a lower amount of protein (4–7%) compared to
the control group, the size of the developing tumours was drastically reduced (by approx.
80%), and in some of the mice (approx. 20%) the development of tumours was completely
suppressed, although 10,000 aggressive neoplastic cells were inoculated [20].

In this work, for the first time, we analysed the potential of MetR to inhibit proliferation
in selected HNSCC cell lines. In addition, the cell lines were tested for their methionine
dependence. Although methionine itself is an essential amino acid, methionine can be
regenerated at the cellular level from various intermediates, such as homocysteine (Hcy).
Tumour cells very often lose this ability, which may enhance the effect of MetR as a tumour
therapy [21]. We also tested the influence of MetR on cell vitality, the gene regulation of
different amino acid transporters, and the influence of cisplatin on cell proliferation in
different HNSCC cell lines.

2. Materials and Methods
2.1. Cell Culture

The murine fibroblast cell line L929 was purchased from the Leibniz Institute, DSMZ-
German Collection of Microorganisms and Cell Cultures GmbH (Braunschweig, Germany).
The human cell lines HeLa and HaCaT, and the HNSCC cell lines FaDu, Detroit562, SCC9,
and SCC25 were purchased from the American Type Culture Collection (ATCC)(LGC Stan-
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dards, Wesel, Germany). L929 and HeLa cells were cultured in RPMI 1640 medium (Gibco,
Life Technologies; Darmstadt, Germany), HaCaT cells were cultured in DMEM (Gibco,
Life Technologies), FaDu and Detroit562 cells were cultured in MEM alpha (Gibco, Life
Technologies), and SCC9 and SCC25 cells were cultured in DMEM/F12 (Gibco, Life Tech-
nologies). All cell lines were cultured with 10% FCS (Sigma–Aldrich, Darmstadt, Germany)
and 1% penicillin/streptomycin (P/S; 100 U/mL penicillin and 100 µg/mL streptomycin
(Thermo Fisher Scientific, Darmstadt, Germany)). Media for SCC9 and SCC25 cell lines
were additionally supplemented with 25 mM HEPES (Thermo Fisher) and 10 µL/L hydro-
cortisone (400 ng/mL) (Sigma–Aldrich). All cells were cultured at 37 ◦C in a humidified
atmosphere containing 5% CO2. For the AAR experiments, media lacking the amino acid
methionine was used. For the controls (full medium), the amino acid methionine (Sigma–
Aldrich, Darmstadt, Germany) was added at the concentrations indicated as follows: RPMI
1640 medium (Genaxxon, Ulm, Germany) 15 mg/L L-methionine; MEM alpha (Bio&Cell,
Feucht, Germany) 15 mg/L L-methionine; DMEM (Gibco, Life Technologies) 30 mg/L
L-methionine; and DMEM/F12 (Genaxxon) 17.25 mg/L L-methionine.

2.2. Crystal Violet Staining

Cells were seeded at 10,000 cells in 100 µL of culture medium per well of a 96-well
plate and incubated overnight. The following day, the cells were incubated in a full or
methionine-free (Met(-)) medium. For compensation experiments, DL-Hcy (Sigma–Aldrich)
was used at 800 µM and 1.5 µM vitamin B12 (Sigma–Aldrich) in Met(-) medium. The num-
ber of measured values, the incubation period, and the number of experimental repetitions
are mentioned in the corresponding figure legends. For staining, the supernatants were
removed, and the cells in each well were incubated with 50 µL of crystal violet solution
(1% crystal violet in 20% methanol; Carl Roth, Karlsruhe, Germany) for 10 min and sub-
sequently washed five times with distilled water. The plates were dried for 2 h in the
dark. For quantification, 100 µL of methanol was added to each well, and the plate was
incubated for 10 min until the crystal violet was completely dissolved. The photomet-
ric absorbance was measured at 595 nm using a microplate reader (Tecan, Crailsheim,
Germany). For data analysis, the experiments were repeated at the indicated times to
calculate the mean values and standard deviations. The results were normalised to the
untreated control (100%). The relative cell number values determined via the crystal violet
assay with the stimulated probes (CVS) were normalised to those of the untreated control
(CVC) ((CVS/CVC) = CVR). To obtain the percentage values, the CVR value was multiplied
by 100 (RCN (%) = (CVS/CVC) × 100 = CVR%).

2.3. ImageXpress Pico Automated Cell Imaging System—Digital Microscopy (Pico Assay)

Cells were seeded at 10,000 cells in 100 µL of culture medium per well of a 96-well
plate and incubated overnight. The following day, the cells were incubated in a complete
or methionine-free medium. The incubation time is stated in the corresponding figure
legends. For staining, 10 µL of Hoechst staining solution (1:200 dilution of Hoechst 33342
(Thermo Fisher, Darmstadt, Germany) (10 mg/mL in H2O) in medium) was added to each
well. After a 20–30 min incubation period, wells were analysed with an ImageXpress Pico
automated cell imaging system (Molecular Devices, San Jose, CA, USA) via automated
digital microscopy. The cells were analysed with transmitted light and in the DAPI channel
at 4× magnification. The complete area of every well was screened. The focus and exposure
time were set via auto setup and controlled by analysing 3–4 test wells. Finally, every result
was confirmed visually, and 95% of cells were counted and analysed.

2.4. Analysis of the Cell Progression Rate Using the Pico Assay

Cells were seeded at 10,000 cells in 100 µL of culture medium per well in a 96-well
plate. After 24, 31, 48, 55, 72, 79, 96, and 103 h, cell numbers were measured with six values
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for every time point as described under the Pico Assay Section (2.3). The growth of a cell
population can be described with the following formula:

Nt = N0 × 2(t× f )

(Nt = cell number at time t; N0 = cell number at time 0; t = time in days (d); f = cell division
frequency (1/d)).

To determine f, the formula is rearranged as follows:

f =

(
log
(

Nt
N0

)
/log(2)

)

t

To obtain an overview, the measured values were first plotted as a simple diagram.
From this, it was possible to see at what point the growth entered the plateau phase.
From these values, the individual f values were calculated for the intermediate periods
(e.g., ∆24/32, ∆32/48). The total value f was then calculated as the mean of the ∆f values.

2.5. Live/Dead Assay

The cell lines L929, HeLa, HaCaT, Detroit562, FaDu, SCC9, and SCC25 were seeded
at 10,000 cells/well on a 96-well plate. On the following day, the medium was removed,
and the cells were stimulated with a full medium or Met(-) medium. Cells stimulated with
1 µM staurosporine (Seleckchem, Planegg, Germany) served as the death control in each
case. After 6 h, 24 h, and 48 h, measurements were performed with the EarlyTox Live/Dead
Assay Kit (Molecular Devices). For this, the medium was removed, and 100 µL/well of a
staining solution (5 µg/mL Hoechst 33342 (company), 6 µM EthD-III, and 6 µM CAM in
PBS (company)) was added per well. After 30 min of incubation, measurements were made
using the “Cell Scoring: 3 Channels” program of the ImageXpress Pico Automated Cell
Imaging System (Molecular Devices). To determine the absolute cell number, measurements
were made in transmitted light and in the DAPI channel using Hoechst 33342, as well as
via the FITC (CAM) and TexasRed (TRITC)/(EthD-III) channels over the entire area of the
respective well at 4x magnification. Exposure time and focus were determined by auto
settings. Subsequently, for better visualisation of the cells, the measurement was repeated
with a selected area of the well (1.39 mm × 1.39 mm) at 10× magnification, from which the
images shown in this publication were selected. For each experimental condition, 2 wells
were evaluated. The experiment was performed two times.

2.6. Semiquantitative RT–PCR

A total of 500,000 cells/well were seeded in a 6-well plate. The following day, cells
were stimulated with or without methionine in the corresponding medium for 24 h and
72 h. RNA isolation was performed using an RNeasy Mini Kit (Qiagen, Hilden, Germany)
according to the instructions provided by the manufacturer. One microgram of RNA was
transcribed into cDNA using the QuantiTect Reverse Transcription Kit (Qiagen) according
to the instructions provided by the manufacturer. Next, 20 ng cDNA was used in the PCR
with 1.5 µL of the appropriate primer (QuantiTect Primer Assay, Qiagen) and 12.5 µL of a
ready-to-use qPCR master mix (QuantiTect SYBR Green PCR Kit, Qiagen). The thermal
cycling program was composed of initial denaturation at 95 ◦C for 15 min, 39 cycles
at 95 ◦C for 15 s, 30 s at 54 ◦C, and 30 s at 72 ◦C. Triplicates for each data point were
measured. The β-actin and GAPDH genes were used as internal controls (standard). The
following primers from Qiagen were used: ACTB QT00095431, GAPDH QT00079247,
SLC7A5 (LAT1) QT00089145, SLC7A11 QT00002674, SLC1A5 QT00083909, and SLC43a2
QT00027559. For analysis, the 2−∆∆Ct method for relative quantification of gene expression
was used, including error calculation (range) based on Livak and Schmittgen [22].
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2.7. Statistical Analysis

Statistical analysis was performed using the GraphPad Prism program (version 6.04;
GraphPad Software, San Diego, CA, USA). One-way ANOVA was used to compare and
analyse data of different groups, followed by the Tukey–Kramer multiple comparison test
(ns; nonsignificant; * p < 0.05, ** p < 0.01; *** p < 0.001).

3. Results

As already mentioned, the proliferation of neoplastic cells is an essential characteristic.
For this reason, we analysed the influence of MetR on the proliferation of the established
HNSCC cell lines FaDu, Detroit562, SCC9, and SCC25 in initial experiments. For compari-
son, the two human cell lines HeLa, generated from cervical carcinoma cells, and HaCaT,
an immortalised keratinocyte line, were used. To assess the potential of AAR, the murine
fibroblast cell line L929, which was established as a model system for MetR in earlier work
by our research group, was also used [23].

3.1. Restriction of Methionine Inhibited the Proliferation of HNSCC Cell Lines

In each case, 10,000 cells/well were seeded on 96-well plates and stimulated the
following day with a control medium or Met(-). At time points of 0 h, 24 h, 72 h, and 120 h,
the cells were analysed by digital microscopy using the ImageXpress Pico automated cell
imaging system (Figure 1a–g). Then, the DNA of the cell nuclei was stained with Hoechst
33342, allowing automated counting of the stained nuclei over the entire area of the well
and, thus, determination of the absolute cell number. In HeLa cells (Figure 1a), MetR
significantly inhibited proliferation at 24 h, while in HaCaT cells (Figure 1b), the effect was
recognisable after 72 h. In essence, MetR had an antiproliferative effect in HNSCC cells
that was observed at 24 h in FaDu cells (Figure 1c), and significant after 72 h in Detroit562
(Figure 1d), SCC9 (Figure 1e), and SCC25 cells (Figure 1f). Although MetR had a clear
effect in all HNSCC cell lines analysed, a comparison of the results with those obtained
in the murine cell line L929 (Figure 1g) clearly showed that the effect took more time and
was less pronounced in these cell lines than that in the control. This became clear in the
overview of the analysed cells (Figure 1h). Crystal violet staining, a simple and fast method,
was used here for the analysis. In this case, data from the control group at the respective
time were set as 100%, and data from the Met(-) group are shown relative to these baseline
data. Although only relative cell numbers could be determined in this way, this experiment
allowed a better representation of the dynamics of MetR. It became clear that the murine
cell line (green line) reacted most effectively to MetR. The two human cell lines (black lines)
showed almost equal efficiency, but the response in these cells was delayed compared
to that of L929 cells. All HNSCC cells (red lines) responded to MetR, but after an initial
decrease in proliferation, the cells entered a plateau phase again, indicating that they could
at least partially or temporarily compensate for the effects of MetR.

3.2. Analysis of the Cell Progression Rate

The different speeds at which cells react to a MetR are influenced by many factors,
from the possibility of storing methionine to regenerating the molecule via detours, e.g., au-
tophagy. Another factor is the proliferation rate of the cell. As a simple example, if a cell
line does not divide within the first 24 h after splitting in culture, no effect of MetR on the
proliferation rate can be determined. In addition, the speed at which a cell divides plays a
role; this speed is referred to here as the f value. The f value indicates the frequency with
which a cell or a cell population divides/doubles with a simple numerical value. A value
of 1 means that the population doubles once within one day. Thus, we determined the f
value for the cell lines used, as previously published [24]. Three different f values were
determined for further analysis. The value ftotal indicates the division rate over the entire
period investigated until cell division enters the saturation phase. In Figure 2, the measured
values used for this analysis are marked in black, and the excluded measured values are
marked in red. The value fstart indicates the division rate at the beginning of the experiment
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within the first 7 h, and fmax is the highest f value achieved within the measurement period.
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Figure 1. Analysis of proliferation in different cell lines subjected to restriction of the amino acid 
methionine. (a–g) In each case, 10,000 cells/well were seeded on 96-well plates and stimulated in 
triplicate on the following day with a control medium or Met(-) medium. Absolute cell counts were 
analysed at 0 h, 24 h, 72 h, and 120 h using digital microscopy with the ImageXpress Pico automated 
cell imaging system. A summary of the results from three experimental replicates (n = 3) is shown 
in each case. (h) Summary of the proliferation analysis based on relative cell number counted using 
crystal violet staining. In each case, 10,000 cells/well were seeded on 96-well plates and stimulated 
the following day with a control medium (set as 100%) or Met(-) medium. Cells were analysed at 24 
h, 48 h, 72 h, 96 h, and 120 h. A summary of the results from three experimental replicates (n = 3) is 
shown in each case (* p < 0.05, ** p < 0.01; *** p < 0.001). 
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methionine. (a–g) In each case, 10,000 cells/well were seeded on 96-well plates and stimulated in
triplicate on the following day with a control medium or Met(-) medium. Absolute cell counts were
analysed at 0 h, 24 h, 72 h, and 120 h using digital microscopy with the ImageXpress Pico automated
cell imaging system. A summary of the results from three experimental replicates (n = 3) is shown in
each case. (h) Summary of the proliferation analysis based on relative cell number counted using
crystal violet staining. In each case, 10,000 cells/well were seeded on 96-well plates and stimulated
the following day with a control medium (set as 100%) or Met(-) medium. Cells were analysed at
24 h, 48 h, 72 h, 96 h, and 120 h. A summary of the results from three experimental replicates (n = 3)
is shown in each case (* p < 0.05, ** p < 0.01; *** p < 0.001).

373



Curr. Issues Mol. Biol. 2023, 45

Curr. Issues Mol. Biol. 2023, 3,  7 
 

 

of 1 means that the population doubles once within one day. Thus, we determined the f 

value for the cell lines used, as previously published [24]. Three different f values were 

determined for further analysis. The value ftotal indicates the division rate over the entire 

period investigated until cell division enters the saturation phase. In Figure 2, the meas-

ured values used for this analysis are marked in black, and the excluded measured values 

are marked in red. The value fstart indicates the division rate at the beginning of the exper-

iment within the first 7 h, and fmax is the highest f value achieved within the measurement 

period. 

 

Figure 2. Analysis of the cell progression rate. (A–F) Cells were seeded at 10,000 cells/well in a 96-

well plate. After 24, 31, 48, 55, 72, 79, 96, and 103 h, cell numbers were measured as described in 

Section 2 under Pico Assay (2.3). The summarised results (n = 3) are shown in Figure 2. 

It is easy to see that the f values and the response rate to MetR correlate within a 

certain range. This is particularly clear for the cell lines SCC9 and SCC25, which have the 

lowest f values (Figure 2E,F) and the lowest response rate to MetR (Figure 1e,f). On the 

other hand, FaDu, with the highest f values, also has the corresponding best MetR re-

sponse rate. In HaCaT and Detroit cells, the low MetR sensitivity seems to be due to the 

Figure 2. Analysis of the cell progression rate. (A–F) Cells were seeded at 10,000 cells/well in a
96-well plate. After 24, 31, 48, 55, 72, 79, 96, and 103 h, cell numbers were measured as described in
Section 2 under Pico Assay (2.3). The summarised results (n = 3) are shown in Figure 2.

It is easy to see that the f values and the response rate to MetR correlate within a
certain range. This is particularly clear for the cell lines SCC9 and SCC25, which have the
lowest f values (Figure 2E,F) and the lowest response rate to MetR (Figure 1e,f). On the
other hand, FaDu, with the highest f values, also has the corresponding best MetR response
rate. In HaCaT and Detroit cells, the low MetR sensitivity seems to be due to the slow fstart
values (0.49 and 0.45) at the beginning of proliferation. Here, the cells have to go until
the amino acid restriction is reflected in the division behaviour. On the other hand, the
HeLa cell line starts proliferating relatively quickly and responds to MetR at an early stage
(Figures 1a and 2A).

3.3. HNSCC Cell Lines Are Mainly Methionine Dependent

Methionine is one of the most important amino acids, partly because of its roles as
an amino acid required for the initiation of protein expression and a central molecule
in metabolism. Thus, methionine can generally be regenerated by cells from various
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intermediates, such as SAM or Hcy, to a limited extent [25]. However, tumour cells often
lose this ability [21]. For this reason, the methionine dependence of the selected cell
lines was analysed in a compensation experiment. In each case, 10,000 cells/well were
seeded on 96-well plates and stimulated on the following day with control medium, Met(-)
medium, or Met(-) medium to which 800 µM Hcy had been added (Met(-)/Hcy). Cells
were analysed at 0 h, 72 h, and 120 h using the ImageXpress Pico automated cell imaging
system to determine absolute cell numbers. The results for HeLa and HaCaT cells show a
compensatory response to MetR via Hcy to 100% (Figure 3a,b). HNSCC cells, on the other
hand, had difficulty compensating for MetR with Hcy, and no significant compensation was
measured in FaDU, SCC9, and SCC25. Furthermore, only Detroit562 shows homocysteine-
mediated compensation after 120 h, which does not correspond to the growth of the control.
(Figure 3c–f). For completeness, the results of the compensation experiment in L929 cells
are also shown (Figure 3g).
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10,000 cells/well were seeded on 96-well plates and stimulated in triplicate on the following day
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3.4. MetR Did Not Induce Significant Cell Death

In principle, the proliferation studies under MetR (Figure 1) do not directly prove
that the reduced cell number is due to a purely antiproliferative mechanism and not to
a form of cell death. For L929 cells, we have already shown in a previous publication
that MetR is purely antiproliferative and does not induce significant cell death [23]. In
this work, we analysed cell viability using the live/dead assay. As shown in Figure 1h, a
significantly reduced cell number can already be detected after 48 h for most of the cell
lines used here. For this reason, cell viability was analysed at the early time points of 6, 24,
and 48 h, as the beginning stages of cell death should already be detectable during this
period. It is necessary to analyse the early time points because at the later time points,
dead cells can dissolve (apoptotic bodies or autophagy), or after death, adherent cells can
sphere off, detach from the cell culture matrix, and go into suspension; thus, these cells
are no longer clearly detectable via live/dead staining. The two dyes, calcein AM (CAM)
and ethidium homodimer-III (EthD-III), were used for analysis by digital cell microscopy.
CAM is a membrane-permeable dye. In living cells, the nonfluorescent CAM is converted
into green, fluorescent calcein by means of acetoxymethyl ester hydrolysis by intracellular
esterases. Thus, the majority of the cytoplasm is stained green, which, in addition to the
transmitted light analysis, allows an additional optical analysis of the cell shape, since
dying or dead cells usually change shape considerably and eventually sphere off. EthD-III
is a red fluorescent dead cell stain for bacteria and mammalian cells. It is a cell membrane-
impermeant nucleic acid dye that stains only dead cells with damaged cell membranes.
Staurosporine (1 µM), a nonspecific inhibitor of various protein kinases (e.g., PKA and
PKC) that can induce cell death, was used as a positive control [26]. Figure 4 shows the
results for the time points 24 and 48 h for all cell lines examined. While staurosporine was
able to induce increased cell death in all cell lines, the comparison between control and
MetR shows neither an increase in cell death under amino acid restriction nor a significant
change in cell shape, which would indicate that the cell is approaching cell death. The cells
showed the same vitality as in the control.

3.5. Under MetR, Amino Acid Transporters Are Subsequently Upregulated Then Downregulated

Basically, amino acids are one of the most essential resources for cell growth and
proliferation, and as already mentioned, they are responsible for the largest part of the cell
mass [3]. Membrane-bound amino acid transporters (AAT), which allow the import and
export of metabolites, are correspondingly important. The families of AATs are large and
quite heterogeneous. The substrate specificity is just as varied as the transport mechanisms,
which exploit all possibilities from UniProt to symport to antiport [27]. In this work, we
focused on the gene regulation of four AATs that are very frequently analysed in the
context of cancer. These are SLC7A5 (LAT1), SLC7A11 (Xc- or xCT system), SLC1A5
(ASCT2), and SLC43a2 (LAT4). SLC7A5 mediates the uptake of neutral AAs (leucine,
isoleucine, phenylalanine, methionine, histidine, tryptophan, valine, and tyrosine) into cells
in exchange for the efflux of intracellular substrates (AAs and/or glutamine). System Xc(-) is
composed of a light-chain subunit xCT (also known as SLC7A11) and a heavy-chain subunit
(CD98hc, also referred to as SLC3A2) and functions as a Na+-independent transporter that
mediates the exchange of extracellular cystine for intracellular glutamate. SLC1A5 serves
as an obligatory exchanger that imports a sodium-coupled amino acid substrate into cells
and exports another sodium-coupled amino acid substrate with 1:1 stoichiometry. It is the
primary transporter for importing glutamine. Glutamine flux, which is dependent on the
balance between the uptake of glutamine by SLC1A5 and its subsequent export by SLC7A5,
leads to high intracellular availability of essential amino acids (EAAs) (overview of SLC7A5,
SLC7A11, and SLC1A5 in [28]). The amino acid transport activity induced by SLC43a2
(LAT4) is sodium-, chloride- and pH-independent. The main amino acids transported are
isoleucine, leucine, phenylalanine, and methionine [29]. This transporter is of particular
importance because it is upregulated in neoplastic cells and thus enables methionine to be
“stolen” from the environment to increase the growth of the tumour [30,31].
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Figure 4. The cell lines L929, HeLa, HaCaT, Detroit562, FaDu, SCC9, and SCC25 were seeded at
10,000 cells/well on a 96-well plate. On the following day, the medium was removed, and the cells
were stimulated with full or Met(-) medium. Cells stimulated with 1 µM staurosporine served as
the dead control cells. After 6 h, 24 h, and 48 h, measurements were performed with the “EarlyTox
Live/Dead Assay Kit” (Molecular Devices). Measurements were made using the “Cell Scoring:
3 Channels” program of the ImageXpress Pico Automated Cell Imaging System (Molecular Devices)
with a 10× magnification. The cytoplasm of leaving cells was measured in the FITC channel with
CAM, and dead cells were measured in Texas Red-(TRITC)-channel with EthD-III. The results for 24 h
and 48 h are shown. The 6 h time point showed no cell death for the control or MetR group. The dead
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cell control is on the left side for every cell line, and the time of the dead cell control measurement
is indicated in the upper right corner. The size of the white bar corresponds to 52.44 µm. For
each experimental condition, two wells were evaluated. The experiment was performed two times
independently. The representative results of one experiment are shown. For better resolution, the
figures are also added as a supplement (Suppl. Figure S1—Live/Dead Assay Figures).

The gene expression of the mentioned AAT was examined in the cell panel under
MetR after 24 h and 72 h by RT–PCR. The experiment was repeated three times (V1–V3).
Figure 5 shows the differential expression (x-fold) in comparison to the control at the same
time point in the individual experiments. An overview of the numeric results is attached as
a table in the supplement (Suppl. S2—RT_PCR_Results_Total).
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iment for 24 h and 72 h. Each PCR value was determined as a triplet. The range (error range) of each 
measured value is marked by error bars. An overview of the numeric results is attached as a table 
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Figure 5. Analysis of the gene expression of different amino acid transporters. The cells were
stimulated for 24 h or 72 h with or without methionine in the corresponding medium. The isolated
RNA was transcribed into cDNA, and the relative expression was determined by RT–PCR using the
2−∆∆Ct method. β-Actin was used as a standard. The results of the relative expression of the samples
under MetR are shown. The dashed line represents an unchanged expression at a value of 1. The
total of three independent experiments is shown individually, with the corresponding value of each
experiment for 24 h and 72 h. Each PCR value was determined as a triplet. The range (error range) of
each measured value is marked by error bars. An overview of the numeric results is attached as a
table in the supplement (Suppl. S2—RT_PCR_Results_Total).
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The results show no clearly significant, strictly reproducible results for the genes
studied. However, in most cases, it can be observed that within the first 24 h, the receptors
are upregulated, and the cells respond to the amino acid restriction with an increased
expression compared to the control, while after 72 h, the expression then decreases again.
This can be seen very well in the cell line HeLa for the receptor SLC7A11. For the cell line
SSC9, on the other hand, the results for all analysed genes are very heterogeneous and do
not show a clear trend.

3.6. The Efficacy of Cisplatin Is Only Marginally Affected by MetR

In the field of HNSCC therapy, the classic cytostatic drug cisplatin plays a very
important role, as the range of adjuvant drug therapies has hardly improved in recent
decades [32]. For this reason, we analysed the influence of MetR on the efficacy of cisplatin.
Thus, cells were incubated for 72 h with a cisplatin log2 dilution series in full medium
and under MetR, and subsequently evaluated using the ImageXpress Pico automated cell
imaging system to determine absolute cell numbers. To compare the efficacy of cisplatin
under different conditions, we used the IC50, which is defined as the concentration at which
the drug reaches its half-maximal efficacy. For this purpose, the absolute cell numbers must
be converted into percentages. Therefore, the control value (without cisplatin) was set as
100%, and the lowest value in a measurement series was set as 0%. If one now places the
two curves in a diagram, one can see whether there is a shift in the curve and, thus, a change
in the IC50. For objective representation, the results of the absolute cell numbers are shown
for each cell line, as well as the normalised representation in percent to the right (Figure 6).
If one compares the individual IC50 values with each other, one can see that the values
are either almost identical or increase only slightly under MetR. As a trend, the curves are
almost identical at the beginning and at the end, which means that the basic sensitivity of
the cells to cisplatin changes only marginally. The slight “deterioration” of the IC50 can be
explained simply by the mechanism of action of cisplatin. Cisplatin is incorporated into
newly synthesised DNA during the initial phase of cell division and causes DNA cross-
linking, which then leads to cell death via different mechanisms [33]. Cells under MetR,
in which proliferation is inhibited and DNA synthesis comes to a standstill, accordingly
show an increase in the IC50 of cisplatin. This may seem counterintuitive in the context of
chemotherapy, but we show in the discussion that this is not the case precisely because of
the phenomenon of “differential stress resistance.”
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Figure 6. Analysis of the efficacy of cisplatin under MetR. (a–f) A total of 10,000 cells/well were
seeded on 96-well plates. On the following day, cells were incubated in triplicate with control or
Met(-) medium and a log2 dilution of cisplatin, with a starting concentration of 400 µM (12.5 µM for
HeLa and 50 µM for FaDu). After 72 h, the cells were analysed using the ImageXpress Pico automated
cell imaging system to determine absolute cell numbers. To compare the efficacy of cisplatin under
different conditions, we used the IC50, which is defined as the concentration at which the drug
reaches its half-maximal efficacy. For this purpose, the absolute cell counts (shown on the left side for
each cell line) must be converted into percentages (shown on the right side for each cell line). The
respective control value (without cisplatin) was set as 100%, and the lowest value in a measurement
series was set as 0%. If one now places the two curves in a diagram, one can see whether there is
a shift in the curve and, thus, a change in the IC50. For objective representation, the results of the
absolute cell numbers are shown for each cell line, as well as the normalised representation in percent
to the right. The dashed line indicates the inhibition of proliferation at 50% (IC50). The experiments
were carried out three times. The figures show a summary of the experiments (n = 3) in one diagram.

4. Discussion

In principle, different forms of restriction have great potential to prevent the devel-
opment of age-associated diseases such as type II diabetes, cardiovascular diseases, and
cancer if they are applied continuously. At the same time, they exert their effects through
many common mechanisms at the molecular level, which, as already mentioned, are, above
all, reduced proliferation, the induction of autophagy and the implementation of LEM. For
this reason, restriction is, in principle, also an interesting approach in tumour therapy. The
work of Levine et al. [20,34] in suppressing the development and progression of tumours
in vivo in mice through protein restriction, as well as the successful use of different caloric
restriction mimetics (CRMs), shows enormous potential.

In this paper, for the first time, we publish the effects of AAR on the proliferation of
HNSCC cell lines. Regarding proliferation, the restriction of methionine had a significant
effect on proliferation and the proliferation rate. Strikingly, the proliferation of the four
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HNSCC cell lines FaDu, Detroit562, SCC9, and SCC25 reached a plateau, and restriction
did not show the same efficiency in the other cell lines examined (Figure 1h). In essence,
cancer cells are characterised by metabolic programming; in other words, they optimise
their cellular metabolism to the conditions to enable growth and proliferation. One of
the best-known mechanisms is the Warburg effect [35]. It is, therefore, not surprising that
tumour cells can resist restriction to a certain extent. More importantly, all HNSCC cell
lines showed a response to AAR within the first 72 h.

The results regarding Hcy compensation are also promising. All four HNSCC cell
lines showed a lower ability or no ability to compensate for methionine with Hcy, which is
in line with the consensus in the literature [21]. This may also be why the absolute number
of HNSCC cells decreased slightly after a period of AAR. Of course, the complete absence
of the amino acid methionine inevitably leads to cell death after a certain period of time. In
contrast, cell death by MetR did not play a significant role and was not induced in the first
48 h in any cell line used in this publication, as shown by the live/dead assay (Figure 2).
The decreasing cell numbers in some cell lines after 120 h can usually be attributed to the
consumption of essential metabolites (e.g., glucose) in the medium, as the total cell number
decreased both in the control and under MetR.

The most likely reason, however, for the lower influence of MetR on the proliferation
rate in HNSCC cell lines is simply the time factor. A short impulse is probably not sufficient
to have a lasting and significant influence on proliferation, which occurred with a delay
and was not as efficient as in HaCaT or L929 cells, for example. We have already observed
this phenomenon in many other experiments, which is why medium- and long-term
experiments on AAR in HNSCC seem to be necessary. A very good approach here is the
use of perfusion cultures, which make it possible to supply cells with fresh medium over a
longer period permanently, and thus also investigate long-term effects on cells in culture.
We used this method in another work to analyse the influence of MetR compared to glucose
restriction over a longer time period on the murine cell line L929 [24]. A further argument
for the necessity of long-term analyses in the form of perfusion culture is the differential
expression results for the amino acid transporters. In the short term, the different amino
acid transporters were upregulated after 24 h, but then generally downregulated after 72 h
(Figure 5). Only an analysis over several days under constant conditions in the perfusion
culture can show whether this is permanent.

However, the experiments clearly show that no extreme stress situation occurs due
to MetR, but the cell can react or act specifically to deficits of energy and mass with its
programmes developed during evolution. The experiments with cisplatin also prove that
MetR in vitro has no direct negative influence on the effectiveness of the drug.

The fact that there is no more extreme stress situation can also be seen in the expression
analyses of the amino acid transporters, which tend to be upregulated in the short term
but then down-regulated again. However, transcriptome analyses, which analyse a large
number of genes simultaneously, would be helpful to show the exact reaction of a cell to an
amino acid restriction at the transcription level.

In the immediate context of cancer, the question arises to what extent, for example,
MetR can influence the effectiveness of various drugs and what influence the restriction
has on the growth of the tumour. Basically, there are two possible situations. First, MetR
forces the cells in the entire organism into a LEM. This would result in an inhibition of
proliferation, which would also affect the tumour. In this case, the growth of the tumour
would at least be limited. The second situation appears counterproductive at first glance.
LEM is only induced in healthy tissues, and proliferation is also only limited to healthy
cells. The neoplastic cells ignore the signals and are further programmed to divide at a high
rate. It is exactly this situation that creates an extreme, which is of enormous advantage for
tumour therapy. This situation is called “differential stress resistance” (DSR). Cancer cells
that express oncogenes and exhibit egocentric proliferative behaviour respond to certain
cancer-promoting and growth-promoting factors. Moreover, cancer cells do not respond to
protective signals generated by short-term fasting (SCR) or long-term nutrient restriction.
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Hence, cells can be exposed to the following two different extreme situations: somatic cells
may be protected, while cancer cells become increasingly vulnerable to attack [36].

A good example of this theory is the use of cisplatin in combination with fasting.
Short-term starvation (STS) based on caloric and/or protein reduction protects normal
cells while simultaneously sensitising malignant cells to high-dose chemotherapeutic drugs
such as cisplatin in mice and possibly patients. The fasting-dependent protection of normal
cells and sensitisation of malignant cells depend, in part, on reduced levels of IGF-1 and
glucose [37].

We were able to show in this work for the first time that MetR represents a further
promising alternative in HNSCC therapy. Furthermore, this approach is supported by
the increased methionine dependence of HNSCC cell lines, which should enhance the
efficiency of methionine-based therapy.

5. Conclusions

In this work, it was shown for the first time that methionine-based amino acid restric-
tion represents a further promising alternative in HNSCC therapy. Furthermore, the use of
this approach is supported by the increased methionine dependence of HNSCC cell lines,
which should enhance the efficiency of methionine-based therapy.
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Abstract: The aim of the study was to determine the content of tumor markers for breast, lung
and ovarian cancer in saliva, as well as for benign diseases of the corresponding organs and in the
control group, and to evaluate their diagnostic significance. Strictly before the start of treatment,
saliva samples were obtained and the concentrations of tumor markers (AFP, NSE, HE4, CA15-3,
CA72-4, CA125 and CEA) were determined using an enzyme immunoassay (ELISA). CA125 and
HE4 were simultaneously determined to be in the blood serum of patients with ovarian cancer.
The concentrations of salivary CEA, NSE, CA15-3, CA72-4 and CA125 of the control group were
significantly lower than in oncological diseases; however, these tumor markers also increased in
saliva with benign diseases. The content of tumor markers depends on the stage of cancer, and the
presence of lymph node metastasis; however, the identified patterns are statistically unreliable. The
determination of HE4 and AFP in saliva was not informative. In general, the area of potential use
of tumor markers in saliva is extremely narrow. Thus, CEA may be diagnostic for breast and lung
cancer, but not for ovarian cancer. CA72-4 is most informative for ovarian mucinous carcinoma. None
of the markers showed significant differences between malignant and non-malignant pathologies.

Keywords: saliva; tumor markers; breast cancer; ovarian cancer; lung cancer; CA125; CA15-3;
CA72-4; HE4; CEA

1. Introduction

Saliva is an important bodily fluid, and interest in it as a diagnostic tool has increased
in recent years [1–4]. Its main advantages are that saliva can be taken non-invasively and
repeatedly without the discomfort associated with taking blood samples [5,6]. Saliva is
already widely used in genetic testing [7] due to its better transport stability compared to
blood [8]. Saliva contains various substances and biomarkers that can be used as indicators
of health and disease, in particular for diagnosing cancer [9–14].

Several cancer biomarkers have been identified in saliva, such as increased levels
of c-erbB-2 in the saliva of women with breast carcinoma compared to those in patients
with benign diseases and healthy controls [15], increased levels of CA125 in ovarian and
oral cancer [16,17], and increased salivary levels of cytokeratin fragment 19 (CYFRA 21-1)
in patients with oral cancer [18,19]. Carcinoembryonic antigen (CEA) [20], carbohydrate
antigen 15-3 (CA15-3) [21,22], α-fetoprotein (AFP) [23], and human epididymis protein 4
(HE4) [24] in saliva were also determined. Several studies have shown that salivary CA15-3
levels are useful in early breast cancer diagnosis and follow-up [25]. A number of studies
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combine the determination of several biomarkers in saliva, including CEA, CA125, and
c-erbB-2 [26].

Despite numerous studies of tumor markers in saliva, a number of difficulties as-
sociated with the routine use of this method in clinical laboratory practice still need to
be resolved. First, the content of tumor markers in saliva can differ significantly from
their concentration in the blood; for example, the level of CA15-3 in the saliva is up to
10 times lower than in serum [15]. In this regard, it becomes necessary to establish separate
criteria for the norm and pathology for saliva for each tumor marker. Secondly, the data
on the content of tumor markers in saliva obtained by different authors differ significantly
even in normal conditions, which often make it impossible to compare the results with
each other. Thus, values obtained for CA125 differ by several times (137.12 ± 124.58 [27]
and 319.27 ± 187.91 U/mL [28]), for CEA differ by order of magnitude (11.36 ± 13.94 [29],
77.34 ± 28.53 [30] and 188.0 ± 59.5 ng/mL [22]), etc. This, in turn, requires a more careful
attitude to the methodological part of the research, and implies the obligatory analysis of
the saliva of the control group in each individual laboratory.

In this work, we determined the content of tumor markers in saliva for breast, lung,
and ovarian cancer, as well as for benign diseases of the corresponding organs and in the
control group, and compared the results with the literature data. We compared the level
of salivary tumor markers of various types of cancer within the same experiment with
reagents from the same manufacturer and on the same equipment. The aim of the study
was to evaluate the potential diagnostic value of salivary tumor markers.

2. Materials and Methods
2.1. Study Design and Description of Study Groups

The study included patients of the Omsk Clinical Oncology Center with histologically
confirmed cancer (main group, Table 1), with benign diseases of the corresponding organs
(comparison group), and healthy volunteers (control group). Inclusion in groups occurred
in parallel. The inclusion criteria were considered: the age of patients 30–75 years, the
absence of any treatment at the time of the study, including surgery, chemotherapy or
radiation, histological verification of the diagnosis, the absence of signs of active infection
(including purulent processes), and oral cavity sanitation.

Table 1. The structure of the study group.

Feature Breast Cancer,
n = 48

Lung Cancer,
n = 34

Ovarian Cancer,
n = 51

Age, years 56.7 [49.0; 64.0] 60.1 [55.3; 64.4] 54.6 [37.9; 61.6]

Clinical stage

In situ 4 (8.3%) - -

Stage I 13 (27.1%) 4 (11.8%) 17 (33.4%)

Stage II 19 (39.6%) 15 (44.1%) 5 (9.8%)

Stage III 12 (25.0%) 7 (20.6%) 26 (50.9%)

Stage IV - 8 (23.5%) 3 (5.9%)

Lymph node status

pN0 30 (62.5%) 18 (52.9%) -

pN1 10 (28.1%) 4 (11.8%) -

pN2 + pN3 8 (16.6%) 12 (35.3%) -

Metastasis status

pM0 48 (100%) 26 (76.5%) 48 (94.1%)

pM1 - 8 (23.5%) 3 (5.9%)
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2.1.1. Breast Cancer

The main group consisted of 48 patients with breast cancer (age 56.7 [49.0; 64.0] years),
the comparison group consisted of 40 patients with fibroadenomas (age 46.1 [37.9; 56.7] years),
the control group consisted of 32 healthy volunteers (age 45.9 [36.8; 57.8] years).

In all patients of the main group, invasive breast carcinoma of the following stages was
histologically and cytological confirmed: in situ—4 (8.3%), stage I—13 (27.1%), stage IIa—15
(31.3%), stage IIb—4 (8.3%) and stage III—12 (25.0%). In 30 patients (pN0—62.5%), there
were no signs of regional lymph node metastases, in 10 patients (pN1—28.1%) metastases
were detected in the displaced axillary lymph nodes on the side of the lesion, in 8 patients
more than 2 lymph nodes were affected (pN2 + N3—16.6%). Patients with distant metastasis
were not included in the study. Breast tumors were classified according to the degree of
tissue differentiation into highly differentiated (G1, n = 10), moderately differentiated (G2,
n = 29) and poorly differentiated (G3, n = 9). In all cases, the status of HER2, estrogen
and progesterone receptors was determined. In 28 patients (58.3%), HER2-negative status
was confirmed, in 20 (41.7%)—HER2-positive; nine patients (18.8%) were confirmed ER-
negative; 39 (81.2%) were ER-positive; PR-negative status was confirmed in 12 patients
(25.0%), PR-positive in 36 (75.0%) patients. The values of the proliferative activity marker
Ki-67 were less than 20% (Ki-67 low) in 22 patients (45.8%), and more than 20% (Ki-67 high)
in 26 patients (54.2%). By molecular biological subtypes of breast cancer, the patients were
distributed as follows: basal-like—4 (8.3%), luminal A-like—16 (33.3%), luminal B-like
(HER2-negative)—8 (16.7%), luminal B-like (HER2-positive)—20 (41.7%).

In patients of the comparison group, the presence of fibroadenomas (single or multiple)
of the mammary glands was confirmed.

2.1.2. Lung Cancer

The main group consisted of 34 patients with LC (age 60.1 [55.3; 64.4] years), the
comparison group consisted of 11 patients with benign lung diseases (age 57.5 [53.2; 62.0]
years), the control group consisted of 30 healthy volunteers (age 48.3 [39.1; 56.7] years).
The main group included 25 men and 9 women; in the comparison and control groups, the
same ratio of patients of both sexes (3 to 1) was maintained.

In all patients of the main group, lung cancer of the following stages was histologically
confirmed: stage I—4 (11.8%), stage II—15 (44.1%), stage III—7 (20.6%) and stage VI—8
(23.5%). In eighteen patients, there were no signs of regional lymph node metastases (pN0—
52.9%), pN1 status was detected in four patients (11.8%), pN2—in eleven patients (32.4%),
pN3—in one patient (2.9%), and eight patients had distant metastases (23.5%). In 12 pa-
tients histologically confirmed squamous cell lung cancer (35.3%), 15 patients confirmed
adenocarcinoma (44.1%) and 6 patients confirmed small cell lung cancer (8.8%). In patients
of the control group, the following lung pathologies were confirmed: tuberculoma—4,
pneumofibrosis—3, inflammatory pseudotumor—2, pneumonia—2 people.

2.1.3. Ovarian Cancer

The main group consisted of 51 patients with ovarian cancer (age 54.6 [37.9; 61.6]
years), the comparison group consisted of 16 patients with benign ovarian pathologies
(age 46.7 [35.6; 61.3] years), the control group consisted of 22 healthy volunteers without
ovarian pathologies (age 49.5 [37.7; 61.2] years).

In all patients of the main group, ovarian cancer of the following stages was histo-
logically confirmed: stage Ia—11 (21.6%), stage Ic—6 (11.8%), stage II—5 (9.8%), stage
IIIb—9 (17.6%), stage IIIc—17 (33.3%) and stage VI—3 (5.9%). According to the histolog-
ical type, serous carcinoma—31 (60.8%), serous borderline tumor—5 (9.8%), endometri-
oid carcinoma—6 (11.8%), mucinous carcinoma—5 (9.8%) and granulosa cell tumor—4
(7.8%) were distinguished in the main group. In the comparison group, histologically
confirmed serous cystadenoma—5 (31.3%), serous cystadenofibroma—3 (18.7%), mucinous
cystadenoma—5 (31.3%) and endometrioid cyst—3 (18.7%).

387



Curr. Issues Mol. Biol. 2023, 45

2.2. Collection of Saliva and Determination of Tumor Markers

All participants had saliva sampling in the amount of 1 mL before the start of treat-
ment. The saliva samples were collected in the morning on an empty stomach by spitting
into sterile polypropylene tubes, centrifuged at 10,000× g for 10 min (CLb-16, Moscow,
Russia). Cancer antigens (CA125, CA15-3, CA72-4), α-fetoprotein (AFP), carcinoembryonic
antigen (CEA), human epididymis protein 4 (HE4), and neuron specific enolase (NSE) were
analyzed using a commercially available kit (Vector Best, Novosibirsk, Russia), according
to the instructions of the manufacturer without changes, including reagent volumes and
incubation time. Reading was performed using Thermo Scientific Multiskan FC (Waltham,
MA, USA). Values were calculated based on a standard curve plotted for the assay.

2.3. Determination of Tumor Markers in Blood Serum

For CA125 and HE4, a parallel determination of the content in blood serum was
carried out according to the standard procedure described in Section 2.2.

2.4. Statistical Analysis

Statistical analysis of the obtained data was performed using the Statistica 13.0 (Stat-
Soft, Tulsa, OK, USA) software by a non-parametric method using the Wilcoxon test in
dependent groups, and the Mann–Whitney U-test in independent groups. The sample was
described by calculating the median (Me) and the interquartile range in the form of the
25th and 75th percentiles [LQ; UQ]. Differences were considered statistically significant at
p < 0.05.

3. Results
3.1. Determination of Tumor Markers in Saliva for Breast Cancer

Normally, the CEA level in saliva was 67.8 [59.6; 94.6] ng/mL, CEA content increases
by 1.37 times in fibroadenomas (160.7 [139.2; 199.4] ng/mL) and by 1.79 times in breast
cancer (189.2 [141.3; 215.4] ng/mL) (Figure 1A). For CA 15-3, the normal concentration in
saliva was 4.52 [3.36; 5.08] U/mL, while its content increases equally in both fibroadenomas
and breast cancer (13.5 [8.59; 17.6] and 11.10 [8.64; 20.2] U/mL, respectively) (Figure 1B).
Differences with the control group were statistically significant in all cases, while differences
between FA and breast cancer were not statistically confirmed.

For both markers, an increase in the concentration in saliva was shown depending
on the stage of breast cancer (Figure 1C). For breast cancer in situ, the increase in the
concentration of tumor markers was minimal, but the increase in the concentration of tumor
markers at advanced stages of breast cancer was statistically significant. The concentration
of tumor markers increases with the defeat of the lymph nodes: for CEA 212.8 [166.3;
220.6] ng/mL and for CA15-3 16.8 [11.4; 23.6] U/mL at pN2 (Figure 1D). For highly
differentiated tumors, the content of both markers is higher than for poorly differentiated
ones (CEA—184.5 [155.0; 212.6] vs. 178.1 [159.7; 208.8] ng/mL; CA15-3—13.9 [7.85; 28.1] vs.
10.9 [8.64; 12.5] U/mL) (Figure 1E). It was shown that CEA and CA15-3 vary differently
depending on the Ki-67 value (Figure 1F). Thus, the level of CEA is higher for a high marker
of proliferative activity Ki-67 high; the level of CA 15-3 is higher for Ki-67 low. There
were no significant differences in the level of tumor markers depending on the molecular
biological subtype of breast cancer (Figure 1G). However, salivary marker levels have been
shown to be lower for HER2-positive breast cancer than for HER2-negative breast cancer
(Figure 1H). The differences were more pronounced for CA15-3 (8.00 [4.94; 10.3] vs. 11.4
[8.65; 21.0] U/mL) than for CEA (188.0 [159.7; 221.1] vs. 193.2 [127.7; 215.4] ng/mL). CEA
was slightly increased for ER- and PR-positive tumors (Figure 1I), while no dependence on
estrogen and progesterone receptors was found for CA15-3 (Figure 1J).
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Figure 1. The content of CEA (A) and CA15-3 (B) in the saliva of the control group, with fibroadeno-
mas and in breast cancer. The relative change in the level of tumor markers in saliva compared with
the control group depending on the stage of breast cancer (C), the prevalence of regional metastasis
(D), the degree of tumor differentiation (E), Ki-67 expression (F), molecular biological subtype (G),
HER2 expression (H), estrogen receptor expression (I), and progesterone receptor expression (J).
Differences with the control group were statistically significant in all cases (p < 0.05).

3.2. Determination of Tumor Markers in Saliva for Lung Cancer

In the control group, the CEA level was 72.3 [61.7; 98.1] ng/mL, while the level of
CEA increases statistically significantly in the group with benign lung diseases (108.5 [95.2;
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120.6] ng/mL) and in the group with lung cancer (103.4 [90.9; 110.4] ng/mL) (Figure 2A).
Differences between BLD and lung cancer were not statistically confirmed (Figure 2A,D).
CEA concentrations increase depending on the stage of the disease: from 98.5 [96.0; 101.1]
ng/mL at pT1 up to 108.9 [103.0; 109.7] ng/mL at pT4 (Figure 2B). The most pronounced
increase in CEA is for squamous cell lung cancer (107.3 [103.8; 112.4] ng/mL) (Figure 2C).
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Figure 2. The content of CEA (A) and NSE (D) in the saliva of the control group, with benign lung
diseases (BLD) and lung cancer (LC). Relative change in the level of tumor markers in saliva com-
pared with the control group, depending on the stage of lung cancer: (B) CEA, (E) NSE; depending
on the histological type of lung cancer: (C) CEA, (F) NSE; depending on the presence/absence of
distant metastasis (G) and lymph node metastasis (H). SCC, squamous cell lung cancer; ADC, adeno-
carcinoma; NEC, neuroendocrine lung cancer. Differences with the control group were statistically
significant in all cases (p < 0.05).

390



Curr. Issues Mol. Biol. 2023, 45

The salivary NSE concentration in the control group was 0.179 [0.104; 0.471] mIU/mL,
NSE concentration increases in benign lung diseases (0.417 [0.164; 0.608] mIU/mL) and
in the lung cancer group (0.252 [0.161; 0.388] mIU/mL) (Figure 2D); however, in this case,
the differences are significant only for the group with benign lung diseases compared with
the control. Comparison of the level of NSE with the control group at different stages of
lung cancer showed that with pT1-3, the concentration of NSE in saliva was lower than in
healthy volunteers, and only with pT4 was it slightly increased (Figure 2E). The maximum
deviation in the concentration of NSE was observed for neuroendocrine tumors of the lung,
but the concentration of NSE decreases (Figure 2F). There were no statistically significant
differences in the level of tumor markers depending on the presence/absence of distant
metastasis (Figure 2G). The values of both tumor markers increased in the presence of
metastases in the lymph nodes (Figure 2H).

3.3. Determination of Tumor Markers in Saliva and Blood for Ovarian Cancer

The normal concentration of AFP in saliva was 0.572 [0.530; 0.711] IU/mL, significant
changes in AFP concentration were not shown both in benign ovarian pathologies (0.625
[0.541; 0.715] IU/mL) and in ovarian cancer (0.562 [0.519; 0.668] IU/mL).

The CEA content in the saliva of the control group was 61.9 [53.7; 69.0] ng/mL, in be-
nign ovarian diseases 63.1 [53.2; 73.6] ng/mL and in ovarian cancer 66.3 [55.4; 79.7] ng/mL
(Figure 3A). No statistically significant differences were found between the groups. In
addition, there were no differences in the content of CEA at different stages of ovarian
cancer. When comparing subgroups with different histological types of ovarian cancer, it
was shown that the content of CEA significantly increases compared with the control group
only in the low-grade serous carcinoma group (Figure 3B).
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Figure 3. The content of CEA in the saliva of the control group, with benign ovarian diseases and
ovarian cancer (A). CEA content in saliva depending on the histological type of ovarian cancer (B).
GCT, granulose cell tumor, SCHG, high grade serous carcinoma, SCLG, low grade serous carcinoma,
SBT, serous borderline tumor, EC, endometrioid carcinoma, MC, mucinous carcinoma. * differences
with the control group are statistically significant, p < 0.05.

For CA 72-4, the content in the control group was 2.17 [1.21; 2.91] U/mL, with be-
nign ovarian diseases was 2.52 [1.90; 4.46] U/mL, and in ovarian cancer was 3.16 [1.48;
4.82] U/mL (Figure 4A). Thus, there was a tendency to increase the level of CA 72-4, but
it was not statistically confirmed. It was shown that the content of CA 72-4 increases at
advanced stages of ovarian cancer; the differences between early and advanced stages
were statistically significant (Figure 4B). A significant increase in the content of CA 72-4
was shown for ovarian mucinous carcinoma (Figure 4C), in this case, the differences both
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with the control group and with other histological types of ovarian cancer were statistically
significant (p < 0.0001).

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 9 
 

 

 

Figure 4. The content of CA 72-4 in the saliva of the control group, with benign ovarian diseases 

and ovarian cancer (A). The content of CA 72-4 in saliva depending on the stage (B) and the histo-

logical type of ovarian cancer (C). GCT, granulose cell tumor, SCHG, high grade serous carcinoma, 

SCLG, low grade serous carcinoma, SBT, serous borderline tumor, EC, endometrioid carcinoma, 

MC, mucinous carcinoma. * differences with the control group are statistically significant, p < 0.05. 

For HE4 and CA125, a parallel determination was made both in saliva and in blood 

(Figure 5). It was found that the normal value for HE4 in saliva was 343 [302; 416] pmol/L 

(Figure 5A). The content of HE4 in saliva practically did not change in benign ovarian 

diseases and ovarian cancer, and did not depend on the stage of ovarian cancer (Figure 

5C) or the histological subtype of the tumor (Figure 5E). For CA125 in saliva, a statisti-

cally significant increase was noted both in benign ovarian diseases (202.1 [142.9; 290.7] 

vs. 330.4 [198.4; 448.5] U/mL) and in ovarian cancer (376.5 [325.0; 509.5] U/mL) (Figure 

5A). However, we also did not show differences in the level of CA125 in saliva depending 

on the stage of ovarian cancer (Figure 5C). A significant increase in the level of CA125 in 

saliva was noted for granulosa cell tumor (Figure 5E); but, due to the small sample size, 

this result can be considered as preliminary. 

Parallel analyses of HE4 and CA125 in the blood showed a statistically significant 

increase in the level of the marker in ovarian cancer compared with benign ovarian dis-

eases (Figure 5B), and at advanced stages of ovarian cancer (Figure 5D). It was shown that 

the level of CA125 in saliva and blood in different histological types of ovarian cancer 

does not correlate with each other (Figure 5E,F). In general, the correlation between the 

content of HE4 and CA125 in saliva and blood in our study was not confirmed. 

Figure 4. The content of CA 72-4 in the saliva of the control group, with benign ovarian diseases and
ovarian cancer (A). The content of CA 72-4 in saliva depending on the stage (B) and the histological
type of ovarian cancer (C). GCT, granulose cell tumor, SCHG, high grade serous carcinoma, SCLG, low
grade serous carcinoma, SBT, serous borderline tumor, EC, endometrioid carcinoma, MC, mucinous
carcinoma. * differences with the control group are statistically significant, p < 0.05.

For HE4 and CA125, a parallel determination was made both in saliva and in blood
(Figure 5). It was found that the normal value for HE4 in saliva was 343 [302; 416] pmol/L
(Figure 5A). The content of HE4 in saliva practically did not change in benign ovarian
diseases and ovarian cancer, and did not depend on the stage of ovarian cancer (Figure 5C)
or the histological subtype of the tumor (Figure 5E). For CA125 in saliva, a statistically
significant increase was noted both in benign ovarian diseases (202.1 [142.9; 290.7] vs.
330.4 [198.4; 448.5] U/mL) and in ovarian cancer (376.5 [325.0; 509.5] U/mL) (Figure 5A).
However, we also did not show differences in the level of CA125 in saliva depending on
the stage of ovarian cancer (Figure 5C). A significant increase in the level of CA125 in saliva
was noted for granulosa cell tumor (Figure 5E); but, due to the small sample size, this result
can be considered as preliminary.
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Figure 5. The content of HE4 and CA125 in saliva is normal, with benign ovarian diseases and
cancer (A). The content of HE4 and CA125 in saliva in ovarian cancer, depending on the stage (C)
and histological type (E). The content of HE4 and CA125 in the blood in benign ovarian diseases and
ovarian cancer (B), and in different stages of ovarian cancer (D). The content of CA 125 in the blood in
different histological types of ovarian cancer (F). GCT, granulose cell tumor, SCHG, high grade serous
carcinoma, SCLG, low grade serous carcinoma, SBT, serous borderline tumor, EC, endometrioid
carcinoma, MC, mucinous carcinoma.

Parallel analyses of HE4 and CA125 in the blood showed a statistically significant
increase in the level of the marker in ovarian cancer compared with benign ovarian diseases
(Figure 5B), and at advanced stages of ovarian cancer (Figure 5D). It was shown that the
level of CA125 in saliva and blood in different histological types of ovarian cancer does not
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correlate with each other (Figure 5E,F). In general, the correlation between the content of
HE4 and CA125 in saliva and blood in our study was not confirmed.

4. Discussion

CEA is a glycoprotein located on the cell surface, and widely used in clinical practice
as an important routine auxiliary indicator for tumor diagnosis [31]. It is known that CEA is
also found in the saliva of healthy people, but its concentrations turned out to be very low (0–
3 ng/mL) [32]. In the works of other authors, CEA was determined in the saliva of healthy
volunteers, but normal values varied within a wide range (11–188 ng/mL) [22,29,30]. In
our study, we determined CEA in three groups of cancer patients and analyzed the control
group in each case. It is shown that the normal value of CEA in saliva is 60–70 ng/mL. We
have shown an increase in the concentration of CEA both in cancer and in benign diseases
of the mammary glands and lungs, but not for ovarian diseases. This result is consistent
with the fact that the determination of CEA in the blood for ovarian cancer is also not used.
Both in the group of patients with breast cancer and lung cancer, an increase in CEA was
shown, including in benign diseases, while the difference between benign and malignant
pathologies is not statistically significant. We observed an increase in the concentration
of CEA depending on the stage and metastasis in the lymph nodes. Previously, it was
shown that the level of CEA positively correlates with tumor progression [30]. In their
study, Zheng J. et al. found that salivary CEA levels in patients with OSCC correlated with
clinical staging and lymph node metastases, so salivary CEA can be used as an indicator
of OSCC severity and serve as a method for assessing OSCC staging and lymph node
invasion. Brooks et al. [33] found a significant increase in salivary CEA concentrations in
the breast cancer group compared with the control group, as in our study.

Carbohydrate antigen 15.3 (CA15-3), a 400 kDa glycoprotein from the MUC-1 family
of mucins, is present at higher levels in the serum and saliva of breast cancer patients than
in healthy women. It is used as a reference marker or “diagnostic gold standard” against
which other markers of breast cancer are compared [34]. We have shown an increase in
the concentration of CA15-3 in the saliva of patients with breast cancer compared with
healthy controls, which is consistent with the literature data [22,25,35,36]. As expected
from previous observations, elevated CA15-3 levels are more common in patients with
advanced breast cancer than in patients with early breast cancer. The absence of a significant
difference between the levels of CA15-3 in cancer and in the control group (9.2 ± 7.9 vs.
4.5 ± 2.7 U/mL) shown in the study by Farahani H. et al. could be attributed to the early
stages of the disease, as the authors themselves substantiate [22]. However, we have shown
a significant increase in the concentration of this marker both in benign diseases of the
mammary glands and in breast cancer in situ. The same authors showed the existence of a
positive significant correlation between the concentrations of CA15-3 in serum and saliva
in healthy people. With cut-off values of 5.5 ng/mL for CA15-3 and 85 ng/mL for CEA,
breast cancer can be diagnosed with a sensitivity of 80% and a specificity of 70–75% [22].
Assad et al. showed that the concentration of CA15-3 in the saliva of healthy volunteers
is higher than in breast cancer (6.51 ± 7.18 vs. 4.73 ± 5.74 U/mL) [37]; a statistically
significant increase in the concentration of CA15-3 was shown only at advanced stages,
which is consistent with our results. The authors of this work compared the concentration
of CA15-3 in saliva depending on the molecular biological subtype of breast cancer. It
was noted that the maximum concentration of CA15-3 is characteristic of the Luminal B
HER2+ subtype [37], which was not confirmed in our study (Figure 1G). We have shown
for the first time that in HER2-negative tumors the concentration of CA15-3 in saliva was
statistically significantly higher than in HER2-positive tumors, while the dependence on
the status of estrogen and progesterone receptors was not shown. It is also interesting
that the concentration of CA15-3 in saliva was higher at a low level of a marker of tumor
proliferative activity, which showed the potential for evaluating the prognostic significance
of CA15-3 in saliva [38], but this requires additional research.
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Neuron-specific enolase (NSE) is a catalyst for glucose metabolism. NSE is predomi-
nantly synthesized in the brain, peripheral nerves, and neuroendocrine cells [39]. Elevated
levels of NSE were found in various pathologies, such as traumatic brain injury, brain
tumors, and small cell lung cancer [40]. Acute inflammation can also cause an increase
in serum NSE levels [41]. NSE in saliva was determined in single studies, in particular in
ischemic stroke [42]; the authors reported normal values of NSE in saliva of 2.2–3.5 µg/L,
and an increase in the level of NSE in stroke up to 2.3–8 µg/L was noted. No works devoted
to the determination of NSE in cancer have been found, so it was extremely difficult to
compare our data with the literature.

Alpha-fetoprotein (AFP), a fetal serum protein, may be useful as a tumor marker for
the detection of malignancies such as yolk sac tumors (YST) [43]. In addition to typical
YSTs, ovarian epithelial carcinoma with elevated AFP levels can be easily misdiagnosed
due to its infrequent occurrence with high AFP levels, especially in young women [44,45].
The determination of AFP in saliva has been described in a few studies, so in hepatocellular
carcinoma, the level of AFP in saliva was 3552.6 ± 2829.9 ng/L, while the normal concen-
tration was lower (18.1 ± 3.8 ng/L) [46]. López-Jornet P. et al. determined AFP in the norm
and in breast cancer, the normal value was 72.2 (26.5–514.0) pg/mL, in breast cancer there
was no increase in the concentration of AFP [24]. Our study also did not show an increase
in AFP levels in ovarian cancer, but this fact was explained by the absence of patients with
ovarian germ cell tumors in our sample.

CA72-4 is a human fetal epithelial surface glycoprotein used as a tumor marker for
diagnosis and monitoring of gastric and ovarian cancer. CA72-4 can be considered as a
marker of choice for monitoring patients with ovarian tumors of the mucinous type [47].
It has been shown that the level of CA72-4 may slightly increase during inflammatory
processes [48]. Despite the fact that, according to some authors, this glycoprotein is absent
in the saliva of healthy people [49], we determined its content in the saliva of patients
in the control group at the level of 2.17 U/mL. We have shown a statistically significant
increase in the concentration of CA72-4 in saliva at advanced stages of ovarian cancer
and for mucinous carcinoma (Figure 4C), which is in good agreement with the literature
data [49].

CA125 is a marker of serous ovarian carcinoma, and its increased value indicates the
involvement of serous membranes in the process. Monitoring its concentration is important
for evaluating the effectiveness of chemotherapy and surgery. In general, there is little
data on salivary CA125 levels in the published literature to date. Geng X.F. et al. report
elevated salivary CA125 levels in oral cancer patients compared with benign oral disease
and controls [27]. Agha-Hosseini F. et al. reported that salivary and serum CA125 levels
were significantly elevated in patients with untreated breast cancer compared with patients
with treated breast cancer and controls [50]. Data on the concentration of CA125 in saliva
in ovarian cancer are contradictory. Thus, Tay S.K. et al. showed no difference in salivary
CA125 levels between ovarian cancer and controls [51]. Vuković A. et al. showed that
patients with malignant ovarian tumors had significantly higher levels of CA125 in saliva
and serum compared with patients with benign tumors; however, there was no significant
correlation between salivary and serum CA125 [52]. In our study, we also did not confirm
the existence of a correlation between saliva and blood in terms of CA125 levels. Zhang
K-Y. et al. found that salivary CA125 levels were significantly higher than serum CA125
levels in both control and tumor groups, and also showed no significant correlation with
serum-saliva CA125 levels [28]. CA125, with its high molecular weight (>200 kDa), is
unlikely to diffuse into saliva. The authors suggest that salivary CA125 may be locally
produced by the salivary glands and/or tumor tissue, rather than being derived from
serum, and this may be the reason why there was no correlation between salivary and
serum CA125 levels [28]. Plante et al. previously showed that the highest concentration
of CA125 was found in whole saliva, while the level of CA125 was significantly lower in
saliva from the parotid gland and even lower in blood serum [53]. Our study showed that
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the content of CA125 in saliva is normally higher than in serum, while in ovarian cancer,
the concentrations in blood and saliva are comparable.

Other biomarkers have been developed to increase the specificity of ovarian cancer
diagnosis, such as human epididymal protein 4 (HE4), a biomarker that is overexpressed
in ovarian cancer [54]. In the only study, HE4 was detected in saliva in breast cancer,
while its normal content was 117.9 ng/mL (265 pmol/L) and slightly increased in breast
cancer to 154.9 ng/mL [24]. In our study, we showed that the normal content of HE4
is higher than that given in the literature, and was 343 pmol/L, and practically did not
change in ovarian cancer and did not depend on the stage and histological subtype of
the tumor (Figure 5A,C,E). It is known that HE4 is highly expressed in the epithelium of
the oral cavity, the excretory ducts of the salivary glands, and the nasopharynx [55]. The
physiological role of HE4 in the oral cavity is not completely clear; it is probably necessary
for the normal functioning of the epithelium, but it is indicated that it supports the innate
immune system of the respiratory tract and oral cavity [56]. Apparently, HE4 does not
diffuse into saliva from serum, or its amount is less than its own content in saliva, which
reduces or eliminates the possibility of using this saliva marker for diagnostic purposes.
However, this hypothesis requires further research and verification.

The limitations of the study include the fact that we did not determine the level of
Cyfra 21-1 for lung cancer, as well as the fact that not all tumor markers were subjected to
parallel blood levels. The sample size was small, which does not allow a correct comparison
of subgroups with each other.

5. Conclusions

The possibility of determining the content of tumor markers in saliva was shown, and
the concentrations were established as normal. It was shown that the level of AFP and HE4
in the studied groups did not change, which is due to the characteristics of the sample in
the case of AFP, and the probable features of the expression of HE4 in the epithelium of the
oral cavity in the case of HE4. The concentrations of CEA, NSE, CA15-3, CA72-4 and CA125
in the saliva of the control group were significantly lower than in oncological diseases;
however, these tumor markers also increased in saliva in benign diseases. The dependence
of the content of tumor markers on the stage of cancer, and the presence of metastasis in
the lymph nodes, was shown; however, in most cases, the revealed patterns are statistically
unreliable. In general, the area of potential use of tumor markers in saliva is extremely
narrow. Thus, CEA may be diagnostic for breast cancer and lung cancer, but not for
ovarian cancer. CA72-4 is most informative for ovarian mucinous carcinoma. None of the
markers showed significant differences between malignant and non-malignant pathologies.
Although the potential diagnostic value of salivary tumor markers remains questionable,
knowing whether proteins and tumor DNA are present in other fluids, including saliva,
may contribute to understanding the biological behavior of the disease.
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13. Nijakowski, K.; Zdrojewski, J.; Nowak, M.; Gruszczyński, D.; Knoll, F.; Surdacka, A. Salivary Metabolomics for Systemic Cancer
Diagnosis: A Systematic Review. Metabolites 2023, 13, 28. [CrossRef] [PubMed]

14. Eftekhari, A.; Dizaj, S.M.; Sharifi, S.; Salatin, S.; Khalilov, R.; Samiei, M.; Vahed, S.Z.; Ahmadian, E. Salivary biomarkers in cancer.
Adv. Clin. Chem. 2022, 110, 171–192.

15. Streckfus, C.; Bigler, L.; Dellinger, T.; Dai, X.; Kingman, A.; Thigpen, J.T. The presence of soluble c-erbB-2 in saliva and serum
among women with breast carcinoma: A preliminary study. Clin. Cancer Res. 2000, 6, 2363–2370. [PubMed]

16. Chen, D.X.; Schwartz, P.E.; Li, F.Q. Saliva and serum CA125 assays for detecting malignant ovarian tumors. Obstet. Gynecol. 1990,
75, 701–704. [PubMed]

17. Balan, J.J.; Rao, R.S.; Premalatha, B.R.; Patil, S. Analysis of tumor marker CA 125 in saliva of normal and oral squamous cell
carcinoma patients: A comparative study. J. Contemp. Dent. Pract. 2012, 13, 671–675. [CrossRef]

18. Rajkumar, K.; Ramya, R.; Nandhini, G.; Rajashree, P.; Ramesh Kumar, A.; Nirmala Anandan, S. Salivary and serum level of
CYFRA 21-1 in oral precancer and oral squamous cell carcinoma. Oral Dis. 2015, 21, 90–96. [CrossRef]

19. Jafari, M.; Hasanzadeh, M. Non-invasive bioassay of Cytokeratin Fragment 21.1 (Cyfra 21.1) protein in human saliva samples
using immunoreaction method: An efficient platform for early-stage diagnosis of oral cancer based on biomedicine. Biomed.
Pharmacother. 2020, 131, 110671. [CrossRef]

20. Joshi, S.; Kallappa, S.; Kumar, P.; Shukla, S.; Ghosh, R. Simple diagnosis of cancer by detecting CEA and CYFRA 21-1 in saliva
using electronic sensors. Sci. Rep. 2022, 12, 15315. [CrossRef]

21. Liang, Y.-H.; Chang, C.-C.; Chen, C.-C.; Chu-Su, Y.; Lin, C.-W. Development of an Au/ZnO thin film surface plasmon resonance-
based biosensor immunoassay for the detection of carbohydrate antigen 15-3 in human saliva. Clin. Biochem. 2012, 45, 1689–1693.
[CrossRef]

22. Farahani, H.; Amri, J.; Alaee, M.; Mohaghegh, F.; Rafiee, M. Serum and Saliva Levels of Cancer Antigen 15-3, Carcinoembryonic
Antigen, Estradiol, Vaspin, and Obestatin as Biomarkers for the Diagnosis of Breast Cancer in Postmenopausal Women. Lab. Med.
2020, 51, 620–627. [CrossRef] [PubMed]

23. Yio, X.Y.; Jiang, J.; Yin, F.Z.; Ruan, K.-H. Highly Sensitive Sandwich Enzyme Immunoassay for Alpha-Fetoprotein in Human
Saliva. Ann. Clin. Biochem. 1992, 29, 519–522. [CrossRef] [PubMed]

24. López-Jornet, P.; Aznar, C.; Ceron, J.; Asta, T. Salivary biomarkers in breast cancer: A cross-sectional study. Support. Care Cancer
2021, 29, 889–896. [CrossRef] [PubMed]

25. Agha-Hosseini, F.; Mirzaii-Dizgah, I.; Rahimi, A. Correlation of serum and salivary CA15-3 levels in patients with breast cancer.
Med. Oral Patol. Oral Cir. Bucal 2009, 14, e521-4. [CrossRef]

397



Curr. Issues Mol. Biol. 2023, 45

26. Jokerst, J.V.; Raamanathan, A.; Christodoulides, N.; Floriano, P.N.; Pollard, A.A.; Simmons, G.W.; Wong, J.; Gage, C.; Furmaga,
W.B.; Redding, S.W.; et al. Nano-bio-chips for high performance multiplexed protein detection: Determinations of cancer
biomarkers in serum and saliva using quantum dot bioconjugate labels. Biosens. Bioelectron. 2009, 24, 3622–3629. [CrossRef]
[PubMed]

27. Geng, X.F.; Du, M.; Han, J.X.; Zhang, M.; Tang, X.F.; Xing, R.D. Saliva CA125 and TPS levels in patients with oral squamous cell
carcinoma. Int. J. Biol. Markers 2013, 28, 216–220. [CrossRef]

28. Zhang, K.-Y.; Liu, C.-Y.; Hua, L.; Wang, S.-L.; Li, J. Clinical evaluation of salivary carbohydrate antigen 125 and leptin in controls
and parotid tumours. Oral Dis. 2016, 22, 630–638. [CrossRef]

29. He, H.; Chen, G.; Zhou, L.; Liu, Y. A joint detection of CEA and CA-50 levels in saliva and serum of patients with tumors in oral
region and salivary gland. J. Cancer Res. Clin. Oncol. 2009, 135, 1315–1321. [CrossRef]

30. Zheng, J.; Sun, L.; Yuan, W.; Xu, J.; Yu, X.; Wang, F.; Sun, L.; Zeng, Y. Clinical value of Naa10p and CEA levels in saliva and serum
for diagnosis of oral squamous cell carcinoma. J. Oral Pathol. Med. 2018, 47, 830–835. [CrossRef]

31. Khosravi, N.; Bahrami, N.; Khosravi, A.; Abedini, A.; Kiani, A.; Sharifynia, S.; Gharaeeyan, P.; Seifi, S.; Mohamadnia, A.
Expression of mammaglobin and carcinoembryonic antigen in peripheral blood of patients with breast cancer using real time
polymerase chain reaction. Open J. Clin. Diagn. 2017, 7, 103–112. [CrossRef]

32. Rubins, J.B.; Dunitz, J.; Rubins, H.B.; Maddaus, M.A.; Niewoehner, D.E. Serum carcinoembryonic antigen as an adjunct to
preoperative staging of lung cancer. J. Torac. Cardiovasc. Surg. 1998, 116, 412–416. [CrossRef] [PubMed]

33. Brooks, M.N.; Wang, J.; Li, Y.; Zhang, R.; Elashoff, D.; Wong, D.T. Salivary protein factors are elevated in breast cancer patients.
Mol. Med. Rep. 2008, 1, 375–378. [CrossRef] [PubMed]

34. Streckfus, C.; Bigler, L. The use of soluble, salivary c-erbB-2 for the detection and post-operative follow-up of breast cancer in
women: The results of a five-year translational research study. Adv. Dent. Res. 2005, 18, 17–24. [CrossRef]

35. Laidi, F.; Bouziane, A.; Lakhdar, A.; Khabouze, S.; Amrani, M.; Rhrab, B.; Zaoui, F. Significant correlation between salivary and
serum CA15-3 in healthy women and breast cancer patients. Asian Pac. J. Cancer Prev. 2014, 15, 4659–4662. [CrossRef] [PubMed]

36. Zhang, S.J.; Hu, Y.; Qian, H.L.; Jiao, S.C.; Liu, Z.F.; Tao, H.T.; Han, L. Expression and significance of ER, PR, VEGF, CA15-3, CA125
and CEA in judging the prognosis of breast cancer. Asian Pac. J. Cancer Prev. 2013, 14, 3937–3940. [CrossRef]

37. Assad, D.X.; Mascarenhas, E.C.; Normando, A.C.; Chardin, H.; Barra, G.B.; Pratesi, R.; Nóbrega, Y.D.; Acevedo, A.; Guerra, E.N.
Correlation between salivary and serum CA15-3 concentrations in patients with breast cancer. Mol. Clin. Oncol. 2020, 13, 155–161.
[CrossRef]

38. Choi, S.B.; Park, J.M.; Ahn, J.H.; Go, J.; Kim, J.; Park, H.S.; Kim, S.I.; Park, B.-W.; Park, S. Ki-67 and breast cancer prognosis: Does
it matter if Ki-67 level is examined using preoperative biopsy or postoperative specimen? Breast Cancer Res. Treat. 2022, 192,
343–352. [CrossRef]

39. Friedrich, R.E.; Davidoff, M.S.; Bartel-Friedrich, S. Expression of Neuron-specific Enolase in Irradiated Salivary Glands of the Rat:
A Pilot Study. Anticancer Res. 2010, 30, 1569–1571.

40. Hergenroeder, G.W.; Redell, J.B.; Moore, A.N.; Dash, P.K. Biomarkers in the clinical diagnosis and management of traumatic brain
injury. Mol. Diagn. Ther. 2008, 12, 345–358. [CrossRef]

41. Bayerl, C.; Lauk, J.; Moll, I.; Jung, E.G. Immunohistochemical characterization of HSP, alpha-MSH, Merkel cells and neuronal
markers in acute UV dermatitis and acute contact dermatitis in vivo. Inflamm. Res. 1997, 46, 409–411. [CrossRef]

42. Al-Rawi, N.H.; Atiyah, K.M. Salivary neuron specific enolase: An indicator for neuronal damage in patients with ischemic stroke
and stroke-prone patients. Clin. Chem. Lab. Med. 2009, 47, 1519–1524. [CrossRef] [PubMed]

43. Chen, J.; Wang, J.; Cao, D.; Yang, J.; Shen, K.; Huang, H.; Shi, X. Alpha-fetoprotein (AFP)-producing epithelial ovarian carcinoma
(EOC): A retrospective study of 27 cases. Arch. Gynecol. Obstet. 2021, 304, 1043–1053. [CrossRef] [PubMed]

44. Meguro, S.; Yasuda, M. Alpha-fetoprotein-producing ovarian tumor in a postmenopausal woman with germ cell differentiation.
Ann. Diagn. Pathol. 2013, 17, 140–144. [CrossRef]

45. Jha, S.; Sinha, J.; Bharti, S. Alpha Fetoprotein Secreting Mucinous Epithelial Ovarian Carcinoma in a Young Woman—A Rare Case
Report and Review of Literature. EJMO 2021, 5, 80–84. [CrossRef]

46. You, X.Y.; Jiang, J.; Yin, F.Z. Preliminary observation on human saliva alpha-fetoprotein in patients with hepatocellular carcinoma.
Chin. Med. J. 1993, 106, 179–182. [PubMed]

47. Buderath, P.; Kasimir-Bauer, S.; Aktas, B.; Rasch, J.; Kimmig, R.; Zeller, T.; Heubner, M. Evaluation of a novel ELISA for the
tumorassociated antigen CA 72-4 in patients with ovarian cancer. Future Sci. OA 2016, 2, FSO145. [CrossRef]

48. Granato, T.; Midulla, C.; Longo, F.; Colaprisca, B.; Frati, L.; Anastasi, E. Role of HE4, CA72.4, and CA125 in monitoring ovarian
cancer. Tumor Biol. 2012, 33, 1335–1339. [CrossRef]

49. Sergeeva, N.S.; Marshutina, N.V.; Solokhina, M.P.; Alentov, I.I.; Kaprin, A.D. Clinical significance of CA 72-4 as a serological
tumor-associated marker. Onkologiya. Zhurnal Im. P.A. Gertsena 2019, 8, 120–125. (In Russian) [CrossRef]

50. Agha-Hosseini, F.; Mirzaii-Dizgah, I.; Rahimi, A.; Seilanian-Toosi, M. Correlation of serum and salivary CA125 levels in patients
with breast cancer. J. Contemp. Dent. Pract. 2009, 10, E001-8.

51. Tay, S.K.; Chua, E.K. Correlation of serum, urinary and salivary CA 125 levels in patients with adnexal masses. Ann. Acad. Med.
Singap. 1994, 23, 311–314.
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Abstract: Tezosentan is a vasodilator drug that was originally developed to treat pulmonary arterial
hypertension. It acts by inhibiting endothelin (ET) receptors, which are overexpressed in many types
of cancer cells. Endothelin-1 (ET1) is a substance produced by the body that causes blood vessels
to narrow. Tezosentan has affinity for both ETA and ETB receptors. By blocking the effects of ET1,
tezosentan can help to dilate blood vessels, improve the blood flow, and reduce the workload on
the heart. Tezosentan has been found to have anticancer properties due to its ability to target the
ET receptors, which are involved in promoting cellular processes such as proliferation, survival,
neovascularization, immune cell response, and drug resistance. This review intends to demonstrate
the potential of this drug in the field of oncology. Drug repurposing can be an excellent way to
improve the known profiles of first-line drugs and to solve several resistance problems of these same
antineoplastic drugs.
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1. Introduction

Nowadays, cancer remains a significant health problem worldwide. In 2020 there
were an estimated 19.3 million new cases of cancer and almost 10 million deaths from
cancer [1]. Despite huge improvements, current anticancer pharmacological therapies
are effective in a limited number of cancer cases. Tumors with a high mortality rate,
targets not reachable by chemotherapy, and chemotherapy resistance, represent the current
challenges of cancer treatments [2]. As the pharmaceutical productivity and drug efficacy
in oncology seem to have reached a plateau, ‘drug repurposing’—meaning the use of old
drugs, already in clinical use, for a different therapeutic indication—is a promising and
viable strategy to improve cancer therapy. Opportunities for drug repurposing are often
based on occasional observations or on time-consuming pre-clinical drug screenings that
are often not hypothesis-driven [3]. This approach is greatly beneficial because of the main
benefits such as the reduced development timelines with an average saving of 5–7 years,
high approval rates, lower development costs, and, as they are already approved drugs,
these compounds have already been tested in humans, so comprehensive information
exists on their pharmacology, dose, possible toxicity, and formulation [4,5]. A possible
solution to tackle the complexity of treating different types of cancer is to focus on how a
specific treatment functions at a molecular level. By understanding this, we can identify
which types of cancer are more likely to respond to that treatment [4,6]. However, it is
essential to note that the effects of drugs on cancer cells vary depending on the specific
drug and cancer type being examined. This is important to consider, as the results observed
in laboratory studies may not always translate to the same effects in humans.
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One such approach is the use of vasodilators, drugs originally development to use
in the management of hypertension, angina, preeclampsia, stroke, heart failure, chronic
kidney disease, and myocardial infarction. Examples of vasodilators include drugs such as
angiotensin-converting enzyme inhibitors, angiotensin receptor blockers, calcium channel
blockers, nitrates, PDE5 inhibitors, and endothelin antagonists, among others. These drugs
work through different mechanisms to relax the smooth muscles in blood vessels, thereby
reducing blood pressure and improving blood flow throughout the body [7].

Tezosentan, a vasodilator drug originally developed to treat pulmonary arterial hy-
pertension acts through inhibiting endothelin (ET) receptors, which are overexpressed in
many types of cancer cells [8].

Therefore, additional research is necessary to fully comprehend the impact of tezosen-
tan on cancer cells and determine their potential as a cancer treatment. In the following
section, we review the current understanding of the mechanisms of action of tezosentan in
cancer and its clinical applications as a novel anticancer agent.

2. Structure of Tezosentan and Mechanism of Action

Tezosentan is a small molecule that belongs to a class of drugs known as ET recep-
tor antagonists, which work through blocking the effects of a hormone called endothelin.
The chemical name of tezosentan is N-[(2R)-6-(2,6-dimethylphenyl)-5-[(3R)-3-methyl-2,3,4,5-
tetrahydro-1,5-benzoxazepin-5-yl]pyridazin-3-yl]-4-methoxybenzamide, and its chemical for-
mula is C30H31N5O2. Tezosentan belongs to the class of organic compounds known as
pyridinylpyrimidines and is composed of three primary structural moieties (Figure 1), namely
a pyridazine ring, a tetrahydrobenzoxazine ring, and a phenyl group. These moieties are
connected through a linker, with the pyridazine ring being linked to the tetrahydrobenzoxazine
ring and the phenyl group being attached to the pyridazine ring. Additionally, the phenyl group
of the molecule is substituted with a methoxy group (-OCH3).
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Endothelin-1 (ET1) is a naturally occurring substance that is produced by the body
and has potent vasoconstrictive effects, meaning it causes blood vessels to narrow. ET1 is
produced by the endothelial cells that line blood vessels, and acts on two types of receptors:
endothelin type A (ETA) and endothelin type B (ETB). Tezosentan has affinity for both
ETA and ETB receptors [9,10]. By blocking the effects of ET1, tezosentan can help to dilate
blood vessels, improve the blood flow, and reduce the workload on the heart. This can
help to alleviate symptoms of heart failure and improve overall cardiac function. The
ETA receptor is primarily found in vascular smooth muscle cells and is responsible for
causing blood vessels to narrow and for promoting cell growth. The ETB receptor is found
in various tissues, including the brain, blood vessels, and heart, and can have different
effects depending on where it is located. In blood vessels, it can cause both constriction
and dilation, while in cardiac fibroblasts it is believed to play a role in fibrosis, which is the
buildup of excess connective tissue that can impair heart function [11].

Tezosentan is rapidly distributed after intravenous administration, with a volume of
distribution of approximately 3 L/kg. The drug has a linear pharmacokinetic profile over a
wide range of doses. Tezosentan is metabolized primarily by the liver via the cytochrome
P450 3A4 enzyme system, and its clearance is primarily via the biliary route. The drug
has a half-life of approximately 30 min and is eliminated from the body within 24 h after
administration [9,12].

3. Clinical Use against Cancer
3.1. Endothelin-1 Receptor

The ET1 signaling pathway can promote various cellular processes such as pro-
liferation, survival, epithelial-to-mesenchymal transition, neovascularization, immune
cell response, and drug resistance, but the effects may vary depending on the context
(Figure 2) [13]. Several tumor cell lines have demonstrated increased levels of ET1 produc-
tion, highlighting the targeting of endothelin receptors as an important approach for cancer
therapy [14–18].

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 4 
 

 

 

Figure 2. Actions of endothelin-1 in cancer. 

Changes in the expression of ET1 and its associated receptors and signaling pathways 

can disrupt normal cellular processes and contribute to the development and progression 

of tumors. This can occur through both autocrine signaling (when cells produce ET1 to 

stimulate their own growth) and paracrine signaling (when cells produce ET1 to stimulate 

the growth of neighboring cells). These changes may be caused by genetic mutations or 

epigenetic modifications, which can lead to aberrant expression of ET1 and alterations in 

its downstream signaling pathways [13]. 

Due to the significant involvement of ETA in the biology of tumor cells, there has been 

greater emphasis on the development of selective antagonists targeting ETA compared to 

those targeting ETB in the treatment of cancer. This is reflected in Table 1, which demon-

strates a higher number of ETA-selective antagonists developed for this purpose. 

Table 1. Clinical trials involving ET1 receptors against types of cancer. 

Drug Target Type of Cancer Clinical Trial Status 

Identifier Trial Number 

(https://clinicaltrials.gov)  

accessed on 25 April 2023 

Atrasentan ETA 

Prostate Phase III Completed (2021) NCT00134056 

Prostate Phase III Completed (2006) NCT00036543 

Prostate Phase III Completed (2011) NCT00046943 

Prostate Phase II Completed (2010) NCT00181558 

Prostate Phase III Completed (2007) NCT00036556 

Prostate Phase II Completed (2006) NCT00038662 

Kidney Phase II Completed (2010) NCT00039429 

Ovarian Phase II Terminated (2012) NCT00653328 

Prostate Phase II/III Completed (2007) NCT00127478 

Brain Phase I Completed (2009) NCT00017264 

Zibotentan 

(ZD4054) 
ETA 

Prostate Phase III Completed (2016) NCT00554229 

Prostate Phase III Terminated (2012) NCT00626548 

Prostate Phase II Terminated (2019) NCT01119118 

Prostate Phase III Terminated (2012) NCT00617669 

Prostate NA Unknown NCT01168141 

Breast Phase II Withdrawn NCT01134497 

Figure 2. Actions of endothelin-1 in cancer.

The ETB signaling pathway has been found to promote the migration and proliferation of
microvascular endothelial cells [19]. ETA signaling, on the other hand, induces angiogenesis,
particularly through the induction of vascular endothelial growth factor [20,21]. ET1 triggers
the activation of phospholipase C β (PLCβ), which increases intracellular calcium ion levels
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and activates protein kinase C. It also activates phosphoinositide 3-kinase (PI3K), c-Jun
N-terminal kinase (JNK), extracellular-signal-regulated kinase/mitogen-activated protein
kinase (ERK/MAPK), and epidermal growth factor receptor (EGFR) signaling (Figure 3).
Additionally, ET1-induced signaling leads to the activation of FAK and paxillin. Blocking
ETA and ETB receptors has shown promise in treating systemic pulmonary hypertension and
chronic heart failure by inhibiting endothelial cell proliferation and survival [22]. In cancer
therapy, inhibition of endothelin receptor signaling has shown potential.
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Figure 3. The ET1 signaling network. ET1, a signaling molecule involved in cancer, activates several
pathways that contribute to various cellular processes. Upon binding to its receptor, it initiates a
cascade of events involving G-protein coupled receptor activation and the activation of primary
effectors. One of the pathways activated by ET1 is through the activation of PLCβ. This enzyme
cleaves a molecule called phosphatidylinositol-4,5-bisphosphate (PtdIns(4,5)P2) into diacylglycerol
(DAG) and inositol triphosphate (IP3). This leads to an increase in calcium levels and the activation
of protein kinase C (PKC). Additionally, this pathway triggers the activation of members of the
MAPK family, including ERK1/2, which are important for cellular signaling. ET1 activation also
stimulates the Ras/Raf/MEK pathway, which converges on the activation of ERK1/2. This pathway
plays a role in transmitting signals that regulate cell growth and proliferation. Furthermore, ET1
stimulation activates phospholipase A (PLA), resulting in the release of arachidonic acid (AA) and the
activation of cyclooxygenase-1 (COX-1) and COX-2. These enzymes are involved in the production of
prostaglandin E2 (PGE2). ET1 also activates PI3K, leading to the activation of AKT, integrin-linked
kinase (ILK), and glycogen synthase kinase (GSK)-3β, which in turn stabilizes β-catenin. Importantly,
ET1 can also activate ERK1/2 and PI3K/AKT/β-catenin signaling through the involvement of β-
arrestin1. Through β-arrestin1, ET1 also activates nuclear factor-kB (NF-kB) signaling by inhibiting
NF-kB inhibitor (IkB), leading to the dissociation and subsequent nuclear localization of active NF-kB.
Additionally, ET1 activates PDZ-RhoGEF, leading to the activation of Rho-A and -C GTPases. This
activation triggers Rho-dependent signaling events through RHO-associated coiled-coil containing
protein kinase 1 (ROCK1), resulting in the activation of LIMK and the inhibition of cofilin. Collectively,
these signaling pathways, orchestrated by ET-1R, promote cell growth, chemoresistance, angiogenesis,
cytoskeleton remodeling, invadopodia formation, and metastasis. By understanding and targeting
these pathways, it may be possible to develop therapeutic strategies to intervene in cancer progression.
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Changes in the expression of ET1 and its associated receptors and signaling pathways
can disrupt normal cellular processes and contribute to the development and progression
of tumors. This can occur through both autocrine signaling (when cells produce ET1 to
stimulate their own growth) and paracrine signaling (when cells produce ET1 to stimulate
the growth of neighboring cells). These changes may be caused by genetic mutations or
epigenetic modifications, which can lead to aberrant expression of ET1 and alterations in
its downstream signaling pathways [13].

Due to the significant involvement of ETA in the biology of tumor cells, there has been
greater emphasis on the development of selective antagonists targeting ETA compared
to those targeting ETB in the treatment of cancer. This is reflected in Table 1, which
demonstrates a higher number of ETA-selective antagonists developed for this purpose.

Table 1. Clinical trials involving ET1 receptors against types of cancer.

Drug Target Type of Cancer Clinical Trial Status
Identifier Trial Number

(https://clinicaltrials.gov)
Accessed on 25 April 2023

Atrasentan ETA

Prostate Phase III Completed (2021) NCT00134056
Prostate Phase III Completed (2006) NCT00036543
Prostate Phase III Completed (2011) NCT00046943
Prostate Phase II Completed (2010) NCT00181558
Prostate Phase III Completed (2007) NCT00036556
Prostate Phase II Completed (2006) NCT00038662
Kidney Phase II Completed (2010) NCT00039429
Ovarian Phase II Terminated (2012) NCT00653328
Prostate Phase II/III Completed (2007) NCT00127478

Brain Phase I Completed (2009) NCT00017264

Zibotentan
(ZD4054) ETA

Prostate Phase III Completed (2016) NCT00554229
Prostate Phase III Terminated (2012) NCT00626548
Prostate Phase II Terminated (2019) NCT01119118
Prostate Phase III Terminated (2012) NCT00617669
Prostate NA Unknown NCT01168141
Breast Phase II Withdrawn NCT01134497
Lung Phase II Completed (2012) NCT00745875

Prostate Phase II Completed (2013) NCT00090363
Prostate Phase I Completed (2013) NCT00314782
Ovarian Phase II Terminated (2012) NCT00929162
Prostate Phase II Completed (2012) NCT00055471

Colorectal Phase II Completed (2014) NCT01205711

BQ788 ETB Melanoma Phase I Terminated (2015) NCT02442466

Bosentan ETA/ETB
Pancreatic Phase I Recruiting NCT04158635

Solid tumor Phase I Recruiting NCT05072106

Macitentan ETA/ETB
Glioblastoma Phase I Terminated (2018) NCT02254954
Glioblastoma Phase I Terminated (2016) NCT01499251

NA—Not applicable.

Based on safety data on other ET1 receptor antagonists, bosentan has the ability to
affect specific enzymes in the body, including CYP2C9, CYP2C19, and CYP3A4. These
enzymes play a role in the breakdown of many contraceptives, which means that when
bosentan is taken together with these contraceptives, there is a possibility of reduced
effectiveness. Patients with moderate to severe liver problems should exercise caution
when using bosentan because it can lead to increased levels of liver amino transferase.
Additionally, bosentan has been found to have the potential to cause birth defects. Am-
brisentan, when used in combination with drugs such as ciclosporin, ketoconazole, or
omeprazole, which affect the activity of CYP enzymes, can potentially result in drug inter-
actions. Similar caution is recommended for inhibitors or inducers of P-glycoprotein (P-gp),
UDP-glucuronosyltransferase, and organic-anion-transporting polypeptide (OATP) when
co-administered with ambrisentan. Ambrisentan is not recommended for patients with
severe liver impairment due to the involvement of the liver and bile in its metabolism and
elimination. Macitentan is not recommended for use in pregnant women due to the risk

404



Curr. Issues Mol. Biol. 2023, 45

of causing birth defects, and in individuals with severe liver dysfunction or elevated liver
enzyme levels [23]. Tezosentan should be avoided in patients with clinically significant
renal failure [10]. With this, tezosentan seems to be the safest ET1 receptor inhibitor to be
tested as an antineoplastic drug.

3.2. Endothelin Receptor Type A

Several types of cancer, including colorectal, ovarian, and prostate tumors, have been
shown to have increased expression of ETA receptors in malignant tissue, as demonstrated
through immunohistochemistry and autoradiography [24–26]. In fact, ETA receptor expres-
sion levels in prostate tumors have been found to correlate with both the Gleason score
and the presence of metastasis [27].

Akhavan et al., found that blocking ET1 receptors with a selective ETA receptor
antagonist, atrasentan, inhibited the growth of prostate cancer cells in vitro and in vivo
by inducing apoptosis and reducing angiogenesis [28]. The results of another study on
LIM1215 and HT29 colorectal cancer cell lines have shown that ET1 can promote cell
growth through the ETA receptor. However, it is not yet clear whether this effect is due to a
mitogenic stimulus, an antiapoptotic signal, or a combination of both. Nevertheless, the
findings of previous studies that have shown that ET1 is produced by colorectal cancers,
along with the results of this study, suggest that ET1 may act as a mitogen in colorectal
cancer [29,30]. Therefore, targeting the ETA receptor with antagonists may have therapeutic
potential for the treatment of colorectal cancer.

There is some debate over the role of ET1, which acts as both an autocrine and
paracrine cytokine. However, findings of Liu et al., on gastric cancer cell lines suggest
that activating the ET1/ETA pathway contributes to cell proliferation, migration, and
antiapoptosis. By acting mainly through ETA, ET1 plays a crucial role in promoting
the development of gastric cancer, indicating that inhibiting the ET1/ETA axis could
potentially improve treatment outcomes [31]. Another study demonstrates that the drug
ambrisentan, another ETA receptor antagonist, inhibits in vitro cancer cell migration and
invasion in COLO-357 metastatic pancreatic adenocarcinoma, OvCar3 ovarian carcinoma,
MDA-MB-231 breast adenocarcinoma, and HL-60 promyelocytic leukemia. In vivo this
drug has demonstrated its potential in reducing metastasis of a metastatic breast cancer
into the lung and liver, thereby decreasing mortality [32]. Atrasentan (ABT-627), a specific
antagonist of the endothelin-A receptor, has shown promising results in treating men with
hormone-refractory metastatic prostate cancer. The safety profile of this drug aligns with its
pharmacologic activity and makes it suitable for long-term, noncytolytic therapy. Further
research is necessary to investigate its efficacy in earlier stages of prostate cancer and in
other types of cancer in which the endothelin pathway may be involved [33].

Arabanian et al., demonstrate that ETA is upregulated in leukemic cells that express
high levels of Hoxa9 and Meis1. Overexpression of ETA has been shown to promote cell
proliferation and enhance the repopulating capacity of Hoxa9-expressing cells. More-
over, cancer progression and metastasis rely heavily on the resistance to apoptosis, and
leukemia-inducing cells require close contact with their niche to survive. This contact is
supported and maintained by various surface molecules that modulate the homing capacity
of leukemic cells and their ability to proliferate and remain quiescent [34]. Identification of
these surface molecules can be helpful in targeting the residual leukemia-inducing cells af-
ter therapy. In this study, they investigated whether ETA signaling contributes to protection
against drug-induced apoptosis in leukemia cells [35]. They used daunorubicin, a common
chemotherapeutic agent used in leukemia treatment, to induce apoptosis in the cells. The
results suggest that upregulation of ETA may contribute to chemo-resistance in leukemic
cells in response to daunorubicin. ETA may function as a signaling molecule that promotes
cell growth and induces protection against cytotoxic effects. In conclusion, targeting ETA,
along with other chemotherapies, may have therapeutic benefits for leukemia by overcom-
ing resistance to drug-induced apoptosis. ETA inhibitors could potentially be used in the
treatment of leukemia to enhance the effectiveness of chemotherapy. Further studies are
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needed to investigate the mechanism of ETA function using additional chemotherapeutic
agents and ETA knockdown models as controls [36].

ATP-Binding Cassette Subfamily B Member 1 (ABCB1) Protein

Upregulation of transmembrane transporters such as ATP-binding cassette subfamily
B member 1 (ABCB1 or P-glycoprotein) in tumor cells contributes to drug resistance. The
ABCB1 protein is known for its involvement in multidrug resistance of tumor cells by
preventing intracellular accumulation of cytotoxic drugs. It serves as a membrane efflux
that extrudes the drugs from the cancer cells, reducing their effectiveness [37,38]. This
is a major problem in cancer treatment, as drug resistance can limit the effectiveness of
chemotherapy and ultimately lead to treatment failure.

Several studies have shown that ABCB1 overexpression is associated with poor prog-
nosis in various types of cancer, including breast [39], lung [40], colon [41], and ovarian
cancer [42–45]. In addition, ABCB1 inhibitors have been investigated as potential drugs to
overcome drug resistance in cancer cells. In that study, Englinger et al., found that a specific
signaling pathway, called the ET1/ETA pathway, was overactive in a type of lung cancer
cell called DMS114/NIN, and this contributed to the cells’ resistance to a cancer drug called
nintedanib. The overactive pathway led to increased levels of certain proteins (ABCB1,
PKC, and NFκB), which are known to be involved in drug resistance. The researchers
tested tezosentan, which blocks the ETA protein, and found that it decreased the levels
of ABCB1, PKC, and NFκB proteins in the cells. Importantly, this also led to a significant
increase in the cells’ sensitivity to nintedanib. In summary, blocking the ETA pathway
using tezosentan could be a promising strategy to overcome resistance to nintedanib in
cancer cells [46].

3.3. Endothelin Receptor Type B

ETB is overexpressed in bladder carcinoma [47], melanoma [48], small-cell lung can-
cer [49], vulvar cancer [50], clear-cell renal cell carcinoma [51], esophageal squamous cell
carcinoma [52], and glioblastoma [53].

Methylation of the ETB gene has also been found to be relatively increased in several
cancer cell lines from the prostate, bladder, and colon, with a corresponding downregulation
of transcription [54]. This suggests a potential mechanism for the reduced expression of
ETB receptors in malignant tissue.

One of the main signaling pathways activated by ETB in cancer is the PI3K/AKT
pathway, which is involved in cell growth and survival [55,56]. ETB can also activate
the MAPK/ERK pathway, which is involved in cell proliferation and differentiation [57].
In addition, ETB can stimulate the expression of various genes that promote cancer cell
invasion and metastasis [58].

Melanocytes use a surface receptor called ETB to produce and transport melanin, and it
has been found that this receptor works in synergy with many other factors involved in the
melanin pathway [59]. However, studies have shown that using ETB antagonists can slow
the growth of melanoma cells and increase their programmed cell death, or apoptosis [60].
Research has also indicated that ETB antagonists can prevent the progression of melanoma
induced by ET and stabilize metastatic disease, making it an effective clinical approach for
treating melanoma [61,62].

A study led by Lahav et al., indicates that the ETB inhibitor BQ788 is a potent agent
for inhibiting human melanoma tumor growth in a nude mouse model, with some tumors
being completely halted. Although the underlying mechanism is not yet fully understood,
experiments conducted in culture suggest that BQ788 may slow melanoma cell growth,
induce differentiation, and ultimately lead to cell death. For example, some lines showed
a slower growth rate, increased pigmentation, and flattened appearance, while others
displayed dendritic morphology characteristic of differentiated melanocytes. The most
sensitive cell lines showed a loss of viability accompanied by cytoplasmic vacuoles and in-
creased TUNEL staining, indicative of apoptosis. Although further investigation is needed
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to determine whether BQ788 is the most effective ETB antagonist for stopping melanoma
growth in vivo, there is evidence that such drugs can be well tolerated. Future experiments
should explore why systemic treatment with BQ788 results in variable responses in differ-
ent animals, and whether the effects are reversible. It will also be important to determine
whether ETB antagonists can inhibit metastasis in addition to tumor growth [63].

Another study on melanoma has identified ETB, which is associated with aggressive
phenotypes, including the ability of melanoma cells to mimic blood vessels. By screening
a variety of benign and malignant pigment cell lesions using immunohistochemistry and
quantitative reverse transcription PCR analysis, the authors have found that ETB is a
marker of tumor progression in malignant melanoma and could be a clinically relevant
target for the development of small molecules that can block ET. Furthermore, an orally
active ETB antagonist called A-192621 has displayed antitumor activity against established
melanoma expressing ETB, making it a promising candidate for targeted therapy. ET-1
and ET-3 are molecules that trigger several molecular effectors involved in melanoma
progression, including cell–cell adhesion and communication molecules, tumor proteases,
and integrins, through the activity of ETB. By blocking this receptor with small molecules,
melanoma growth can be inhibited, providing new possibilities for integrated treatments
for this malignancy. This knowledge is particularly important given the known resistance
of melanoma to current therapies [64].

Because of its role in promoting cancer cell growth and survival, ETB has become a
potential target for cancer therapy. The drugs that target ETB work through blocking the
activity of ETB and inhibiting its downstream signaling pathways, thereby reducing cancer
cell growth and invasion.

Nitric Oxide (NO) Release

When endothelin-1 binds to ETB receptors on endothelial cells, it triggers the synthesis
of nitric oxide (NO) and the subsequent relaxation of smooth muscle [65]. Nitric oxide
(NO), also known as nitrogen monoxide, is a naturally occurring gas that is soluble in water
and acts as a free radical. Its presence is critical in several physiological and pathological
processes. NO is produced by the oxidation of l-arginine through the catalytic activity of
NO synthases (NOSs). This process requires nicotinamide adenine dinucleotide phosphate
(NADPH) and O2 as cosubstrates, and it results in the production of NO and l-citrulline
as byproducts. NO’s role in many bodily functions occurs primarily through a cyclic
guanosine monophosphate (cGMP)-dependent pathway, leading to vasodilation, neuro-
transmission, inhibition of platelet aggregation, and smooth muscle relaxation. Another
pathway for NO activity is cGMP-independent, and it involves the reaction of NO with
molecular oxygen, superoxide (O2-), thiols, and transition metals such as zinc. Addition-
ally, NO can directly modify proteins without enzyme involvement through nitration or
nitrosylation. S-nitrosylation, a reversible modification, involves the signaling of cysteine
thiol residues and regulates the function of several intracellular proteins [66].

NO plays a complex and context-dependent role in cancer, having both pro-tumor and
antitumor effects (Figure 4). The effects of NO on cancer cells depend on its concentration
and the stage of the cancer. At low concentrations, NO can activate pathways that promote
cell growth and inhibit the immune response, leading to the development of cancer. At
higher concentrations, NO can induce cell death and inhibit the growth and metastasis
of cancer cells [67]. The role of NO in cancer is complex and depends on a variety of
factors, including the stage of the cancer and the cellular response to stress. NO can alter
the expression of genes involved in DNA repair and tumor suppression, as well as affect
processes such as apoptosis and metastasis [68].
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Figure 4. Concentration-dependent effects of NO in cancer. When NO is present in low concentrations,
it can improve the molecular processes that maintain normal physiology. However, in already
established cancers, low levels of NO may promote cancer progression by enhancing processes such
as proliferation and angiogenesis, and the switch to immunologically suppressive immune cell types.
In contrast, high levels of NO can induce DNA damage, activate p53, and cause nitrosative stress.
While this may promote the development of cancer initially, in already established cancers, high
levels of NO can actually activate immunity and improve the effectiveness of chemotherapy. Overall,
the effects of NO on cancer depend on the stage of the cancer and the concentration of NO present.
While low levels of NO can enhance cancer progression, high levels of NO can induce DNA damage
and activate immunity to improve chemotherapeutic efficacy.

Studies have shown that NO can inhibit the growth of various cancer cells, including
gastric [69], breast [70], prostate [71], and bladder cancer cells [72], as well as neural precur-
sor cells [73]. GIT-27NO, a novel NO donor, has been shown to inhibit the growth of PC3
and LnCap prostate cancer cells in a concentration-dependent manner when xenografted
into nude mice [74]. Saquinavir, a NO-derivative of the HIV protease inhibitor, has also
been shown to induce apoptosis and production of proapoptotic BCL-2-interacting me-
diator of cell death (Bim) in PC3. In vivo studies have shown that Saq-NO inhibited PC3
xenotransplants to a greater extent than the parental compound [75].

One proposed mechanism for the anticancer effects of NO is through the upregulation
of a pathway involving BRCA1, Chk1, p53, and p21. This pathway is involved in controlling
the cell cycle and can cause cell cycle arrest and cell death in response to DNA damage or
other types of cellular stress [76].

Additionally, a study has revealed that NO can increase the sensitivity of cancer cells
to radiation, making them more vulnerable to destruction. In cancer radiotherapy, one of
the challenges is that hypoxic cells in tumors, which have low levels of oxygen, are not
very responsive to radiation. However, NO has been shown to sensitize hypoxic cells to
radiation by increasing their oxygen levels through pathways that alter blood flow and
oxygen intake by the cells [77]. The combination of NO and ionizing radiation can also
induce apoptotic cell death by activating the p53 pathway. In one study, treating colorectal
cancer cells with NO donors resulted in a significant increase in the radiosensitivity of
the cancer cells [78,79]. Overall, NO has the potential to be a powerful tool in cancer
treatment, particularly in combination with radiation therapy. By sensitizing hypoxic cells
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and inducing apoptotic cell death, NO can improve the effectiveness of cancer treatment
and lead to better outcomes for patients.

3.4. METAP1 Methionyl Aminopeptidase 1

As said before, tezosentan belongs to the class of organic compounds known as pyridinylpyrim-
idines that selectively inhibit human methionyl aminopeptidase 1 (METAP1) [80,81].

METAP1 is a protein-coding gene that belongs to the family of metalloproteases. It
is involved in the removal of the N-terminal methionine residue from newly synthesized
proteins, a process known as N-terminal methionine excision (NME) [82]. METAP1 is
highly conserved across species and is expressed in a wide range of tissues, including the
brain, liver, kidney, lung, and heart. It has been implicated in various cellular processes,
such as protein synthesis, cell proliferation, and apoptosis [83,84]. Studies have shown that
METAP1 inhibitors have potential therapeutic benefits in the treatment of various diseases,
including cancer [83,85] and malaria [86].

Frottin et al., propose that the assessment of METAP1 levels and redox homeosta-
sis imbalances can be advantageous in creating individualized anticancer tactics. These
measurements provide vital information about the role of METAP1 in cancer and the re-
dox status of cancer cells. By identifying these characteristics in a patient’s cancer cells,
healthcare providers can determine the potential effectiveness of METAP1 inhibitors and
redox-targeted therapies in that specific individual. Therefore, METAP1 levels and re-
dox homeostasis imbalances can serve as innovative tools to develop personalized cancer
treatments [83].

4. Conclusions

The repurposing of vasodilator drugs such as tezosentan for cancer therapy represents
a promising approach to overcome the challenges of current anticancer pharmacological
therapies. Tezosentan acts through inhibiting endothelin receptors, which are overex-
pressed in many types of cancer cells, and has been shown to have potential as a novel
anticancer agent. Additionally, tezosentan has shown promising preclinical results in
inhibiting cancer cell growth and inducing apoptosis, particularly in tumors with high
expression of endothelin receptor type A. Further clinical studies are needed to confirm the
efficacy and safety of tezosentan in cancer therapy, but its potential as a repurposed drug
for cancer treatment is certainly worth exploring.

One of the aspects that can be developed in the future will be its potential as a
new agent to be used in oncology compared to reference drugs if eventually used in
combination. In drug combination models, using only repurposed drugs or including
reference drugs, can be an excellent way to ensure additive or synergistic effects in a
preclinical or even clinical context. Drug combination therapy, in which two or more
drugs are used together, aims to increase the chances for better efficacy. Additionally, the
efficacy will be observed by decreasing toxicity and reduced development of drug resistance
compared to monotherapies. Being a repurposed drug, its clinical safety potential has
already been duly proven and this aspect will be a stimulus for further studies involving
the drug tezosentan.

Author Contributions: Conceptualization, N.V.; methodology E.R.; formal analysis, E.R. and N.V.;
investigation, E.R.; writing—original draft preparation, E.R.; writing—review and editing, N.V.;
supervision, N.V.; project administration, N.V.; funding acquisition, N.V. All authors have read and
agreed to the published version of the manuscript.

Funding: This research was financed by Fundo Europeu de Desenvolvimento Regional (FEDER) funds
through the COMPETE 2020 Operational Programme for Competitiveness and Internationalisation
(POCI), Portugal 2020, and by Portuguese funds through Fundação para a Ciência e a Tecnologia (FCT)
in the framework of the projects IF/00092/2014/CP1255/CT0004 and CHAIR in Onco-Innovation
from the Faculty of Medicine, University of Porto (FMUP).

Institutional Review Board Statement: Not applicable.

409



Curr. Issues Mol. Biol. 2023, 45

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: E.R. acknowledges CHAIR in Onco-Innovation/FMUP for funding her PhD grant.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Ferlay, J.; Colombet, M.; Soerjomataram, I.; Parkin, D.M.; Piñeros, M.; Znaor, A.; Bray, F. Cancer statistics for the year 2020: An

overview. Int. J. Cancer 2021, 149, 778–789. [CrossRef]
2. Alfarouk, K.O.; Stock, C.M.; Taylor, S.; Walsh, M.; Muddathir, A.K.; Verduzco, D.; Bashir, A.H.; Mohammed, O.Y.; Elhassan, G.O.;

Harguindey, S.; et al. Resistance to cancer chemotherapy: Failure in drug response from ADME to P-gp. Cancer Cell. Int. 2015, 15, 71.
[CrossRef] [PubMed]

3. To, K.K.W.; Cho, W.C.S. Drug Repurposing for Cancer Therapy in the Era of Precision Medicine. Curr. Mol. Pharmacol. 2022, 15,
895–903. [CrossRef] [PubMed]

4. Khataniar, A.; Pathak, U.; Rajkhowa, S.; Jha, A.N. A Comprehensive Review of Drug Repurposing Strategies against Known
Drug Targets of COVID-19. COVID 2022, 2, 148–167. [CrossRef]

5. Zhang, Z.; Zhou, L.; Xie, N.; Nice, E.C.; Zhang, T.; Cui, Y.; Huang, C. Overcoming cancer therapeutic bottleneck by drug
repurposing. Signal. Transduct. Target. Ther. 2020, 5, 113. [CrossRef] [PubMed]

6. Sahragardjoonegani, B.; Beall, R.F.; Kesselheim, A.S.; Hollis, A. Repurposing existing drugs for new uses: A cohort study of the
frequency of FDA-granted new indication exclusivities since 1997. J. Pharm. Policy Pract. 2021, 14, 3. [CrossRef]

7. Ribeiro, E.; Costa, B.; Vasques-Nóvoa, F.; Vale, N. In Vitro Drug Repurposing: Focus on Vasodilators. Cells 2023, 12, 671. [CrossRef]
8. Wang, R.; Dashwood, R.H. Endothelins and their receptors in cancer: Identification of therapeutic targets. Pharmacol. Res. 2011,

63, 519–524. [CrossRef] [PubMed]
9. Dingemanse, J.; Clozel, M.; van Giersbergen, P.L. Pharmacokinetics and pharmacodynamics of tezosentan, an intravenous dual

endothelin receptor antagonist, following chronic infusion in healthy subjects. Br. J. Clin. Pharmacol. 2002, 53, 355–362. [CrossRef]
10. Cheng, J.W. Tezosentan in the management of decompensated heart failure. Cardiol. Rev. 2005, 13, 28–34. [CrossRef]
11. Schalcher, C.; Cotter, G.; Reisin, L.; Bertel, O.; Kobrin, I.; Guyene, T.T.; Kiowski, W. The dual endothelin receptor antagonist

tezosentan acutely improves hemodynamic parameters in patients with advanced heart failure. Am. Heart J. 2001, 142, 340–349.
[CrossRef]

12. Lebrec, D.; Bosch, J.; Jalan, R.; Dudley, F.J.; Jessic, R.; Moreau, R.; Garcia-Pagan, J.C.; Mookerjee, R.P.; Chiossi, E.; Van
Giersbergen, P.L.; et al. Hemodynamics and pharmacokinetics of tezosentan, a dual endothelin receptor antagonist, in pa-
tients with cirrhosis. Eur. J. Clin. Pharmacol. 2012, 68, 533–541. [CrossRef]

13. Rosanò, L.; Spinella, F.; Bagnato, A. Endothelin 1 in cancer: Biological implications and therapeutic opportunities. Nat. Rev.
Cancer 2013, 13, 637–651. [CrossRef] [PubMed]

14. Grant, K.; Loizidou, M.; Taylor, I. Endothelin-1: A multifunctional molecule in cancer. Br. J. Cancer 2003, 88, 163–166. [CrossRef]
[PubMed]

15. Kusuhara, M.; Yamaguchi, K.; Nagasaki, K.; Hayashi, C.; Suzaki, A.; Hori, S.; Handa, S.; Nakamura, Y.; Abe, K. Production of
endothelin in human cancer cell lines. Cancer Res. 1990, 50, 3257–3261. [PubMed]

16. Nakamuta, M.; Ohashi, M.; Tabata, S.; Tanabe, Y.; Goto, K.; Naruse, M.; Naruse, K.; Hiroshige, K.; Nawata, H. High plasma
concentrations of endothelin-like immunoreactivities in patients with hepatocellular carcinoma. Am. J. Gastroenterol. 1993, 88,
248–252.

17. Nelson, J.B.; Hedican, S.P.; George, D.J.; Reddi, A.H.; Piantadosi, S.; Eisenberger, M.A.; Simons, J.W. Identification of endothelin-1
in the pathophysiology of metastatic adenocarcinoma of the prostate. Nat. Med. 1995, 1, 944–949. [CrossRef]

18. Ferrari-Bravo, A.; Franciosi, C.; Lissoni, P.; Fumagalli, L.; Uggeri, F. Effects of oncological surgery on endothelin-1 secretion in
patients with operable gastric cancer. Int. J. Biol. Mrk. 2000, 15, 56–57. [CrossRef]

19. Morbidelli, L.; Orlando, C.; Maggi, C.A.; Ledda, F.; Ziche, M. Proliferation and migration of endothelial cells is promoted by
endothelins via activation of ETB receptors. Am. J. Physiol. 1995, 269, H686–H695. [CrossRef]

20. Alberts, G.F.; Peifley, K.A.; Johns, A.; Kleha, J.F.; Winkles, J.A. Constitutive endothelin-1 overexpression promotes smooth muscle
cell proliferation via an external autocrine loop. J. Biol. Chem. 1994, 269, 10112–10118. [CrossRef] [PubMed]

21. Salani, D.; Di Castro, V.; Nicotra, M.R.; Rosanò, L.; Tecce, R.; Venuti, A.; Natali, P.G.; Bagnato, A. Role of endothelin-1 in
neovascularization of ovarian carcinoma. Am. J. Pathol. 2000, 157, 1537–1547. [CrossRef] [PubMed]

22. Bagnato, A.; Spinella, F.; Rosanò, L. Emerging role of the endothelin axis in ovarian tumor progression. Endocr. Relat. Cancer 2005,
12, 761–772. [CrossRef]

23. Rich, S.; McLaughlin, V.V. Endothelin Receptor Blockers in Cardiovascular Disease. Circulation 2003, 108, 2184–2190. [CrossRef]
[PubMed]

24. Nelson, J.B.; Chan-Tack, K.; Hedican, S.P.; Magnuson, S.R.; Opgenorth, T.J.; Bova, G.S.; Simons, J.W. Endothelin-1 production and
decreased endothelin B receptor expression in advanced prostate cancer. Cancer Res. 1996, 56, 663–668. [PubMed]

410



Curr. Issues Mol. Biol. 2023, 45

25. Bagnato, A.; Salani, D.; Di Castro, V.; Wu-Wong, J.R.; Tecce, R.; Nicotra, M.R.; Venuti, A.; Natali, P.G. Expression of endothelin 1
and endothelin A receptor in ovarian carcinoma: Evidence for an autocrine role in tumor growth. Cancer Res. 1999, 59, 720–727.

26. Ali, H.; Dashwood, M.; Dawas, K.; Loizidou, M.; Savage, F.; Taylor, I. Endothelin receptor expression in colorectal cancer. J.
Cardiovasc. Pharmacol. 2000, 36, S69–S71. [CrossRef]

27. Gohji, K.; Kitazawa, S.; Tamada, H.; Katsuoka, Y.; Nakajima, M. Expression of endothelin receptor a associated with prostate
cancer progression. J. Urol. 2001, 165, 1033–1036. [CrossRef]

28. Akhavan, A.; McHugh, K.H.; Guruli, G.; Bies, R.R.; Zamboni, W.C.; Strychor, S.A.; Nelson, J.B.; Pflug, B.R. Endothelin receptor A
blockade enhances taxane effects in prostate cancer. Neoplasia 2006, 8, 725–732. [CrossRef]

29. Asham, E.; Shankar, A.; Loizidou, M.; Fredericks, S.; Miller, K.; Boulos, P.B.; Burnstock, G.; Taylor, I. Increased endothelin-1 in
colorectal cancer and reduction of tumour growth by ET(A) receptor antagonism. Br. J. Cancer 2001, 85, 1759–1763. [CrossRef]

30. Shankar, A.; Loizidou, M.; Aliev, G.; Fredericks, S.; Holt, D.; Boulos, P.B.; Burnstock, G.; Taylor, I. Raised endothelin 1 levels in
patients with colorectal liver metastases. Br. J. Surg. 1998, 85, 502–506. [CrossRef]

31. Liu, W.; Zhang, Q.; Zhang, Y.; Sun, L.; Xiao, H.; Luo, B. Epstein-Barr Virus Regulates Endothelin-1 Expression through the
ERK/FOXO1 Pathway in EBV-Associated Gastric Cancer. Microbiol. Spectr. 2023, 11, e0089822. [CrossRef]

32. Kappes, L.; Amer, R.L.; Sommerlatte, S.; Bashir, G.; Plattfaut, C.; Gieseler, F.; Gemoll, T.; Busch, H.; Altahrawi, A.; Al-Sbiei, A.;
et al. Ambrisentan, an endothelin receptor type A-selective antagonist, inhibits cancer cell migration, invasion, and metastasis.
Sci. Rep. 2020, 10, 15931. [CrossRef] [PubMed]

33. Carducci, M.A.; Padley, R.J.; Breul, J.; Vogelzang, N.J.; Zonnenberg, B.A.; Daliani, D.D.; Schulman, C.C.; Nabulsi, A.A.; Humerick-
house, R.A.; Weinberg, M.A.; et al. Effect of endothelin-A receptor blockade with atrasentan on tumor progression in men with
hormone-refractory prostate cancer: A randomized, phase II, placebo-controlled trial. J. Clin. Oncol. 2003, 21, 679–689. [CrossRef]

34. Ayob, A.Z.; Ramasamy, T.S. Cancer stem cells as key drivers of tumour progression. J. Biomed. Sci. 2018, 25, 20. [CrossRef]
[PubMed]

35. Yadav, L.; Puri, N.; Rastogi, V.; Satpute, P.; Sharma, V. Tumour Angiogenesis and Angiogenic Inhibitors: A Review. J. Clin. Diagn.
Res. 2015, 9, Xe01–Xe05. [CrossRef]

36. Arabanian, L.S.; Johansson, P.; Staffas, A.; Nilsson, T.; Rouhi, A.; Fogelstrand, L.; Palmqvist, L. The endothelin receptor type A is a
downstream target of Hoxa9 and Meis1 in acute myeloid leukemia. Leuk. Res. 2018, 75, 61–68. [CrossRef] [PubMed]

37. Ieiri, I. Functional significance of genetic polymorphisms in P-glycoprotein (MDR1, ABCB1) and breast cancer resistance protein
(BCRP, ABCG2). Drug. Metab. Pharmacokinet. 2012, 27, 85–105. [CrossRef]

38. Fung, K.L.; Gottesman, M.M. A synonymous polymorphism in a common MDR1 (ABCB1) haplotype shapes protein function.
Biochim. Biophys. Acta 2009, 1794, 860–871. [CrossRef]

39. Tulsyan, S.; Mittal, R.D.; Mittal, B. The effect of ABCB1 polymorphisms on the outcome of breast cancer treatment. Pharmgenomics
Pers. Med. 2016, 9, 47–58. [CrossRef]

40. Zou, F.; Seike, M.; Noro, R.; Kunugi, S.; Kubota, K.; Gemma, A. Prognostic significance of ABCB1 in stage I lung adenocarcinoma.
Oncol. Lett. 2017, 14, 313–321. [CrossRef]

41. Lei, Z.N.; Teng, Q.X.; Wu, Z.X.; Ping, F.F.; Song, P.; Wurpel, J.N.D.; Chen, Z.S. Overcoming multidrug resistance by knockout of
ABCB1 gene using CRISPR/Cas9 system in SW620/Ad300 colorectal cancer cells. MedComm (2020) 2021, 2, 765–777. [CrossRef]
[PubMed]

42. Raspollini, M.R.; Amunni, G.; Villanucci, A.; Boddi, V.; Taddei, G.L. Increased cyclooxygenase-2 (COX-2) and P-glycoprotein-170
(MDR1) expression is associated with chemotherapy resistance and poor prognosis. Analysis in ovarian carcinoma patients with
low and high survival. Int. J. Gynecol. Cancer 2005, 15, 255–260. [CrossRef]

43. Yakirevich, E.; Sabo, E.; Naroditsky, I.; Sova, Y.; Lavie, O.; Resnick, M.B. Multidrug resistance-related phenotype and apoptosis-
related protein expression in ovarian serous carcinomas. Gynecol. Oncol. 2006, 100, 152–159. [CrossRef] [PubMed]

44. Chen, H.; Hao, J.; Wang, L.; Li, Y. Coexpression of invasive markers (uPA, CD44) and multiple drug-resistance proteins (MDR1,
MRP2) is correlated with epithelial ovarian cancer progression. Br. J. Cancer 2009, 101, 432–440. [CrossRef] [PubMed]
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Abstract: Adenoviral vectors, both oncolytic viruses and gene delivery vectors, are among the earliest
approved and commercialised vectors for gene therapy. Adenoviruses have high cytotoxicity and
immunogenicity. Therefore, lentiviruses or adeno-associated viruses as viral vectors and herpes
simplex virus as an oncolytic virus have recently drawn attention. Thus, adenoviral vectors are
often considered relatively obsolete. However, their high cargo limit and transduction efficiency
are significant advantages over newer viral vectors. This review provides an overview of the new-
generation adenoviral vectors. In addition, we describe the modification of the fiber knob region
that enhances affinity of adenoviral vectors for cancer cells and the utilisation of cancer-cell-specific
promoters to suppress expression of unwanted transgenes in non-malignant tissues.

Keywords: adenovirus; adenoviral vector; oncolytic virus; midkine

1. Introduction

Adenoviruses are DNA viruses with non-enveloped icosahedral particles that are
approximately 90 nm in diameter. Currently, 88 types of human adenoviruses (1–88) have
been identified and classified into seven serotypes (A–G) [1], many of which cause various
diseases in humans. However, in 1993, gene transfer into neurons using adenoviral vectors
was reported [2], whereafter adenoviruses began to attract attention as efficient vectors that
could also transfer genes into non-dividing cells. Despite being one of the most common
viral human pathogens, adenoviruses are also among the most widely used viral vectors
in gene therapy research. Adenoviral vector use accounts for 15.5% of vector-based gene
therapy clinical trials worldwide [3]. Moreover, adenoviruses have attracted attention
because they have been used as a base material for viral vector vaccines against coronavirus
disease 2019 [4].

Currently, 68.2% of clinical gene therapy trials are aimed at cancer treatment [3].
Virotherapy for cancer uses a genetically modified virus to introduce a therapeutic gene
as a vector or uses it as an oncolytic virus. In recent years, viral immunotherapy has been
widely studied.

Adenoviral vectors used in gene therapy research, including studies on virotherapy,
are mostly based on adenovirus serotype 5 (Ad5). This is possibly because Ad5 was the
first to be analysed for gene function, knowledge about Ad5 has already been accumulated,
and high-titer viral particles can be produced easily. However, studies using lentiviruses
and adeno-associated viruses (AAV) as subjects for virus therapy have recently increased,
and when compared with these “newcomer” viral vectors, some researchers consider
adenoviral vectors “obsolete”.

In this article, we briefly describe the characteristics of adenoviruses as vectors or
oncolytic viruses and the present status of studies using them.

2. Trends of Viral Vectors

Currently, the top five vectors used in gene therapy clinical trials worldwide are
adenoviruses, retroviruses, plasmids, lentiviral vectors, and AAV vectors [3]. Adenoviral
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vectors are among the earliest vectors used in the history of gene therapy and, as of
2022, will account for the largest share of vectors used in gene therapy clinical trials
worldwide (Table 1). Although adenoviruses still rank first in terms of the percentage of
total cases in which they are used, the share of adenoviral vectors has declined over the past
10 years [5,6]. However, the use of lentiviral and AAV vectors has significantly increased.
Comparing the number of cases from 2012 to 2017, lentiviral vectors ranked first and
adenoviral vectors third, whereas those from 2017 to 2022 showed adenovirus vectors
ranking the lowest among all vectors listed in Table 1. Considering this, adenoviruses
appear to be “obsolete” vectors. However, they still offer several advantages. In addition,
among the many serotypes of adenoviruses known, it is conceivable that a completely new
adenoviral vector suitable for human clinical applications may be discovered.

Table 1. Changes in vectors used in gene therapy clinical trials over the past decade.

Share in Clinical Trials
until 2012 [5]

Share in Clinical Trials
until 2017 [6]

Share in Clinical Trials
until 2022 [3]

Increase
2012 to 17

Increase
2017 to 22

Adenovirus 23.3% 438 20.5% 547 15.5% 573 109 26

Retrovirus 19.7% 370 17.9% 478 14.6% 538 108 60

Plasmid
DNA 18.3% 345 16.6% 442 13.1% 483 97 41

Lentivirus 2.9% 55 7.3% 196 9.9% 364 141 168

AAV 4.9% 92 7.6% 204 9.5% 350 112 146

AAV: adeno-associated virus.

Characteristics of the top five vectors used in gene therapy clinical trials are shown in
Table 2.

Table 2. Characteristics of the top five gene vectors used in gene therapy clinical trials.

Nondividing
Cell Cargo Limit

Duration of
Gene

Expression

Physical
Containment

Immunogenicity
of Vectors Drawbacks Safety

Adenovirus Yes 7–36 kb Transient * P2 High Strong
cytotoxicity Moderate

Retrovirus No 8–9 kb Stable P2 Moderate Risk of the
carcinogenesis Moderate

Plasmid DNA Yes limitless Transient - -
Low

transduction
efficiency

High

Lentivirus Yes 8–9 kb Stable P2 Moderate

Concerns
about genes

derived from
HIV-1

High

AAV Yes 4.7 kb Potentially
Stable P1 Low

Difficult to
purification,
Small cargo

limit

High

*: Third-generation adenoviral vectors are “stable” under certain conditions. AAV: adeno-associated virus.

Adenoviruses, which accounted for the largest share of clinical trials, are the main
subject of this article and will be discussed in the next chapter. Below is a summary of the
other viral vectors listed in Tables 1 and 2.

2.1. Retroviral Vectors

Retroviral vectors generally refer to vectors derived mainly from the Moloney murine
leukaemia virus, a type of gammaretrovirus, and are distinguished from lentiviral vectors,
which are retroviruses. Retroviral vectors are commonly used in gene therapy because of
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their low cytotoxicity. Long-term stable gene expression is also an advantage of retroviral
vectors; however, their inability to transfer genes into non-dividing cells is a major draw-
back. Moreover, the potential problems of mutagenesis randomly affecting chromosomes
and activating nearby proto-oncogenes to induce cancer is not negligible [7,8]. The retrovi-
ral vector cargo limit of 9–10 kb is moderately large but inferior to that of new-generation
adenoviral vectors.

2.2. Lentiviral Vectors

Lentiviral vectors are a subtype of retroviral vectors developed based on HIV-1 and are
capable of transducing genes into almost all mammalian cells, including non-dividing cells
that cannot be transducted with retroviral vectors. Similar to retroviral vectors, lentiviral
vectors can maintain stable gene expression. Lentiviral vectors have been widely used
to study ex vivo cancer immunotherapy via T cells using chimeric antigen receptors [9].
As a result of improvements made to enhance safety, third-generation lentiviruses have
acquired low immunogenicity and cytotoxicity. However, because lentiviral vectors are
based on HIV-1, some HIV-1 genes are required for vector production, and safety concerns
regarding their use in gene therapy remain. In addition, lentiviruses cannot be used as
oncolytic viruses because they lack replication ability. Their cargo limit of 9–10 kb seems
sufficient, but it is still inferior to that of new-generation adenoviruses.

2.3. Adeno-Associated Virus (AAV) Vectors

AAVs are single-stranded DNA parvoviruses that can replicate only in the presence
of other “helper viruses”, such as the adenovirus or human papillomavirus. Eleven AAV
serotypes (1–11) have been identified [10], which differ in their tropism to the types of cells
they infect. Therefore, AAV vectors are useful for the preferential transduction of specific
cell types. AAV2 is the most well-characterised and most used AAV vector. Although AAV
immunogenicity and high-dose AAV-vector-induced hepatotoxicity have been frequently
reported [11], there are no known infections caused by AAV in humans, and its pathogenic-
ity is thought to be almost negligible. Taken together, AAV vectors, which are safe and have
a high transduction efficiency, are promising viral vectors. Studies on gene therapy using
AAV vectors include the treatment of various intractable diseases, such as haemophilia [12]
and Parkinson’s disease [13]. Regarding cancer treatment, a genetically engineered AAV
vector that selectively binds to the tumour antigen, Her2/neu, and can only infect cancer
cells has been reported [14]. Moreover, Onasemnogene abeparvovec (Zolgensma), an
AAV9-based gene therapy drug used to treat spinal muscular atrophy, has been marketed.
This drug is very expensive but shows remarkable therapeutic efficacy [15,16].

However, AAV exhibits distinct drawbacks. The cargo limit of AAV (4.7–5 kb) is
too small to accommodate the large sizes of therapeutic genes that may occur with the
development of gene therapy in the future. AAV vectors allow for the stable expression of
transducted genes; however, due to various factors, stable expression of transgenes is not
always possible. Furthermore, purification of high-titer AAV vectors is relatively difficult.

3. Adenovirus as a Vector

The advantages of adenoviral vectors include a large cargo limit and high efficiency
of infection. High cytotoxicity is a major drawback of adenoviral vectors; however, when
used as oncolytic viruses, this trait proves to be powerful and advantageous. Transient
gene expression is also a drawback, but this leads to better safety because gene expression
would not last long when acting on unintended targets.

3.1. First-Generation Adenoviral Vectors

Adenoviral vectors are classified according to their genetic design, from first to third
generation. First-generation adenoviral vectors were designed to delete the Early 1 (E1)
and Early 3 (E3) regions (Figure 1). The E1 region encodes genetic information essential for
adenovirus survival and replication [17]; however, this region is deleted in first-generation
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adenoviruses because it prevents uncontrolled adenoviral replication and can be replaced
with the contents of packaging cells [18]. The E3 region encodes a protein that protects
infected cells against the immune response [19]. It is often deleted in the first generation
to increase the cargo capacity because it is not essential for replication. By deleting E1
and E3, 5–6 kbp of cargo capacity can be secured. First-generation adenoviral vectors are
incapable of self-replication and require a packaging cell line expressing E1 protein for their
production. Human embryonic kidney 293 cells are the most commonly used packaging
cells [18].
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3.2. Second-Generation Adenoviral Vectors

Because several human cells express E1A-like factors [20], even first-generation ade-
noviral vectors with deleted E1 regions can induce potent host immune responses and
chronic cytotoxicity in transducted host cells [21]. A second-generation adenovirus with E2
and E4 deletions was developed to attenuate the host cell immune response to the vector
(Figure 1). The E2 region contains genes required for adenovirus replication [22], and the
E4 region encodes regulatory proteins for DNA transcription [23]. Deleting these regions
provides approximately 14 kb free space and significantly reduces native adenovirus pro-
tein synthesis. Nevertheless, second-generation adenoviruses still induce host immune
responses through adenoviral proteins expressed by the remaining genes, resulting in
reduced transgene expression in target cells [24].

3.3. Third-Generation Adenoviral Vectors

Despite deletion of the E1–E4 regions, first- and second-generation adenoviral vectors
still have considerable immunogenicity and cytotoxicity. In addition, at the beginning of
the 21st century, genes exceeding the capacity limit of conventional adenoviral vectors
were considered therapeutic genes; therefore, third-generation adenoviral vectors were
developed [25,26]. Third-generation adenoviral vectors have their entire native adenoviral
genome removed, except for the inverted terminal repeat and ψ packaging signal, thereby
increasing the cargo limit to 36 kb. This third-generation feature, also called a “gutless
adenovirus vector”, allows high-level expression in host cells with no expression of viral
proteins and little induction of an immune response [27].

Owing to the lack of genes required for self-assembly, a “helper adenovirus” carrying
the genes required for replication must be co-introduced into the packaging cells when
producing third-generation adenoviral vectors, which is also called a “helper-dependent
vector”. However, there are concerns that helper adenoviruses will contaminate the final
product of third-generation adenoviruses and that homologous recombination between helper
viruses and packaging cells will result in self-propagating adenoviruses. Therefore, genetic
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modifications of adenoviruses used as helper viruses or methods using non-adenoviruses as
helpers have been investigated [28]; however, viral approaches have not resolved the concern
of contamination. Nevertheless, a contamination-free third-generation adenoviral vector
production method has been developed that uses plasmids encoding the necessary genes as
“helpers” [28,29].

For third-generation adenoviruses, it is necessary to place other genes (stuffer DNA)
in regions other than the target gene for efficient encapsidation [30]. However, the effect
of stuffer DNA on vector gene transfer efficiency remains unclear. Some reports state
that stuffer DNA affects transduction efficiency [31,32], whereas others claim that it does
not [33].

3.4. Current Status of Adenoviral Vectors

At present (June 2023), Nadofaragene firadenovec (brand name: Adstiladrin, also
known as rAd-IFNa/Syn3) is the only approved adenovirus vector for gene therapy. Nad-
ofaragene firadenovec is an E1-deleted, replication-deficient adenoviral vector based on
Ad5 that contains a human IFN-α2b gene [34,35]. It was approved in the United States
for the treatment of non-muscle-invasive bladder cancer (NMIBC) in December 2022 [36].
Currently, most clinical trials using non-proliferating adenovirus vectors are vaccine studies
for COVID19. Meanwhile, in cancer therapy research, trials using adenoviral thymidine
kinase (ADV-Tk) to treat hepatocellular carcinoma are in phase III (NCT03313596) [37].

4. Adenovirus as an Oncolytic Virus

Surgery, radiation, and anticancer agents are the three pillars of cancer therapy, and
cancer immunotherapy has recently been included as a standard cancer therapy. However,
surgery places a heavy burden on the body and is not always feasible for all patients
with cancer. Other standard treatments have side effects that significantly impair patients’
quality of life (QOL). In this regard, oncolytic virus therapy has attracted attention as a
therapeutic method that causes little deterioration in QOL.

The basic concept of an oncolytic virus is that it preferentially infects and proliferates
in cancer cells, thereby lysing and destroying them. The virus released at that time also
infects surrounding cancer cells, causing a chain of destruction in tumour tissues [38].
The origin of the concept of oncolytic viruses dates back to the discovery of viruses. In
the late nineteenth and early twentieth centuries, when viruses began to be discovered, a
relationship between temporary cancer remission and viral infections was reported [39–41].

In the 1920s, viral infection-induced oncolysis was confirmed in animal experiments.
From the late 1940s to the 1960s, clinical studies of oncolytic virotherapy using wild-type
viruses, such as yellow fever or West Nile viruses, were extensively conducted, but the results
of these studies indicated a lack of safety or efficacy. Therefore, studies of oncolytic virus
therapy were abandoned [39–41]. However, with the establishment of genetic engineering
technology in the 1990s, highly safe viruses that replicate only in cancer cells have become a
reality, and oncolytic virus therapy has once again become the focus of attention.

In 1997, the first oncolytic virus, named ONYX-015, was reported [42]. This oncolytic
virus is an adenovirus lacking E1B 55-Kilodalton-Associated Protein, which inactivates the
tumour suppressor gene p53 [43] and selectively infects and lyses human cancer cells in
which the p53 gene is non-functional.

A clinical trial was conducted to treat head and neck cancer using ONYX-015 [44].
However, ONYX-015 must be injected directly into the tumour because it is highly toxic
when administered intravenously. Therefore, it could only be applied to large tumours.
Because it did not show the expected antitumour effect, the ONYX-015 project was aborted
in 2000 [45]. However, the H101 strain (Oncorine), a genetically modified adenovirus
based on ONYX-015, was approved by the Food and Drug Administration of the People’s
Republic of China in 2005 for treating head and neck cancer [43]. It is the first approved
oncolytic virus worldwide, aside from Rigvir, which has unclear efficacy, and has been
approved in the Republic of Latvia [46].
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Recently, the herpes simplex virus seems to have attracted more attention than the
adenovirus as an oncolytic virus, and T-VEC, G47∆ (Teserpaturev) [47,48] and C-REV
(originally HF10) [49] have already been approved or are in clinical trials. Moreover,
novel adenovirus-based oncolytic viruses have also been investigated. At present, OBP-
301 (suratadenotureb) [50,51] is undergoing a phase II clinical trial [52] for the treatment
of head and neck cancer (NCT04685499), and CG0070 Adenoviral vector is phase II/III
(NCT01438112) [53].

Although oncolytic viruses have increased infection specificity for cancer cells, they
are still capable of infecting non-malignant cells. Therefore, the development of new-
generation oncolytic viruses requires further improvements to enhance their specificity.
For adenovirus-based oncolytic viruses, replacement of the Ad5 fiber knob with other
adenovirus serotypes has been shown to increase the infectivity of cancer cells. Initially,
a vector was developed in which the adenovirus type 35 (Ad35) fiber knob region was
introduced into Ad5. Currently, Ad3 and Ad37 fiber knobs are also being studied [54].

Ad5 is transduced into cells through the coxsackie and adenovirus receptor (CAR) [55].
However, CAR expression is generally low in cancer cells [56,57], although its upregulation
has been reported in some of them [57]. Therefore, genetic modification of the fiber knob
region, where the adenovirus binds to its receptor, is the main method used to resolve the
reduced efficiency of CAR-mediated gene transfer to cancer cells.

Cluster of differentiation 46 (CD46), which acts as a receptor for serotype B aden-
oviruses [58], is expressed in almost every human cell [58,59]. Ad35, which belongs to
serotype B, does not interact with CAR, and the adenovirus serotype 5 F35 (Ad5F35) vector,
in which the fiber knob region of the Ad5 vector is replaced with that derived from Ad35,
binds to CD46 (Figure 2). Thus, it is effective in cells lacking CAR [60,61]. Several groups
have investigated the utility of Ad5F35 in the development of transduction efficacy [62–64].
In 2021, it was reported that Ad35 is an oncolytic virus. Ad35 was not inhibited by Ad5
antibodies, which many adults have, and showed a high antitumor effect [65]. However,
the physical potency of Ad35 is less than one tenth of that of Ad5 [65], and considering the
current efficiency of production/purification, Ad35 is likely not superior to Ad5F35.

Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 7 
 

 

 
Figure 2. Concept of the chimeric adenoviral vector, adenovirus serotype 5 F35 (Ad5F35). Ad5 in-
fects cells via the coxsackie and adenovirus receptor (CAR), but CAR is poorly expressed in cancer 
cells. Ad35 infects via ubiquitously expressed cluster of differentiation 46 (CD46). Ad5 and Ad35 
have no affinity for CD46 and CAR, respectively. Therefore, when the fiber knob region of Ad5 is 
converted to that of Ad35, it is possible for adenoviral vectors to infect via CD46. 

Onyx-015 is a genetically modified adenovirus engineered to grow only in p53-defi-
cient cancer cells by deleting the E1B region [43,44]; however, this method is not effective 
for only propagating adenoviruses in cancer cells. Strategies using the promoters of tu-
mour-specific genes are more effective. Inserting the promoter regions of genes that are 
highly active in cancer cells, such as human telomerase reverse transcriptase [66] and cy-
clooxygenase 2 [67], at positions that control the expression of genes involved in adenovi-
ral replication allows the oncolytic virus to replicate only in cancer cells. In addition, es-
pecially for the development of adenovirus-based oncolytic viruses, because half of the 
population is immune to adenoviruses [68] and the effect of the virus is thought to decline 
in a short period, “arming” them with therapeutic genes to enhance antitumour efficacy 
is also important [53]. The therapeutic genes being investigated for addition into oncolytic 
viruses include tumour suppressor (p53 and p16), cytokine-inducible [69,70], and immune 
stimulator genes [71]. Adenovirus-based oncolytic viruses have the advantage of being 
theoretically capable of “heavy-arming” with multiple therapeutic genes owing to their 
greater capacity limitations compared with that of other oncolytic viruses.  

Ad5-yCD/mutTKSR39rep-ADP is one of “heavy-arming” oncolytic viruses [72]. 
Yeast cytosine deaminase is catalyzes the deamination of the prodrug 5-fluorocytosine to 
form 5-fluorouracil [73]. Herpes simplex virus thymdine kinase is suicide gene in combi-
nation with ganciclovir [74]. ADP promotes the lysis and death of the host cell. At recent, 
the Ad5-yCD/mutTKSR39rep-ADP, second-generation, replicative adenoviral vector that 
containing a yeast cytosine deaminase (yCD), mutantSR39 herpes simplex virus thymdine 
kinase and adenovirus death protein (ADP) gene is in phase I trial (NCT03281382). 

5. Use of Adenoviruses for Bladder Cancer 
We have been researching virus therapy using adenoviruses to develop new treat-

ment methods for urinary system cancer.  
Cancer of the urinary system is intractable. Approximately 70% of bladder cancer 

cases are NMIBC, which often develops into recurrent tumors and progresses to a higher 
stage or grade [75]. Currently, Bacillus Calmette-Guérin therapy is considered the most 
effective treatment for NMIBC; however, its severe side effects cause a significant reduc-
tion in patient QOL [76]. Nadofaragene firadenovec has already been approved in the US 
for gene therapy of NMIBC [36], and NMIBC is one of the subjects of the clinical trial 
CG0070 [53]. Renal cell carcinoma (RCC) accounts for over 90% of all kidney cancer cases 
[77]. Chemotherapy and molecular immunotherapy are not remarkably effective for RCC 

Figure 2. Concept of the chimeric adenoviral vector, adenovirus serotype 5 F35 (Ad5F35). Ad5 infects
cells via the coxsackie and adenovirus receptor (CAR), but CAR is poorly expressed in cancer cells.
Ad35 infects via ubiquitously expressed cluster of differentiation 46 (CD46). Ad5 and Ad35 have no
affinity for CD46 and CAR, respectively. Therefore, when the fiber knob region of Ad5 is converted
to that of Ad35, it is possible for adenoviral vectors to infect via CD46.

Onyx-015 is a genetically modified adenovirus engineered to grow only in p53-deficient
cancer cells by deleting the E1B region [43,44]; however, this method is not effective for only
propagating adenoviruses in cancer cells. Strategies using the promoters of tumour-specific
genes are more effective. Inserting the promoter regions of genes that are highly active
in cancer cells, such as human telomerase reverse transcriptase [66] and cyclooxygenase
2 [67], at positions that control the expression of genes involved in adenoviral replication
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allows the oncolytic virus to replicate only in cancer cells. In addition, especially for the
development of adenovirus-based oncolytic viruses, because half of the population is immune
to adenoviruses [68] and the effect of the virus is thought to decline in a short period, “arming”
them with therapeutic genes to enhance antitumour efficacy is also important [53]. The
therapeutic genes being investigated for addition into oncolytic viruses include tumour
suppressor (p53 and p16), cytokine-inducible [69,70], and immune stimulator genes [71].
Adenovirus-based oncolytic viruses have the advantage of being theoretically capable of
“heavy-arming” with multiple therapeutic genes owing to their greater capacity limitations
compared with that of other oncolytic viruses.

Ad5-yCD/mutTKSR39rep-ADP is one of “heavy-arming” oncolytic viruses [72]. Yeast
cytosine deaminase is catalyzes the deamination of the prodrug 5-fluorocytosine to form
5-fluorouracil [73]. Herpes simplex virus thymdine kinase is suicide gene in combination
with ganciclovir [74]. ADP promotes the lysis and death of the host cell. At recent, the Ad5-
yCD/mutTKSR39rep-ADP, second-generation, replicative adenoviral vector that containing
a yeast cytosine deaminase (yCD), mutantSR39 herpes simplex virus thymdine kinase and
adenovirus death protein (ADP) gene is in phase I trial (NCT03281382).

5. Use of Adenoviruses for Bladder Cancer

We have been researching virus therapy using adenoviruses to develop new treat-ment
methods for urinary system cancer.

Cancer of the urinary system is intractable. Approximately 70% of bladder cancer cases
are NMIBC, which often develops into recurrent tumors and progresses to a higher stage
or grade [75]. Currently, Bacillus Calmette-Guérin therapy is considered the most effective
treatment for NMIBC; however, its severe side effects cause a significant reduction in patient
QOL [76]. Nadofaragene firadenovec has already been approved in the US for gene therapy
of NMIBC [36], and NMIBC is one of the subjects of the clinical trial CG0070 [53]. Renal
cell carcinoma (RCC) accounts for over 90% of all kidney cancer cases [77]. Chemotherapy
and molecular immunotherapy are not remarkably effective for RCC [78,79] and surgery is
the most common treatment. However, surgery is difficult in some cases. Therefore, we
focused on adenoviruses to develop new treatments for these cancers, designed chimeric
adenoviral vectors, and examined their efficacies.

The safety of first-generation adenoviral vectors has been confirmed in clinical trials;
however, relatively high inflammation caused by adenoviruses remains a major concern.
Moreover, the major problem with cancer virotherapy using adenoviral vectors is the
limited efficacy of gene transfer or the oncolytic effect because of lower CAR expression in
highly malignant cancer cells [54,55,80]. Ad5F35 infects via CD46, but CD46 is expressed in
almost all human cells; thus, its side effects on non-malignant tissues should be prevented.
The conditionally replicating adenovirus (CRAD) vector is an effective solution for reduc-
ing the side effects [81]. Therefore, we devised a method to control adenovirus vectors
using the promoter regions of proteins abundantly expressed in cancer cells. Midkine is a
heparin-binding growth factor induced by retinoic acid in embryonal carcinoma cells [82]
and is involved in mitogenesis, angiogenesis, anti-apoptosis, fibrinolysis, and transfor-
mation [83–87]. Midkine expression is enhanced in several cancers [88–90], whereas its
expression in non-malignant cells is relatively limited. Thus, the promoter region [91] of the
midkine gene (Figure 3A) can be used to control gene expression required for adenovirus
replication to restrict the expression of introduced genes to cancer cells only. Therefore, we
constructed an Ad5F35-Mkp-E1 CRAD vector encoding E1 under the control of a midkine
promoter (Mkp; Figure 3A). The CRAD Ad5F35-Mkp-E1 vector, as an oncolytic virus,
exhibited a significantly potent oncolytic effect on cancer cells neighbouring the primarily
infected cells through secondary infection and replication (Figure 3B).

We examined the oncolytic effect of Ad5F35/Mkp-E1 in various cancer cell lines [92–96].
In bladder cancer cell lines (Figure 4) [92], midkine mRNA expression was observed in all
experimental cell lines, with the lowest expression observed in UMUC-3 cells (Figure 4A).
In 253J and KK47, CAR mRNA expression was considerably lower than that of CD46
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mRNA (Figure 4A). In contrast, CAR mRNA expression in UMUC-3 was higher than that
of CD46. In the 253J cell line, Ad5F35/MKp-E1 reduced cell viability in a PFU-dependent
manner (Figure 4B), but no statistically significant difference was observed when compared
to the antitumour effect of Ad5. Conversely, Ad5F35/Mkp-E1 had almost no effect on KK47
cells, even though the expression of CD46 mRNA was higher than that of CAR mRNA
(Figure 4C). In UMUC3 cells, the expression of CAR mRNA was lower than that of CD46
(Figure 4A), and Ad5F35/Mkp-E1 was less effective in suppressing viability (Figure 4D).
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der cancer cells depends not only on the expression level of CD46 mRNA, but also on 
some Ad5F35/MKp-E1-targeted apoptosis-related molecules. 

Figure 3. Combination of a chimeric adenovirus vector and midkine promoter. Because cluster
of differentiation 46 (CD46) is also expressed in non-malignant cells, a safety device is required to
prevent gene expression in these cells even if they are infected with an adenovirus serotype 5 F35
(AD5F35) vector. Safety is ensured by a conditionally replicating adenovirus (CRAD) that regulates
genes necessary for adenovirus replication in the promoter region of midkine (A). The CRAD Ad5F35
vector as an oncolytic virus exhibits a remarkably potent oncolytic effect on cancer cells neighbouring
primarily infected cells through secondary infection and replication (B). (A) is adapted from the data
published by Nagaya et al., Anticancer Res, 2012 [95].

These results suggested that the oncolytic effect of Ad5F35/MKp-E1 on human bladder
cancer cells depends not only on the expression level of CD46 mRNA, but also on some
Ad5F35/MKp-E1-targeted apoptosis-related molecules.

Unlike in bladder cancer cell lines, only low CAR mRNA expression was observed in
RCC cell lines (Figure 5). In contrast, CD46 mRNA expression was significantly higher than
that of CAR mRNA (Figure 5A). When comparing antitumour effects, only Ad5F35/Mkp-
E1 reduced cell viability in RCC cell lines; however, little or no effect was observed with
Ad5/Mkp-E1 (Figure 5B–D). These results demonstrated the ineffectiveness of conventional
adenoviruses against RCC and the efficacy of Ad5F35 [95].

421



Curr. Issues Mol. Biol. 2023, 45Curr. Issues Mol. Biol. 2023, 3, FOR PEER REVIEW 10 
 

 

 
Figure 4. Expression of midkine, coxsackie and adenovirus receptor (CAR), and cluster of differen-
tiation 46 (CD46) in human bladder cancer cell lines (A) and the oncolytic effects of adenovirus 
serotype 5 F35 (Ad5F35)/Mkp-E1 against bladder cancer cell lines (B–D). This figure is adapted from 
the data published by Gotoh et al., Urology, 2013 [92]. 

Unlike in bladder cancer cell lines, only low CAR mRNA expression was observed in 
RCC cell lines (Figure 5). In contrast, CD46 mRNA expression was significantly higher 
than that of CAR mRNA (Figure 5A). When comparing antitumour effects, only 
Ad5F35/Mkp-E1 reduced cell viability in RCC cell lines; however, little or no effect was 
observed with Ad5/Mkp-E1 (Figure 5B–D). These results demonstrated the ineffectiveness 
of conventional adenoviruses against RCC and the efficacy of Ad5F35 [95]. 

Figure 4. Expression of midkine, coxsackie and adenovirus receptor (CAR), and cluster of differentia-
tion 46 (CD46) in human bladder cancer cell lines (A) and the oncolytic effects of adenovirus serotype
5 F35 (Ad5F35)/Mkp-E1 against bladder cancer cell lines (B–D). This figure is adapted from the data
published by Gotoh et al., Urology, 2013 [92].

The combination of chimeric Ad5F35 and the Mkp can be applied for the development
of oncolytic viruses and gene delivery vectors that express therapeutic genes in a cancer
cell-specific manner.

Clustered regularly interspaced short palindromic repeat-associated protein 9 (CRISPR-
Cas9) technology is a versatile gene-editing tool with excellent clinical potential in the field
of cancer therapy [96,97]. However, off-target effects of the CRISPR-Cas9 system are a major
concern for its clinical application [98]. Therefore, we constructed a chimeric Ad5F35 vector
containing Cas9, which is regulated by Mkp, to restrict gene expression in cancer cells.
The upstream regulatory region of the midkine gene was used as a promoter. The human
codon-optimised Streptococcus pyogenes Cas9 gene (hCas9) was placed downstream of Mkp,
and an enhanced green fluorescent protein gene inserted next to it as an expression marker
(Figure 6A) [99]. In PNT1A cells, a non-malignant cell line, hCas9 was not expressed, even
in cells infected with Ad5F35-Mkp-hCas9. On the other hand, in bladder cancer cell lines,
hCas9 protein expression was confirmed after Ad5F35-Mkp-hCas9 infection (Figure 6B).
CD46 and midkine expression in bladder cancer cell lines have already been confirmed [92].
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p < 0.01: **, p < 0.001: ***.
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Figure 6. Human codon-optimised Streptococcus pyogenes Cas9 gene (hCas9) was placed downstream
of the midkine promoter (Mkp) and the enhanced green fluorescent protein (EGFP) gene inserted next
to it as an expression marker (A). In PNT1A, which is a non-malignant cell line, hCas9 expression
was inhibited. In the bladder cancer cells lines, hCas9 protein expression was confirmed after
Ad5F35-Mkp-hCas9 infection (B). This figure is adapted from the data published by Matsunaga et al.,
Anticancer Res. 2021 [99].
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6. Discussion

Adenoviral vectors, including oncolytic viruses, are now considered relatively “old-
fashioned”, but they still have the largest share of vectors used in clinical trials. Their
high gene transfer efficiency, ease of manufacturing, and large cargo capacity are major
advantages over the “newcomer” vectors. Although their high cytotoxicity is a drawback,
the use of adenoviruses as oncolytic viruses is advantageous. The disadvantages of ade-
noviruses include their high immunogenicity and transient gene expression. However,
this is also advantageous because overgrowth of oncolytic adenoviral vectors and aberrant
gene expression are prevented. In addition, because several types of viruses that infect
humans have been discovered, adenoviruses that are more suitable as vectors than Ad5 are
also expected to be discovered. Therefore, future studies on adenoviral vectors for viral
therapy should be conducted.

However, Japan lags behind other developed countries when it comes to the develop-
ment of gene therapies, including studies using viral vectors. Studies in Japan account for
only 1.5% of the clinical gene therapy trials conducted worldwide [3].

In Japan, the government regulations for gene therapy studies are strict. When
initiating clinical studies on gene therapy in Japan, the Clinical Research Act requires
examination and reporting to the Ministry of Health, Labour, and Welfare. Moreover, a
review by a committee stipulated in the “guidelines about the clinical study including gene
therapies” that approval by the Minister of Health, Labour, and Welfare is also required.
The Cartagena Protocol on Biosafety does not regulate medical studies. However, the
Japanese law that corresponds to the protocol, the so-called “Cartagena Act”, regulates
medical studies, and clinical studies on gene therapy require approval from the minister in
charge. These regulations involve complex and time-consuming procedures. We aimed to
conduct clinical studies using adenoviruses in Japan. However, unless strict regulations are
changed, the development of gene therapy studies will be hindered, regardless of whether
adenovirus vectors are used. We hope that the Japanese government will promptly ease
the restrictions on gene therapy studies.
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Abstract: Herein, we present the successful treatment of a 92-year-old woman who experienced
recurrent EC in the vaginal stump and para-aortic lymph nodes. The patient was first treated with
paclitaxel and carboplatin for recurrent EC, which was abandoned after two cycles of chemotherapy
because of G4 hematologic toxicity. Later, the patient was treated with letrozole for early-stage breast
cancer, which was diagnosed simultaneously with EC recurrence. After four months of hormonal
therapy, a partial response was observed not only in the lesions in the breast, but also those in the
vaginal stump and para-aortic lymph nodes. She had no recurrence of breast cancer or EC, even after
six years of treatment with letrozole-based hormonal therapy. Subsequent whole-exome sequencing
using the genomic DNA isolated from the surgical specimen in the uterine tumor identified several
genetic variants, including actionable mutations, such as CTNNB1 (p.S37F), PIK3R1 (p.M582Is_10),
and TP53 c.375 + 5G>T. These data suggest that the efficacy of letrozole is mediated by blocking the
mammalian target of the rapamycin pathway. The findings of this study, substantiated via genetic
analysis, suggest the possibility of long-term disease-free survival, even in elderly patients with
recurrent EC, which was thought to be difficult to cure completely.

Keywords: breast cancer; endometrial cancer; letrozole; mammalian target of rapamycin mTOR
pathway; whole-exome sequencing

1. Introduction

Endometrial cancer (EC) is a common gynecological malignancy in women, and its
incidence is increasing in elderly women worldwide [1–3]. In 2020, an estimated 420,000
new cases of EC and 97,000 deaths were reported globally [4]. The risk of EC increases over
time and across generations in some countries, including Japan [5]. Obesity and advanced
age are currently considered major risk factors for EC development. Obesity is a major
risk factor and is the main reason for rapidly rising incidence in first world countries [6].
Older age is associated with deeper myometrial invasion, higher tumor grade, and a more
advanced stage [7–9] with subsequently higher recurrence rates.

The prognosis of recurrent EC is poor; the overall survival rate is reduced to 55%
for pelvic recurrence and 17% for extrapelvic recurrence [10]. The treatment options for
elderly women with advanced and recurrent EC include chemotherapy, hormonal therapy,
radiation therapy, and combined treatment modalities. However, balancing comorbidities
in elderly patients with treatment tolerance remains challenging for oncologists. In this
study, we demonstrated the successful treatment of recurrent EC in an elderly patient aged
92 years, who was also diagnosed with concurrent breast cancer, using letrozole-based
hormonal therapy for seven years. Subsequently, we performed whole-exome sequencing
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(WES) using the uterine tumor samples to understand the mechanism underlying the
efficacy of letrozole on EC. This case report outlines the successful treatment of recurrent EC
and unfolds its genetic basis, suggesting the possibility of long-term disease-free survival,
even in elderly patients with recurrent EC.

2. Case Presentation

An 84-year-old Japanese woman with a history of diabetes, hypertension, hyper-
lipidemia, and Alzheimer’s disease was referred to our hospital with abnormal uterine
bleeding. Her weight was 50.5 kg and her BMI was 24.3 (slightly obese). She was previ-
ously diagnosed with abnormal endometrial histology in a clinic and visited our hospital
for the treatment of suspected endometrial carcinoma. An endometrial biopsy showed
endometrioid carcinoma G3, and pelvic magnetic resonance imaging revealed a 67 mm
mass lesion in the uterus (Figure 1).
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Figure 1. Magnetic resonance imaging of the pelvis. T2-weighted imaging revealed a thickened en-
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The patient underwent a total abdominal hysterectomy and bilateral salpingo-oo-
phorectomy. Lymph node dissection was not performed because the patient was too el-
derly to undergo this treatment. The pathological examination revealed endometrioid car-
cinoma G3; finally, the patient was diagnosed with stage 3A endometrial carcinoma ac-
cording to FIGO 2018, and pT3apNxpMx according to TMN (myometrial invasion 100%) 
(Figure 2a,b). Immunohistochemistry showed 90% positivity for the estrogen receptor 
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Figure 1. Magnetic resonance imaging of the pelvis. T2-weighted imaging revealed a thickened
endometrial mass (50 × 73 × 43 mm).

The patient underwent a total abdominal hysterectomy and bilateral salpingo-
oophorectomy. Lymph node dissection was not performed because the patient was too
elderly to undergo this treatment. The pathological examination revealed endometrioid
carcinoma G3; finally, the patient was diagnosed with stage 3A endometrial carcinoma
according to FIGO 2018, and pT3apNxpMx according to TMN (myometrial invasion
100%) (Figure 2a,b). Immunohistochemistry showed 90% positivity for the estrogen
receptor (ER) and 80% for the progesterone receptor (PgR). Strong and diffuse over-
expression of p53 was identified, which indicated a TP53 mutation (Supplementary
Figure S1).

430



Curr. Issues Mol. Biol. 2023, 45
Curr. Issues Mol. Biol. 2023, 3,  3 
 

 

  
(a) (b) 
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partment with a small amount of vaginal bleeding that made us suspect a recurrence. A 
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Simultaneously, fluorodeoxyglucose uptake was detected in the patient’s left breast 
A region (Figure 4a); however, lymph node and distant organ metastases were absent. The 
mediolateral oblique view of the screening mammogram revealed disordered construc-
tion in the U region of the mediolateral oblique (MLO) and in the I region of the cranio-
caudal (CC) (Figure 4b). 

Figure 2. (a) Surgical findings showing a high volume tumor in the uterine corpus; (b) pathological
diagnosis: endometrioid carcinoma G3.

Two months after surgery, the patient presented to our gynecological outpatient
department with a small amount of vaginal bleeding that made us suspect a recurrence.
A small tumor was observed in the vaginal stump. A tumor biopsy was performed, and
endometrial carcinoma G3 was detected. Positron emission tomography (PET-CT) revealed
metastatic regions in the vaginal stump (Figure 3a) and pelvic and para-aortic lymph nodes
(Figure 3b).
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Figure 3. Positron emission tomography showing recurrence lesions in the (a) vaginal stump and
(b) para-aortic lymph node. Yellow arrow point to the disease lesion.

Simultaneously, fluorodeoxyglucose uptake was detected in the patient’s left breast A
region (Figure 4a); however, lymph node and distant organ metastases were absent. The
mediolateral oblique view of the screening mammogram revealed disordered construction
in the U region of the mediolateral oblique (MLO) and in the I region of the craniocaudal
(CC) (Figure 4b).
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Subsequently, a tumor biopsy was performed, which indicated the irregular disper-
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PgR, human epidermal growth factor receptor 2 (HER2), and E-cadherin were positive 
(Supplementary Figure S2). The morphology, immunohistochemical findings, and clinical 
history supported the diagnosis of scirrhous type stage I invasive ductal carcinoma. Ow-
ing to her advanced age and recurrent EC, the patient did not undergo any surgery for 
breast cancer. Her doctor for breast cancer did not choose anti-HER2 therapy. The patient 
received ‘paclitaxel and carboplatin’ chemotherapy for EC and ‘letrozole’ hormone ther-
apy for breast cancer. Unfortunately, after two cycles of chemotherapy, she developed a 
fever, diarrhea, and fatigue. Blood examination revealed a white blood cell (WBC) count 
of 1432/µL, a neutrophil count under 500/µL, and a C-reactive protein (CRP) level >30, 
suggesting febrile neutropenia. Subsequently, chemotherapy was discontinued because 
of the patient’s worsening conditions; nevertheless, the hormone therapy was continued. 

After four months of hormonal therapy, regression of the disease lesion was observed 
not only in the patient’s breast, but also in her vaginal stump and pelvic and para-aortic 
lymph nodes (Figure 5a,b). She has had no exacerbation of breast cancer or recurrent EC 
for seven years with hormonal therapy alone. 
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(b) the para-aortic lymph node. 

Based on the efficacy of letrozole (which is recommended for breast cancer) against 
recurrent EC, we hypothesized a unique gene profile in EC. To test this hypothesis, we 

Figure 4. (a) Positron emission tomography showing the accumulation of fluorodeoxyglucose in a
2 cm mass lesion in the A region of the left breast; (b) mammography showing the U region of the
MLO and the I region of the craniocaudal, indicating construction disorder.

Subsequently, a tumor biopsy was performed, which indicated the irregular dispersal
of tumor cells in a densely fibrotic stroma. Immunohistochemical staining for the ER,
PgR, human epidermal growth factor receptor 2 (HER2), and E-cadherin were positive
(Supplementary Figure S2). The morphology, immunohistochemical findings, and clinical
history supported the diagnosis of scirrhous type stage I invasive ductal carcinoma. Owing
to her advanced age and recurrent EC, the patient did not undergo any surgery for breast
cancer. Her doctor for breast cancer did not choose anti-HER2 therapy. The patient received
‘paclitaxel and carboplatin’ chemotherapy for EC and ‘letrozole’ hormone therapy for breast
cancer. Unfortunately, after two cycles of chemotherapy, she developed a fever, diarrhea,
and fatigue. Blood examination revealed a white blood cell (WBC) count of 1432/µL, a
neutrophil count under 500/µL, and a C-reactive protein (CRP) level > 30, suggesting
febrile neutropenia. Subsequently, chemotherapy was discontinued because of the patient’s
worsening conditions; nevertheless, the hormone therapy was continued.

After four months of hormonal therapy, regression of the disease lesion was observed
not only in the patient’s breast, but also in her vaginal stump and pelvic and para-aortic
lymph nodes (Figure 5a,b). She has had no exacerbation of breast cancer or recurrent EC
for seven years with hormonal therapy alone.
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Figure 5. Computed tomography showing reduced recurrent lesions of (a) the vaginal stump and
(b) the para-aortic lymph node.

Based on the efficacy of letrozole (which is recommended for breast cancer) against
recurrent EC, we hypothesized a unique gene profile in EC. To test this hypothesis, we
performed WES using the genomic DNA isolated from the surgical specimen of the uterine
tumor. The analysis identified a mutation rate of 10.7, indicating hypermutation; however,
the microsatellite instability was stable. It detected actionable gene mutations, such as
CTNNB1 (p.S37F), PIK3R1 (p.M582Is_10), and TP53 c.375 + 5G>T (10.3%) in the tumor. The
positions and allele frequencies of the variants identified are summarized in Table 1 and
Supplementary Table S1. These variants were considered to have uncertain significance
rather than being pathogenic. Moreover, we did not observe copy number alterations in
oncogenes or tumor suppressor genes (Figure 6).

Table 1. Actionable variants in the uterine tumor.

Function Actionable Gene Variants Variant Allele
Frequency (%) Copy Number CNV

OG CTNNB1 p.Ser37Phe (ClinVar: Pathogenic) 10.2 2.96 neutral

TSG PIK3R1 p.Met582Ile fs*10 45 1.9 UPD

TSG TP53 c.375+5G>T
(ClinVar: Likely Pathogenic) 10.3 2.45 neutral

VAF, variant allele frequency; CN, copy number; OG, oncogene; TSG, tumor suppressor gene.
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3. Discussion

EC is the most common pelvic gynecological tumor in developed countries, and its
incidence is increasing. According to different published studies, the mean age at diagnosis
is 63 years, and 8–14% of patients diagnosed with EC are elderly [11,12]. Moreover, owing
to their more aggressive tumor biology, less favorable clinicopathological features, and
more advanced disease stage, elderly women are more likely to die from this disease than
younger patients [13]. However, 20% of patients with advanced-stage disease experience
recurrence [13–15]. The prognosis for these patients is poor, and treatment options are
limited.

In the present case, the patient could not continue chemotherapy for recurrent EC
because of worsening febrile neutropenia. Nevertheless, the aromatase inhibitor (letrozole,
which is used for breast cancer) was remarkably effective against recurrent EC, and long-
term survival was obtained in a state of progesterone receptor (PR) with tumor shrinkage.
Subsequent WES to characterize the genetic profile underlying EC recurrence identified
actionable gene mutations, such as CTNNB1 (p.S37F), PIK3R1 (p.M582Is_10), and TP53
c.375 + 5G>T.

Recently, the phosphatidylinositide 3-kinase (PI3K)/AKT signaling pathway was
found to be a major survival signal in cancer cells. Deregulation of the PI3K pathway is
frequent in tumor cells, and can be caused by multiple changes affecting different signaling
cascades. These changes include gene amplification, mutations, and alterations in gene ex-
pression. However, various changes in the PI3K pathway have been identified in different
cancers. In addition, mutations of PIK3R1 have been reported in breast cancer, colorec-
tal cancer, and glioblastoma [16–20]. The overactivation of the PI3K/AKT/mammalian
target of rapamycin (mTOR) pathway has recently been implicated in the pathogenesis
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of ECs [21]. Moreover, most endometrial tumors are hormonally driven; estrogen sig-
naling through ERα acts as an oncogenic signal, and mTOR signaling is required for
estrogen-induced tumors [22]. Therefore, synergistic antitumor effects may be achieved by
combining PI3K/AKT/mTOR pathway inhibitors with agents that disrupt ER signaling.
One study evaluated the potential of combining letrozole with RAD001 (everolimus) in two
in vitro models of breast carcinoma (MCF7 and T47D) and found that estrogen-induced
proliferation largely depended on mTOR signaling. Furthermore, RAD001, in combination
with letrozole, has more profound effects on aromatase-mediated estrogen-induced prolif-
eration in aromatase-expressing lines than either agent alone [23]. Another phase II trial of
everolimus and letrozole in women with recurrent EC reported a high clinical benefit rate
of 40%, a response rate of 32%, and a complete response rate of 20% [24]. Furthermore, the
combination of everolimus and letrozole significantly improved progression-free survival
in patients with breast cancer [25].

In the present case, the development of EC was suspected to involve mutations in
the mTOR pathway. Therefore, it is considered that letrozole, which is a therapeutic drug
for breast cancer, has been effective. To date, the patient survives with the EC lesion
continuing to shrink. Thus far, it is clear that dual inhibition of ER signaling and the
PI3K/AKT/mTOR pathway induces antitumor effects; however, in the present study, it
was suggested that letrozole alone is effective against recurrent EC. The toxicity profile of
letrozole was favorable. Therefore, letrozole can be used as a personalized medicine based
on the genetic or molecular profiling of patients with recurrent EC. Furthermore, PIK3CA
status could be used as a molecular marker to guide clinical decision-making regarding the
use of letrozole in women with advanced EC. Thus, multiple gene panel tests can benefit
elderly patients with useful and safe treatments.

In the current case, letrozole was used to suppress tumor growth in recurrent EC
and improved the patient’s disease-free survival beyond seven years without cytotoxic
anticancer drugs. This indicates that letrozole affects a molecular biological inhibitory
pathway not only in breast cancer, but also in metastatic lesions of EC. Genetic analysis of
the tumor revealed mutations in CTNNB1 and PIK3R1, the tumor suppressor genes located
in the AKT/PI3K pathway. It has been shown that the loss PIK3R1’s function via mutation
causes the AKT/PI3K pathway to turn around. Inhibition of the mTOR pathway using
mTOR inhibitors, such as temsirolimus, has also been shown to control tumor growth [26].
Moreover, the AKT/PI3K pathway is associated with the ER pathway [27], and letrozole,
an ER serine, plays an important role in preventing tumor growth. Taken together, we
infer that the long-term suppression of tumor growth in the present case could have been
achieved by blocking the AKT/PI3K pathway. Furthermore, tumor-like endometrial cancer
(which is driven by unopposed estrogen from obesity) anti-estrogen therapy, such as
megestrol acetate, medroxyprogesterone acetate, and aromatase inhibitors, might produce
effectiveness for tumors. Additionally, the strategy of adding cdk4/6 inhibitor has already
been noted in a recent study [28]. The fact that letrozole has shown efficacy in preventing
tumor growth as a single agent may provide the possibility of long-term survival for
recurrent endometrial uterine cancer in elderly patients, even though recurrence sites
are difficult to control with conventional chemotherapy. However, confirming biological
profiles with multiple gene panel testing is important when considering the effects of tumor
suppression and patient treatment.
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