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Preface

In recent years, contemporary business operations have found themselves navigating a complex

landscape influenced by market criteria that exhibit qualities of uncertainty, imprecision, and

vagueness. The dynamic interplay of various factors, ranging from the disruptive impact of

global pandemics to the ripple effects of geopolitical instability and the looming specter of climate

change, has rendered traditional approaches to business management and engineering increasingly

inadequate.

In this ever-shifting terrain, the reliability of existing quantitative and qualitative models

has come into question. Unforeseen events continually challenge the efficacy of conventional

methodologies, highlighting the inherent limitations of deterministic frameworks in accommodating

the fluidity of real-world scenarios. The quest for exact values of variables, once considered a

cornerstone of management and engineering models, has become an elusive pursuit, with past data

offering scant reassurance for future predictions.

Amidst this uncertainty, the emergence of fuzzy sets theory has provided a beacon of hope,

offering a robust framework for characterizing and navigating the complexities of ambiguity. By

embracing the inherent fuzziness of real-world phenomena, fuzzy sets theory has transcended the

constraints of traditional paradigms, offering a nuanced understanding of uncertainty that empowers

practitioners to make informed decisions in the face of ambiguity.

It is within this context that this publication endeavors to shed light on the transformative

potential of fuzzy sets theory in the realms of management and engineering. By delving into the

latest advancements in fuzzy sets, fuzzy numbers, and fuzzy modeling, this publication aims to chart

a course toward a more resilient and adaptive approach to problem-solving.

Moreover, this publication serves as a vital platform for researchers, both from academia and

industry, to showcase their pioneering work and novel applications in the field. By fostering

collaboration and knowledge exchange, it is our hope that this initiative will catalyze further

innovation and inquiry, propelling the domains of management and engineering towards new

frontiers of understanding and discovery.

In essence, this publication stands as a testament to the enduring spirit of inquiry and innovation

that drives the fields of management and engineering forward. As we embark on this journey

together, let us embrace the challenges of uncertainty with curiosity and courage, knowing that it

is through our collective efforts that we will unlock the boundless potential of the future.

Aleksandar Aleksić

Editor
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Industrial and Management Applications of Type-2
Multi-Attribute Decision-Making Techniques Extended with
Type-2 Fuzzy Sets from 2013 to 2022
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* Correspondence: aaleksic@kg.ac.rs

Abstract: The ongoing research in the field of decision-making can be analyzed from different
perspectives. Research trends indicate that multi-attribute decision-making (MADM) methods have
a significant impact on engineering and management scientific areas. Since many of the problems
existing in the mentioned areas are associated with a certain level of uncertainty, type 2 fuzzy sets
represent a common solution for the enhancement of conventional MADM methods. In this way,
the decision-makers are encouraged to use linguistic expressions for the assessment of attributes’
relative importance and their values. The purpose of this paper is to review a determination of
attributes’ relative importance, and their values, as well as the extension of ranking methods with
type 2 fuzzy sets. The papers are systematically adjoined to groups consisting of hybrid models with
the following characteristics: (1) indicating the procedure for modeling attribute relative importance
and their values, (2) determining the extension of MADM methods with type 2 fuzzy sets to determine
attributes’ vector weights, and (3) the extension of MADM for attributes ranking with type 2 fuzzy
sets. This study reviewed a total of 42 papers in the domain of engineering and management
published from 2013 to 2023 in different journals indexed by the Springer, Science Direct, Emerald,
Wiley, ProQuest, Taylor, and Francis research platforms.

Keywords: fuzzy multi-attributive decision making; the type 2 fuzzy sets; literature review

MSC: 03E72

1. Introduction

This paper provides insight into how certain MADM methods have been employed to
bring solutions in the scientific areas of engineering and management with their enhance-
ments and modifications. Decision-making represents one of the most important activities
executed by the decision-makers (DMs) at the strategic, tactical, and operational levels in
any company. The essential motivation of the DMs is to determine the best solution among
the alternatives that lead to successful business results. Respecting their experience and the
results of the best practice, DMs should consider many attributes that may conflict with
each other. According to the stated, it may be considered that the management problems
can be presented as multi-attribute decision-making problems (MADMs). Additionally,
it may be assumed that MADM techniques strive to make the decision-making process
more formalized [1], so the obtained solution seems to be less burdened by the bias of DMs.
MADM is the discipline of operations research that has been widely studied by researchers
and practitioners [1,2].

In recent decades, a large number of MADM techniques have been proposed and used
for solving different area problems [1]. It should be underlined that the proposed MADM
techniques are developed on different mathematical foundations, so they have different
characteristics in finding the optimal solution.

Mathematics 2023, 11, 2249. https://doi.org/10.3390/math11102249 https://www.mdpi.com/journal/mathematics1
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In this paper, the classification of the analyzed MADM methods is performed according
to [1,3–5] which is presented in Table 1.

Table 1. The classification of MADM techniques.

Classification is Given by [5] Classification is Given by [1]
Classification is Given

by [3,4]

Weighted Aggregated
Sum Product

Assessment-WASPAS [6]
Utility-based Other MADMs

Technique for Order
Preference by Similarity to
Ideal Solution-TOPSIS [7]

Distance-based Normalizing models-additive
types Compromise

VIekriterijumsko
KOmpromisno

Rangiranje-VIKOR [8]
Distance-based Normalizing models-additive

types Compromise

Complex Proportional
Assessment-COPRAS [9] Utility-based Compromise

Multi-Objective Optimization
on the basis of Ratio

Analysis-MOORA [10]
Other

Additive Ratio
ASsessment-ARAS [11] Other Utility-based

Elimination et Choix
Traduisant la

Realité-ELECTRE [12]
Outranking Normalizing models-additive

types Outranking

Analytical Network
Process-ANP [13] Pairwise comparison Weighting models Utility-based

Analytic Hierarchy
Process-AHP [14] Pairwise comparison Weighting models Utility-based

(An acronym in Portuguese
for interactive and

multi-criteria
decision-making)-TODIM [15]

Outranking Utility-based

Best Worst Method-BWM [16] Pairwise comparison Compromise

Multi-attributive border
approximation area

comparison
method-MABAC [17]

Other Compromise

Decision Making Trial and
Evaluation

Laboratory-DEMATEL [18]
Interaction based Evaluating or

choosing models Other

As analysis covers different MADM methods, it may be noticed that there are more
MADM methods than those considered by this research. The MADM methods enhanced
with IT2FNs have different mathematical foundations. That is why scholars can adjoin
them in different groups. A good example of this is BWM which can be interpreted as a
pairwise comparison and/or compromise method. It can be concluded that there is no
unique classification although scholars are trying to propose different frameworks.

The increase in the social and economic environment’s complexity (the change of
customer expectation, political change, business in a time of crisis, etc.), as well as the
vagueness of the inherently subjective nature of human thinking, brings the inability to
describe input data of the decision-making process with the crisp values. A lot of scholars
believe that a more accurate assessment of uncertainties into the relative importance of

2
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attributes and their values may be obtained if the DMs use linguistic variables [19–21].
These variables are defined as words and/or sentences in a natural or artificial language [22].
It may be suggested that the concept of linguistic variables is useful in dealing with complex
situations. The shortcoming of this assessment approach is that the words might not have a
clear and well-defined meaning since the DMs may have different subjective perceptions or
personalities. In this research, the authors’ attention is focused on the application of type 2
fuzzy sets (T2FSs) which were introduced by Zadeh [23] for the modeling of uncertainties.
These T2FSs represent the extension of the concept of type 1 fuzzy sets (TFSs) [24] that
are characterized by a primary and a secondary membership function with an additional
dimension of membership function. T2FSs can deal with the fuzziness and uncertainty
characteristics of decision-making problems more accurately and effectively compared
to T1FSs. It should be emphasized that in real-world applications, interval type 2 fuzzy
numbers (IT2FNs) [25] are widely applied. The IT2FNs represent the special version of
generalized T2FSs. It may be assumed that the handling of uncertainties by using T2FNs
means making fewer assumptions and making fewer assumptions provides more realistic
solutions to real-life decision-making problems. IT2FNs are the most frequently used
T2FSs [25] because of their easiness and reduced computational effort in comparison with
T2FSs. Just a few authors [26] have used other fuzzy numbers, such as Gaussian interval
type 2 fuzzy numbers (GIT2FN). Therefore, many real-life situations can be described by
employing IT2FNs, so the calculation effort is decreased but the preciseness of the obtained
data is satisfied.

The literature contains a variety of research MADM methods that have been extended
with IT2FNs (interval type 2 fuzzy multi-attribute decision making-IT2FMADMs). This
research attempts to document the exponentially grown interest in IT2FMADM techniques
and provide a state-of-the-art review of relevant literature where the treated problems have
been solved within the last ten years. In literature, solving many complex management
and engineering problems is based on using IT2FMADMs (see Table 2). To present the
data in Table 2 in a concise manner, the titles of MADM methods and techniques are
extended with the prefix IT2F denoting that the mentioned methods and techniques are
enhanced with IT2F numbers. As the research domain of industrial and management
applications is considered, the literature sources containing IT2FMADM explanations and
applications are comprehensively reviewed, employing academic databases of Springer,
Science Direct, Emerald, Wiley, ProQuest, Taylor, and Francis. It is worth mentioning that
some papers containing adequate MADM techniques are not considered due to different
application domains. The other criteria for filtering research were the enhancement of
MADM techniques with IT2FNs. Table 2 denotes the papers with the research focus on
industrial and management applications with IT2FMADMs.

Table 2. A brief explanation of IT2FMADM ranking techniques.

Authors Year Research Focus
Rank of

Alternatives

Celik et al. [27] 2013 The satisfaction of customers with public transportation IT2FTOPSIS

Baležentis and Zeng [28] 2013 Selection of manager for research and development IT2FMULTIMOORA

Ghorabaee et al. [29] 2014 Supplier selection IT2FCOPRAS

Chen and Hong [30] 2014 The selection of a system analysis engineer IT2FTOPSIS

Qin et al. [31] 2015 Metro station dynamic risk assessment IT2FTOPSIS

Kilic and Kaya [32] 2015 Evaluation and selection of investment projects IT2FTOPSIS

Abdullah and
Zulkifli [33] 2015 Human resource management problem IT2FDEMATEL

Cebi and Otay [34] 2015 Cement factory selection IT2FTOPSIS

Qin et al. [35] 2015 Evaluation of the high-tech risk investment project IT2FVIKOR

3
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Table 2. Cont.

Authors Year Research Focus
Rank of

Alternatives

Ghorabaee et al. [36] 2015 Selecting a suitable hydroelectric power station project IT2FVIKOR

Özkan et al. [37] 2015 Determining the best electrical energy storage technology IT2FTOPSIS

Liao [38] 2015 Evaluation of materials IT2FTOPSIS

Sang and Liu [39] 2015 Green supplier selection in the automotive industry IT2FTODIM

Ghorabaee [19] 2016 Selecting the suitable robot for its production process IT2FVIKOR

Celik et al. [40] 2016 Green Logistic Service Providers Evaluation IT2FELECTRE

Ghorabaee et al. [41] 2016 Green supplier selection IT2FWASPAS

Buyoukozkan et al. [42] 2016 Evaluation of Knowledge Management Tools IT2FTOPSIS

Qin et al. [43] 2017 Green supplier selection IT2FTODIM

Gorener et al. [44] 2017 Supplier selection in a high-stake aviation company IT2FTOPSIS

Deveci et al. [45] 2017 Airline new route selection IT2FTOPSIS

Mousakhani et al. [46] 2017 Green supplier evaluation IT2FTOPSIS

Soner et al. [47] 2017 Selecting the right hatch cover design in maritime
transportation industry IT2FVIKOR

Zhong and Yao [48] 2017 Supplier selection IT2FELECTRE

Deveci et al. [49] 2018 Selection for car-sharing station IT2FWASPAS

Celik and Akyuz [20] 2018 Selecting the appropriate ship loader type IT2FTOPSIS

Debnath and Biswas [50] 2018 The supplier selection problem IT2FAHP

Meng et al. [51] 2019 Risk assessment of supply chain in social commerce IT2FTODIM

Ðurić et al. [52] 2019 The software failure analysis IT2FCOPRAS

Dinçer et al. [53] 2019 Evaluate the financial service performance in E7 economies IT2FMOORA

Xu et al. [54] 2019 Green supplier selection IT2FAHP Sort II

Wu et al. [55] 2019 Green supplier selection IT2FVIKOR

Aleksic et al. [56] 2019 Ranking failures in a recycling center IT2FTOPSIS

Yucesan et al. [57] 2019 Green supplier selection IT2FTOPSIS

Dorfeshan and
Mousavi [58] 2020 Aircraft maintenance planning IT2FMABAC

Bera et al. [59] 2020 Supplier selection IT2FTOPSIS

Mohamadghasemi et al. [26] 2020 Selection of conveyors IT2FELECTRE

Ayyildiz et al. [60] 2020 Credit application IT2FELECTRE

Yang et al. [61] 2020 Choosing the best investment option IT2FTOPSIS

Kiraci and Akan [21] 2020 Aircraft selection IT2FTOPSIS

Pourmand et al. [62] 2020 Water Resources Management IT2FTOPSIS

Özdemir and
Üsküdar [63]

2020 Strategy selection IT2FTOPSIS

Deveci et al. [64] 2020 Offshore wind farm development IT2FTOPSIS

Mirnezami et al. [65] 2021 Project cash flow evaluation IT2FTODIM

Sharaf [66] 2021 Solar power systems IT2FTOPSIS

Komatina et al. [67] 2021 Evaluation of different risk factors IT2FTOPSIS

Karagöz et al. [68] 2021 Facility location IT2FARAS

Celik et al. [69] 2021 Green supplier selection IT2FTODIM

4
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Table 2. Cont.

Authors Year Research Focus
Rank of

Alternatives

Zhang et al. [70] 2022 The subway station’s risks IT2FTOPSIS

Komatina et al. [71] 2022 Supplier selection IT2FMABAC

Aleksić et al. [72] 2022 Evaluation and ranking of failures in the automotive industry IT2FVIKOR

Ecer [73] 2022 Green supplier selection in-home appliance manufacturer IT2FAHP

The scientific objective of the research is to provide insight into the used MADM
techniques enhanced with interval type 2 fuzzy numbers (IT2FNs) and applied in solving
management and engineering problems. At the same time, the utilitarian objective of
the research is to provide answers on conducting MADM techniques steps regarding
different approaches and their execution considering the process of decision-making and
mathematical operations. In this way, scholars can think about different approaches to the
MADM steps execution in their future work. It is worth mentioning that this research is
scoped to papers containing hybrid MADM for modeling attributes’ weights and values,
determining weights and values, and their ranking. As denoted methods are used for
ranking, it should be noticed that other MADM mainly used for determining the attributes’
relative importance are analyzed in Section 2.3.

The motivation for this research comes from the fact the literature does not suggest
the answers to the following questions:

(1) Which IT2FMADM techniques are being used frequently in (i) industrial engineering
and (ii) computer science?

(2) Which characteristics of IT2FNs are mostly employed?
(3) Which method is mostly used for the aggregation of DMs’ assessment into unique opinion?
(4) Which type of study is executed on these IT2FMADM techniques (distance between

two IT2FNs, method of defuzzification, a method for the comparison of IT2FNs, etc.)?
This paper provides a systematic survey that provides answers to the identified gap
in the literature.

2. Materials and Methods

It is known that fuzziness and vagueness in the relative importance of attributes
and their values exist in many MADM problems. Dealing with uncertainties by employ-
ing T2FNs means making fewer assumptions during the decision-making process, so it
should lead to more realistic solutions to real-life decision-making problems. This can be
seen as a main advantage of T2FNs over T1FSs. On the other hand, employment of the
T2FSs results in the need to solve very complex mathematical calculations which is their
main shortcoming.

The majority of scholars employ interval type 2 triangular fuzzy numbers (IT2FNs) and
interval type 2 trapezoidal fuzzy numbers (IT2FTrFNs) [36,45]. Handling uncertainties by
using these IT2FNs demands less complex computational calculations compared to IT2FNs
of higher order. Generally, it may be said that there are no official guidelines on how to
choose the appropriate shape of membership functions and this problem may be analyzed
as a task itself. The same approach is valid for the rest of the two IT2FNs’ characteristics–
granularity and domain. The number of linguistic expressions that are used for describing
the uncertainty depends on the scale and the complexity of the problem. In real decision-
making problems, it is necessary to set the fine gradation; in other words, it is necessary
to use a larger number of linguistic expressions that are used for defining the relative
importance and values of alternatives. Many scholars propose IT2FMADM techniques
based on 3 or 5 linguistic expressions for describing the attributes’ relative importance and
more than 5 linguistic expressions for describing the alternatives’ value [21,56]. Almost all

5
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the research found in the referent literature supports the definition of the IT2FNs’ domain
on the set of real numbers with different domains, as it is further explained.

Many scholars believe that when it comes to real decision-making problems [1], a
group of DMs should assess the attributes’ relative importance according to which the
assessment is brought, as well as their values. In this case, the assessment of the attributes’
relative importance and their value is stated as a fuzzy group decision-making problem. In
situations where more DMs participate in the decision-making process, it is necessary to
aggregate their opinion in the unique assessment. The aggregation of DMs’ assessments
into the unique assessment can be given by using various aggregation operators. The
selection of the aggregation operator is based on an assumption of the DMs’ importance.

In the course of an easier understanding of the analyzed papers, firstly, the basic
considerations on type 2 fuzzy sets and arithmetic operations on IT2FNs are presented in
the next section.

2.1. Basic Consideration of Type 2 Fuzzy Sets

In this section, a brief review of some definitions of type-2 fuzzy sets and IT2FSs [74,75]
is presented.

Definition 1. A type 2 fuzzy set,
∼∼
A in the universe of discourse X can be represented by a type-2

membership function μ∼∼
A

as follows:

∼∼
A =

{
(x, u),μ∼∼

A
(x, u)

∣∣∣∣∣∀x ∈ X, ∀u ∈ Jx ⊆ (0, 1), 0 ≤ μ∼∼
A
(x, u) ≤ 1

}
, (1)

Definition 2. If X is a set of real numbers, then a type-2 fuzzy set and an interval type-2 fuzzy set
in X are called a type-2 fuzzy number and an interval type-2 fuzzy number, respectively.

Definition 3. As trapezoidal fuzzy numbers are well known to the wider audience, it is worth
mentioning that triangular fuzzy numbers are their special case. It is the case when there is just

one modal value. While the upper membership function and lower membership function of
∼∼
A are

two triangular type-1 fuzzy numbers,
∼∼
A is referred to as a triangular interval type-2 fuzzy number,

∼∼
A =

(∼
A

U
,
∼
A

L)
so that:

∼∼
A =

(∼
A

U
,
∼
A

L)
=

((
aU

1 , aU
2 , aU

3 ,α
)

,
(

aL
1 , aL

2 , aL
3 ,β

))
, (2)

where the lower and upper bounds in the domain are denoted as aU
1 , aU

3 , respectively, and aL
1’ , aL

3 , re-
spectively. The modal values are aU

2 , respectively, and aL
2 , respectively. The values of the membership

function are defined as (α,β) ∈ [0, 1]

Definition 4. Let us consider two IT2TFNs,
∼∼
A and

∼∼
B

∼∼
A =

((
aU

1 , aU
2 , aU

3 , α1

)
,
(

aL
1 , aL

2 , aL
3 , β1

))
,
∼∼
B =

((
bU

1 , bU
2 , bU

3 , α2

)
,
(

bL
1 , bL

2 , bL
3 , β2

))
(3)

6
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The arithmetic operations are introduced by Mendel [75]. The addition operation, which is

denoted as
∼∼
A +

∼∼
B, can be defined as:

∼∼
A +

∼∼
B =

⎛⎝(
aU

1 + bU
1 , aU

2 + bU
2 , aU

3 + bU
3 ; min(α1, α2), min(β1, β2)

)(
aL

1 + bL
1 , aL

2 + bL
2 , aL

3 + bL
3 ; min(α1, α2), min(β1, β2)

) ⎞⎠, (4)

The subtraction operation, which is denoted as
∼∼
A −

∼∼
B, can be defined as:

∼∼
A −

∼∼
B =

⎛⎝(
aU

1 − bU
3 , aU

2 − bU
2 , aU

3 − bU
1 ; min(α1, α2), min(β1, β2)

)(
aL

1 − bL
3 , aL

2 − bL
32, aL

3 − bL
1 ; min(α1, α2), min(β1, β2)

) ⎞⎠, (5)

The multiplication operation, which is denoted as
∼∼
A·

∼∼
B, can be defined as:

∼∼
A·

∼∼
B =

⎛⎝(
aU

1 ·bU
1 , aU

2 ·bU
2 , aU

3 ·bU
3 ; min(α1, α2), min(β1, β2)

)(
aL

1 ·bL
1 , aL

2 ·bL
2 , aL

3 ·bL
3 ; min(α1, α2), min(β1, β2)

) ⎞⎠, (6)

The division operation, which is denoted as
∼∼
A :

∼∼
B, can be defined as:

∼∼
A :

∼∼
B =

⎛⎝(
aU

1 : bU
3 , aU

2 : bU
2 , aU

3 : bU
1 ; min(α1, α2), min(β1, β2)

)(
aL

1 : bL
3 , aL

2 : bL
2 , aL

3 : bL
1 ; min(α1, α2), min(β1, β2)

) ⎞⎠, (7)

Definition 5. Let us discuss triangular interval type-2 fuzzy numbers,
∼∼
A and crisp value k:

k·
∼∼
A =

((
k·aU

1 , k·aU
2 , k·aU

3 ;α1

)
,(

k·aL
1 , k·aL

2 , k·aL
3 ;β1

) )
, (8)

(∼∼
A

)−1

=

⎛⎜⎜⎝
(

1
aU

3
, 1

aU
2

, 1
aU

1
; α1

)
(

1
aL

3
, 1

aL
2

, 1
aL

1
; β1

)
⎞⎟⎟⎠, (9)

2.2. Determining the Relative Importance of Attributes and Their Values

This section is used for the clarification of elements that are needed for determining the
relative importance of attributes and their values. This issue is scoped to the linguistic ex-
pressions and basic features used for modeling type 2 fuzzy sets. Additionally, the different
approaches to defining the weights vector are discussed. As a part of activities needed for
determining the relative importance of attributes and their values, the fuzzy group decision-
making problem may be employed, so it is also discussed (see Table A1 in Appendix A).
The grouping of data presented in Table A1 is based on the following. Firstly, the features
of IT2FNs are presented, then the aggregation procedures are denoted. In the end, the pro-
posed IT2FMADM techniques or proposed approaches for the determination of attributes’
weights vectors are presented.

It is worth mentioning that the fuzzy group decision-making problem is used for de-
termining criteria values too (see Table A2 in Appendix B). The grouping of data presented
in Table A2 is taking into account features of IT2FNs and the aggregation procedures.
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The analysis of both tables from Appendices A and B are presented in Section 3, results,
and discussion of the research.

2.3. Determining of Attributes’ Weight

The weights vector of attributes can be determined by using the different approaches.
The activities needed for this are summarized in Figure 1.

Figure 1. A flowchart of activities needed for determining attributes’ weights.

In much conducted research, the weights of attributes are based on using aggregation
operators, Delphi techniques, IT2FAHP, and IT2FBWM, as is presented in the next sections.
The flowchart starts with the DMs’ assessment whether it is a single decision-making or
group decision-making approach. If the research is based on group decision-making, then
three different paths are possible to be executed. First, scholars may decide to continue
with the fuzzy weights vector obtained by applying the different aggregation procedures
(e.g., fuzzy arithmetic mean, fuzzy geometric mean). The other option is to perform the
defuzzification procedure and continue with the crisp weights vector. The third option is to
perform the proposed procedure with IT2FNs (e.g., IT2FAHP, IT2FBWM) and to continue
with the fuzzy/crisp weights vector.

2.3.1. The Assessment in a Direct Way

A significant number of scholars suggest that is it appropriate to determine the weights
vector in a direct manner [19,26,27,34–36,39,42,45,46,49,59,68,70].

In conventional MADM, the weights vector is given as normalized. Therefore,
some authors have performed the normalization of assessed attributes’ relative
importance [21,38,43,51,65] by using a linear normalization procedure. In this way, the
weights of attributes are described by IT2FNs. The normalized weights vector can be
given [56] by using the procedure for the comparison of IT2FNs [74], so in this way, the
weights of attributes are described by crisp values.

Some scholars believe that obtaining the weights of attributes can be delivered through
the several rounds where DMs are making their assessment [60,67]. Hence, the weights
vector can be given by using the Delphi technique that is extended with IT2TFNs [60,67].
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2.3.2. Interval Type 2 Fuzzy Analytical Hierarchy Process-IT2FAHP

A significant number of scholars think that DMs can make their assessment in a
more precise way if they analyze each pair of attributes by analogy to AHP [14]. In
the literature, there are many papers with the fuzzy pair-wise matrix of the attributes’
relative importance described with IT2FNs [76]. It can be said that the fuzzy pair-wise
comparison matrix is consistent only if the appropriate pair-wise comparison matrix is
consistent. That is why many scholars have transformed the fuzzy pair-wise comparison
matrix into a corresponding pair-wise comparison matrix by using different defuzzification
procedures, such as (i) the center of area method [77], (ii) the proposed procedure by
Kahraman et al. [76], and (iii) the proposed procedure by Debnath and Biswas [50]. In all
of the papers, the consistency check is determined by applying the eigenvector method
by analogy to the conventional AHP method [14]. The weights vector is given by the
application of (i) synthetic analysis [78] extended with IT2TFNs and (ii) procedure based
on the employment of fuzzy geometric mean [76].

2.3.3. Interval Type 2 Fuzzy Best Worst Method-IT2FBWM

In the treated scientific area, there are many papers where the determining of attributes’
weights is based on IT2FBWM [55,57,69,72]. In IT2FBWM, all attributes are compared
regarding the best and worst items by using pre-defined linguistic expressions. In this way,
two fuzzy pair-wise comparison matrices, whose elements are IT2FNs, are constructed. A
fuzzy nonlinear optimization model to obtain the weights vector of attributes is proposed,
by analogy to the existing procedure [55]. The consistency level of the comparisons can
be calculated as defined [16]. It can be said that IT2FBWM is somewhat similar to the
IT2FAHP, although many scholars think that IT2FBWM has certain advantages compared
to IT2FAHP [72]. This advantage [79] is manifold: (i) there are fewer needed data compared
to a full pairwise comparison matrix, and (ii) the obtained results of the BWM application
seem to be more consistent than those of the AHP.

The next section provides the analysis of the proposed IT2FMADMs which are denoted
in Table 2 into defined categories [4].

2.4. Analysis of Ranking Multi-Atrubutive Decision-Making Methods

The analyzed methods are joined together based on the criteria provided by [4].
Those groups are (1) the utility-based IT2FMADM, (2) the outranking IT2FMADM, (3) the
compromise IT2FMADM, and (4) the other IT2FMADM.

The utility-based IT2FMADM

2.4.1. Interval Type 2 Fuzzy Additive Ratio Assessment-IT2FARAS

While applying IT2FARAS in the scope of research [68], the weighted normalized
fuzzy decision matrix can be constructed by using a linear normalization procedure [74]
and fuzzy algebra rules [75]. The optimality function of benefit/cost attributes as well as the
utility degree of benefit/cost attributes can be calculated by using the proposed formula in
conventional ARAS which is enhanced with fuzzy operations. By using the defuzzification
procedure proposed by [76], the crisp values of the utility degree of benefit/cost attributes
can be given. In the mentioned research, the rank of considered attributes is given by using
the normalized appraisal score.

2.4.2. Interval Type 2 Fuzzy Multi-Objective Optimization on the Basis of Ratio
Analysis-IT2FMOORA (IT2FMULTIMOORA)

The method IT2FMOORA is employed to evaluate financial service performance [53].
In the mentioned research, the fuzzy decision matrix is constructed, and by applying the de-
fuzzification procedure [74], the fuzzy decision matrix is transformed into a decision matrix.
The normalized decision matrix is given by using a vector normalization procedure [80].
The rank of alternatives is obtained by using the procedure proposed in conventional
MOORA. The method IT2FMULTIMOORA is employed for the selection of a manager for
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the research and development department in a telecommunication company [28]. In the
presented research, the elements of the decision fuzzy matrix are set through a weighted
geometric average operator. The normalized fuzzy decision matrix is obtained by applying
the linear normalization procedure. The fuzzy positive and fuzzy negative ideal solu-
tions are determined according to the veto concept. The rank of alternatives is based on
conventional MULTIMOORA combined with fuzzy algebra rules.

2.4.3. Interval Type 2 Fuzzy “An Acronym in Portuguese for Interactive and Multi-Criteria
Decision-Making”-IT2FTODIM

IT2FTODIM is employed for the different problems in the treated scientific
area [39,43,51,65,69]. While applying the IT2FTODIM, the normalized decision matrix
can be obtained by using: (i) the procedure proposed by Chen and Lee [74] in [39,69]
and (ii) the linear normalization procedure enhanced with IT2FNs [65]. The weighted
normalized fuzzy decision matrix can be given by using fuzzy algebra rules [69]. In the
research presented by Meng et al. [51], the weighted fuzzy decision matrix is constructed
using fuzzy algebra rules. It is assumed that in the course of decreasing the calculation
complexity, it is necessary to transform the fuzzy decision matrix into a decision matrix [69].
The dominance degree can be determined according to the procedure proposed in conven-
tional TODIM. Additionally, the dominance degree of each alternative can be determined
by applying the proposed distance measure between two IT2FNs [39]. In the research
presented by Qin et al. [43], the dominance degree of each alternative is based on a new
distance measure proposed in this function. The dominance degree of each alternative
can be based on distance [43]. The calculation of the Euclidean distance between two
IT2FNs [70] is applied by Mirnezami et al. [65].

In all analyzed papers, the overall dominance degree of each alternative is obtained
according to the procedure proposed in conventional TODIM.

2.4.4. Interval Type 2 Fuzzy Analytical Hierarchy Process-IT2FAHP

IT2FAHP is employed for solving different problems in engineering and manage-
ment [50,73]. In the mentioned research, the rank of alternatives is determined by the
procedure proposed by Kahraman et al. [76]. Other research based on the AHP frame-
work [54] employs IT2FAHPSort II for the ranking of green suppliers.

The outranking IT2FMADM

2.4.5. Interval Type 2 Fuzzy Elimination et Choix Traduisant la Realité-IT2FELECTRE

IT2FELECTRE is used in several papers [26,40,48,60]. In the mentioned research, the
fuzzy weighted decision matrix can be constructed by respecting fuzzy algebra [26,48]. The
weighted normalized fuzzy decision matrix can be obtained by using a linear normalization
procedure [74] and fuzzy algebra rules [40,60]. By applying the defuzzification proce-
dure [74], the fuzzy decision matrix can be transformed into a decision matrix. Determining
the concordance and dis-concordance sets is based on the procedure proposed in conven-
tional ELECTRE: (i) the α-based distance method [81] in [48], (ii) the distance between
two (IT2FNs) in [23], and (iii) the procedure proposed in conventional ELECTREE [40,60].
In all of the analyzed papers, the concordance dominance matrix is constructed similarly
just as in conventional ELECTRE. Additionally, the rank of alternatives is based on the
dis-concordance dominance matrix.

The compromise IT2FMADM

2.4.6. Interval Type 2 Fuzzy Complex Proportional Assessment-IT2FCOPRAS

Several papers have proposed the IT2FCOPRAS method for obtaining the solution
to the treated problem [29,52]. In all of the mentioned papers, the weighted fuzzy deci-
sion matrix is constructed by using fuzzy algebra rules [75]. In the research presented by
Ghorabaee et al. [29], the fuzzy optimality function of benefit/cost attributes is determined.
Their crisp values are given by using the defuzzification procedure proposed by Kahra-
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man et al. [76]. In the research presented by Ðurić et al. [52], the fuzzy decision matrix
is transformed into a decision matrix by using the defuzzification procedure [76]. In all
of the presented papers, the rank of alternative is given according to the procedure in
conventional COPRAS.

2.4.7. Interval Type 2 Fuzzy Multi-Attributive Border Approximation Area Comparison
Method-IT2FMABAC

This method is employed in several papers [58,71]. The aggregated fuzzy decision
matrix is considered by Komatina et al. [71] where the aggregation of attribute values is
performed by using the order averaging operator extended with IT2TFNs [82]. The fuzzy
decision matrix is stated in the other analyzed paper [58]. In both papers, the weighted
no-aggregated/aggregated normalized decision matrix is given by using the procedure
proposed by Chen and Lee [74] and the fuzzy algebra rules [75]. Additionally, the border
approximation area matrix (BAA) is given by applying a fuzzy geometric mean [58,71].

Dorfeshan and Mousavi [58] have transformed the fuzzy decision matrix into the
decision matrix by using the defuzzification procedure given by Kahraman et al. [76].

Komatina et al. [71] have proposed the determination of belonging to BAA areas based
on their procedure. In this case, criteria function values for each supplier are determined
by using Euclidean distance and fuzzy algebra rules [71]. The rank of suppliers is given by
analogy to the procedure of conventional MABAC.

2.4.8. Interval Type 2 Fuzzy Technique for Order Preference by Similarity to Ideal
Solution-IT2FTOPSIS

As the TOPSIS method is widely used, IT2FTOPSIS has also been employed many
times for finding an appropriate solution to research problems. While applying IT2FTOPSIS,
the normalized fuzzy decision matrix can be given by using (i) the linear normaliza-
tion procedure extended with IT2FNs [38], (ii) the linear normalization procedure [74]
in [27,35,45,57,59,61,64,66,67,70], and (iii) the center area method in [32].

Fuzzy positive ideal solution (FPIS) and fuzzy negative ideal solution (FNIS) can be
determined (i) by the applied procedure [83] in [61,67,70] and (ii) by the veto concept [56,66].
For a similar purpose, Yang et al. [61] employed the distance proposed in Chen [84] and Liu
and Jin [85]. Euclidean distance between two IT2TFNs is applied in Komatina et al. [67].

According to mentioned authors’ suggestions, the weighted normalized fuzzy decision
matrix [38] and the weighted fuzzy decision matrix [20,21,27,34,37,42,44,45,57,59,66,70] can
be given by using fuzzy algebra rules.

To decrease the scope of calculations, some authors believe that it is necessary to
transform the fuzzy decision matrix into a decision matrix. This transformation can be
applied by employing the defuzzification procedures: (i) proposed by Kahraman et al. [76]
in [20,38,64], (ii) using the center area method [32], and (iii) proposed by Lee and Chen [86]
in [21,30,34,37,42,44–46,59,62,63].

The closeness coefficient can be determined by using Hamming distance [46]. Deter-
mining the closeness coefficient can be: (i) based on the α-level [87] in [70], (ii) based on
the α-level [81] in [35], (iii) a procedure proposed in conventional TOPSIS extended with
IT2TrFNs and defuzzification procedure [76], and (iv) based on similarity measures [66].

In the rest of the analyzed research, the authors suggest the employment of Eu-
clidean distance. The rank of the alternative is determined according to the values of the
closeness coefficient.

2.4.9. Interval Type 2 Fuzzy VIekriterijumsko KOmpromisno Rangiranje-IT2FVIKOR

The method IT2FVIKOR has been used several times in the treated scientific area.
While performing the calculations based on IT2FVIKOR, the normalized fuzzy decision
matrix can be given by using the procedure proposed by Chen and Lee [74] in [72]. In this
case, the weighted normalized fuzzy decision matrix is constructed by applying the fuzzy
algebra rules.
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Determining FPIS and FNIS can be based on the veto concept [72]. Respecting the
procedure proposed by Kuo and Liang [83], FPIS and FNIS are determined in delivered
research [19,47,55]. Another procedure for determining FPIS and FNIS is introduced by
Ghorabaee et al. [36], so it is based on the previously defined procedure [83].

The group utility value can be calculated by using the proposed procedure extended
with IT2FNs [72]. The distance developed by Chen and Lee [74] is used for determining
the minimum individual regret value.

According to Ghorabaee et al. [19] and Ghorabaee et al. [36], the group utility value
and minimum individual regret can be determined by applying the procedure proposed
in conventional VIKOR extended with IT2TrFNs. Additionally, there is an assumption
introduced by Qin et al. [35] that the group utility value and minimum individual regret can
be determined by applying the defined procedure [88]. Soner et al. [47] have determined
the group utility value and minimum individual regret by the proposed distance measures.

The rank of alternative is given according to the fuzzy VIKOR index by combining
MADM and IT2FNs [74] by Ghorabaee et al. [19]. The rank of alternative is given according
to the crisp VIKOR index in the rest of the analyzed papers.

The compromise solution is given by using the procedure proposed in conventional
VIKOR combining two conditions [35,55,72].

The other IT2FMADM

2.4.10. Interval Type 2 Fuzzy Weighted Aggregated Sum Product
Assessment-IT2FWASPAS

Two papers have proposed the application of the IT2FWASPAS method [41,49]. In the
mentioned research [49], the normalized fuzzy decision matrix is constructed according to
the procedure proposed by Chen and Lee [74]. On the other hand, Ghorabaee et al. [41]
have used the linear normalization procedure. WSM measures are used for determining
the attributes’ rank [41,49], and corresponding scalar values of WSM measures are obtained
by using the procedure proposed in [41].

2.4.11. Interval Type 2 Fuzzy Decision-Making Trial and Evaluation
Laboratory-IT2FDEMATEL

One research paper has proposed the application of the IT2FDEMATEL method [33].
The rank of alternatives is obtained through the conventional DEMATEL procedure en-
hanced with the IT2TrFNs.

3. Results and Discussion of the Research

The first part of the discussion is appointed to the comparative analysis of the treated
IT2FMADM techniques. Having in mind the classification given by [5], the pairwise
comparison IT2FMADM and all other IT2FMADM can be compared.

The pairwise comparison IT2FMADM (e.g., IT2FAHP, IT2FBWM) employs the relative
importance of the attributes which represent the element of the decision matrix. All other
MADM techniques support obtaining the values of the attributes by the DMs’ assessment
or through the evidence data, resulting in fuzzy values or crisp values.

If utility-based IT2FMADM techniques (e.g., IT2FCOPRAS) are compared to all other
IT2FMADM techniques, it may be considered that their main advantage is the decreased
complexity of calculations needed for the normalization of data. Their main disadvantage
is that in the process of alternatives’ ranking, the type of the attribute must be considered
carefully since there are going to be distinguished as cost and benefit types.

If outranking-based IT2FMADM techniques (e.g., IT2FTODIM, IT2FELECTRE) are
compared to distance-based IT2FMADM techniques (e.g., TOPSIS, VIKOR), it may be
considered that their main advantage is the decreased complexity of calculations needed
for obtaining the rank of alternatives. On the other hand, the employment of distance-
based IT2FMADM techniques has an advantage over the employment of outranking-based
IT2FMADM techniques in terms of obtaining a compromise solution.
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It should be noticed that the mentioned IT2FMADM techniques are developed on
different mathematical foundations, so it makes their comparative analysis very complex.
Their application can be determined by the domain of interest and the preferences of
scholars. The analysis and discussion of the proposed research are scoped to the following
criteria: (1) the analysis of the number of DMs participating in the delivered research
(Figures 2 and 3); (2) the features of IT2FNs used for modeling the relative importance of
attributes as well as their values (Figures 4–7); (3) the frequency of IT2FMADM for deter-
mining the attributes weights’ vector (Figure 8); and (4) the frequency of IT2FMADM for
determining the rank of alternatives (Figure 9). The analyzed characteristics are granulation
and the domain of IT2FNs. The shape of the membership function is not discussed since
many authors have employed the trapezoidal membership function.

The domain of the analyzed research is scoped to the areas of engineering and man-
agement. Figure 2 provides insight into how the decision-making process within the
research for describing the relative importance of the attributes has been conducted. Simi-
larly, Figure 3 explains the decision-making process within the research for describing the
attributes’ values.

Figure 2 indicates that the problem of determining the relative importance of the
attributes is set as a single decision-making problem. From the analytical perspective,
it should be noticed that this approach includes reaching a consensus while there are
more DMs. This is suitable when there are some rules on how to make an assessment in
compliance with described guidelines. As a significant number of engineering and man-
agement problems do not have clearly described assessment guidelines, it is appropriate
to use a group decision-making approach to obtain a more precise assessment. Everyday
business operations are exposed to increasing complexity and uncertainty which applies
to different industries, so companies strive to develop managers and decision-makers to
overcome difficulties. However, due to resource scarcity and organizational culture, it
is not always possible to have senior managers that are oriented to group thinking and
sharing responsibility. Additionally, the individual decision-making process is less complex
from a mathematical point of view and can be executed more efficiently compared to group
decision making which, in practice, demands more time for collecting input data.

 
Figure 2. The decision-making process within the research for describing the relative importance of
the attributes.

The problems in engineering and management often exist in the presence of uncer-
tainty due to changes in the business, organizational structure, and market conditions. As
is shown in Figure 3, while assessing attributes’ values, it is expected that more research
will be conducted through the single decision-making approach.
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Figure 3. The decision-making process within the research for describing the attributes’ values.

Further analysis is oriented to the granulation of linguistic expressions used for describ-
ing the relative importance of the attributes (Figure 4) and the attributes’ value (Figure 5).

 
Figure 4. Granulation of linguistic expressions for describing the relative importance of the attributes.

The granulation is associated with the size of the treated problem. While problems
that include a lower number of attributes can be described by using at least three linguistic
expressions, large-scale problems may employ more linguistic expressions. The engineering
and management research analysis shows that problems with a larger number of attributes
indicate the employment of nine expressions. The majority of researchers, however, have
employed five or seven expressions believing that these numbers would be suitable.

Figure 5 explains the frequency of usage of five, seven, or nine linguistic expressions for
determining the attributes’ value. The selection of the appropriate number of expressions
can be described in a similar way that is analyzed in determining the relative importance of
the attributes. It is easy to see that many authors propose seven linguistic expressions for
determining the attributes’ value. It is worth mentioning that some authors have employed
more linguistic expressions for describing uncertainties in attributes’ values [52,56]. It may
be used as a reference for further research.

Figures 6 and 7 present the applied domains within the research for describing the
relative importance of the attributes and attributes’ value, respectively.

Determining the domain applied within the research for describing the relative impor-
tance of the attributes, and the attributes’ value can be set as a task itself.

The analysis of Figures 6 and 7 clearly shows that many authors propose the domain on
an interval between 0 and 1. It is expected since the employment of this domain decreases
the calculation complexity in determining the weights’ vector of treated attributes and
there is no need to conduct the normalization procedure of the fuzzy decision matrix.
On the other hand, some methods, such as IT2FAHP and IT2FBWM, do not support the
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employment of the domain between 0 and 1. This represents the main constraint of the
analyzed domain.

 

Figure 5. Granulation of linguistic expressions for describing the attributes’ value.

 
Figure 6. The domains applied within the research for describing the relative importance of
the attributes.

 

Figure 7. The domains applied within the research for describing the attributes’ value.

The methods used for determining the attributes’ weights vector are presented in
Figure 8. Due to MADM’s suitability for the named purpose, many authors employ
IT2FAHP and IT2FBWM to determine the attributes’ weights vector. IT2FAHP is a well-
known method, and it can be smoothly applied while the attributes have a hierarchical
structure. The main lack of this method is the need for obtaining well-defined input data
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in a matrix shape if the treated problem is large scale. That practically means that the
decision-maker could be fully loaded, and his/her focus could be questioned. This is
related to the consistency of the assessment. Obtaining input data for the IT2FBWM is less
complex compared to the IT2FAHP. On the other hand, IT2FBWM implies the need for
more complex calculations compared to IT2FAHP.

 
Figure 8. The methods used for determining the attributes’ weights vector.

The majority of authors use different fuzzy operators for determining the attributes’
weights vector (Figure 8). The advantage of this approach can be explained since the
complexity of calculations is significantly decreased compared to IT2FBWM and IT2FAHP.
According to the authors’ opinion, the main lack of applying fuzzy operators could be a
slightly decreased preciseness of the assessment compared to the named MADM methods.

Figure 9 denotes the frequency of the methods’ appearances in the executed research
presented in Table 2.

 
Figure 9. A brief explanation of the usage of IT2FMADM techniques.

Figure 9 denotes the frequency of IT2FMADM for determining the rank of alternatives
in the domain of engineering and management from 2013 to 2023 according to the Springer,
Science Direct, Emerald, Wiley, ProQuest, Taylor, and Francis platforms. It is easy to see
that IT2FTOPSIS has been used most frequently.
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Each of the analyzed MDM is employed on a different mathematical foundation.
Therefore, it is inappropriate to compare the results delivered by their calculations. The
proposed analysis cannot tell if IT2FTOPSIS is the most suitable for the application in the
presented domain. Future research could confirm or dispute this.

4. Conclusions

The starting point of this research is an intention to provide insight into research
in the field of MADM encompassing the application of IT2 fuzzy sets in the domain of
engineering and management within the period between 2013 and 2023. If compared
to papers of authors that have performed reviews of MADM applications in the field
of management, the following may be stated. While Mardani et al. [1] have conducted
the review on two decades from 1994 to 2014, this research covers the decade between
2013 and 2022. Mardani et al. [1] have covered a similar field of MADM application in
terms of management and business emphasizing the employment of conventional MADM
techniques and MADM techniques enhanced with type 1 fuzzy sets. The focus of the
review [1] was to present the frequency of occurrence of each MADM technique and the
trend of technique application. Celik et al. [22] conducted a review of papers employing
IT2FMADM techniques between 2007 and 2015, embracing different application domains.
This research [22] proposed the frequency of occurrence of each MCDM and the trend of
their application. Compared to the mentioned review papers [1,22], our research sets a
focus on the analysis of IT2FNs features used for modeling the relative importance and
values of the attributes, as well as the application frequency IT2FMADM techniques.

The main contribution of the research to the literature may be summarized as follows:
(1) it determines the two-stage MADM techniques that have been integrated with IT2FNs;
(2) it represents two application areas, engineering and management; (3) the trend in
research of IT2FMADM will remain stable in the future; (4) within the presented research,
the sample of 41 papers in the treated areas is analyzed according to the following features:
(i) the membership function shapes, (ii) the granulation, (iii) the domains of IT2FNs,
(5) the frequency of IT2FADM employed for ranking the attributes’ weights, as well as the
frequency of IT2FADM employed for determining the alternative rank are analyzed.

The theoretical implications of the research are oriented to the exploitation of results
within future research in this application. Different authors will have kinds of recommen-
dations on how to determine the relative importance and values of attributes in different
engineering and management problems.

The main constraint of the research is the size of the sample since papers are derived
from the search covering Springer, Science Direct, Emerald, Wiley, ProQuest, Taylor, and
Francis research platforms. Future research should expand the search and cover more
different scientific databases. Additionally, future research should cover the research of
different domains of IT2FADM and compare them with the obtained data. Bearing in mind
the number of papers in the previous decade per year, it may be concluded that there is an
ongoing trend that the number of research papers employing IT2FMADM is increasing.
The research hotspots in the domain are oriented to sustainability and risk management,
while industrial applications are oriented to industrial engineering applications.
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Appendix A

Table A1. The linguistic expressions and corresponding of IT2FNs and their features which are used
to describe the relative importance of attributes.

Authors Type of IT2FNs
Granulation/The

Domain
The Aggregation

Operators
The Determination of

Attribute Weights

Celik et al. [27] IT2TrFN 5/[0–10] Fuzzy arithmetic mean Fuzzy weights vector

Baležentis and
Zeng [28] IT2TrFN 9/[0–1] - Crisp weights vector

Chen and Hong [30] IT2TrFN 7/[0–1]
Method for comparison

of IT2FNS combined
with arithmetic mean

Weight attributed to the largest
variable/Crisp weights vector

Ghorabaee et al. [29] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Abdullah and
Zulkifli [33] TrFN 9/[1–9] -

FAHP and fuzzy geometric
mean/defuzzification are performed
by using the centroid defuzzification

method [89]/crisp weights vector

Ghorabaee [19] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Kilic and Kaya [32] IT2TrFN 5/[1–9]

IT2FAHP and fuzzy geometric
mean/defuzzification are performed
by using the center of area method

[77]/crisp weights vector

Cebi and Otay [34] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Qin et al. [31] IT2TFN 5/[0–10] - Fuzzy weights vector

Qin et al. [43] IT2TrFN 7/[0–10] Type 2 fuzzy weighted
aggregation method KM algorithm [90]

Özkan et al. [37] IT2TrFN 5/[1–9]

IT2FAHP and fuzzy geometric
mean/aggregation performed by

using fuzzy arithmetic mean/fuzzy
weights vector

Liao [38] IT2TrFN 5/[0–1] - Fuzzy weights vector

Sang and Liu [39] crisp Crisp weights vector

Ghorabaee et al. [36] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Qin et al. [35] IT2TrFN 7/[0–10] - Fuzzy weights vector

Ghorabaee et al. [41] IT2TrFN 7/[0–1] Entropy method/fuzzy weights vector

Celik et al. [40] IT2TrFN 7/[0–10] Fuzzy arithmetic mean -

Buyoukozkan [42] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Gorener et al. [44] IT2TrFN 5/[1–9] - IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Deveci et al. [45] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Mousakhani [46] IT2TrFN 7/[0–1] Fuzzy geometric mean Fuzzy weights vector

Soner et al. [47] IT2TrFN 9/[1–10] IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Zhong and Yao [48] IT2TrFN 7/[0–1] - The information entropy/crisp
weights vector

Deveci et al. [49] IT2TrFN 5/[0–10] Fuzzy arithmetic mean Fuzzy weights vector

Celik and Akyuz [20] IT2TrFN 9/[1–10] -
IT2FAHP and fuzzy geometric

mean/defuzzification procedure
[76]/crisp weights vector
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Table A1. Cont.

Authors Type of IT2FNs
Granulation/The

Domain
The Aggregation

Operators
The Determination of

Attribute Weights

Debnath and
Biswas [50] IT2TrFN 5/[1–9] -

IT2FAHP and fuzzy geometric
mean/the proposed defuzzification

procedure/fuzzy weights vector

Meng et al. [51] IT2TrFN 7/[0–1] The linear normalization procedure

Xu et al. [54] crisp / / AHP/crisp vector weights

Dinçer et al. [53] IT2TrFN 7/[0–1] -
IT2DEMATEL combined with
IT2FANP and defuzzification

procedure [76]/crisp weights vector

Wu et al. [55] IT2TrFN 9/[1–9] -
IT2FBWM and fuzzy geometric mean

and defuzzification by using the
centroid area method [91]

Aleksic et al. [56] IT2TrFN 3/[1–5] Fuzzy averaging mean Ranking of IT2FNs [74]/crisp
weights vector

Yucesan et al. [57] BWM/crisp weights vector

Ðurić et al. [52] IT2TrFN 3/[1–5] IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Dorfeshan and
Mousavi [58] IT2TrFNs 7/[0–1] IT2FWASPAS/crisp weights vector

Bera et al. [59] IT2TrFN 7/[0–1] - Fuzzy weights vector

Mohamadghasemi et al. [26] (GIT2FN) 7/[3–15] - Crisp weights vector

Ayyildiz et al. [60] IT2TrFN 9/[1–10] -

IT2FAHP and fuzzy geometric
mean/defuzzification

procedure/linear normalization
procedure/crisp weights vector

Kiraci and Akan [21] IT2TrFN 5/[1–9]

IT2FAHP and fuzzy geometric
mean/defuzzification are performed
by using the center of area method

[77]/arithmetic mean/crisp
weights vector

Pourmand et al. [62] IT2TrFN 7/[0–1] -

IT2FTOPSIS combined with the
ranking of IT2FNs [74] and linear
normalization procedure/crisp

weights vector

Özdemir and
Üsküdar [63]

IT2TrFN 5/[1–9] - IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Deveci et al. [64] IT2TFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Mirnezami et al. [65] - -

Komatina et al. [67] IT2TFN 9/[0–1] - IT2FDelphi technique

Karagöz et al. [68] IT2TFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector

Kaya and Aycin [92] IT2TrFN 5/[1–9] IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Celik et al. [69] IT2TrFN 9/[1–10] IT2FBWM based on [55]/fuzzy
weights vector

Zhang et al. [70] IT2TrFN 5/[0–10] Fuzzy arithmetic mean Fuzzy weights vector

Sharaf [66] IT2TrFN 7/[0–1] Fuzzy arithmetic mean Fuzzy weights vector
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Table A1. Cont.

Authors Type of IT2FNs
Granulation/The

Domain
The Aggregation

Operators
The Determination of Attribute

Weights

Komatina et al. [71] IT2TFN 5/[1–9] IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Aleksić et al. [72] IT2TFN 6/[1–9] Geometric mean IT2FBWM [55]

Ecer [73] IT2TFN 5/[1–9] - IT2FAHP and fuzzy geometric
mean/fuzzy weights vector

Appendix B

Table A2. The determining attributes’ values.

Authors Type of IT2FNs Granulation/The Domain The Aggregation Operators

Celik et al. (2013) [27] IT2TrFN 5/[0–10] Fuzzy arithmetic mean

Baležentis and Zeng (2013) [28] IT2TrFN 9/[0–1] The weighted geometric
average operator

Chen and Hong (2014) [30] IT2TrFN 7/[0–10] Fuzzy arithmetic mean

Ghorabaee et al. (2014) [29] IT2TrFN 7/[0–10] Fuzzy arithmetic mean

Abdullah and Zulkifli (2015) [33] IT2TrFN 5/[0–1] -

Cebi and Otay (2015) [34] IT2TrFN 7/[0–10] Fuzzy arithmetic mean

Qin et al. (2015) [31] IT2TrFN 7/[0–1] -

Ghorabaee et al. (2016) [19] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Kilic and Kaya (2015) [32] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Özkan et al. (2015) [37] IT2TrFN 5/[1–9] Fuzzy arithmetic mean

Liao (2015) [38] IT2TrFN 5/[0–1] -

Sang and Liu (2015) [39] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Qin et al. (2015) [35] IT2TrFN 5/[0–10]

Ghorabaee et al. (2015) [36] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Ghorabaee et al. (2016) [41] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Buyoukozkan (2016) [42] IT2TrFN 7/[0–1] fuzzy arithmetic mean

Celik et al. (2016) [40] IT2TrFN 7/[1–10] Fuzzy arithmetic mean

Qin et al. (2017) [43] TrFN 7/[0–1] -

Soner et al. (2017) [47] IT2TrFN 7/[0–10] Fuzzy arithmetic mean

Deveci et al. (2017) [45] IT2TrFN 7/[0–10] Fuzzy arithmetic mean

Gorener et al. (2017) [44] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Zhong and Yao (2017) [48] IT2TrFN 7/[0–1] -

Mousakhani (2017) [46] IT2TrFN 7/[0–10] Fuzzy geometric mean

Debnath and Biswas (2018) [50] IT2TrFN 5/[1–9] -

Celik and Akyuz (2018) [20] IT2TrFN 7/[0–1] -

Deveci et al. (2018) [49] IT2TrFN 9/[0–10] Fuzzy arithmetic mean

Meng et al. (2019) [51] IT2TrFN 7/[0–1] -

Dinçer et al. (2019) [53] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Xu et al. (2019) [54] IT2TrFN 5/[0–1] -
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Table A2. Cont.

Authors Type of IT2FNs Granulation/The Domain The Aggregation Operators

Yucesan et al. (2019) [57] IT2TrFN -/[0–1] Fuzzy arithmetic mean

Aleksic et al. (2019) [56] IT2TrFN 7/[0–1] and 5/[0–1] -

Ðurić et al. (2019) [52] IT2TrFN 5/[0–1] and 7/[0–1] -

Wu et al. (2019) [55] IT2TrFN 7/[0–10] The interval type 2 fuzzy
weighted average operator

Dorfeshan and Mousavi (2020) [58] IT2TrFN 7/[0–1] -

Bera et al. (2020) [59] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Mohamadghasemi et al. (2020) [26] GIT2FN 7/[3–15] -

Ayyildiz et al. (2020) [60] IT2TrFN 9/[1–10] Fuzzy arithmetic mean

Kiraci and Akan (2020) [21] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Pourmand et al. (2020) [62] IT2TrFN 7/[0–1] -

Özdemir and Üsküdar (2020) [63] IT2TrFN 7/[0–1] Fuzzy arithmetic mean

Deveci et al. (2020) [64] IT2TFN 7/[0–10] -

Mirnezami et al. (2021) [65] IT2TrFN 7/[0–1] -

Sharaf (2021) [66] IT2TrFN 7/[0–1] -

Zhang et al. (2022) [70] IT2TrFN 5/[0–10]

Komatina et al. (2021) [67] IT2TFN 7/[1–9] -

Karagöz et al. (2021) [68] IT2TFN 7/[1–10] Fuzzy arithmetic mean

Kaya and Aycin (2021) [92] 7/[0–10] -

Celik et al. (2021) [69] IT2TrFN 9/[1–10] -

Komatina et al. (2022) [71] IT2TFN 7/[1–9] -

Aleksić et al. (2022) [72] IT2TFN 5/[1–10]

Ecer, F. (2022) [73] IT2TFN 5/[1–9] -
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Abstract: The sustainable Supplier Evaluation and Selection and Order Allocation (SSOA) problem
has received significant attention in supply chain management due to its potential to enhance a
company’s performance, improve customer satisfaction, and reduce costs. In this study, an integrated
methodology is proposed to address the SSOA problem. The methodology combines multiple tech-
niques to handle the uncertainties associated with supplier evaluation, including a new ranking
method based on the concept of Radius of Gyration (ROG) for interval type-2 fuzzy sets. The method-
ology also incorporates both subjective weights obtained using the Simple Multi-Attribute Rating
Technique (SMART) and expert preferences, and objective weights calculated using the Method based
on the Removal Effects of Criteria (MEREC) method to determine the weights of evaluation criteria.
Some criteria for sustainable development are used to evaluate supplier performance, resulting in
type-2 fuzzy sets, which are evaluated using the Weighted Aggregated Sum Product Assessment
(WASPAS) method. The ROG-based ranking method is employed to calculate the relative scores of
suppliers. Finally, a multi-objective decision-making (MODM) mathematical model is presented to
identify suitable suppliers and allocate their order quantities. The methodology is demonstrated in
a sustainable SSOA problem and is shown to be efficient and effective, as the ROG-based ranking
method allows for more accurate supplier performance evaluation, and the use of the criteria high-
lights the importance of sustainability in supplier selection and order allocation. The methodology’s
practicality is further supported by the analysis conducted in this study, which demonstrates the
methodology’s ability to handle the uncertainties associated with supplier evaluation and selection.
The proposed methodology offers a comprehensive approach to the SSOA problem that can effec-
tively handle the uncertainties in supplier evaluation and selection and promote sustainable practices
in supply chain management.

Keywords: sustainability; supplier selection; order allocation; SSOA; MCDM; type-2 fuzzy sets
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1. Introduction

Sustainable supplier selection and order allocation (SSOA) has become increasingly
important for companies to achieve sustainable development and maintain their com-
petitiveness in the global market. The supply chain is a crucial aspect of a company’s
operations, and suppliers play a critical role in the sustainability of the supply chain. There-
fore, evaluating and selecting sustainable suppliers has become a critical strategic decision
for companies [1,2]. Sustainable suppliers are those who are committed to environmentally
friendly, socially responsible, and economically viable practices in their operations. By
evaluating and selecting such suppliers, organizations can ensure that their suppliers’ per-
formance aligns with their own sustainability goals in these three dimensions. Consumers
and stakeholders are becoming increasingly conscious of the environmental, social, and eco-
nomic impacts of the products and services they use. Partnering with sustainable suppliers
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can enhance an organization’s reputation as a socially responsible and environmentally
conscious business while contributing to the economic development of the community
in which they operate. By engaging with suppliers who promote ethical and fair labor
practices, organizations can support social sustainability and help ensure the well-being
of workers throughout the supply chain. For example, if a supplier uses unsustainable
practices or materials that are subject to regulatory scrutiny, the organization may face legal
or reputational risks, so collaboration with sustainable suppliers can help mitigate these
risks and ensure continuity in the supply chain [3,4].

Sustainability issues in the supply chain have gained increasing attention in recent
years due to the increasing awareness of the negative impact of business operations on the
environment and society. Sustainable SSOA aims to identify and assess suppliers based on
their sustainability performance, including environmental, social, and economic aspects.
Evaluating suppliers based on sustainability criteria enables companies to reduce risks
associated with supply chain disruptions and ensure a reliable supply of goods and ser-
vices. It also helps companies meet their sustainability goals and enhance their reputation
and brand image [5,6]. Order allocation is another critical aspect of the SSOA problem,
which involves determining the most efficient and effective way of allocating orders among
chosen suppliers. Companies need to consider both sustainability and efficiency factors
when allocating orders to suppliers. Allocating orders to sustainable suppliers enables
companies to reduce their environmental impact and promote social responsibility while
ensuring the quality and reliability of goods and services. The SSOA problem is com-
plex, and companies face numerous challenges when evaluating and selecting sustainable
suppliers and allocating orders. The problem of sustainability in supply chains is further
compounded by various types of complexity and uncertainty. Static complexity could
emerge from the consideration of multi-echelon and multi-tier supply chains, where there
are numerous nodes and interdependent processes that need to be taken into account.
Dynamic complexity may also come into play when considering a supply chain in a multi-
period context, where demand, supply, and other factors constantly change over time. In
addition to these, there may be technological complexity related to the use of advanced
manufacturing processes and digital technologies, as well as social complexity related to
dealing with diverse stakeholders and communities [7–9]. All of these types of complexity
can increase the uncertainty associated with sustainability issues, making it challenging
for organizations to manage their supply chains effectively and achieve their sustainability
goals. Therefore, companies need to develop effective models and methods to address
the SSOA problem. The development of advanced mathematical models and decision-
making tools has facilitated the evaluation and selection of sustainable suppliers and order
allocation, considering multiple criteria and uncertainty [10,11].

Multi-criteria decision-making (MCDM) approaches can help organizations to define
criteria, weight criteria, evaluate suppliers, generate alternatives, and make decisions about
which sustainable suppliers to select for supply chain management (SCM) [12,13]. By using
these approaches, organizations can make informed and objective decisions that promote
environmental sustainability, social responsibility, and overall business success MCDM
methods are flexible and adaptable to different contexts and situations. They can be used
to evaluate suppliers in different industries, regions, and supply chain contexts, and can be
customized to suit the specific needs and requirements of an organization [14,15].

The uncertainty of information is a common challenge in the SSOA problems. There
are several methods that can be used to handle uncertainty and improve the accuracy and
reliability of the evaluation and selection process [16]. In the context of sustainable supply
chain management, the reliability of decisions refers to the degree to which the decisions
made by a company in evaluating and selecting sustainable suppliers can be trusted to be
accurate, consistent, and unbiased over time. It is important for companies to make reliable
decisions in sustainable supply chain management because these decisions have significant
impacts on the environment, society, and the economy. The reliability of decisions is closely
linked to the quality of the data and information used to make those decisions. If the data
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used to evaluate and select suppliers are uncertain or imprecise, the resulting decisions will
also be unreliable [17–19]. Uncertain information refers to information that is incomplete
or unpredictable, where there is a lack of clarity about the outcome or the likelihood of
different scenarios. Imprecise information, on the other hand, refers to information that is
not precise or exact, where there is a degree of ambiguity or vagueness in the data. Fuzzy
logic can be used to deal with uncertain and imprecise information [20,21]. It allows for a
more flexible approach to decision-making, where criteria and weights are assigned based
on linguistic variables [22]. Fuzzy MCDM is important for the evaluation and selection of
sustainable suppliers for SCM because it can help to handle uncertainty and imprecision in
the evaluation process [23]. Decision-makers may have different opinions and preferences
regarding the importance of different criteria, and the criteria themselves may be vague
and imprecise. Fuzzy MCDM allows decision-makers to represent criteria and weights in
linguistic variables, which can be more intuitive and meaningful than numerical values. It
also allows decision-makers to incorporate qualitative information, such as sustainability
practices and social responsibility, into the evaluation process. This is important because
sustainability performance may not be easily quantifiable, and qualitative information
may be critical in evaluating suppliers’ sustainability practices. Evaluating and selecting
sustainable suppliers typically involves multiple criteria. These criteria may have different
levels of importance and may be interdependent [24,25]. Fuzzy MCDM can handle this
by allowing decision-makers to evaluate and rank suppliers based on multiple criteria
simultaneously. Fuzzy MCDM can also be used to identify the most critical criteria and their
relative weights, which can help decision-makers to prioritize the criteria and suppliers
based on their importance. This process is very important in the SSOA problem [26,27].

In fuzzy logic, a type-2 fuzzy set is an extension of the traditional type-1 fuzzy set
that allows for more uncertainty and ambiguity in the definition of the set [28]. Type-2
fuzzy sets can be more useful in situations where there is a lot of uncertainty or imprecision
in the definition of a concept or in the data being used to represent that concept [29].
However, they can also be more computationally intensive to work with and require more
complex algorithms and techniques for inference and decision-making. Type-2 fuzzy sets
are well-suited for problems involving uncertainty due to imprecise or incomplete data,
or when there are multiple sources of uncertainty that need to be modeled. Type-1 fuzzy
sets, on the other hand, are often used when the data are well-defined and there is little
uncertainty [30]. By developing type-2 fuzzy sets for linguistic variables, we can capture
the uncertainty and imprecision in the evaluation process. This can lead to more accurate
evaluations of supplier performance, which can help in making better-informed supplier
selection decisions in the supply chain [31–33]. Type-2 fuzzy sets have been applied to
several real-world problems in different fields [34–36].

This study proposes a methodology to address the sustainable SSOA problem by inte-
grating multiple techniques. First, a new ranking method based on the concept of Radius
of Gyration (ROG) is introduced for interval type-2 fuzzy sets to handle the uncertainty
in supplier evaluation. To determine the weights of evaluation criteria, both subjective
weights obtained using the Simple Multi-Attribute Rating Technique (SMART) and expert
preferences, and objective weights calculated using the Method based on the Removal
Effects of Criteria (MEREC) method are combined [37,38]. Then, using sustainability cri-
teria, a type-2 fuzzy decision-matrix, combined weights, and the Weighted Aggregated
Sum Product Assessment (WASPAS) method [39], supplier performance is evaluated as
type-2 fuzzy sets. The ROG-based ranking method is employed to calculate the relative
scores of suppliers. Finally, a multi-objective decision-making (MODM) mathematical
model is presented to identify suitable suppliers and allocate their order quantities. The
application of the proposed methodology is demonstrated in a sustainable SSOA problem,
highlighting the methodology’s effectiveness and applicability. The analysis conducted in
this study demonstrates the practicality and efficiency of the proposed approach. By inte-
grating multiple methodologies, this methodology can effectively handle the uncertainty in
supplier evaluation and selection. Additionally, the use of the ROG-based ranking method
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allows for more accurate supplier performance evaluation, resulting in better supplier
selection decisions. The proposed approach also takes into account sustainability criteria,
emphasizing the importance of sustainability in supplier selection and order allocation.

The remainder of the paper is structured as follows. Section 2 provides an extensive
literature review, discussing some of the recent studies pertaining to the SSOA problem.
Section 3 outlines the proposed methodology, which encompasses the ROG-based ranking
method, a step-by-step procedure for evaluating suppliers, and an approach to solving the
MODM model of the sustainable SSOA problem. The results and discussion concerning
the proposed methodology are presented in Section 4, where an example of the sustainable
SSOA problem is illustrated, along with a sensitivity analysis. Finally, Section 5 presents
the concluding remarks, summarizing the key findings of the study and highlighting future
research directions.

2. Literature Review

The SSOA is an essential problem for many organizations as they directly impact
the quality of the end product and the overall efficiency of the supply chain. Selecting
the right suppliers and allocating orders optimally can help organizations reduce costs,
increase profits, and maintain a competitive edge in the market. Over the years, several
studies have been conducted on the SSOA problem, with a focus on different aspects such
as sustainability, risk, and uncertainty. In this section, some of the recent studies on this
topic, highlighting their contributions, are reviewed.

Esmaeili-Najafabadi et al. [40] enhanced the process of SSOA within a centralized
supply chain, by devising a mixed integer nonlinear programming (MINLP) mathematical
model that incorporates two precautionary measures aimed at mitigating disruption risks.
The investigation revealed that as the likelihood of disruptions increases, the variables that
influence decisions regarding SSOA undergo alterations.

Moheb-Alizadeh and Handfield [41] proposed a sustainable supplier management tool
by simultaneously tackling the challenges of sustainable SSOA. These issues have received
limited attention in the literature. They developed an MODM model that is comprehensive,
considering multiple periods, products, and transportation modes, as well as discount and
shortage conditions. They select the preferred solution based on the data envelopment
analysis (DEA) super efficiency score of all purchasing firms. The proposed approach was
applied to a real-world case study in the automotive industry.

Hosseini et al. [42] developed an efficient solution for managing supply chain dis-
ruptions by developing a resilient SSOA approach. The researchers proposed a graphical
model to obtain the likelihood of disruption scenarios for the supplier selection problem
and a stochastic MODM model to help with decision-making on when and how to use both
reactive and proactive strategies in SSOA.

Kellner and Utz [43] devised a decision support approach that helps purchasing
managers build mid-term supplier portfolios while weighing purchasing costs, supplier
sustainability and overall supply risk trade-offs. To achieve this, the researchers developed
an MODM model that prioritized supplier sustainability, selected the suppliers with the
lowest costs, and reduced supply risk. They used the ε-constraint method to deal with the
MODM model.

Duan et al. [44] presented an integrated model for green SSOA that can aid companies
in cutting costs, enhancing their green performance, and gaining a competitive edge by
combining the alternative queuing method (AQM), linguistic Z-numbers, and an MODM
model. The study employed the step-weight assessment ratio analysis technique to de-
termine the weights of criteria, and an extended AQM to rank the given suppliers while
establishing an MODM model to find the optimal order quantity for the selected suppliers
based on their scores.

Mohammed et al. [45] developed a hybrid approach based on MCDM and MODM
techniques for sustainable SSOA. The authors put forward an integrated approach based
on the fuzzy analytic hierarchy process (AHP) and fuzzy Technique for Order Preference
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by Similarity to Ideal Solution (TOPSIS) to evaluate and rank suppliers based on three sets
of criteria and created an MODM model for selecting suppliers and determining optimal
order quantities.

Safaeian et al. [46] proposed an MODM model for SSOA that takes into account
incremental discounts in a fuzzy environment. The researchers utilized the Zimmermann
fuzzy approach to transform the MODM model into a single objective format, which was
then solved using Genetic Algorithm and Non-dominated Sorting GA (NSGA). Finally, the
methodology’s effectiveness and performance were evaluated and discussed.

Alegoz and Yapicioglu [47] developed a hybrid approach for SSOA that takes both
qualitative and quantitative criteria into account. The goal was to identify appropriate sup-
pliers and make optimal order allocations. To achieve this, the researchers used trapezoidal
type-2 fuzzy AHP, fuzzy TOPSIS and goal programming. The study also compared the use
of MCDM methods regarding their effectiveness.

The purpose of the study made by Mari et al. [48] was to establish resilient criteria for
SSOA in an uncertain environment, aiming to mitigate low probability disruption risks that
can have a high impact and enhance supply chain resilience. To accomplish this aim, the
study proposed a possibilistic fuzzy MODM model and an interactive fuzzy optimization
methodology to help organizations balance resilience and cost in their supply chains.

Laosirihongthong et al. [49] introduced a comprehensive approach for assessing
suppliers based on sustainability indicators, as well as allocating purchase orders among
the top-ranked suppliers. To achieve this goal, the researchers used a mixed-methods
approach and utilized the fuzzy AHP to rank suppliers. Furthermore, the study devised
a cost-minimization method for allocating purchase orders. The findings of the study
demonstrated that both economic and environmental factors are essential considerations.

Feng and Gong [50] proposed an integrated approach for green SSOA in the auto-
mobile manufacturing industry using MODM and the linguistic entropy weight method
(LEWM). The LEWM was used to analyze the performance and select qualified green sup-
pliers on each evaluation criterion. The order allocation model aimed to minimize carbon
emission and total cost and maximize supply value. The study found that the proposed
framework could effectively deal with green SSOA for automobile manufacturers.

Khoshfetrat et al. [51] established an MODM model for a sustainable SSOA problem in
the automotive industry that considers various criteria in a fuzzy environment. To achieve
this goal, the study combined the evaluation process of suppliers, which used the AHP
method, with the process of order allocation to determine the ideal quantity needs to be
purchased from each supplier in each period. Furthermore, the study provided a sensitivity
analysis to analyze the best suppliers and their allocated orders.

Jia et al. [52] The study addressed the issue of uncertain factors, such as emissions,
supply capacity, per-unit cost, demand, and minimum order quality, whose probability
distributions were imprecise, by estimating their distributions. The study proposed a
robust MODM model for sustainable SSOA, which optimized four conflicting objectives
while considering the sustainability dimensions. The proposed model effectively balanced
multiple objectives and solved the sustainable SSOA problem by structuring ambiguous
distribution sets.

Wong [53] studied the complicated issue of selecting eco-friendly suppliers. To address
this problem, the study created a fuzzy goal programming model that considered various
factors such as suppliers’ dynamic risk, importance functions, and green market segmenta-
tion. The effect of different ratios of environmentally conscious consumers was studied and
a solution was proposed to incorporate market incentives and result in mutually beneficial
outcomes for the environment and the economy.

The aim of the research carried out by You et al. [54] was to create a unique framework
for SSOA that could benefit organizations in accomplishing sustainable development
goals. To deal with the uncertainty involved in evaluating the sustainable performance
of suppliers, the researchers employed Double Hierarchy Hesitant Linguistic Term Sets
(DHHLTSs). They proposed an extended approach to select efficient and sustainable
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suppliers and established a linear MODM model to apportion rational order quantities
among the selected suppliers, taking quantity discounts into account.

Rezaei et al. [55] proposed an integrated approach for SSOA in lean manufacturing
companies by utilizing both MODM and MCDM techniques. The study was conducted
in four phases. Firstly, relevant leanness criteria were identified from previous research.
Secondly, the AHP method was employed to evaluate these criteria for supplier selection.
Next, a fuzzy AHP method was used to choose suppliers based on the lean supplier
selection criteria. Finally, an MODM mathematical model was developed to determine the
optimal allocation of orders.

Kaviani et al. [56] developed a new approach that combined fuzzy multi-objective
optimization and intuitionistic fuzzy AHP to tackle the SSOA problem. They started by
using intuitionistic fuzzy AHP to establish the key criteria weights for evaluating suppliers
and then utilized a fuzzy MODM mathematical model to determine the optimal order
quantity for each supplier. The authors concluded that their innovative decision-making
tool could handle decision-makers’ uncertainty and had demonstrated practical usefulness.

Rezaei et al. [57] addressed the issue of risk and uncertainty in SSOA for closed-
loop supply chain (CLSC) networks and reverse logistics. They proposed a two-stage
model based on stochastic programming that uses a conditional value-at-risk (CVaR) risk
measurement tool to assess both risk-averse and risk-neutral scenarios. The goal of the
study was to explore how changes in key problem parameters affect a company’s sourcing
strategies. The researchers recommended that firms consider purchasing from spot markets
and backup suppliers to mitigate uncertainties.

Wang et al. [58] devised a model based on the analytic network process (ANP) and
integer programming that leverages MCDM techniques to optimize the SSOA problem.
The researchers aimed to evaluate how different emission trading schemes (ETS) scenarios
could affect a company’s overall cost structure and the creation of a low-carbon supply
chain, taking into account the carbon competitiveness of suppliers by factoring in the
carbon embedded in raw materials and carbon emission trading schemes.

Çalık [59] developed a framework for managing the sustainable SSOA problem in
the agricultural machinery industry in Turkey. To achieve this, an MODM mathematical
model was developed, which included sustainability dimensions. The weight of the criteria
was determined using an approach based on the AHP method and interval type-2 fuzzy
sets. The proposed approach offered an integrated model that considered the integration of
quantitative and qualitative evaluation criteria, taking into account varying preferences.

Khalili Nasr et al. [60] proposed a two-stage model to deal with the SSOA problem in
CLSCs that could minimize waste. In the first stage, a fuzzy Best-Worst Method (BWM)
was used to evaluate suppliers based on various criteria. In the second stage, a linear
MODM model was used to design a CLSC network incorporating vehicle scheduling,
inventory-location-routing, and quantity discounts. To solve the MODM model a fuzzy
goal programming approach was proposed.

Kaur and Prakash Singh [61] presented a multi-stage hybrid model for the SSOA
problem that would account for risks and disruptions arising from positive and negative
events, such as natural/man-made disasters and Industry 4.0, and optimize the distribution
of orders to suppliers over multiple periods in a manner that would minimize costs as well
as the disruption risk. The proposed model involved supplier segmentation and evaluation
using the DEA, fuzzy AHP, and TOPSIS. Moreover, the risk related to each supplier was
assessed using the model.

Islam et al. [62] developed a new two-stage approach to handle SSOA problems with
uncertain demand. The study introduced a Relational Regressor Chain method for demand
forecasting in the first stage. In the second stage, suitable suppliers and order quantities
from each supplier were determined based on the forecasted demand and an MODM model.
To obtain efficient solutions ε-constraint and weighted-sum methods were employed. The
outcomes indicated the efficiency of the proposed method over the other methods in terms
of forecasting accuracy.
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Rezaei et al. [63] devised an effective framework for SSOA in a centralized supply
chain while considering collaboration between the supplier and buyer and the strategies
for risk reduction. The study employed MINLP models and risk reduction strategies such
as protected suppliers, emergency stock, reserving additional capacity, backup suppliers,
and geographical separation. It also employed the risk priority number constraint and
Failure Mode and Effects Analysis (FMEA) technique to account for suppliers’ reliability.

Firouzi and Jadidi [64] proposed a fuzzy MODM model for the SSOA problem that
could manage the uncertainties brought about by disasters in Japan. The researchers
acknowledged that such catastrophes could have unfavorable effects on businesses and
markets, resulting in increased demand for certain goods or a reduction in the suppliers’
ability to provide them in the appropriate quantity, quality, and time. To effectively consider
decision makers’ preferences, the study used a weighted additive function to solve the
MODM model with parameters defined by fuzzy sets.

Li et al. [65] presented an inclusive mathematical model to assist in SSOA while con-
sidering both qualitative and quantitative factors in the risk management of supply chains.
The study noted the emerging trend of environmental considerations in this field and high-
lighted the importance of dynamic SSOA. The presented model included the preliminary
selection of suppliers based on the risk value assessed through quantitative and qualitative
methods. This was followed by developing an MODM model for dynamic SSOA.

Yousefi et al. [66] developed a two-stage hybrid approach that could be utilized to
select efficient suppliers, allocate orders, and determine prices in a coordinated supply
chain. The first stage of the proposed model employed the DEA technique and an MODM
mathematical model to evaluate suppliers and minimize costs simultaneously. The second
stage of the proposed approach utilized the order quantity specified in the first stage, the
bargaining game, the Nash equilibrium concept, and a quadratic programming model to
determine the price.

Beiki et al. [67] introduced a new approach to tackle the SSOA problem by combining
an MODM model with the language entropy weight method. The authors emphasized
the need to improve the collaboration between potential suppliers and supply chain prac-
titioners to achieve sustainable development goals. An MODM model based on three
objectives was developed, aiming to maximize procurement value while minimizing total
cost and carbon emissions. The language entropy weight method was utilized in the study
to evaluate suppliers based on their sustainability performance.

Esmaeili-Najafabadi et al. [68] proposed a multi-objective model for integrated SSOA
in a centralized supply chain based on a risk-averse decision-maker and the risks of
disruption. Two types of risks including local disruption risks and regional disruption risks
were considered in the study. Risk-averse and risk-neutral and models were developed,
and the decision maker’s behavior was analyzed using two risk assessment tools, value-
at-risk (VaR) and CVaR. The model was solved using the particle swarm optimization
(PSO) algorithm.

Mohammed et al. [69] aimed to put forward a new technique for SSOA that takes
into account green and resilience aspects by devising an integrated framework. The
proposed framework was based on calculating importance weights using the AHP method,
assessing suppliers using the TOPSIS method, and applying an MODM mathematical
model with the ε-constraint method to solve the problem. The purpose of the study was
to support companies in augmenting their supply chain resilience while fulfilling their
environmental responsibilities.

Hosseini et al. [70] developed a solution methodology for the SSOA challenges under
uncertainty. An integration of the evidential reasoning and BWM was used to propose an
approach for the evaluation of suppliers based on sustainability dimensions. Stochastic
programming and dynamic programming were utilized to solve the MODM model, and its
results were compared with some other techniques. The effect of uncertainties in suppliers’
availability, quantity discounts, and demand was examined through a sensitivity analysis.
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Ali et al. [71] devised a comprehensive method for SSOA in a sustainable supply chain
under uncertainty. The study utilized a fuzzy AHP approach to compute the criteria weights
and a fuzzy TOPSIS technique to assess the performance of suppliers and ascertain their
final ranks. Then an MODM model based on goal programming was used for allocating
the optimum order quantity to the selected suppliers. The results of the study and analyses
indicated that the suggested model was able to deal with uncertainties associated with the
SSOA problem.

Goodarzi et al. [72] aimed to develop a model that integrated a decision-making
approach to evaluate green suppliers and allocate optimal orders while accounting for
uncertainty. The fuzzy Delphi method was employed to refine supplier evaluation criteria
and use green and resilient indexes were for the prioritization of suppliers. The gray
Correlation method and TOPSIS were utilized to analyze the results.

Liaqait et al. [73] proposed a decision-support framework based on the integration
of fuzzy MCDM techniques, demand forecasting, and MODM mathematical models. The
focus of the research was on a multi-modal transportation network to demonstrate the
effect of transportation on travel time, the supply chain’s total cost, and environmental
impact. The findings of the proposed model showed that the multi-modal transporta-
tion network had a substantial impact on the supply chain’s travel time, total cost, and
environmental impact.

The study of Gai et al. [74] aimed to present an integrated two-stage MCDM approach
that incorporated both quantitative and qualitative analyses for dealing with the challenges
of SSOA in green supply chain management. In the first stage, the evaluation of green
suppliers was made using linguistic Z-Numbers and the MULTIMOORA (Multi-Objective
Optimization on the basis of a Ratio Analysis plus the full Multiplicative form) method. In
the second stage, an MODM mathematical model was employed to determine the number
of orders allocated to the preferred suppliers.

Aouadni and Euchi [75] developed a hybrid solution methodology for SSOA based on
the best-worst method and TOPSIS technique in the first phase to find a robust ranking of
suppliers and to use the Linear Programming approach in the second phase to determine
the weight of the objective function. The study applied the methodology to a real case of
the Tunisian Electric Society, and the experimental results showed that the proposed model
provided effective gains concerning solution quality.

The purpose of the study made by Galankashi et al. [76] was to tackle the problem
of merging agile manufacturing with purchasing and supplier selection. The authors
reviewed past research thoroughly and utilized the AHP method to finalize the criteria
for choosing agile suppliers. They utilized the criteria to evaluate suppliers using a fuzzy
AHP and established an MODM model based on multiple periods for allocating orders. A
sensitivity analysis was conducted to provide more practical and comprehensible results.

Liu et al. [77] put forward a linear MODM model to help manage supply chains
through the efficient selection of suppliers and allocation of orders. The study introduced a
modified BWM method to assess and prioritize suppliers. The authors used fuzzy variables
to find the amount of raw material order quantities. The goal programming method was
employed to solve the MODM model that included four objective functions. The study
illustrated that the proposed model yielded lower costs and better criteria in comparison to
other models.

The purpose of the study carried out by Bai et al. [78] was to address the neglect of net-
zero emissions and carbon neutrality in the SSOA problems of supply chain management.
They introduced an MODM mathematical model that can assess various procurement
policies and provide practical and theoretical insights. A case of an energy trading platform
was used for the implementation and assessment of the model. The results indicated
the importance of purchasing fossil fuels or attaining net zero through carbon emissions
sequestration and carbon offsets.

Ahmad et al. [79] developed an approach to deal with the SSOA problem in a two-
echelon make-to-order supply chain. The focus of the study was on determining the

32



Mathematics 2023, 11, 2014

acceptable tolerances for the members of a supply chain to the minimization of the vari-
ability in total costs. The authors employed an MINLP model, and the robustness of the
solutions was improved by incorporating the Taguchi Method of Tolerance Design (TMTD).
They tested their model and showed the effectiveness of it.

The studies reviewed here highlight the importance of considering uncertainty in
handling SSOA. Table 1 presents a summary of the reviewed studies, taking into account
the uncertainty associated with SSOA can lead to more robust decisions in supply chain
management. The studies also reveal that SSOA is a complex process that requires the inte-
gration of various criteria, including economic, social, and environmental considerations.
Additionally, the studies demonstrate the need to address the challenges of sustainable
SSOA, which has received limited attention in prior literature. Therefore, the current
study focused on developing a new methodology to deal with sustainable SSOA problems
under uncertainty.

Table 1. Summary of the reviewed studies.

No. Author(s) and Reference Year of Publication Description of the Approach for SSOA

1 Esmaeili-Najafabadi et al. [40] 2019 An MINLP model that incorporates two precautionary
measures aimed at mitigating disruption risks

2 Moheb-Alizadeh and Handfield [41] 2019 An MODM model considering multiple periods,
products, and transportation modes

3 Hosseini et al. [42] 2019 A graphical model to obtain the likelihood of
disruption scenarios for SSOA

4 Kellner and Utz [43] 2019 An MODM model for evaluation of supplier
sustainability based on costs and supply risk.

5 Duan et al. [44] 2019 An integrated model for SSOA by combining AQM,
linguistic Z-numbers, and an MODM model

6 Mohammed et al. [45] 2019 A hybrid approach based on AHP, fuzzy TOPSIS and
an MODM model

7 Safaeian et al. [46] 2019 An MODM model based on the Zimmermann fuzzy
approach and NSGA

8 Alegoz and Yapicioglu [47] 2019 A hybrid approach based on trapezoidal type-2 fuzzy
AHP, fuzzy TOPSIS and goal programming

9 Mari et al. [48] 2019 A possibilistic fuzzy MODM model and an interactive
fuzzy optimization methodology

10 Laosirihongthong et al. [49] 2019 An approach based on the fuzzy AHP and a
cost-minimization model

11 Feng and Gong [50] 2020 An integrated approach using MODM and the
linguistic entropy weight method

12 Khoshfetrat et al. [51] 2020 An integrated approach based on AHP and MODM
model in a fuzzy environment

13 Jia et al. [52] 2020 A robust MODM model based on four
conflicting objectives

14 Wong [53] 2020 A fuzzy goal programming model that considered
various factors like suppliers’ dynamic risk

15 You et al. [54] 2020 A framework that employed Double Hierarchy
Hesitant Linguistic Term Sets

16 Rezaei et al. [55] 2020 An integrated approach using the AHP method and
MODM model

17 Kaviani et al. [56] 2020 An approach that combined fuzzy multi-objective
optimization and intuitionistic fuzzy AHP

18 Rezaei et al. [57] 2020 A two-stage model based on stochastic programming
that uses a conditional value-at-risk

19 Wang et al. [58] 2020 A model based on ANP and integer programming

20 Çalık [59] 2020 An approach based on the AHP method, interval
type-2 fuzzy sets and MODM model
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Table 1. Cont.

No. Author(s) and Reference Year of Publication Description of the Approach for SSOA

21 Khalili Nasr et al. [60] 2021 A two-stage model based on a fuzzy BWM and a
linear MODM model

22 Kaur and Prakash Singh [61] 2021 An integrated approach based on DEA, fuzzy AHP,
and TOPSIS

23 Islam et al. [62] 2021
A new two-stage approach based on a Relational

Regressor Chain, ε-constraint and
weighted-sum methods

24 Rezaei et al. [63] 2021 A framework based on MINLP models, risk reduction
strategies and FMEA technique

25 Firouzi and Jadidi [64] 2021 A fuzzy MODM model that could manage the
uncertainties brought about by disasters

26 Li et al. [65] 2021 An approach based on the risk value assessed and an
MODM model

27 Yousefi et al. [66] 2021 A two-stage hybrid approach that employed DEA and
an MODM model

28 Beiki et al. [67] 2021 A new approach by combining an MODM model with
the language entropy weight method

29 Esmaeili-Najafabadi et al. [68] 2021 A multi-objective approach based on VaR, CVaR,
and PSO

30 Mohammed et al. [69] 2021 An integrated approach based on AHP, TOPSIS, and
the ε-constraint method

31 Hosseini et al. [70] 2022 An approach based on the evidential reasoning, BWM,
stochastic programming and dynamic programming

32 Ali et al. [71] 2022 A hybrid approach using fuzzy AHP, fuzzy TOPSIS
and an MODM model

33 Goodarzi et al. [72] 2022 A framework based on fuzzy Delphi, Gray Correlation
method, TOPSIS and MODM models

34 Liaqait et al. [73] 2022 Fuzzy MCDM techniques, demand forecasting, and
MODM mathematical models

35 Gai et al. [74] 2022 A two-stage approach that incorporated linguistic
Z-Numbers, MULTIMOORA, and an MODM model

36 Aouadni and Euchi [75] 2022 A hybrid methodology based on BWM, TOPSIS and
bi-objective programming

37 Galankashi et al. [76] 2022 An integrated approach based on a fuzzy AHP and an
MODM model with multiple periods

38 Liu et al. [77] 2022 An approach based on a modified BWM method and
goal programming

39 Bai et al. [78] 2022 An MODM mathematical model that can assess
various procurement policies

40 Ahmad et al. [79] 2022 An integrated approach based on an MINLP model
and the Taguchi Method of Tolerance Design

3. Methodology

In this section, a new decision-making approach is presented based on interval type-2
fuzzy sets, ROG of fuzzy sets, SMART, MEREC and WASPAS. Then a model is described to
deal with the SSOA problem. The preliminaries and different components of the decision-
making approach are delineated in the following subsections.

3.1. Interval Type-2 Fuzzy Sets

Interval type-2 fuzzy sets are a type of fuzzy set that allows for a more precise rep-
resentation of uncertainty in data. While traditional fuzzy sets assign each element a
membership value between 0 and 1, IT2FS assign each element a membership function
that is itself a fuzzy set. This allows for a more nuanced representation of uncertainty,
as the membership function can vary within a given interval. IT2FS can also be used to
construct fuzzy preference relations, which provide a way to model the preferences of
decision-makers. This can be useful in group decision-making scenarios, where there may
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be multiple decision-makers with different preferences. The use of IT2FS in constructing
these relations can help to improve the efficiency of the decision-making process. Further-
more, IT2FS can be used to rank alternatives and criteria weights, which can be useful in
determining the most appropriate course of action [80,81].

The study uses a trapezoidal form of IT2FSs that is defined by a two-level membership
function denoted by μF(x). This function includes an Upper Membership Function (UMF)
and a Lower Membership Function (LMF) that form the Footprint of Uncertainty (FOU)
for an interval type-2 fuzzy set. The trapezoidal IT2FS is formed by UMF and LMF, which
have trapezoidal shapes. The trapezoidal membership function has commonly been used
in fuzzy sets and fuzzy logic systems. It has a simple shape that is easy to understand
and interpret. The trapezoidal membership function is more flexible than the triangular
membership function, as they allow for a wider range of uncertainty to be represented. This
type of membership function is more precise, as they do not assume a normal distribution
for the uncertainty. The trapezoidal membership function can represent both symmetric
and asymmetric uncertainty, making them a more versatile choice for many applications.
Moreover, it can be easily combined with other types using standard fuzzy set operations,
such as union and intersection. It can also be easily converted to crisp numbers, which
makes it more useful in practical applications. This type of membership function can be
used in a wide range of applications, including control systems, decision-making, and data
analysis, making it a popular choice for many researchers and practitioners in the field of
fuzzy logic. Figure 1 depicts a trapezoidal IT2FS.

Figure 1. Trapezoidal IT2FS representation.

The mathematical expression for defining this trapezoidal IT2FS is as follows [82,83].

˜̃A = (Ãi| i ∈ {L, U}) = (aA
i , bA

i , cA
i , dA

i ; θA
i | i ∈ {L, U}) (1)

Assuming ˜̃B is another trapezoidal IT2FS with the same definition and k is a definite
number, we can define some fundamental mathematical operations of trapezoidal IT2FSs
as follows.

Addition: ⊕
˜̃A ⊕ ˜̃B = (aA

i + aB
i , bA

i + bB
i , cA

i + cB
i , dA

i + dB
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i )| i ∈ {L, U}) (2)

˜̃A ⊕ k = (aA
i + k, bA

i + k, cA
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i | i ∈ {L, U}) (3)

Subtraction: �
˜̃A � ˜̃B = (aA

i − dB
i , bA

i − cB
i , cA

i − bB
i , dA

i − aB
i ; min(θA

i , θB
i )| i ∈ {L, U}) (4)

˜̃A � k = (aA
i − k, bA

i − k, cA
i − k, dA

i − k; θA
i | i ∈ {L, U}) (5)
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Multiplication: ⊗
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Defuzzified crisp score: Γ
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1
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⎞⎠ (9)

3.2. Comparative Ranking of Trapezoidal IT2FSs Based on ROG

The section puts forward a technique for comparative ranking of trapezoidal interval
type-2 fuzzy sets. Several methods have been proposed for ranking fuzzy numbers. Lee
and Li [84] developed a ranking approach to sort fuzzy numbers based on the fuzzy mean
and spread of these numbers. However, the method becomes challenging to compare when
fuzzy numbers have a high mean value with a high spread or a low mean value with a
low spread. Cheng [85] proposed the coefficient of variance (CV index) to address this
limitation, which ranks fuzzy numbers by their smaller CV index. Additionally, Cheng [85]
proposed the distance-based method to rank fuzzy numbers. However, both the distance-
based method and the CV index have limitations, with the distance method contradicting
the CV index in some cases. Chu [86] proposed a ranking approach that uses the area
between the centroid and the original point to address these limitations, but it fails to
rank fuzzy numbers with the same centroid point. As an improvement over previous
methods Deng et al. [87] proposed a ranking method that was free from the limitations of
the mentioned methods. The technique of ranking proposed in this section is derived from
the modified area method suggested by Deng et al. [87]. This method assesses the ranking
of a fuzzy set by examining the area between the original point and the Radius of Gyration
(ROG) point. Deng et al. [87] initially introduced this ranking technique for generalized
trapezoidal fuzzy numbers, using the moment of inertia concerning the x and y axes.

This research utilizes the idea of ranking based on ROG and applies it to present a
comparative ranking method for trapezoidal IT2FSs, which is a novel approach. Suppose

we are working with a collection of n trapezoidal IT2FSs, which we will refer to as ˜̃E1, ˜̃E2,

. . . , ˜̃En. Below are the steps that describe the ROG-based ranking method that is proposed
for ranking trapezoidal IT2FSs.

Step 1. Compute the moment of inertia for the upper and lower membership func-
tions of each set with respect to both the x and y axes (Ix and Iy), using the equations
provided below.

IxEk
i = IxEk

1i + IxEk
2i + IxEk

3i , i ∈ {L, U}, k ∈ {1, 2, . . . , n} (10)

IyEk
i = IyEk

1i + IyEk
2i + IyEk

3i , i ∈ {L, U}, k ∈ {1, 2, . . . , n} (11)

where
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i )(θ
Ek
i )

3

12
, i ∈ {L, U}, k ∈ {1, 2, . . . , n} (12)
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Step 2. Use the following equations to compute the ROG point for the UMF and LMF
of each trapezoidal IT2FS.

RxEk
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√√√√ IxEk
i
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i − bEk

i ) + (dEk
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i )).θEk
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Step 3. Employ the following formula to compute interval areas based on both the
obtained ROG point and the original point.

LREk = min(RxEk
L RyEk

L , RxEk
U RyEk

U ), k ∈ {1, 2, . . . , n} (20)

UREk = max(RxEk
L RyEk

L , RxEk
U RyEk

U ), k ∈ {1, 2, . . . , n} (21)

Step 4. Compute the degree of possibility for each pair of fuzzy sets in relation to one

another using the following equation. Let ˜̃Es and ˜̃Em be two unequal trapezoidal IT2FSs.

Pos(˜̃Es ≥ ˜̃Em) =

⎧⎪⎨⎪⎩
1 i f ΔN ≥ 0 and ΔP ≥ 0

ΔP
ΔP−ΔN

i f ΔN ≤ 0 and ΔP ≥ 0

0 i f ΔN ≤ 0 and ΔP ≤ 0

(22)

where ΔN = LREs − UREm , ΔP = UREs − LREm , and the degree of possibility for ˜̃Es over˜̃Em is denoted by Pos(˜̃Es ≥ ˜̃Em).
Step 5. Compute the comparative ranking values for the trapezoidal IT2FSs using the

following equation [30,88,89].

CR(˜̃Ek) =
1

n(n − 1)

(
n

∑
l=1

Pos(˜̃Ek ≥ ˜̃El) +
n
2
− 1

)
, k ∈ {1, 2, . . . , n} (23)

3.3. The Proposed MCDM Approach

This section presents a new method for multi-criteria decision-making when the
experts’ judgments are expressed as trapezoidal interval type-2 fuzzy sets. The proposed
method combines SMART, MEREC, and the ROG-based ranking technique to provide a
comprehensive approach to decision-making. To use this approach, decision-makers must
first define the problem and provide subjective assessments. SMART provides subjective
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weights for the criteria, MEREC determines the objective weights, and WASPAS is used
for the fuzzy evaluation of the suppliers. The SMART method has several advantages
that make it a popular approach to multi-criteria decision-making. It is a straightforward
and easy-to-understand approach to decision-making. It requires minimal training and
can be applied by individuals with different levels of expertise. The SMART method is a
flexible approach that can be applied in a wide range of decision-making contexts. It allows
decision-makers to incorporate both qualitative and quantitative criteria. Moreover, it is a
relatively quick approach to decision-making that can help decision-makers save time and
resources. In the MEREC method, the determination of objective weights takes a unique
approach compared to other objective weighting methods. Instead of using variations
in criteria to calculate weights, this method utilizes the removal effects of criteria on the
performances of alternatives as a measure for weighting. Such a perspective is new and
distinct from other approaches to determining objective criteria weights. The MEREC
method provides insights into the relative importance of each criterion to the decision.
In addition, the efficiency of the WASPAS method for the evaluation process has been
demonstrated through numerous studies, making it an effective MCDM method [90]. The
subjective weights and objective weights are combined to provide more realistic decisions.
The ROG-based technique is used to calculate ranking values for the suppliers based
on their aggregated WASPAS measures. The following steps represent the procedure of
determination of relative scores of suppliers using the proposed MCDM approach.

Step 1. Form a team of decision-makers (DMs). This step involves assigning a group of
experts who will carry out the decision-making process. Typically, these experts are chosen
from senior-level executives or other positions of high responsibility within an organization.
Let us assume that there is a group of q decision-makers (D1 to Dq).

Step 2. Collect information about the potential suppliers and evaluation criteria.
Gather data on the issue and extract the options that require assessment as well as the
standards that can account for various aspects of the choices. Suppose that there are n
alternatives (A1 to An) and m criteria (C1 to Cm) involved in the MCDM problem.

Step 3. Gather the preliminary evaluations of the criteria from each decision-maker.
Ask each member of the decision-making group to provide their initial evaluations of
the criteria. Different techniques, such as linguistic variables or the Likert scale can be
employed to gather their opinions. As per the proposed approach’s framework, a scale
ranging from 0 to 100 is utilized for evaluations, with 0 denoting the least important and
100 the most important criteria.

Step 4. Obtain the initial evaluations of the alternatives’ performances on each criterion
from all experts. To capture the uncertainty of the evaluation process, linguistic variables
are employed in this stage to gather the opinions of the decision-makers. The primary
benefit of linguistic variables is their ability to be converted into trapezoidal IT2FSs. The
range of linguistic variables encompasses “Very Poor” (VP) to “Very Good” (VG), and the
full list of these variables is presented in Table 2 [82]. Let ˜̃xijk indicate the evaluation of jth
criterion for ith alternative based on the perspective of kth decision-maker.

Table 2. The linguistic variables and related fuzzy numbers.

Linguistic Variables Trapezoidal IT2FSs

Very Poor (VP) ((0, 0, 0, 1; 1), (0, 0, 0, 0.5; 0.9))
Poor (P) ((0, 1, 1.5, 3; 1), (0.5, 1, 1.5, 2; 0.9))

Medium Poor (MP) ((1, 3, 3.5, 5; 1), (2, 3, 3.5, 4; 0.9))
Fair (F) ((3, 5, 5.5, 7; 1), (4, 5, 5.5, 6; 0.9))

Medium Good (MG) ((5, 7, 7.5, 9; 1), (6, 7, 7.5, 8; 0.9))
Good (G) ((7, 8.5, 9, 10; 1), (8, 8.5, 9, 9.5; 0.9))

Very Good (VG) ((9, 10, 10, 10; 1), (9.5, 10, 10, 10; 0.9))

Step 5. Calculate the subjective weight of each criterion using the SMART technique.
Use the evaluations obtained from the experts in Step 3 for this step. Let IPjk denote the
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importance or points assigned by the kth decision-maker to the jth criterion. Then, apply
the following equation to determine the subjective weight of each criterion (ws

j ) [37].

ws
j =

∑k IPjk

∑k ∑j IPjk
(24)

Step 6. Create an interval type-2 fuzzy decision-matrix by combining the alternatives’
performances. Utilize Table 2, apply arithmetic operations of IT2FSs, and use the initial
evaluations gathered in Step 4 to consolidate the alternatives’ performances and turn them
into trapezoidal interval type-2 fuzzy numbers. It is worth noting that this type of fuzzy set
is an effective method for capturing decision-making information uncertainty. The results
of this phase are the elements of the interval type-2 fuzzy decision-matrix (˜̃xij). These
elements are calculated as follows.

˜̃xij =
1
q

q
⊕

k = 1
˜̃xijk (25)

Step 7. Defuzzify the decision-matrix and calculate the objective weights of criteria
using the MEREC method [38]. In order to calculate the objective criteria weights (wo

j )
using MEREC, the defuzzified decision-matrix needs to be obtained first. The elements
of the crisp matrix (xd

ij) can be computed based on the results of Step 6 and Equation (9)
as follows.

xd
ij = Γ(˜̃xij) (26)

Step 8. Combine the subjective and objective criteria weights to obtain more realistic
weights for the criteria. By fusing the subjective criteria weights obtained using SMART in
Step 5 with the objective weights determined by MEREC in Step 7, the combined weights of
criteria (wc

j ) can be computed using the following formula with a combination parameter ω.

wc
j = ωws

j + (1 − ω)wo
j (27)

Step 9. Normalize the interval type-2 fuzzy decision-matrix. The WASPAS method
typically utilizes a linear normalization approach, but given the utilization of trapezoidal
IT2FSs, we need to adapt the normalization approach in this stage. The beneficial criteria
are represented by BC while NC is used to represent non-beneficial criteria. Utilize the
subsequent equations to normalize the interval type-2 fuzzy decision-matrix. Keep in mind
that the calculations use Equations (2) to (9).

˜̃xn
ij =

⎧⎪⎨⎪⎩
˜̃xij ⊗ 1

max
i

xd
ij

i f j ∈ BC

1 � (˜̃xij ⊗ 1
max

i
xd

ij
) i f j ∈ NC

(28)

Step 10. Determine the WSM ( ˜̃QS
i ) and WPM ( ˜̃QP

i ) measures of the WASPAS method
by applying the following equations. As a result of using trapezoidal IT2FSs, this step
differs slightly from the classic WASPAS method and has been modified for more effi-
cient handling.

˜̃QS
i =

m
Σ⊕

j = 1
(˜̃xn

ij ⊗ wc
j ) (29)

˜̃QP
i =

m
Π⊗
j = 1

((1 ⊕ ˜̃xn
ij) ∧ wc

j ) (30)
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Step 11. Calculate the composite WASPAS measure. Utilizing the normalized WSM
and WPM measures and the combination parameter γ, the composite WASPAS measure is
computed in this step. ˜̃Qi = ( ˜̃QSN

i ⊗ γ)⊕ ( ˜̃QPN
i ⊗ (1 − γ)) (31)

where ˜̃QSN
i = ˜̃QS

i ⊗
1

max
l

Γ( ˜̃QS
l )

(32)

˜̃QPN
i = ˜̃QP

i ⊗ 1

max
l

Γ( ˜̃QP
l )

(33)

Step 12. Determine the ranking values of the composite WASPAS measures. This step
employs Equations (10) to (23) (the proposed ROG-based ranking technique) to determine
ranking values (Si) for the composite WASPAS measurements of the alternatives (suppliers).
These ranking values will be utilized as relative scores for suppliers in the evaluation and
order allocation model.

Si = CR( ˜̃Qi) (34)

3.4. A Mathematical Model for the SSOA Problem

In this sub-section, a multi-objective mathematical model is presented for the supplier
selection and order allocation problem. The model is based on the minimization of the total
purchasing cost and total distance, and the maximization of the total scores of the selected
suppliers. The aim of this model is to select the most suitable supplier for some production
centers and determine the number of orders for the selected suppliers. Notations of the
model are represented in Table 3.

Table 3. Notations of the SSOA model.

Parameters/Variables Description

co
ij Unit purchasing cost of the ith supplier for jth production center

dij Distance between ith supplier and jth production center
Si The relative score of ith supplier

Omin
i Minimum quantity to be ordered from ith supplier

CPi Supply capacity of ith supplier
DEMj Demand of jth production center
Kmin Minimum number of suppliers that need to be selected

xo
ij Variable: order quantity of the ith supplier for jth production center

yi Binary variable: = 1 if ith supplier is selected; = 0 otherwise
Z1 Total purchasing cost

Zmin
1 Minimum value of Z1

Zmax
1 Maximum value of Z1

Table 3. Cont.

Parameters/Variables Description

Z2 Total distance-based measure
Zmin

2 Minimum value of Z2
Zmax

2 Maximum value of Z2
Z3 Total relative score of selected suppliers

Zmin
3 Minimum value of Z3

Zmax
3 Maximum value of Z3
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Using the fuzzy multi-objective programming approach [91], the SSOA problem
considered in this study is defined as follows.

Max λ (35a)

Z1 = ∑
i

∑
j

co
ijx

o
ij (35b)

Z2 = ∑
i

∑
j

dijxo
ij (35c)

Z3 = ∑
i

∑
j

Sixo
ij (35d)

λ ≤ 1 − Z1 − Zmin
1

Zmax
1 − Zmin

1
(35e)

λ ≤ 1 − Z2 − Zmin
2

Zmax
2 − Zmin

2
(35f)

λ ≤ 1 +
Z3 − Zmax

3

Zmax
3 − Zmin

3
(35g)

∑
j

xo
ij ≥ yiOmin

i ∀i (35h)

∑
j

xo
ij ≤ yiCPi ∀i (35i)

∑
i

xo
ij = DEMj ∀j (35j)

∑
i

yi ≥ Kmin (35k)

xo
ij ≥ 0 and yi ∈ {0, 1} (35l)

To obtain the minimum and maximum values of Z1, Z2 and Z3, the model needs to
be solved separately by considering the related objective functions and constraints (35h)
to (35l). By defining the objective functions in Equations (35b) to (35d) and maximizing λ
through the constraints in (35e) to (35g), these functions can achieve values that approach
their ideal states. The relative score of the ith supplier in Equation (35d) is determined using
the MCDM approach presented in the previous subsection. The minimum order allocated
to selected suppliers is defined by constraint (35h), while constraint (35i) requires that the
order quantity of the selected suppliers does not exceed their maximum supply capacity.
The purpose of constraint (35j) is to ensure that the selected suppliers’ order quantity
satisfies the minimum demand requirement of each production center. To have a more
reliable procurement process, it is common to select multiple suppliers for a production
center. Therefore, constraint (35k) sets a minimum number of suppliers that must be
selected. Constraint (35l) shows the type of variables.

The procedure for using the methodology is presented in Figure 2.
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Figure 2. The framework of the methodology.

4. Results and Discussion

In this section, firstly the proposed methodology is applied to deal with a sustainable
SSOA problem. Then the results are discussed through a sensitivity analysis.

4.1. The Application of the Methodology in Sustainable SSOA

The proposed methodology was used to deal with an example of the SSOA problem
in a company. The company operates in the food industry with more than 200 employees
in Golestan, Iran. It has two production centers (PC1 and PC2) and needs to purchase
raw materials from some potential suppliers. The company’s management team is highly
qualified and has extensive experience in the industry. They must decide which suppliers
to purchase from and determine the quantity of raw materials to order. The company
has implemented various measures to reduce waste, use renewable energy sources, and
optimize its logistics operations. It has a strong commitment to sustainability and is
actively involved in various initiatives to reduce its carbon footprint. The following is
the description of using different steps of the proposed MCDM approach and using the
mathematical model in selecting suppliers and allocating orders to them.

Step 1. In this step, a group of experts was formed. This group consists of two
experts from the procurement department (D1 and D2), two experts from the operations
department (D3 and D4), two experts from the finance department (D5 and D6), one expert
from the marketing department (D7), and one expert from the research and development
(R&D) department (D8). The experts have a good knowledge of fuzzy sets, decision-making
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techniques and supply chain management practices and principles. Table 4 presents some
details about the experts.

Table 4. Information about experts.

Expert Department Job Title Years of Experience Gender Academic Degree

D1 Procurement department Purchasing Director 8 Male PhD in Management
D2 Procurement department Sourcing Specialist 6 Female MA in Business Management
D3 Operations department Operations Manager 7 Male PhD in Operations Research
D4 Operations department Supply Chain Analyst 2 Female BA in Industrial Engineering
D5 Finance department Finance manager 8 Female MA in Accounting & Finance
D6 Finance department Risk analyst 4 Male BA in Accounting & Finance
D7 Marketing department Chief marketing officer 7 Male MA in Marketing
D8 R&D department Project manager 10 Male PhD in Industrial Engineering

By bringing together decision-makers from these different departments, the company
can ensure that all relevant factors are considered and that the selected suppliers meet
the company’s requirements and standards. Each department brings its unique exper-
tise and perspective to the decision-making process, resulting in a well-informed and
comprehensive decision.

Step 2. The potential suppliers and evaluation criteria should be identified in this
step. The decision-making group has identified eight potential suppliers (Sup1 to Sup8)
which can be seen in Figure 3. These alternatives need to be evaluated with respect to
sustainability criteria. According to the literature, the decision-making group agreed on
fifteen criteria within three dimensions of sustainability [92–95]. The criteria and their
descriptions are presented in Table 5.

 

Figure 3. The geographical representation of the suppliers and production centers.
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Table 5. The evaluation criteria and their descriptions.

Dimension Criteria Description

Environmental
sustainability Climate change mitigation (C11)

This involves reducing greenhouse gas emissions and
implementing measures to mitigate the effects of climate

change, such as investing in renewable energy, improving
energy efficiency, and adopting low-carbon

transportation options.

Resource conservation (C12)

This involves reducing the consumption of non-renewable
resources and conserving natural resources such as water, land,

and forests. Companies can achieve this by implementing
sustainable sourcing practices, using recycled materials, and

minimizing waste.

Pollution prevention (C13)

This involves minimizing or eliminating the release of harmful
substances into the environment, such as toxic chemicals or air

pollutants. Companies can achieve this by implementing
pollution prevention measures, such as using clean production

processes, reducing emissions, and properly disposing of
hazardous waste.

Biodiversity conservation (C14)

This involves protecting and conserving biodiversity and
ecosystem services, such as pollination, soil fertility, and water
quality. Companies can achieve this by using sustainable land

management practices, protecting endangered species and
habitats, and reducing deforestation.

Adoption of circular economy
principles (C15)

This involves moving away from the traditional linear model of
“take-make-dispose” and instead adopting a circular economy
model where waste is minimized and resources are kept in use
for as long as possible. This can be achieved by implementing
recycling programs, designing products for reuse, and finding

ways to extend the lifespan of products.

Social
sustainability Labor standards (C21)

This involves ensuring fair wages, safe working conditions, and
other labor standards throughout the supply chain. Companies

can achieve this by implementing codes of conduct for
suppliers, auditing their supply chains for compliance, and

providing training and support to suppliers to help them meet
these standards.

Human rights (C22)

This involves respecting and promoting human rights,
including freedom from discrimination, the right to privacy,

and the right to freedom of association. Companies can achieve
this by implementing human rights policies, engaging with

stakeholders to understand their concerns, and monitoring their
supply chains to identify and address human rights abuses.

Community engagement (C23)

This involves engaging with local communities in a respectful
and transparent manner, and taking their concerns into account
in decision-making processes. Companies can achieve this by
implementing community engagement strategies, conducting

impact assessments to understand the potential impacts of their
operations on local communities, and providing support to
local communities to help build their capacity and improve

their well-being.

Health and safety (C24)

This involves ensuring that the health and safety of workers
and local communities are protected from harm. Companies

can achieve this by implementing health and safety policies and
procedures, providing training and support to workers and
suppliers, and conducting risk assessments to identify and

address potential health and safety hazards.
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Table 5. Cont.

Dimension Criteria Description

Diversity and inclusion (C25)

This involves promoting diversity and inclusion throughout the
supply chain, including ensuring that women and other

underrepresented groups have equal opportunities to
participate in economic activities. Companies can achieve this
by implementing diversity and inclusion policies and programs,
providing training and support to suppliers, and monitoring

their supply chains for compliance.

Economic
sustainability Cost-efficiency (C31)

This involves reducing costs while maintaining or improving
the quality of products and services. Companies can achieve
this by implementing efficiency measures, such as improving

production processes, reducing waste, and optimizing logistics
and transportation.

Innovation (C32)

This involves developing and implementing new products,
services, or business models that create value for the company
and its stakeholders. Companies can achieve this by investing

in research and development, collaborating with other
organizations to share knowledge and expertise, and exploring

new markets or opportunities.

Resilience (C33)

This involves building resilience into the supply chain to ensure
that it can withstand disruptions, such as natural disasters,

political instability, or economic downturns. Companies can
achieve this by diversifying their suppliers, implementing risk

management strategies, and maintaining adequate
inventory levels.

Responsible investment (C34)

This involves investing in companies or projects that have a
positive impact on the environment, society, or economy.
Companies can achieve this by implementing responsible
investment policies, conducting due diligence on potential

investments, and engaging with stakeholders to understand
their concerns.

Long-term perspective (C35)

This involves taking a long-term perspective when making
business decisions, and considering the potential impacts of

those decisions on future generations. Companies can achieve
this by implementing sustainability strategies that consider the
environmental, social, and economic impacts of their operations

over the long term.

Steps 3 to 5. In these steps, the experts expressed their evaluations on each criterion
based on a scale ranging from 0 to 100, then they were asked to evaluate each supplier with
respect to the criteria using linguistic variables. The data from these steps are presented
in Tables 6 and 7. It should be noted that the experts’ evaluations of the suppliers are
partially provided in Table 7 due to limitations in space. The detailed data can be found
in Reference [96], named Evaluation Data. According to the evaluations of the experts on
each criterion, the subjective criteria weights can be determined using the SMART method
and Equation (24). The subjective weights are shown in the last column of Table 6.
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Table 6. The evaluations of the experts on each criterion.

D1 D2 D3 D4 D5 D6 D7 D8 Sum ws
j

C11 40 35 45 50 30 30 40 40 310 0.0665
C12 40 45 50 40 35 40 30 30 310 0.0665
C13 30 40 40 40 45 45 50 30 320 0.0687
C14 20 25 25 20 10 20 30 20 170 0.0365
C15 30 20 30 35 40 20 30 20 225 0.0483
C21 40 50 60 30 30 40 45 50 345 0.0740
C22 25 20 20 30 35 25 20 25 200 0.0429
C23 30 30 40 40 30 40 30 30 270 0.0579
C24 30 40 40 45 35 40 20 25 275 0.0590
C25 15 10 10 15 20 10 10 20 110 0.0236
C31 60 70 60 80 80 70 75 70 565 0.1212
C32 40 50 50 40 30 40 45 50 345 0.0740
C33 40 30 50 45 35 50 45 45 340 0.0730
C34 50 60 60 50 70 60 70 60 480 0.1030
C35 45 50 55 60 45 40 60 40 395 0.0848

Table 7. Experts’ evaluation of suppliers on each criterion.

C11 C12 C13 C14 C15 C21 C22 C23 C24 C25 C31 C32 C33 C34 C35

D1 Sup1 VG G P MG P G MP MG VG F G G VG MG VG
Sup2 MP MG F MP P MG P MP P MG G MG MP P VP
Sup3 MP P MP P VP MG F VP MP P F F MP F F
Sup4 P MG P F MG VP MP MP P F P MP MP F VP
Sup5 MG P MP F MP MG MG F P MP MG P MG F F
Sup6 G MP F MP F G G P G MG MG VG VG MG G
Sup7 VP P P MG MP MP MP F VP MP VP F P F VP
Sup8 MG P F MP F P MP VP MP P MG MG MP P P

D2 Sup1 MG G P MG MP VG MP MG MG F G G MG F MG
Sup2 MP G MP P VP G MP P P F F MP P VP VP
Sup3 P P MG F P F MP MP P P MG F VP MP F
Sup4 VP G MP MP MP VP P F P F VP P F F P
Sup5 F P F P MP MP MG MG F MP MG F F MG MP
Sup6 G F MG F MG G MG MP G F VG VG G MG G
Sup7 VP P P MP MP MP P MP VP MP VP F MP MP MP
Sup8 G MP MP VP MP P MP P MP P MP F VP MP P

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...

D8 Sup1 MG G P MG MP VG MP MG MG F G G MG F MG
Sup2 MP G MP P VP G MP P P F F MP P VP VP
Sup3 P P MG F P F MP MP P P MG F VP MP F
Sup4 VP G MP MP MP VP P F P F VP P F F P
Sup5 F P F P MP MP MG MG F MP MG F F MG MP
Sup6 G F MG F MG G MG MP G F VG VG G MG G
Sup7 VP P P MP MP MP P MP VP MP VP F MP MP MP
Sup8 G MP MP VP MP P MP P MP P MP F VP MP P

Step 6. The interval type-2 fuzzy decision-matrix can be calculated based on Table 7
and Equation (25). According to the number of suppliers and criteria in this case, the matrix
has 120 (8 × 15) elements which are defined as trapezoidal IT2FSs. Due to limitations in
space, it is not possible to present all of the elements of the decision-matrix in this paper.
The decision-matrix is partially provided in Table 8, and the detailed matrix can be found
in Reference [96], named Decision Matrix.

46



Mathematics 2023, 11, 2014

Table 8. Interval type-2 fuzzy decision-matrix.

aU bU cU dU θU aL bL cL dL θL˜̃x1,11 6.25 7.94 8.31 9.38 1 7.13 7.94 8.31 8.69 0.9˜̃x1,12 5.75 7.5 8 9.25 1 6.75 7.5 8 8.5 0.9˜̃x1,13 1.25 2.75 3.25 4.75 1 2 2.75 3.25 3.75 0.9˜̃x1,14 3.75 5.75 6.25 7.75 1 4.75 5.75 6.25 6.75 0.9˜̃x1,15 0.38 1.5 1.88 3.25 1 0.94 1.5 1.88 2.38 0.9

...
...

...
...

...
...

...
...

...
...

...˜̃x8,31 2.5 4.5 5 6.5 1 3.5 4.5 5 5.5 0.9˜̃x8,32 4.75 6.63 7.13 8.5 1 5.75 6.63 7.13 7.63 0.9˜̃x8,33 0.25 1.13 1.44 2.75 1 0.69 1.13 1.44 1.94 0.9˜̃x8,34 1.5 3.25 3.75 5.25 1 2.38 3.25 3.75 4.25 0.9˜̃x8,35 0 0.38 0.56 1.75 1 0.19 0.38 0.56 1.06 0.9

Steps 7 and 8. According to the decision-matrix obtained in the previous step, the
defuzzified decision matrix was calculated. Then the MEREC method was used and the
objective weights of the criteria were determined. The defuzzified decision matrix and the
objective criteria weights are represented in Table 9. Based on the objective weights of the
criteria and the subjective weights obtained in the previous steps, the combined weights
can be calculated. The last column of Table 9 shows the combined weights of the criteria. It
should be noted that ω = 0.5 was considered for the combination parameter.

Table 9. The defuzzified decision-matrix and the objective criteria weights.

Sup1 Sup2 Sup3 Sup4 Sup5 Sup6 Sup7 Sup8 wo
j wc

j

C11 8.04 3.92 1.70 0.85 5.67 9.00 1.27 6.86 0.0811 0.0738
C12 7.69 7.94 2.48 7.05 2.48 4.67 2.01 2.71 0.0418 0.0542
C13 2.98 3.45 5.92 1.79 2.96 6.55 1.32 5.42 0.0556 0.0621
C14 5.92 1.09 3.45 3.21 2.49 3.70 5.42 1.79 0.0608 0.0486
C15 1.70 0.85 1.32 4.42 1.41 5.42 1.70 3.21 0.0544 0.0514
C21 9.29 7.44 5.17 1.18 4.92 8.76 4.92 1.09 0.0795 0.0768
C22 4.67 2.71 3.21 0.80 7.11 6.61 3.20 4.67 0.0883 0.0656
C23 7.69 1.70 0.94 2.96 7.49 2.32 4.67 1.56 0.0660 0.0620
C24 8.23 0.85 1.56 2.48 3.45 9.15 1.18 1.56 0.0596 0.0593
C25 4.17 4.67 1.78 6.99 4.17 5.42 3.68 2.74 0.0482 0.0359
C31 9.29 6.30 4.92 1.47 5.92 8.95 1.56 4.67 0.0645 0.0929
C32 7.69 6.17 4.67 2.23 3.20 9.44 4.92 6.80 0.0496 0.0618
C33 8.57 3.45 0.94 3.70 5.67 9.29 2.71 1.32 0.0748 0.0739
C34 6.61 0.94 3.68 5.17 7.44 7.11 4.17 3.45 0.0894 0.0962
C35 8.95 1.03 6.99 1.00 3.70 8.85 1.41 0.56 0.0862 0.0855

Steps 9 to 11. Based on the decision-matrix obtained in Step 6, and Equation (28),
the normalized decision-matrix can be computed. Because of limitations in space, this
matrix is not presented with details. The partial version of the normalized matrix is pre-
sented in Table 10, the detailed version can be found in Reference [96], named Normalized
Decision Matrix.

Steps 10 and 11. According to the normalized decision-matrix and Equations (29)

to (33), the values of WSM ( ˜̃QS
i ), WPM ( ˜̃Qp

i ) and composite WASPAS measure ( ˜̃Qi) were
computed. The computations were carried out with γ = 0.5. These values are shown in
Table 11.
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Table 10. The normalized decision matrix.

aU bU cU dU θU aL bL cL dL θL˜̃xn
1,11 0.69 0.88 0.92 1.04 1 0.79 0.88 0.92 0.97 0.9˜̃xn
1,12 0.72 0.94 1.01 1.17 1 0.85 0.94 1.01 1.07 0.9˜̃xn
1,13 0.19 0.42 0.5 0.73 1 0.31 0.42 0.5 0.57 0.9˜̃xn
1,14 0.63 0.97 1.06 1.31 1 0.8 0.97 1.06 1.14 0.9˜̃xn
1,15 0.07 0.28 0.35 0.6 1 0.17 0.28 0.35 0.44 0.9

...
...

...
...

...
...

...
...

...
...

...˜̃xn
8,31 0.27 0.48 0.54 0.7 1 0.38 0.48 0.54 0.59 0.9˜̃xn
8,32 0.5 0.7 0.76 0.9 1 0.61 0.7 0.76 0.81 0.9˜̃xn
8,33 0.03 0.12 0.15 0.3 1 0.07 0.12 0.15 0.21 0.9˜̃xn
8,34 0.2 0.44 0.5 0.71 1 0.32 0.44 0.5 0.57 0.9˜̃xn
8,35 0 0.04 0.06 0.2 1 0.02 0.04 0.06 0.12 0.9

Table 11. Different measures of the WASPAS method.

aU bU cU dU θU aL bL cL dL θL˜̃QS
1

0.63 0.83 0.89 1.03 1 0.74 0.83 0.89 0.94 0.9˜̃QS
2

0.22 0.39 0.45 0.62 1 0.31 0.39 0.45 0.51 0.9˜̃QS
3

0.21 0.4 0.46 0.64 1 0.31 0.4 0.46 0.52 0.9˜̃QS
4

0.17 0.34 0.4 0.57 1 0.26 0.34 0.4 0.46 0.9˜̃QS
5

0.35 0.57 0.63 0.81 1 0.46 0.57 0.63 0.69 0.9˜̃QS
6

0.67 0.87 0.93 1.06 1 0.78 0.87 0.93 0.98 0.9˜̃QS
7

0.16 0.35 0.4 0.58 1 0.25 0.35 0.4 0.46 0.9˜̃QS
8

0.21 0.39 0.44 0.62 1 0.3 0.39 0.44 0.5 0.9

˜̃QP
1

1.61 1.82 1.87 2.02 1 1.72 1.82 1.87 1.93 0.9˜̃QP
2

1.21 1.37 1.42 1.59 1 1.29 1.37 1.42 1.48 0.9˜̃QP
3

1.2 1.39 1.44 1.62 1 1.29 1.39 1.44 1.5 0.9˜̃QP
4

1.16 1.32 1.37 1.54 1 1.24 1.32 1.37 1.43 0.9˜̃QP
5

1.33 1.55 1.61 1.8 1 1.44 1.55 1.61 1.68 0.9˜̃QP
6

1.65 1.86 1.91 2.06 1 1.76 1.86 1.91 1.97 0.9˜̃QP
7

1.15 1.33 1.38 1.56 1 1.24 1.33 1.38 1.44 0.9˜̃QP
8

1.19 1.37 1.42 1.59 1 1.28 1.37 1.42 1.48 0.9

˜̃Q1 0.78 0.95 1 1.12 1 0.87 0.95 1 1.04 0.9˜̃Q2 0.45 0.59 0.63 0.77 1 0.52 0.59 0.63 0.68 0.9˜̃Q3 0.44 0.6 0.64 0.79 1 0.52 0.6 0.64 0.69 0.9˜̃Q4 0.4 0.54 0.59 0.73 1 0.48 0.54 0.59 0.64 0.9˜̃Q5 0.55 0.73 0.78 0.93 1 0.64 0.73 0.78 0.84 0.9˜̃Q6 0.81 0.99 1.03 1.15 1 0.91 0.99 1.03 1.07 0.9˜̃Q7 0.4 0.55 0.59 0.74 1 0.47 0.55 0.59 0.64 0.9˜̃Q8 0.43 0.58 0.62 0.77 1 0.51 0.58 0.62 0.68 0.9

Step 12. Using the ROG-based method proposed for the comparative ranking of
IT2FSs, the ranking values (Si) or relative scores for suppliers were determined in this step.
These values in addition to the other parameters related to the considered company are
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presented in Table 12. Based on these parameters and Model (35) the SSOA problem was
solved, and the quantity of the order from each supplier was obtained. The outcomes of
solving the SSOA problem are shown in Table 13. It should be noted that the solver of
LINGO 18 Software (Commercial Version) was used to handle the optimization problem.

Table 12. The parameters of the SSOA model.

Supplier Si
Omin

i
(Tons)

CPi
(Tons)

co
i1

(×105 IRR)

co
i2

(×105 IRR)

di1
(Km)

di2
(Km)

Sup1 0.1696 5000 40,000 200 260 45 150
Sup2 0.1155 7000 25,000 260 270 30 120
Sup3 0.1230 4500 26,000 250 260 35 110
Sup4 0.0717 5500 26,000 260 280 20 80
Sup5 0.1518 4000 20,000 280 260 40 60
Sup6 0.1875 5800 35,000 290 200 80 20
Sup7 0.0711 3900 15,000 280 230 100 25
Sup8 0.1097 4200 25,000 270 240 130 35

DEM1 = 50,000 DEM2 = 40,000 Kmin = 2

Table 13. The results of solving the SSOA problem.

Supplier
xo

ij yi Objective Functions

PC1 PC2

Sup1 34,079.12 0 1 Zmin
1 = 0.1865 × 108

Z1 = 0.1927956 × 108
Sup2 9705.485 0 1 Zmax

1 = 0.2541 × 108

Sup3 0 0 0 Zmin
2 = 2,065,000 Z2 = 2,948,341

Sup4 0 0 0 Zmax
2 = 0.1155 × 108

Sup5 6215.396 0 1 Zmin
3 = 8445.527 Z3 = 14,956.37

Sup6 0 35,000 1 Zmax
3 = 15,625

Sup7 0 0 0
λ = 0.9069Sup8 0 5000 1

The information presented in Table 13 suggests that for meeting the demand of Produc-
tion Center 1, Suppliers 1, 2, and 5 are identified as suitable suppliers, while for Production
Center 2, Suppliers 6 and 8 are considered as the optimal options. It is important to note
that the selection of suppliers for each production center was not solely based on their
relative scores or performance ratings. The proposed methodology also considered the
order quantities that each supplier could provide to ensure that the total demand of each
production center could be met.

4.2. Sensitivity Analysis

Performing a sensitivity analysis on the weights of criteria used for supplier selection
and order allocation can provide valuable insights into the decision-making process and
help companies to make more informed choices. It is essential to conduct such an analysis
because the weights assigned to each criterion can significantly impact the relative scores
of the suppliers. Since one of the objective functions of the mathematical model is related
to the relative scores the changes in the weights can affect the quantity of orders allocated
to suppliers. By conducting a sensitivity analysis, companies can test different weight
combinations and observe the effect of each change on the final scores of suppliers and
order allocation. This analysis can help companies understand the trade-offs between
different criteria and make a more balanced decision. Additionally, performing a sensitivity
analysis can help companies identify which criteria have the most significant impact on
supplier selection and order allocation decisions. To make this analysis, a pattern of
changing weights has been used in this study. The pattern of changing weights involves
defining m sets, where m is the total number of criteria being considered. In each set, one
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criterion is assigned the highest weight, while another is assigned the lowest weight. The
remaining criteria are assigned weights that lie between these two extremes. These weights
are presented in Table 14 and graphically shown in Figure 4.

Table 14. The weights used for the sensitivity analysis.

C11 C12 C13 C14 C15 C21 C22 C23 C24 C25 C31 C32 C33 C34 C35

Set 1 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125
Set 2 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008
Set 3 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017
Set 4 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025
Set 5 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033
Set 6 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042
Set 7 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050
Set 8 0.067 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058
Set 9 0.075 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067

Set 10 0.083 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075
Set 11 0.092 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083
Set 12 0.100 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092
Set 13 0.108 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100
Set 14 0.117 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108
Set 15 0.125 0.008 0.017 0.025 0.033 0.042 0.050 0.058 0.067 0.075 0.083 0.092 0.100 0.108 0.117

Figure 4. The pattern of changing criteria weights.

The weights provided in Table 14 were used instead of wc
j in Equation (27) to see

the changes in the relative scores of the suppliers. The variations in the relative scores of
each supplier can be seen in Figure 5. Based on the data presented in Figure 5, it appears
that the relative score of Supplier 5 remains consistently stable across all sets, suggesting
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a high degree of reliability in terms of meeting the defined criteria. Suppliers 1 and 6
also demonstrate a relatively stable score, albeit with some minor variations. Conversely,
the scores of the remaining suppliers appear to vary considerably with changes in the
criteria weights across the different sets. It is worth noting that a stable relative score can be
interpreted as a higher degree of consistency in meeting the defined criteria, and therefore,
may be indicative of a more reliable supplier. This pattern of changing weights allows
companies to test the impact of assigning different levels of importance to each criterion
and observe the resulting effect on supplier selection and order allocation.

Figure 5. The effect of changing criteria weights on the relative scores of the suppliers.

The results presented in Figure 6 reveal the effects of changing the criteria weights on
the resulting order quantities for two production centers. Specifically, the order quantity
for Production Center 1 varies for Suppliers 1, 2, 4, and 5, while Supplier 1 consistently
receives the highest order quantity allocation. For Production Center 2, the order quantity
varies for Suppliers 5, 7, and 8, but a fixed quantity of orders is allocated to Supplier 6.
These findings have important implications for supplier selection and order allocation
decisions. Firstly, they highlight the importance of considering the relative scores of the
suppliers when allocating orders, as Supplier 1 consistently receives the highest order
quantity allocation for Production Center 1, indicating that it is the most reliable supplier
for this production center. Similarly, Supplier 6 receives a fixed quantity of orders for
Production Center 2, suggesting that it is the most reliable supplier for this production
center. Furthermore, the analysis underscores the need to consider the effects of the criteria
weights on the relative scores of the suppliers. The relative scores of Suppliers 1, 5, and
6 remain relatively stable across the different sets of criteria weights, indicating that they
are more robust and reliable suppliers. In contrast, the relative scores of Suppliers 2, 3, 4,
7, and 8 vary significantly across the different sets of criteria weights, highlighting their
sensitivity to changes in the criteria weights. Therefore, the results of the sensitivity analysis
suggest that suppliers with more stable relative scores are generally more reliable, as they
are less affected by changes in the criteria weights. Overall, the findings demonstrate
the importance of conducting sensitivity analysis on the effects of criteria weights on
supplier selection and order allocation decisions. This can help decision-makers identify
the most reliable suppliers and allocate orders in a way that maximizes efficiency and
sustainability criteria.
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Figure 6. The effect of changing criteria weights on the order quantity.

4.3. Comparative Analysis

The subsection in your paper presents a comprehensive comparison between the
results of the proposed method and those of six other well-established methods, namely
Simple Additive Weighting (SAW), Complex Proportional Assessment (COPRAS), TOPSIS,
VIKOR (stands for “VIekriterijumsko KOmpromisno Rangiranje”), Evaluation Based on
Distance from Average Solution (EDAS), and MULTIMOORA. This comparison aims to
validate the accuracy and efficiency of the proposed method while identifying its strengths
and weaknesses relative to other methods. To measure the strength of the relationship
between the results, the study uses Spearman’s rank correlation coefficient (ρ), which is
a robust measure of the correlation between the rankings obtained from the proposed
method and the rankings from the other methods. Table 15 presents the ranking results of
different methods and the correlation coefficient.

Table 15. The results of the comparison.

Supplier SAW COPRAS TOPSIS VIKOR EDAS MULTIMOORA Proposed Approach

Sup1 2 2 2 1 2 2 2
Sup2 5 5 5 6 5 5 5
Sup3 4 4 4 4 4 4 4
Sup4 7 7 7 8 8 7 7
Sup5 3 3 3 3 3 3 3
Sup6 1 1 1 2 1 1 1
Sup7 8 8 8 7 7 8 8
Sup8 6 6 6 5 6 6 6

ρ 1 1 1 0.929 0976 1 —

The results show that Supplier 6 has the first rank in the results of all methods except
VIKOR, where it ranks second. Meanwhile, Supplier 1 has the second rank in the results of
all methods except VIKOR, where it ranks first. Additionally, Supplier 5 ranks third in all of
the six methods. Based on the interpretation of correlation values presented by Walters [97],
the values of Spearman’s rank correlation coefficient demonstrate a very strong relationship
between the results of the proposed method and those of the other methods. This confirms
the validity of the results obtained from the proposed method and suggests that it is a
reliable and effective tool for supplier selection.
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5. Conclusions

The SSOA problem is a critical aspect of supply chain management. Efficient supplier
selection and order allocation can significantly impact the overall sustainability of the
supply chain. The SSOA problem becomes more complex when considering sustainability
criteria, as these criteria are often uncertain and subjective. Therefore, the development of
effective methodologies for sustainable SSOA is crucial for achieving sustainability goals in
the supply chain. The proposed methodology in this study integrates multiple techniques
to address the sustainable SSOA problem. The methodology utilizes a new ranking method
based on the concept of Radius of Gyration for interval type-2 fuzzy sets, which can handle
the uncertainty in supplier evaluation. To determine the weights of evaluation criteria,
both subjective weights obtained using the SMART and expert preferences, and objective
weights calculated using the MEREC method are combined. The proposed methodology
also incorporates sustainability criteria and uses the WASPAS method to evaluate supplier
performance as type-2 fuzzy sets. The ROG-based ranking method is then employed to
calculate the relative scores of suppliers, and an MODM linear mathematical model is
presented to identify suitable suppliers and allocate their order quantities. The proposed
methodology was applied to a sustainable SSOA problem in Golestan, Iran. The results
demonstrated that the proposed approach was effective in selecting suitable suppliers
and allocating their order quantities based on sustainability criteria. The application of
the proposed methodology resulted in the selection of five suitable suppliers and the
allocation of orders among them. The sensitivity analysis also showed that the proposed
methodology was robust and could handle changes in the weight of evaluation criteria.
Future research can be conducted in various directions to further enhance the proposed
methodology. To further improve the understanding of the advantages of a ROG-based
approach, a comprehensive comparison with other ranking approaches could be conducted
in future research. Other types of fuzzy sets and membership functions, such as symmetric
IT2FSs, Fermatean fuzzy sets and Pythagorean fuzzy sets, can be explored to evaluate
supplier performance. Additionally, other weighting methods, such as SWARA (Stepwise
Weight Assessment Ratio Analysis) and SECA (Simultaneous Evaluation of Criteria and
Alternatives), can be used to determine the weights of evaluation criteria. Furthermore,
other MCDM methods, such as CoCoSo (Combined Compromise Solution) and MARCOS
(Measurement of Alternatives and Ranking according to COmpromise Solution), can be
investigated to compare their performance with the proposed approach. The proposed
method can also be extended to a dynamic decision-making approach. This could involve
setting up rules or algorithms to adjust the decision based on predefined criteria or using
machine learning techniques to learn from past decisions and adjust the decision-making
process accordingly. Overall, the proposed methodology provides a solid foundation
for future research and can be further enhanced to tackle more complex sustainability
challenges in the supply chain.
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Abstract: In facing the many negative impacts of global warming on the earth’s environment, the
machining industry must reduce the rates of product rework and scrap in the manufacturing process
by enhancing the process quality of the processed product. According to the concept of the Taguchi
loss function, the closer the measured value of the processed product is to the target value T, then the
longer the mean time between failures (MTBF) of the product. Clearly, raising the process quality of
the processed product can effect energy saving and waste reduction during production and sales,
which can help enterprises fulfill their corporate social responsibilities. On the basis of the Taguchi
loss function, this study used the process expected loss to evaluate the process loss. Next, the process
expected loss was used as an evaluation index, in which the accuracy index and the precision index
can help the machining industry find the direction for improvement. Additionally, this study first
derived a confidence interval of the process expected loss. Then, it was built on the confidence
interval, and a confidence interval-based fuzzy test was developed for the process expected loss.
Finally, an empirical example was adopted to explain the application of the fuzzy evaluation model
of the machining process proposed in this paper.

Keywords: Taguchi loss function; process expected loss; confidence interval; confidence interval-based
fuzzy test; corporate social responsibility

MSC: 62C05; 62C86

1. Introduction

As global warming has impacted the earth’s environment, how to coexist with the
natural environment has become an important issue. How to balance economic growth and
sustainable development is an issue that governments and enterprises in various countries
must face together [1,2]. Given this line of thinking, we must increase the extent of our
responsibility for the social and ecological environment [3,4]. Therefore, corporate social
responsibility (CSR) has now become a common business concept that is being promoted
across the globe [5]. It is clear that products must be produced with circular economy green
thinking—reduce, reuse, and recycle—from development and design to production and
processing [6]. Only in this way can enterprises fulfill their social responsibilities and ease
their burdens on society and the ecological environment.

Taiwan is the fifth largest exporter and the seventh largest producer of machinery
and machine tools in the world [7,8]. For the machining industry, elevating the process
quality of processed products can decrease the proportion of rework and scrap of processed
products in the production stage. In addition, based on the concept of the Taguchi loss
function, when the measured value of the processed product is closer to the target value
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T, the mean time between failures (MTBF) of the product is longer [9]. According to
Kethley [10], the Taguchi loss function is expressed as follows:

L(X) = k(X − T)2, (1)

where k is the multiplier and T is the target value. In order to not lose generality, it was
assumed that the tolerance of the product quality characteristics is T ± d. For individual
processed products, as the size of the processed product is closer to the target value T, the
process loss is lower. For the entire machining process, the expected process loss can be
used as a tool through which to evaluate the process loss [8]. In a normal manufacturing
process, the expected value of the Taguchi loss function with k/d =1 is displayed as follows:

θL= E[L(X)] = δ2 + γ2, (2)

where δ = (μ − T)/d and γ = σ/d. It is clear that δ and γ are two important factors that
affect the expected value of process loss. δ refers to the accuracy index, and γ refers to
the precision index [8]. When the process mean μ is closer to the target value T, then the
value of δ is closer to 0, and the process expected loss is lower. Similarly, when the value of
process variance σ2 is smaller, then the value of γ is also smaller, and the process expected
loss is lower further still. In addition, the process yield of the product is also the function of
δ and γ as per the following:

p = P(T − d ≤ X ≤ T + d)
= P

(
T−μ−d

σ ≤ Z ≤ T−μ+d
σ

)
= Φ

(
1−δ

γ

)
+ Φ

(
1+δ

γ

)
− 1

(3)

Based on the abovementioned, as the process mean μ is closer to the target value T, the
value of δ is closer to 0. Except for the lower process expected loss, the process yield is also
higher. Likewise, when the value of process variance σ2 is smaller, the process expected loss
is lower, whereas the process yield is higher. Clearly, the decrease in the process expected
loss can ensure an improvement in the process yield. Thus, the rates of rework and scrap
for the processed product can be lowered in the manufacturing stage. In the meantime,
MTBF can also be extended after the product is sold, thereby achieving the effect of energy
saving and carbon reduction [11]. Based on the abovementioned, through aiming to assist
all machining manufacturers, we examine whether the accuracy (δ) and precision (γ) of the
process can meet the requirements of the Six Sigma quality level, whether improving the
process allows it to reach the required level, and whether establishing a complete process
loss evaluation and improvement model aids with this aim (which is an important issue).

Therefore, this paper uses the expected value of the Taguchi loss function as the
evaluation index to develop a complete process loss evaluation and improvement model,
which can not only assist machining manufacturers in enhancing process quality, but can
also achieve the effect of energy saving and carbon reduction.

Since the process expected loss θL has unknown parameters, the misjudgment led by
sampling error may take place if the evaluation index θL of the machining process loss is
only evaluated by point estimation [12]. In addition, companies emphasize the mechanism
of quick responses, and—given costs and timeliness—usually the sample size is not big.
Accordingly, the sample size will make statistical tests vary, and then inconsistent decisions
will be made [11,13–15]. In addition, many studies have pointed out that the confidence
interval-based fuzzy testing model can incorporate past accumulated data with experts’
experiences, so the precision of the test can be maintained in the state of small samples [10].
Furthermore, according to the studies mentioned in the above literature [8,9,13], fuzzy tests
based on confidence intervals collect data with real numbers instead of fuzzy numbers,
which are relatively simple and easy to collect. Therefore, in this paper, we propose a
confidence interval-based fuzzy testing model for index θL.
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The remainder of this paper is organized as follows. In Section 2, we derive a 100%
confidence interval of δ and develop a confidence interval-based fuzzy test for this index. In
Section 3, we derive a 100% confidence interval of the process expected loss and construct
a confidence interval-based fuzzy test for the process expected loss. Next, in Section 4,
an application example is used to illustrate the application of the fuzzy evaluation model
of the machining process that is proposed by this study. Lastly, conclusions are made in
Section 5.

2. Confidence Interval-Based Fuzzy Test of δ

According to Equation (2), the process expected loss is denoted as θL= δ2 + γ2,
where δ and γ are two unknown parameters. As mentioned earlier, δ = (μ − T)/d is
the accuracy index. As noted by Kethley [11], accuracy can be leveled up by adjusting
machine parameters; as such, the cost of improvement will be relatively low, and it will
be relatively easy to succeed. Hence, this paper first develops a fuzzy test of the accuracy
index δ, as well as decides whether to improve it. In the era of IE 4.0 smart manufacturing,
the offset that can stably control the process is viewed as quantity, even if the value of the
accuracy index δ is quite close to 0.

Let X1, X2, . . ., Xn be a random sample of random variable X; then, the maximum
likelihood estimators of δ and γ are respectively expressed as follows:

δ̂ =
1
n

n

∑
j=1

(Xj − T
d

)
=

X − T
d

(4)

and

γ̂ =

√
∑n

j=1
(
Xj − X

)2

√
nd

=
S
d

, (5)

where S =
√

n−1∑n
j=1

(
Xj − X

)2 is the sample standard deviation. Thus, the estimator of
the process expected loss θL is denoted as follows:

θ̂L=
1
n

n

∑
j=1

(Xj − T
d

)2

= δ̂2 + γ̂2. (6)

In the normal manufacturing process, the expected value of the estimator is derived
as follows:

E
(
θ̂L

)
=

1
n

n

∑
j=1

E

((Xj − T
d

)2
)

=
1
n

n

∑
j=1

{
Var

(Xj − T
d

)
+

(
E
(Xj − T

d

))2
}

=δ2 + γ2. (7)

It is clear that the expected value of the estimator θ̂L is equal to θL. Thus, θ̂L is an
unbiased estimator of the process expected loss θL.

According to Chen et al. [16], when the process quality reaches the k-sigma quality
level, then we have |δ| ≤ 1.5/k and γ ≤ 1/k. However, since the German government
introduced Industry 4.0 in 2011, a number of companies have integrated information,
communication technologies, and digital manufacturing technologies to promote a fully
networked production environment of smart manufacturing [17,18]. Based on the studies
of Liu et al. [19], with the development and rapid evolution of emerging technologies
such as the Internet of Things (IoT) and Big Data analysis, the manufacturing industry
has also integrated and applied related technologies to move toward the goal of smart
manufacturing. In addition, according to the research conducted by Askr et al. [20], process
offsets can be easily reduced by controlling optimal machine parameters. Clearly, we can
reduce process losses by starting from lowering process offsets, as well as by striving to
diminish the process variations to achieve the purpose of lowering process losses. In order
to quickly control process shifts, process monitoring and adjustment must be carried out in
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the state of small samples and the non-mass production of defective sizes. This study first
proposes a confidence interval-based fuzzy test of δ. As mentioned earlier, the machining
industry has been moving toward smart manufacturing since Industry 4.0. As such, the
process mean, which is required to deviate from the target value T, is quite small. Thus,
the null hypothesis H0 is μ = T, and the alternative hypothesis H1 is μ = T, which is
equivalent to

H0 : δ = 0; (8)

H1 : δ = 0. (9)

Let the random variable T =
√

n(δ̂ − δ)/γ̂, then T is distributed as a t distribution
with an n − 1 degree of freedom, which is denoted as T∼ tn−1. This study first adopts a
confidence interval-based fuzzy test of δ. Next, this study then derives the 100 × (1 − α)%
confidence limit of δ as follows:

p
(
−tα/2;n−1 ≤

√
n(δ̂−δ)

γ̂ ≤ tα/2;n−1

)
= 1 − α

⇒ p
(

δ̂ − tα/2;n−1√
n γ̂ ≤ δ ≤ δ̂ +

tα/2;n−1√
n γ̂

)
= 1 − α.

(10)

Therefore, [Lδ, Uδ] is the 100 × (1 − α)% confidence interval of δ, as shown below:

[Lδ, Uδ]=

[
δ̂ − tα/2;n−1√

n
γ̂, δ̂ +

tα/2;n−1√
n

γ̂

]
. (11)

As noted by some studies, the α-cuts of the triangular fuzzy number ˜̂δ is presented as
follows:

δ̂[α] =
[
δ̂1(α), δ2(α)

]
for 0.01 ≤ α ≤ 1. (12)

When 0 ≤ α ≤ 0.01, then the set is δ̂[α] =
[
δ̂1(0.01), δ̂2(0.01)

]
, where

δ̂1(α) = δ̂ − tα/2;n−1√
n

γ̂ and δ̂2(α) = δ̂ +
tα/2;n−1√

n
γ̂. (13)

It is clear that when α = 1, then δ̂1(1) = δ̂2(1) = δ̂, and the triangular fuzzy number

of ˜̂δ is ˜̂δ =
(
δ̂L, δ̂M, δ̂R

)
, where δ̂M = δ̂,

δ̂L = δ̂ − t0.005;n−1√
n

γ̂ and δ̂R = δ̂ +
t0.005;n−1√

n
γ̂. (14)

Therefore, the membership function of fuzzy number ˜̂δ is

�(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0 i f x < δ̂ − t0.005;n−1√
n γ̂

β1 i f δ̂ − t0.005;n−1√
n γ̂ ≤ x < δ̂

1 i f x = δ̂

β2 i f δ̂ < x ≤ δ̂ +
t0.005;n−1√

n γ̂

0 i f δ̂ +
t0.005;n−1√

n γ̂ < x

, (15)

where β1 is determined by

x = δ̂ − tβ1/2;n−1√
n

γ̂; (16)

and β2 is determined by

x = δ̂ +
tβ2/2;n−1√

n
γ̂. (17)
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Let set GT be the area in the graph of membership function �(x) as follows:

GT =
{
(x, α)|δ̂1(α) ≤ x ≤ δ̂2(α), 0 ≤ α ≤ 1

}
. (18)

In addition, let the set GR be the area in the graph of membership function �(x) but to
the right of the vertical line x = 0, as depicted below:

GR =
{
(x, α)|0 ≤ x ≤ δ̂2(α), 0 ≤ α ≤ a

}
, (19)

where α = a such that δ̂2(α) = 0. As noted by Chen et al. [21], let ΔT = δ̂R − δ̂L, then

ΔT = δ̂R − δ̂L= 2
t0.005;n−1√

n
γ̂. (20)

Let ΔR = δ̂R − 0, then

ΔR = δ̂R − 0 = δ̂ +
t0.005;n−1√

n
γ̂. (21)

The membership function �(x) relative to ΔT and ΔR is shown as follows (Figure 1):

Figure 1. Membership function �(x) relative to ΔT and ΔR.

According to Chen and Yu [22], let decision variable D = ΔR/ΔT be expressed as
follows:

D =
ΔR
ΔT

=
δ̂ +

t0.005;n−1√
n γ̂

2 t0.005;n−1√
n γ̂

. (22)

In this paper, we proposed fuzzy test rules and improvements in the measuring of the
accuracy index δ based on the above decision variable D. Let the value of φ be between
zero and 0.5, then the fuzzy test rules and improvement measures are made as follows:

1. When D ≤ φ, then reject H0 and conclude δ > 0, thus indicating that the process mean
μ is shifted to the right. Thus, the process must be adjusted, and the mean must be
moved to the left to lift the accuracy of the process.

2. When φ ≤ D ≤ 1 − φ, then do not reject H0 and conclude δ = 0, which means that the
process mean μ is not deviated from the target value T; as such, the process does not
need to be adjusted.
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3. When D > 1 − φ, then reject H0 and conclude δ < 0, thus showing that the process
mean μ is shifted to the left. Therefore, the process must be adjusted, and the mean
must be moved to the left to increase the accuracy of the process.

According to the above fuzzy test rules, the machining industry can deviate the
process mean μ from the target value T to a relatively small degree in order to cut down
process losses.

3. Confidence Interval-Based Fuzzy Test of Process Expected Loss

As mentioned in the previous section, in the era of industrial smart manufacturing,
the Internet of Things and Big Data analysis technology have gradually matured, and
the process offset that can be stably controlled is seen as a quantity, even if the value of
accuracy index δ is quite close to 0. When the value of accuracy index δ is close to 0,
the process expected loss (θL) is the only remaining process variation that needs to be
controlled. Therefore, this section develops the fuzzy test of the process expected loss based
on this premise.

As mentioned before, the machining industry can make the process mean μ deviate
from the target value T to a minimal degree in the environment of smart manufacturing. In
addition, according to the abovementioned fuzzy test rules, the industry can tell whether
the degree to which the process mean μ is shifted from the target value T is relatively
small [9]. At the same time, through the mechanism of improvement and adjustment, the
deviation of the process mean μ from the target value T can be minimized. Based on this
condition, we proposed a confidence interval-based fuzzy test of the process expected loss
that is investigated in this paper. As noted above, when the process quality reaches the
k-sigma quality level, then the required value of γ is smaller than or equal to 1/k. When
the process mean μ deviates from the target value T to a relatively low degree, i.e., δ = 0,
then the required value of the process expected loss is smaller than or equal to 1/k2. Then,
the null hypothesis and alternative hypothesis can be shown as below:

H′
0 : θL ≤ 1/k2; (23)

H′
1 : θL > 1/k2. (24)

Let a random variable be K = nθ̂2
L/θ2

L as follows:

K =
1
n

n

∑
j=1

Y2
j /θ2

L , (25)

where Yj =
(
Xj − T

)
/d is distributed as a normal distribution with a mean δ and standard

deviation γ. Then, K is distributed as a chi-square distribution with an n − 1 degree of
freedom with δ = 0, which is denoted as K∼ χ2

n−1. Similar to δ, this study first uses
a confidence interval-based fuzzy testing model for the process expected loss θL. Then,
this study derives the 100 × (1 − α)% confidence limits of the process expected loss θL
as follows:

p

(
χ2

α/2;n−1 ≤ 1
nθ2

L

n
∑

j=1
Y2

j ≤ χ2
1−α/2;n−1

)
= 1 − α

⇒ p

( √
∑n

j=1 Y2
j√

nχ2
1−α/2;n−1

≤ θL ≤
√

∑n
j=1 Y2

j√
nχ2

α/2;n−1

)
= 1 − α.

(26)

Therefore, [LθL, UθL] represents the 100 × (1 − α)% confidence interval of the process
expected loss θL as follows:

[LθL, UθL] =

⎡⎣
√

∑n
j=1 Y2

j√
nχ2

1−α/2;n−1

,

√
∑n

j=1 Y2
j√

nχ2
α/2;n−1

⎤⎦. (27)
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As noted by some studies, the α-cuts of the triangular fuzzy number ˜̂θL is illustrated
as follows [10,13]:

θ̂L[α] =
[
θ̂L1(α), θ̂L2(α)

]
for 0.01 ≤ α ≤ 1. (28)

When 0 ≤ α ≤ 0.01, then set θ̂L[α] =
[
θ̂L1(0.01), θ̂L2(0.01)

]
, where

θ̂L1(α) =

√
∑n

j=1 Y2
j√

nχ2
1−α/2;n−1

and θ̂L2(α) =

√
∑n

j=1 Y2
j√

nχ2
α/2;n−1

. (29)

Based on the above, the triangular fuzzy number of ˜̂θL is ˜̂θL = (Lθ, Mθ, Rθ), where

Lθ =

√
∑n

j=1 Y2
j√

nχ2
0.995;n−1

; (30)

Mθ =

√
∑n

j=1 Y2
j√

nχ2
0.5;n−1

; (31)

Rθ =

√
∑n

j=1 Y2
j√

nχ2
0.05;n−1

. (32)

Therefore, the membership function of fuzzy number ˜̂δ is

�(y) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 i f y < Lθ

χ1 i f Lθ ≤ y < Mθ

1 i f y = Mθ

χ2 i f Mθ < x ≤ Rθ

0 i f Rθ < x

, (33)

where χ1 is determined by

y =

√
∑n

j=1 Y2
j√

nχ2
1−χ1/2;n−1

, (34)

and χ2 is determined by

y =

√
∑n

j=1 Y2
j√

nχ2
χ2/2;n−1

. (35)

Let set G′
T be the area in the graph of membership function �(y), as displayed below:

G′
T =

{
(y, α)|θ̂L1(α) ≤ y ≤ θ̂L2(α), 0 ≤ α ≤ 1

}
. (36)

In addition, let set G′
R be the area in the graph of membership function �(y) but to the

right of the vertical line y 1/k, as expressed below:

G′
R =

{
(y, α)|θ̂L1(α) ≤ y ≤ 1/k2, 0 ≤ α ≤ b

}
, (37)
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where α = b such that θ̂L1(α) = 1/k2. As noted by Chen et al. [21], let Δ′
T = Rθ − Lθ, then

Δ′
T= Rθ − Lθ=

√
∑n

j=1 Y2
j√

nχ2
0.005;n−1

−
√

∑n
j=1 Y2

j√
nχ2

0.995;n−1

. (38)

Let Δ′
R = 1/k2 − Lθ, then

Δ′
R =

1
k2 −

√
∑n

j=1 Y2
j√

nχ2
0.995;n−1

. (39)

The membership function �(y) relative to Δ′
T and Δ′

R is shown as follows (Figure 2):

Figure 2. Membership function �(y) relative to Δ′
T and Δ′

R.

According to Chen and Yu [22], let the decision variable be D′ = Δ′
R/Δ′

T , which is
depicted as follows:

D′ =
Δ′

R
Δ′

T
=

1
k2 −

√
∑n

j=1 Y2
j√

nχ2
0.995;n−1√

∑n
j=1 Y2

j√
nχ2

0.005;n−1

−
√

∑n
j=1 Y2

j√
nχ2

0.995;n−1

.

Then, in this study, test rules and improvement measures for the process expected
loss θL were proposed based on the above decision variable D′. Let the value of φ fall
between zero and 0.5. Then, the fuzzy test rules and improvement measures are to be made
as follows:

1. When D′ ≤ φ, then reject H0 and conclude that the process expected loss does not
meet the required level (θL > 1/k2), thus indicating that process variation must be
reduced to cut down process losses.

2. When D′ > φ, then do not reject H0 and conclude that the process expected loss meets
the required level (θL ≤ 1/k2), thus showing that the process does not require any
improvement or adjustment.

According to the above two fuzzy test rules, the machining industry can make the
process mean μ deviate from the target value T to a relatively low degree. Meanwhile, the
process variation can be lowered to reduce the process loss.
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4. Practical Application

As mentioned earlier, Taiwan is ranked fifth in the world’s export and seventh in global
production of machinery and machine tools. For the machining industry, boosting the
process quality of processed products can decrease the rework and scrap rates of processed
products in the stage of production [23]. In addition, according to the concept of the Taguchi
loss function, the mean time between failures of the product is longer as the measured value
of the processed product is closer to the target value T. Since central Taiwan is a stronghold
of the machinery and machine tool industry, it has not only the manufacturers of machinery
and machine tools, but also many component processing factories in its surrounding area.
In order to diminish the process losses of these components, this study takes the inner
diameter of a gear processed by a machining factory in central Taiwan as an example
through which to demonstrate the application of the two fuzzy testing models proposed
in this paper. First, this study uses the confidence interval-based fuzzy test proposed in
Section 2 to test and monitor the process mean so as to ensure that the quantity of the
process mean deviating from the target value T is relatively small. Next, when the process
mean is shifted from the target value T to a relatively low degree, then the confidence
interval-based fuzzy test of the process expected loss proposed in Section 3 is employed to
test and evaluate whether the process expected loss can meet the required level.

4.1. Fuzzy Test of δ

When aiming to minimize the process expected loss, engineers require that the de-
viation of the mean μ from the target value T must be small in the gear inner diameter
machining process. Thus, the null hypothesis and alternative hypothesis H1 are defined
as below:

H0 : δ = 0;

H1 : δ = 0.

In order to pursue a mechanism of rapid responses, the Taiwanese industry usually
takes 15 or 16 samples from the production line for measurement and sampling. In order
to perform the above fuzzy test, 16 samples were randomly selected from the processed
product of a certain type of gear. The data of these 16 samples are listed as follows:

x1 = 3.508, x2 = 3.506, x3 = 3.533, x4 = 3.506,
x5 = 3.499, x6 = 3.467, x7 = 3.500, x8 = 3.515
x9 = 3.477, x10 = 3.501, x11 = 3.505, x12 = 3.516,
x13 = 3.478, x14 = 3.500, x15 = 3.490, x16 = 3.512

The tolerance of the inner diameter for this type of gear was found to be 3.5 ± 0.05,
that is, target T = 3.5 and d = 0.05. Then, the maximum likelihood estimators of δ and γ
are respectively displayed as follows:

δ̂ =
X − T

d
=

3.501 − 3.5
0.05

= 0.02

and
γ̂ =

S
d
=

0.017
0.05

= 0.34.

Therefore,

δ̂L = δ̂ − t0.005;15√
16

γ̂ = 0.02 − 2.947
4

× 0.34 = 0.233,

δ̂R = δ̂ +
t0.005;15√

16
γ̂ = 0.02 +

2.947
4

× 0.34 = 0.273,
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and the triangular fuzzy number is presented as ˜̂δ = (−0.233, 0.02, 0.273). According to
Equations (20) and (21), ΔR and ΔT are calculated as follows:

ΔR = δ̂R − 0 = 0.273;

ΔT = δ̂R − δ̂L = 0.273 − (−0.233) = 0.506.

Thus, D = ΔR/ΔT = 0.273/0.506 = 0.540. Let φ = 0.2, and, according to the fuzzy test
rule (2), when 0.2 ≤ D ≤ 0.8, then do not reject H0 and conclude δ = 0. This represents that
the process mean μ does not deviate from the target value T; as such, the process does not
need to make any adjustment.

4.2. Fuzzy Test of Process Expected Loss

According to the abovementioned fuzzy test results, it was revealed that the process
mean μ that shifted from the target value T was extremely small, i.e., δ = 0. As noted above,
when the process quality reaches the Six Sigma quality level, then the required value of γ is
smaller than or equal to 1/6. Thus, the required value of the process expected loss θL is
smaller than or equal to 1/36. As such, the null hypothesis and alternative hypothesis are
shown below:

H′
0 : θL ≤ 1/36;

H′
1 : θL > 1/36.

In order to pursue a mechanism of rapid responses, the Taiwanese industry usually
takes 15 or 16 samples from the production line for measurement and sampling. Let
Yj =

(
Xj − 3.5

)
/0.05, then 16 samples, after variable transformation is applied, are listed

as follows:

y1 = 0.154 y2 = 0.129 y3 = 0.656 y4 = 0.127
y5 = −0.018 y6 = −0.664 y7 = 0.008 y8 = 0.299
y9 = −0.460 y10 = 0.017, y11 = 0.106 y12 = 0.322
y13 = −0.443 y14 = −0.007 y15 = −0.209 y16 = 0.246

Therefore, the sum of the squares of these 16 samples is denoted as ∑16
j=1 y2

j = 1.646,
and the values of Lθ, Mθ, and Rθ are calculated as follows:

Lθ =

√
∑16

j=1 y2
j√

16 × χ2
0.995;15

=

√
1.646√

16 × 32.801
= 0.003;

Mθ =

√
∑16

j=1 y2
j√

16 × χ2
0.5;15

=

√
1.646√

16 × 14.339
= 0.085;

Rθ =

√
∑16

j=1 y2
j√

16 × χ2
0.005;15

=

√
1.646√

16 × 4.601
= 0.150.

Based on the above, the triangular fuzzy number of ˜̂θL is denoted as ˜̂θL = (0.003, 0.085,
and 0.150). According to Equations (38) and (39), Δ′

R and Δ′
T are calculated as follows:

Δ′
R = 1/36−Lθ = 0.028 − 0.003 = 0.025;

Δ′
T= Rθ − Lθ = 0.150 − 0.003 = 0.147.

Thus, D′ = Δ′
R/Δ′

T = 0.025/0.147 = 0.170. Let φ = 0.2, and, according to the fuzzy
test rule (1) of the process expected loss, when D′≤ 0.2, then reject H0 and conclude that
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the process expected loss does not meet the required level (θL > 1/36). This means that the
process variation must be dwindled so as to lessen the process loss.

Based on the above evaluation results, the process engineers carried out improvement
measures to lower the process variation. After collecting the improved 16 variables, the
transformed sample data were written as follows:

y′1 = 0.114 y′2 = −0.027 y′3 = −0.168 y′4 = −0.175
y′5 = −0.064 y′6 = 0.358 y′7 = −0.246 y′8 = 0.275
y′9 = −0.299 y′10 = 0.046 y′11 = 0.021 y′12 = −0.152
y′13 = −0.109 y′14 = 0.130 y′15 = 0.156 y′16 = 0.368

Therefore, the sum of the squares of these 16 improved pieces of sample data was
denoted as ∑16

j=1 y′j
2 = 0.644, and the values of Lθ′, Mθ′, and Rθ′ were computed as follows:

Lθ′ =

√
∑16

j=1 y′j
2√

16χ2
0.995;15

=

√
0.644√

16 × 32.801
= 0.004;

Mθ′ =

√
∑16

j=1 y′j
2√

16 × χ2
0.5;15

=

√
0.644√

16 × 14.339
= 0.053;

Rθ′ =

√
∑16

j=1 y′j
2√

16 × χ2
0.005;15

=

√
0.644√

16 × 4.601
= 0.094.

Based on the above, the triangular fuzzy number of ˜̂θL was expressed as ˜̂θL = (0.004,
0.053, and 0.094). According to Equations (38) and (39), Δ′

R and Δ′
T were calculated as fol-

lows:
Δ′

R = 1/36−Lθ= 0.028 − 0.004 = 0.024

Δ′
T= Rθ − Lθ = 0.094 − 0.004 = 0.090

Thus, D′ = Δ′
R/Δ′

T = 0.024/0.090 = 0.267. According to the fuzzy test rule (2) of the
process expected loss with φ = 0.2, when D′ > 0.2, then do not reject H0 and conclude that
the process expected loss meets the required level (θL ≤ 1/36). This indicates the process
improvement has a remarkable effect.

5. Conclusions

Governments and enterprises must take into account economic growth, as well as
the natural environment, when dealing with the issue of global warming [2,3]. Under this
thinking, we must shoulder the responsibility for the social and ecological environment; as
such, corporate social responsibility (CSR) has now become a common business philosophy
urged on by the state of the world [5]. The expected value of the Taguchi loss function is
δ2 + γ2, and δ and γ are two key factors that affect the expected values of process losses.
In addition, the product process yield is a function of δ and γ [9]. As the process mean μ
is closer to the target value T (the value of δ is closer to 0), or as the value of the process
variation is smaller (the value of γ is smaller), then the process expected loss is lower,
whereas the process yield is higher. It is clear that decreasing the process expected loss can
ensure an increase in process yield. In addition to a decrease in the rework and scrap of the
processed product in the stage of production, MTBF can also be extended after the product
is sold, thereby achieving the effect of energy saving and carbon reduction [9]. Therefore,
in this paper, the expected value of the Taguchi loss function was adopted as an evaluation
index of the machining process loss. Since the process expected loss θL contained unknown
parameters, the misjudgment caused by sampling errors may be incurred if only the point
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estimates are used to assess the evaluation index θL of the machining process loss [16].
Furthermore, enterprises emphasize the mechanism of quick responses, and—given costs
and timeliness—the sample size is usually not large. Consequently, statistical tests will
vary due to the sample size, such that inconsistent decisions will be generated. As a result,
this study first derived a 100 × (1 − α)% confidence interval of δ, as well as developed a
confidence interval-based fuzzy test for this index [13]. Next, this study derived a 100%
confidence interval of the process expected loss, as well as established a confidence interval-
based fuzzy test for the process expected loss. Numerous studies have suggested that
the confidence interval-based fuzzy testing model can integrate past accumulated data
with experts’ experiences, such that the accuracy of the test can be maintained in the
case of small samples [11,13]. It is clear that the model proposed in this paper has the
following advantages:

1. The expected value of the Taguchi loss function is used as an evaluation index, in
which the accuracy index and the precision index can help the machining industry
find the correct direction for improvement.

2. In addition to reflecting the process expected loss, this index can also reflect the
process yield.

3. Since the fuzzy evaluation model based on the confidence interval can integrate
experts’ experiences with past data, the evaluation accuracy can still be maintained
in small samples in order to meet the requirements of enterprises for the purpose of
rapid responses.

4. Apart from assisting machining manufacturers in boosting the quality of the ma-
chining process, the model can also effect energy saving and carbon reduction at the
same time, such that machining manufacturers can reach their goals of fulfilling their
corporate social responsibilities.

Overall, the evaluation model of the process loss built in this paper can help machining
manufacturers review and enhance their own machining process capabilities through
accuracy index δ and the fuzzy test of the process expected loss θL, thus achieving the
effects of cost reduction, energy saving, and carbon reduction. The benefits of cost reduction
and energy saving, as well as carbon reduction, are concepts; as such, they can be further
explored in future research. In addition, an evaluation model could be established for the
benefits of cost and carbon reduction so as to improve process capabilities.
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Abstract: Complex intuitionistic fuzzy (CIF) information covers the degree of membership and
the degree of non-membership in the form of polar coordinates with a valuable and dominant
characteristic where the sum of the real parts (the same rule for the imaginary parts) of the pair must
be contained in the unit interval. In this paper, we first derive the Frank operational laws for CIF
information and then examine the prioritized aggregation operators based on Frank operational
laws for managing the theory of CIF information. These are the CIF Frank prioritized averaging
(CIFFPA) operator, the CIF Frank prioritized ordered averaging (CIFFPOA) operator, the CIF Frank
prioritized geometric (CIFFPG) operator, and the CIF Frank prioritized ordered geometric (CIFFPOG)
operator with properties of idempotency, monotonicity, and boundedness. Furthermore, we derive
the WASPAS (weighted aggregates sum product assessment) under the consideration or presence
of the CIF information and try to justify it with the help of a suitable example. Additionally, we
illustrate some numerical examples in the presence of the MADM (multi-attribute decision-making)
procedures for evaluating the comparison between the proposed operators with some well-known
existing operators to show the validity and worth of the proposed approaches.

Keywords: fuzzy sets; intuitionistic fuzzy sets; complex intuitionistic fuzzy sets; frank prioritized
aggregation operators; WASPAS techniques; multi-attribute decision-making

MSC: 03B52; 03E72; 47S40; 90C70

1. Introduction

Multi-attribute decision-making (MADM) procedures are some of the finest or best
techniques for evaluating the valuable and dominant preference from the set of feasible
ones under the consideration of the available data. Traditionally, the MADM problem is a
part of the decision-making procedure which often needs experts to provide evaluation
data about the attributes and the alternatives with fuzzy sets (FSs) [1] in which FSs have
been applied in different fields [2–4]. Various attempts have been derived by the distinct
individuals in proceeding the data values using different extensions such as hesitant soft
fuzzy rough sets [5], and fuzzy Mandelbrot sets [6]. Furthermore, intuitionistic FSs (IFSs)
are also one of the most valuable and dominant extensions of FSs which was performed by
Atanassov [7]. IFSs cover the degree of membership and the degree of non-membership
of a given element to the set of discourse with the characteristic in which the sum of the
pair must be contained in the unit interval. FSs are the particular cases of IFSs if we remove
the degree of non-membership with its applications [8–10]. Furthermore, the utilization
of the second term in the grade of truth is very awkward, and so, in many situations,
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we may face a problem with two-dimensional information, where FSs and IFSs deal only
with one-dimensional information. Therefore, Ramot, et al. [11] successfully utilized the
second term in the grade of truth and gave their name in the form of complex FS (CFS),
where the truth grade in CFS is computed in the form of complex numbers whose real
and unreal (imaginary) parts are covered in the unit interval. Various attempts have been
performed by various individuals using systems such as the Mamdani complex fuzzy
inference system [12]. Additionally, Alkouri and Salleh [13] exposed the new theory of
complex IFS (CIFS) with its applications [14], which is the modified version of the three
different types of ideas such as FSs, IFSs, and CFSs.

Frank t-norm and t-conorm are used for computing any type of aggregation operators
(AOs) which was derived by Frank [15] in 1979. Frank norms have a lot of benefits because
the simple algebraic and Lukasiewicz’s t-norm and t-conorm [16] are the special cases of
Frank t-norm and t-conorm. Furthermore, the idea of prioritizing AOs for the first time
was given by Yager [17], and then Yu and Xu [18] who considered prioritized intuitionistic
fuzzy AOs. These AOs were computed based on algebraic operational laws. Moreover, the
main idea of the weighted aggregated sum product assessment (WASPAS) technique was
given by Zavadskas, et al. [19,20] with its applications [21,22], which is the generalization
of two different techniques such as weighted sum assessment (WSA) and weighted product
assessment (WPS). The WASPAS technique is very strong and valuable because this is the
modified version of many techniques and many individuals have utilized it in numerous
fields such as the computer sciences, pure mathematics, engineering sciences, artificial
intelligence, and decision-making.

The theory of FSs, IFSs, CFSs, and CIFSs has gained a lot of attention from different
fuzzy researchers because these structures are very beneficial and valuable for depicting
awkward and unreliable information very easily. Various attempts have been derived by
distinct individuals in proceeding with the data values using different extensions such as
AOs for IFSs [23] and geometric AOs for IFSs [24]. Furthermore, the Frank power AOs
based on IFSs [25] are also a combination of the Frank and power AOs which is a very
awkward and complicated task. The complex fuzzy credibility of Frank AOs was derived by
Yahya, et al. [26]. Under the consideration of hesitant fuzzy information, the theory of Frank
AOs was invented by Qin, et al. [27]. In the presence of the dual hesitant set theory, the major
theory of Frank AOs was evaluated by Tang, et al. [28]. The prioritized AOs for trapezoidal
IFS were derived by Ye [29], and the simple prioritized AOs for IFS were evaluated by Yu
and Xu [18]. Ali, et al. [30] derived the idea of prioritized AOs for CIF soft information with
their application in decision-making procedures. Yu [31] examined the theory of generalized
prioritized AOs for intuitionistic fuzzy environments, and Lin, et al. [32] derived the fuzzy
number intuitionistic fuzzy prioritized AOs and their application in decision-making
procedures. Furthermore, Garg and Rani [33] exposed the averaging operators for CIFSs.
Garg and Rani [34] evaluated the geometric operators for CIFSs, and Mahmood, et al. [35]
examined the Aczel–Alsina AOs for CIFSs. Sarfraz, et al. [36] examined the prioritized
AOs for IFSs with IF-prioritized Aczel–Alsina averaging. Poryazov, et al. [37] applied AOs
for IFSs to the estimation of service compositions in telecommunication systems. Dai [38]
derived linguistic complex fuzzy sets with their properties.

Frank and prioritized AOs based on IFSs were derived by different researchers, how-
ever, the theory of Frank and prioritized AOs based on CIFSs has not yet been evaluated by
researchers in the literature. The investigation of Frank and prioritized AOs based on CIFSs
is a very challenging task. In this analysis, we have accepted this task and not only derive
the theory of Frank and prioritized AOs based on CIFSs but also derive the combination of
Frank and prioritized AOs based on CIFSs, where the simple Frank and prioritized AOs are
the special case of the derived theory. Furthermore, we also invent the theory of WASPAS
for CIFSs. Inspired by the above discussion, the major investigations of this analysis are
listed below:
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1. To discover Frank operational laws for managing the theory of CIF information;
2. To derive the CIF Frank prioritized averaging (CIFFPA) operator, the CIF Frank

prioritized ordered averaging (CIFFPOA) operator, the CIF Frank prioritized geomet-
ric (CIFFPG) operator, and the CIF Frank prioritized ordered geometric (CIFFPOG)
operator with their properties;

3. To expose the idea of the weighted aggregates sum product assessment (WASPAS)
procedure under the consideration or presence of the CIF information and try to
simplify it with the help of a suitable example;

4. To demonstrate an example in the presence of the MADM procedures for evaluating
the comparison between the proposed operators with some well-known existing
operators to show the validity and worth of the discovered approaches.

This article is arranged in the form as follows: in Section 2, we review the different
types of norms, CIFS, and the WASPAS technique; in Section 3, we examine Frank opera-
tional laws, CIFFPA operator, CIFFPOA operator, CIFFPG operator, and CIFFPOG operator,
and their properties of idempotency, monotonicity, and boundedness; in Section 4, we
derive the WASPAS for CIF information and try to justify it with the help of a suitable
example; and in Section 5, we illustrate some examples in the presence of the MADM
procedures for evaluating CIF information. Furthermore, the comparisons between the
proposed operators and some well-known existing operators, such as Xu [23], Xu and
Yager [24], Yahya, et al. [26], Yu [31], Lin, et al. [32], Garg and Rani [33], Garg and Rani [34],
and Mahmood, et al. [35], are used to show the validity and worth of the discovered
approaches and are discussed in Section 6. The final concluding information is shown in
Section 7.

2. Preliminaries

In this section, we describe the prevailing theory of Frank norms, algebraic norms,
and Lukasiewicz’s norms for positive numbers. Furthermore, we also explain the idea
of the WASPAS method [19,20] for classical set theory. Moreover, the idea of CIFSs and
their related work are also a part of this study. For a clear presentation, the meaning of the
symbols used in this paper is shown in Table 1.

Table 1. Meanings of different symbols used in the paper.

Symbols Meanings Symbols Meanings Symbols Meanings

𝓊rp
� (x)

Real part of
membership grade 𝓋rp

� (x)
Real part of the

non-membership grade X Universal set

𝓊ip
� (x)

Imaginary part of
membership grade 𝓋ip

� (x)
Imaginary part of the

non-membership grade x Element of the
universal set

rrp(x)
Real part of the
refusal grade rip(x)

Imaginary part of
refusal grade r(x) Refusal grade

IT

Complex
intuitionistic fuzzy

set
ITH

Complex intuitionistic
fuzzy value Vs

(
ITH

)
Score value

Va(ITH) Accuracy value WB Weighted vector ◦F ≥ 0 Scaler
Y(�,�∗) t-norm Y∗(�,�∗) t-conorm �� ∈ (1,+∞) Scaler

2.1. WASPAS Method for Classical Set Theory

The major influence of this section is to recall the theory of the WASPAS procedure
for classical information. The main procedure of the WASPAS method contains various
valuable and dominant steps. Before evaluating the normalization, we arrange a collection

73



Mathematics 2023, 11, 2058

of classical data which may be of a benefit type or cost type. If the data are of a benefit type,
then good, otherwise, using the below theory, we normalize the information, such as:

�′HB =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∼
�HB

max
H

∼
�HB

f or bene f it

min
H

∼
�HB
∼

�HB
f or cost.

(1)

After performing the above evaluation, we calculate the WSA and WPA, such as:

TWSA
H = ∑d

B=1 WB
∼

�HB
′
; (2)

TWPA
H = ∑d

B=1(
∼

�HB
′
)WB . (3)

Using the data in Equations (2) and (3), we calculate the aggregated measure based on
convex theory, such as:

TH = ◦FTWSA
H + (1 − ◦F)TWPA

H , ◦F ∈ [0, 1]. (4)

Before ranking the alternatives, we discuss the special cases of the WASPAS technique
such as: When ◦F = 1, we obtain the data in Equation (2):

1. When ◦F = 1, we obtain the data in Equation (2);
2. When ◦F = 0, we obtain the data in Equation (3).

Finally, we derive the ranking result for examining the best one from the family of
finite preferences.

2.2. Existing Ideas

Definition 1 ([15]). For any two positive numbers � and �∗, we have the theory of Frank t-norm
and t-conorm, such that:

Y(�,�∗) = log��

⎛⎝1 +

(
��� − 1

)(
���∗ − 1

)
��− 1

⎞⎠,�� ∈ (1,+∞). (5)

Y∗(�,�∗) = 1 − log��

⎛⎝1 +

(
��1−� − 1

)(
��1−�∗ − 1

)
��− 1

⎞⎠,�� ∈ (1,+∞) (6)

Definition 2 ([1]). For any two positive numbers � and �∗ , we have the theory of algebraic t-norm
and t-conorm if we put the value of �� → 1 in Equations (5) and (6), such that:

Y(�,� ∗ ) = � ∗ �∗. (7)

Y ∗ (�,�∗) = �+� ∗ −� ∗�∗. (8)
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Definition 3 ([16]). For any two positive numbers � and �∗ , we have the theory of Lukasiewicz
t-norm and t-conorm if we put the value of �� → +∞ in Equations (5) and (6), such that:

Y(�,�∗) = max{0,�+�∗ − 1}. (9)

Y∗(�,�∗) = min{�+�∗, 1} (10)

Definition 4 ([13]). A numerical or mathematical equation:

IT =
{((

𝓊rp
� (x),𝓊ip

� (x)
)

,
(
𝓋rp
� (x),𝓋ip

� (x)
))

: x ∈ X
}

(11)

Stated the CIFS with a truth grade
(
𝓊rp
� (x),𝓊ip

� (x)
)

and falsity grade
(
𝓋rp
� (x),𝓋ip

� (x)
)

must be implementing the following rules, such that 0 ≤ 𝓊rp
� (x) + 𝓋rp

� (x) ≤ 1 and

0 ≤ 𝓊ip
� (x) + 𝓋ip

� (x) ≤ 1. The notion of neutral grade is stated by: r(x) =
(
rrp(x), rip(x)

)
=

(
1 −

(
𝓊rp
� (x) + 𝓋rp

� (x)
)

, 1 −
(
𝓊ip
� (x) + 𝓋ip

� (x)
))

and the representation of the CIF val-

ues (CIFVs) is the following: ITH =
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
,H = 1, 2, . . . ,�. As noted

in the presence of the above information, we recall the idea of score and accuracy function,
such as:

Vs

(
ITH

)
=

1
2

(
𝓊rp
�H

− 𝓋rp
�H

+𝓊ip
�H

− 𝓋ip
�H

)
∈ [−1, 1]. (12)

Va

(
ITH

)
=

1
2

(
𝓊rp
�H

+ 𝓋rp
�H

+𝓊ip
�H

+ 𝓋ip
�H

)
∈ [0, 1] (13)

To differentiate the above information, we recall some valuable characteristics:
if Vs

(
IT1

)
> Vs

(
IT2

)
⇒ IT1 > IT2 ; If Vs

(
IT1

)
< Vs

(
IT2

)
⇒ IT1 < IT2 ; If Vs(IT1) =

Vs(IT2) ⇒ If Va

(
IT1

)
> Va

(
IT2

)
⇒ IT1 > IT2 ; If Va

(
IT1

)
< Va

(
IT2

)
⇒ IT1 < IT2 .

3. CIF Frank Prioritized Aggregation Operators

In this section, we propose the idea of Frank operational laws for CIF informa-
tion. Furthermore, we examine the theory of the CIFFPA operator, the CIFFPOA op-
erator, the CIFFPG operator, and the CIFFPOG operator, and their properties (idem-
potency, monotonicity, and boundedness). From now on, we will be using the CIFVs
ITH =

((
𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
,H = 1, 2, . . . ,� for constructing any ideas.

Definition 5. The mathematical form of Frank operational laws is stated as follows: for�� ∈
(1,+∞),

IT1 ⊕ IT2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎝1 − log��

⎛⎜⎜⎝1 +

(
��

1−𝓊rp
�1 − 1

)(
��

1−𝓊rp
�2 − 1

)
��− 1

⎞⎟⎟⎠, 1 − log��

⎛⎜⎜⎝1 +

(
��

1−𝓊ip
�1 − 1

)(
��

1−𝓊ip
�2 − 1

)
��− 1

⎞⎟⎟⎠
⎞⎟⎟⎠,

⎛⎜⎜⎝log��

⎛⎜⎜⎝1 +

(
��

𝓋rp
�1 − 1

)(
��

𝓋rp
�2 − 1

)
��− 1

⎞⎟⎟⎠, log��

⎛⎜⎜⎝1 +

(
��

𝓋ip
�1 − 1

)(
��

𝓋ip
�2 − 1

)
��− 1

⎞⎟⎟⎠
⎞⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (14)
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IT1 ⊗ IT2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎝log��

⎛⎜⎜⎝1 +

(
��

𝓊rp
�1 − 1

)(
��

𝓊rp
�2 − 1

)
��− 1

⎞⎟⎟⎠, log��

⎛⎜⎜⎝1 +

(
��

𝓊ip
�1 − 1

)(
��

𝓊ip
�2 − 1

)
��− 1

⎞⎟⎟⎠
⎞⎟⎟⎠,

⎛⎜⎜⎝1 − log��

⎛⎜⎜⎝1 +

(
��

1−𝓋rp
�1 − 1

)(
��

1−𝓋rp
�2 − 1

)
��− 1

⎞⎟⎟⎠, 1 − log��

⎛⎜⎜⎝1 +

(
��

1−𝓋ip
�1 − 1

)(
��

1−𝓋ip
�2 − 1

)
��− 1

⎞⎟⎟⎠
⎞⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(15)

...P IT1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎝1 − log��

⎛⎜⎜⎜⎝1 +

(
��

1−𝓊rp
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠, 1 − log��

⎛⎜⎜⎜⎝1 +

(
��

1−𝓊ip
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠,

⎛⎜⎜⎜⎝log��

⎛⎜⎜⎜⎝1 +

(
��

𝓋rp
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎝1 +

(
��

𝓋ip
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (16)

IT
...P
1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎝log��

⎛⎜⎜⎜⎝1 +

(
��

𝓊rp
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎝1 +

(
��

𝓊ip
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠,

⎛⎜⎜⎜⎝1 − log��

⎛⎜⎜⎜⎝1 +

(
��

1−𝓋rp
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠, 1 − log��

⎛⎜⎜⎜⎝1 +

(
��

1−𝓋ip
�1 − 1

)...P

(��− 1)
...P−1

⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (17)

Definition 6. The mathematical form of the CIFFPA operator is shown below:

CIFFPA
(

IT1, IT2, . . . , IT�

)
=(

Å1

∑�
H=1 ÅH

)
IT1 ⊕

(
Å2

∑�
H=1 ÅH

)
IT2 ⊕ . . . ⊕

(
Å�

∑�
H=1 ÅH

)
IT�

= ⊕�
H=1

(
ÅH

∑�
H=1 ÅH

)
ITH.

(18)

With the values of Å1 = 1 and ÅH = ∏H−1
B=1 Vs

(
ITB

)
.

Theorem 1. With the help of the data in Equation (18), we show that the aggregated value of
Equation (18) will again be in the form of CIFV, such as:

CIFFPA
(

IT1, IT2, . . . , IT�

)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

1−𝓊
rp
�H −1

)
...

ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

1−𝓊
ip
�H −1

)
...

ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

⎛⎜⎜⎜⎜⎜⎝log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

𝓋
rp
�H −1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

𝓋
ip
�H −1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (19)
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Proof. The procedure of Mathematical Induction is used in this proof as follows: if � = 2,
then we obtain

(
Å1

∑�
H=1 ÅH

)
IT1=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

(
��

1−𝓊
rp
�1 −1

)
...
Å1

�
∑

H=1
ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

(
��

1−𝓊
ip
�1 −1

)
...
Å1

�
∑

H=1
ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

⎛⎜⎜⎜⎜⎜⎝log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
rp
�1 −1

) Å1
∑�
H=1 ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
ip
�1 −1

) Å1
∑�
H=1 ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(
Å2

∑�
H=1 ÅH

)
IT2=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

(
��

1−𝓊
rp
�2 −1

)
...
Å2

�
∑

H=1
ÅH

(��−1)

Å2
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

(
��

1−𝓊
ip
�2 −1

)
...
Å2

�
∑

H=1
ÅH

(��−1)

Å2
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

⎛⎜⎜⎜⎜⎜⎝log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
rp
�2 −1

) Å2
∑�
H=1 ÅH

(��−1)

Å2
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
ip
�2 −1

) Å2
∑�
H=1 ÅH

(��−1)

Å2
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Thus,

(
Å1

∑�
H=1 ÅH

)
IT1 ⊕

(
Å2

∑�
H=1 ÅH

)
IT2=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

(
��

1−𝓊
rp
�1 −1

)
...
Å1

�
∑

H=1
ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

(
��

1−𝓊
ip
�1 −1

)
...
Å1

�
∑

H=1
ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

⎛⎜⎜⎜⎜⎜⎝log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
rp
�1 −1

) Å1
∑�
H=1 ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
ip
�1 −1

) Å1
∑�
H=1 ÅH

(��−1)

Å1
∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⊕

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��
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(��−1)

Å2
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−1

⎞⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎝1 +

(
��

𝓋
ip
�2 −1

) Å2
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−1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

77



Mathematics 2023, 11, 2058

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏2
H=1

(
��

1−𝓊
rp
�H−1

)
...

ÅH
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ÅH

(��−1)
∑�
H=1

ÅH
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ÅH

(��−1)
∑�
H=1

ÅH
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(��−1)
∑�
H=1

ÅH
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−1

⎞⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎜⎝1 +

⎛⎝��
𝓋

ip
�B+1 −1

⎞⎠
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(��−1)
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ÅH

∑�
H=1 ÅH
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, 1 − log��

(
��1−𝓊ip

�

))
,
(

log��
(
��𝓋rp

�

)
, log��

(
��𝓋ip

�

)))
=

((
1 −

(
1 −𝓊rp

�

)
, 1 −

(
1 −𝓊ip

�

))
,
(
𝓋rp
� ,𝓋ip

�

))
=

((
𝓊rp
� ,𝓊ip

�

)
,
(
𝓋rp
� ,𝓋ip

�

))
= IT.

This proves the proposition. �

Proposition 2 (Monotonicity). If ITH =
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
≤ IT

∗
H =((

𝓊rp
�H

∗
,𝓊ip

�H

∗)
,
(
𝓋rp
�H

∗
,𝓋ip

�H

∗))
, then

CIFFPA
(

IT1, IT2, . . . , IT�

)
≤ CIFFPA

(
IT

∗
1, IT

∗
2, . . . , IT

∗
�

)
(21)

Proof. Consider ITH = ((𝓊rp
�H

,𝓊ip
�H

), (𝓋rp
�H

,𝓋ip
�H

)) ≤ IT
*
H = ((𝓊rp

�H

*
,𝓊ip

�H

*
), (𝓋rp

�H

*
,𝓋ip

�H

*
)).

Notice that𝓊rp
�H

≤ 𝓊rp
�H

*
,𝓊ip

�H
≤ 𝓊ip

�H

*
and𝓋rp

�H
≥ 𝓋rp

�H

*
,𝓋ip

�H
≥ 𝓋ip

�H

*
, then we have 𝓊rp

�H
≤ 𝓊rp

�H

*

⇒ 1 −𝓊rp
�H

≥ 1 −𝓊rp
�H

* ⇒ ��
1−𝓊rp

�H ≥ ��
1−𝓊rp

�H

*

⇒ ��
1−𝓊rp

�H − 1 ≥ ��
1−𝓊rp

�H

*

− 1
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⇒
(
��

1−𝓊rp
�H − 1

) ...
ÅH
�
∑

H=1
ÅH ≥

(
��

1−𝓊rp
�H

*

− 1
) ...

ÅH
�
∑

H=1
ÅH ⇒ ∏�

H=1

(
��

1−𝓊rp
�H − 1

) ...
ÅH
�
∑

H=1
ÅH

≥ ∏�
H=1

(
��

1−𝓊rp
�H

*

− 1
) ...

ÅH
�
∑

H=1
ÅH ⇒

∏�
H=1

(
��

1−𝓊
rp
�H−1

)
...
ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

≥
∏�

H=1

⎛⎝��
1−𝓊

rp
�H

*

−1

⎞⎠
...
ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⇒ log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

1−𝓊
rp
�H−1

)
...
ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
≥ log��

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

⎛⎝��
1−𝓊

rp
�H

*

−1

⎞⎠
...
ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⇒ 1−

log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

1−𝓊
rp
�H−1

)
...
ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
≤ 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

⎛⎝��
1−𝓊

rp
�H

*

−1

⎞⎠
...
ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

In the same way, we find the unreal part, such as:

1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

1−𝓊ip
�H − 1

) ...
ÅH
�
∑

H=1
ÅH

(��− 1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
≤ 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

1−𝓊ip
�H

∗
− 1

) ...
ÅH
�
∑

H=1
ÅH

(��− 1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Furthermore, we have 𝓋rp

�H
≥ 𝓋rp

�H

∗ ⇒ ��
𝓋rp
�H ≥ ��

𝓋rp
�H

∗
⇒ ��

𝓋rp
�H − 1 ≥ ��

𝓋rp
�H

∗
− 1

⇒
(
��

𝓋rp
�H − 1

) ÅH

∑�
H=1 ÅH ≥

(
��

𝓋rp
�H

∗
− 1

) ÅH

∑�
H=1 ÅH ⇒ ∏�

H=1

(
��

𝓋rp
�H − 1

) ÅH

∑�
H=1 ÅH

≥ ∏�
H=1

(
��

𝓋rp
�H

∗
− 1

) ÅH

∑�
H=1 ÅH ⇒

∏�
H=1

(
��

𝓋
rp
�H−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

≥
∏�

H=1

(
��

𝓋
rp
�H

∗
−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⇒ 1 +
∏�

H=1

(
��

𝓋
rp
�H−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

≥ 1 +
∏�

H=1

(
��

𝓋
rp
�H

∗
−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⇒ log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

𝓋
rp
�H−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠ ≥ log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

𝓋
rp
�H

∗
−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠ .
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In the same way, we find the unreal part, such as: log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

𝓋
ip
�H−1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠

≥ log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

⎛⎝��
𝓋

ip
�H

*

−1

⎞⎠
ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
. Then, with the presence of the score function and

accuracy function, we can easily obtain our required result with CIFFPA
(

IT1, IT2, . . . , IT�

)
≤ CIFFPA

(
IT

*
1, IT

*
2, . . . , IT

*
�

)
. This proves the proposition. �

Proposition 3 (Boundedness). If IT
−
H =

((
min
H

𝓊rp
�H

, min
H

𝓊ip
�H

)
,
(

max
H

𝓋rp
�H

, max
H

𝓋ip
�H

))
and

IT
+

H =

((
max
H

𝓊rp
�H

, max
H

𝓊ip
�H

)
,
(

min
H

𝓋rp
�H

, min
H

𝓋ip
�H

))
, then we have

IT
−
H ≤ CIFFPA

(
IT1, IT2, . . . , IT�

)
≤ IT

+

H. (22)

Proof. Using Propositions 1 and 2, we have CIFFPA
(

IT1, IT2, . . . , IT�

)
≤ CIFFPA(

IT
+

1 , IT
+

2 , . . . , IT
+

�

)
= IT

+

H and CIFFPA
(

IT1, IT2, . . . , IT�

)
≥ CIFFPA(

IT
−
1 , IT

−
2 , . . . , IT

−
�

)
= IT

−
H. Then, IT

−
H ≤ CIFFPA

(
IT1, IT2, . . . , IT�

)
≤ IT

+

H. �

Definition 7. The mathematical form of the CIFFPOA operator is shown below:

CIFFPOA
(

IT1, IT2, . . . , IT�

)
=

(
Å1

∑�
H=1 ÅH

)
ITo(1) ⊕

(
Å2

∑�
H=1 ÅH

)
ITo(2) ⊕ . . . ⊕

(
Å�

∑�
H=1 ÅH

)
ITo(�)

= ⊕�
H=1

(
ÅH

∑�
H=1 ÅH

)
ITo(H).

(23)

With the values of Å1 = 1 and ÅH = ∏H−1
B=1 Vs

(
ITB

)
and o(H) ≤ o(H− 1).

Theorem 2. With the help of the data in Equation (23), we expose that the aggregated value of
Equation (23) will again be in the form of CIFV, such as:

CIFFPOA
(

IT1, IT2, . . . , IT�

)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

⎛⎝��
1−𝓊

rp
�o(H) −1

⎞⎠
...

ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, 1 − log��

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

⎛⎝��
1−𝓊

ip
�o(H) −1

⎞⎠
...

ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

⎛⎜⎜⎜⎜⎜⎜⎜⎝
log��

⎛⎜⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

⎛⎝��
𝓋

rp
�o(H) −1

⎞⎠
ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎠, log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

⎛⎝��
𝓋

ip
�o(H) −1

⎞⎠
ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (24)

82



Mathematics 2023, 11, 2058

Proposition 4 (Idempotency) If we use ITH = IT =
((

𝓊rp
� ,𝓊ip

�

)
,
(
𝓋rp
� ,𝓋ip

�

))
, then

CIFFPOA
(

IT1, IT2, . . . , IT�

)
= IT. (25)

Proposition 5 (Monotonicity). If ITH =
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
≤ IT

∗
H =((

𝓊rp
�H

∗
,𝓊ip

�H

∗)
,
(
𝓋rp
�H

∗
,𝓋ip

�H

∗))
, then

CIFFPOA
(

IT1, IT2, . . . , IT�

)
≤ CIFFPOA

(
IT

∗
1, IT

∗
2, . . . , IT

∗
�

)
. (26)

Proposition 6 (Boundedness). If IT
−
H =

((
min
H

𝓊rp
�H

, min
H

𝓊ip
�H

)
,
(

max
H

𝓋rp
�H

, max
H

𝓋ip
�H

))
and

IT
+

H =

((
max
H

𝓊rp
�H

, max
H

𝓊ip
�H

)
,
(

min
H

𝓋rp
�H

, min
H

𝓋ip
�H

))
, then we have

CIT
−
H ≤ CIFFPOA

(
IT1, IT2, . . . , IT�

)
≤ IT

+

H (27)

Definition 8. The mathematical form of the CIFFPG operator is shown below:

CIFFPG
(

IT1, IT2, . . . , IT�

)
= IT

(
Å1

∑�
H=1 ÅH

)

1 ⊗ IT
(

Å2

∑�
H=1 ÅH

)

2 ⊗ . . . ⊗ IT
(

Å�

∑�
H=1 ÅH

)

�

= ⊗�
H=1 IT

(
ÅH

∑�
H=1 ÅH

)

H

(28)

With the values of Å1 = 1 and ÅH = ∏H−1
B=1 Vs

(
ITB

)
.

Theorem 3. With the help of the data in Equation (28), we expose that the aggregated value of
Equation (28) will again be in the form of CIFV, such as:

CIFFPG
(

IT1, IT2, . . . , IT�

)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎝
log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

𝓊
rp
�H −1

)
...

ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, log��

⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 +

∏�
H=1

(
��

𝓊
ip
�H −1

)
...

ÅH
�
∑

H=1
ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

⎛⎜⎜⎜⎜⎜⎝1 − log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

1−𝓋
rp
�H −1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠, 1 − log��

⎛⎜⎜⎜⎜⎜⎝1 +
∏�

H=1

(
��

1−𝓋
ip
�H −1

) ÅH

∑�
H=1 ÅH

(��−1)
∑�
H=1

ÅH

∑�
H=1 ÅH

−1

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(29)

Proposition 7 (Idempotency). If we use ITH = IT =
((

𝓊rp
� ,𝓊ip

�

)
,
(
𝓋rp
� ,𝓋ip

�

))
, then

CIFFPG
(

IT1, IT2, . . . , IT�

)
= IT. (30)

Proposition 8 (Monotonicity). If ITH =
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
≤ IT

∗
H =((

𝓊rp
�H

∗
,𝓊ip

�H

∗)
,
(
𝓋rp
�H

∗
,𝓋ip

�H

∗))
, then

CIFFPG
(

IT1, IT2, . . . , IT�

)
≤ CIFFPG

(
IT

∗
1, IT

∗
2, . . . , IT

∗
�

)
. (31)
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Proposition 9 (Boundedness). If IT
−
H =

((
min
H

𝓊rp
�H

, min
H

𝓊ip
�H

)
,
(

max
H

𝓋rp
�H

, max
H

𝓋ip
�H

))
and

IT
+

H =

((
max
H

𝓊rp
�H

, max
H

𝓊ip
�H

)
,
(

min
H

𝓋rp
�H

, min
H

𝓋ip
�H

))
, then we have

IT
−
H ≤ CIFFPG

(
IT1, IT2, . . . , IT�

)
≤ IT

+

H. (32)

Definition 9. The mathematical form of the CIFFPOG operator is shown below:

CIFFPOG
(

IT1, IT2, . . . , IT�

)
= IT

(
Å1

∑�
H=1 ÅH

)

o(1) ⊗ IT
(

Å2

∑�
H=1 ÅH

)

o(2) ⊗ . . . ⊗ IT
(

Å�

∑�
H=1 ÅH

)

o(�)

= ⊗�
H=1 IT

(
ÅH

∑�
H=1 ÅH

)

o(H)

(33)

With the values of Å1 = 1 and ÅH = ∏H−1
B=1 Vs

(
ITB

)
and o(H) ≤ o(H− 1).

Theorem 4. With the help of the data in Equation (33), we expose that the aggregated value of
Equation (33) will again be in the form of CIFV, such as:

CIFFPOG
(

IT1, IT2, . . . , IT�

)
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
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⎛⎝��
1−𝓋
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ÅH
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ÅH
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H=1 ÅH
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ÅH

∑�
H=1 ÅH
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⎞⎟⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(34)

Proposition 10 (Idempotency). If we use ITH = IT =
((

𝓊rp
� ,𝓊ip

�

)
,
(
𝓋rp
� ,𝓋ip

�

))
, then

CIFFPOG
(

IT1, IT2, . . . , IT�

)
= IT. (35)

Proposition 11 (Monotonicity). If ITH =
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H
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≤ IT

∗
H =((

𝓊rp
�H

∗
,𝓊ip

�H

∗)
,
(
𝓋rp
�H

∗
,𝓋ip

�H

∗))
, then

CIFFPOG
(

IT1, IT2, . . . , IT�

)
≤ CIFFPOG
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∗
1, IT

∗
2, . . . , IT

∗
�

)
. (36)

Proposition 12 (Boundedness). If IT
−
H =

((
min
H

𝓊rp
�H

, min
H

𝓊ip
�H

)
,
(

max
H

𝓋rp
�H

, max
H

𝓋ip
�H

))
and

IT
+

H =

((
max
H

𝓊rp
�H

, max
H

𝓊ip
�H

)
,
(

min
H

𝓋rp
�H

, min
H

𝓋ip
�H

))
, then we have

IT
−
H ≤ CIFFPOG

(
IT1, IT2, . . . , IT�

)
≤ IT

+

H. (37)
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4. CIF WASPAS Procedures

The main point of this section is to extend the theory of the WASPAS procedure to
CIF information. The procedures of the WASPAS method contain various valuable and
dominant steps. Before evaluating the normalization, we arrange a collection of CIF data
which may be of a benefit type or cost type. If the data are of a benefit type, then good,
otherwise, using the below theory, we normalize the information, such as:

IT 0,H =

((
max
H

𝓊rp
�iH

, max
H

𝓊ip
�iH

)
,
(

min
H

𝓋rp
�iH

, min
H

𝓋ip
�iH

))
, i,H = 1, 2, . . . ,�,� (38)

IT
′
H =

((
𝓊rp
�iH

,𝓊ip
�iH

)
,
(
𝓋rp
�iH

,𝓋ip
�iH

))
=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 otherwise
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�0,H
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i f 𝓊rp
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�iH
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,
𝓋ip
�iH
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�0,H

f or f alsity grade (real a�d u�real parts)

(39)

After performing the above evaluation, we calculate the WSA and WPA with the help
of derived theory, such as:

TWSA
H = CIFFPA

(
IT1, IT2, . . . , IT�

)
=
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ÅH

(��−1)
∑�
H=1

ÅH
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ÅH

∑�
H=1 ÅH
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where, Å1 = 1 and ÅH = ∏H−1
B=1 Vs

(
ITB

)
.

Using the data in Equations (40) and (41), we calculate the aggregated measure based
on convex theory, such as:

TH = ◦FVsTWSA
H + (1 − ◦F)VsTWPA

H , ◦F ∈ [0, 1] (42)

Before ranking the alternatives, we discuss the special cases of the WASPAS technique
based on CIF information such as:

1. When ◦F = 1, we obtain the data in Equation (40);
2. When ◦F = 0, we obtain the data in Equation (41).
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In last, we derive the ranking result for examining the best one from the family of
finite preferences. Furthermore, we justify the supremacy and worth of the derived theory
with the help of some suitable examples, such as:

ITH =

⎡⎢⎢⎣
((0.4, 0.2), (0.1, 0.2))
((0.5, 0.4), (0.2, 0.3))
((0.6, 0.5), (0.2, 0.3))
((0.7, 0.8), (0.1, 0.1))

((0.4, 0.2), (0.1, 0.2))
((0.1, 0.4), (0.2, 0.3))
((0.6, 0.5), (0.2, 0.3))
((0.7, 0.8), (0.1, 0.1))

((0.4, 0.2), (0.1, 0.2))
((0.5, 0.4), (0.2, 0.3))
((0.2, 0.5), (0.2, 0.3))
((0.7, 0.8), (0.1, 0.1))

((0.1, 0.2), (0.1, 0.2))
((0.5, 0.4), (0.2, 0.3))
((0.6, 0.5), (0.2, 0.3))
((0.7, 0.8), (0.1, 0.1))

⎤⎥⎥⎦
Then, we find the positive ideal, such as:

IT0,H = {((0.7, 0.8), (0.1, 0.1)), ((0.7, 0.8), (0.1, 0.1)), ((0.7, 0.8), (0.1, 0.1)), ((0.7, 0.8), (0.1, 0.1))}
With the help of the IT0,H and the information in ITH, we obtain the below theory,

such as:

IT
′
H=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
(0.2352, 0.1111),
(0.0909, 0.1818)

)
(
(0.2941, 0.2222),
(0.1818, 0.2727)

)
(
(0.3529, 0.2777),
(0.1818, 0.2727)

)
(
(0.4117, 0.4444),
(0.0909, 0.0909)

)

(
(0.2353, 0.1111),
(0.0909, 0.1818)

)
(
(0.0588, 0.2222),
(0.1818, 0.2727)

)
(
(0.3529, 0.2778),
(0.1818, 0.2727)

)
(
(0.4118, 0.4444),
(0.0909, 0.0909)

)

(
(0.2353, 0.1111),
(0.0909, 0.1818)

)
(
(0.2941, 0.2222),
(0.1818, 0.2727)

)
(
(0.1176, 0.2778),
(0.1818, 0.2727)

)
(
(0.4118, 0.4444),
(0.0909, 0.0909)

)

(
(0.0588, 0.1111),
(0.0909, 0.2727)

)
(
(0.2941, 0.2222),
(0.1818, 0.2727)

)
(
(0.3529, 0.2778),
(0.1818, 0.2727)

)
(
(0.4118, 0.4444),
(0.0909, 0.0909)

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
After performing the above evaluation, we calculate the WSA and WPA with the help of de-

rived theory, such as: TWSA
1 = ((0.2375, 0.1154), (0.0933, 0.1846)), TWSA

2 = ((0.229, 0.1146),
(0.0933, 0.1846)), TWSA

3 = ((0.2373, 0.1154), (0.0933, 0.1846)), TWSA
4 = ((0.0456, 0.1055),

(0.0866, 0.1764)), and TWPA
1 = ((0.2373, 0.1140), (0.0944, 0.1853)), TWPA

2 = ((0.2241, 0.1136),
(0.0944, 0.1849)), TWPA

3 = ((0.2373, 0.1141), (0.0944, 0.1853)), TWPA
4 = ((0.0532, 0.1058),

(0.0865, 0.1778)). Using the data in Equations (40) and (41) with ◦F = 0.2, we calculate
the aggregated measure based on convex theory, such as: T1 = 0.03621, T2 = 0.0302,
T3 = 0.036, T4 = −0.053. According to the score values of the four alternatives, the ranking
results is with T1 > T3 > T2 > T4. Thus, the best optimal is T1 according to the score values of
alternatives.

5. Application in MADM Method

The MADM technique is the valuable and dominant part of the decision-making
procedure. The main theme of this section is to utilize the theory of the MADM tech-
nique based on the presented information for CIF set theory. To examine the above
problem, we collect the finite family of alternatives IT1, IT2, IT3, IT4, . . . , IT� and their
attributes ITa−1, ITa−2, ITa−3, ITa−4, ITa−�. Based on the above alternatives and their
attributes, we compute the matrix of information whose term is computed in the form
of CIF values such that the CIFS with a truth grade

(
𝓊rp
� (x),𝓊ip

� (x)
)

and falsity grade(
𝓋rp
� (x),𝓋ip

� (x)
)

must be implementing the following rule: 0 ≤ 𝓊rp
� (x) + 𝓋rp

� (x) ≤ 1 and

0 ≤ 𝓊ip
� (x) + 𝓋ip

� (x) ≤ 1. The notion of neutral grade is stated by r(x) =
(
rrp(x), rip(x)

)
=(

1 −
(
𝓊rp
� (x) + 𝓋rp

� (x)
)

, 1 −
(
𝓊ip
� (x) + 𝓋ip

� (x)
))

and the representation of the CIFVs is

with ITH =
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
,H = 1, 2, . . . ,�. Furthermore, to proceed with the

above information, we compute a technique of decision-making, whose major steps are
shown below:

Step 1: Before evaluating the normalization, we arrange a collection of CIF data which
may be of a benefit type or cost type. If the data are of a benefit type, then good, otherwise,
using the below theory, we normalize the information, such as:
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C =

⎧⎨⎩
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
f or bene f it((

𝓋rp
�H

,𝓋ip
�H

)
,
(
𝓊rp
�H

,𝓊ip
�H

))
f or cost.

Step 2: After performing the above evaluation, we calculate the CIFFPA operator and
CIFFPG operator with the help of the derived theory.

Step 3: Evaluate the score or accuracy values of the aggregated information.
Step 4: Examine the ranking values in the presence of the score information.
In the last, we aim to show the supremacy and worth of the above procedure with the

help of illustrating some numerical examples.
Illustrative Example: An investment enterprise wants to invest in an enterprise to

increase or grow its income. There are five potential enterprises as alternatives, which are
IT1, IT2, IT3, IT4 and IT5. Four attributes are employed to resolve the problem in order
to find the best preference from our five alternatives, including ITa−1: growth analysis,
ITa−2: social-political impact, ITa−3: environmental impact, and ITa−4: development of
society. Furthermore, to proceed with the above information, we compute a technique of
decision-making, whose major steps are shown below:

Step 1: Before evaluating the normalization, we arrange a collection of CIF data in the
form of Table 1, which may be of a benefit type or cost type. If the data are of a benefit type,
then good, otherwise, using the below theory, we normalize the information, such as:

C =

⎧⎨⎩
((

𝓊rp
�H

,𝓊ip
�H

)
,
(
𝓋rp
�H

,𝓋ip
�H

))
f or bene f it((

𝓋rp
�H

,𝓋ip
�H

)
,
(
𝓊rp
�H

,𝓊ip
�H

))
f or cost.

However, the data in Table 2 is not required to be normalized.

Table 2. Original CIF information matrix.

ITa−1 ITa−2 ITa−3 ITa−4

IT1 ((0.4, 0.3), (0.1, 0.3)) ((0.41, 0.31), (0.11, 0.31)) ((0.42, 0.32), (0.12, 0.32)) ((0.43, 0.33), (0.13, 0.33))

IT2 ((0.6, 0.7), (0.2, 0.1)) ((0.61, 0.71), (0.21, 0.11)) ((0.62, 0.72), (0.22, 0.12)) ((0.63, 0.73), (0.23, 0.13))

IT3 ((0.3, 0.2), (0.3, 0.4)) ((0.31, 0.21), (0.31, 0.41)) ((0.32, 0.22), (0.32, 0.42)) ((0.33, 0.23), (0.33, 0.43))

IT4 ((0.7, 0.4), (0.2, 0.3)) ((0.71, 0.41), (0.21, 0.31)) ((0.72, 0.42), (0.22, 0.32)) ((0.73, 0.43), (0.23, 0.33))

IT5 ((0.7, 0.7), (0.1, 0.1)) ((0.71, 0.71), (0.11, 0.11)) ((0.72, 0.72), (0.12, 0.12)) ((0.73, 0.73), (0.13, 0.13))

Step 2: After performing the above evaluation, we calculate the CIFFPA operator and
CIFFPG operator with the help of the derived theory, and see Table 3.

Table 3. Aggregated values.

CIFFPA CIFFPG

IT1 ((0.4084, 0.3071), (0.0969, 0.2941)) ((0.3941, 0.2941), (0.1039, 0.3071))

IT2 ((0.7369, 0.8279), (0.108, 0.043)) ((0.4986, 0.6188), (0.2794, 0.1486))

IT3 ((0.3007, 0.2007), (0.3002, 0.1003)) ((0.3002, 0.2003), (0.3007, 0.1006))

IT4 ((0.7448, 0.4393), (0.1694, 0.2647)) ((0.6776, 0.364), (0.2249, 0.3329))

IT5 ((0.8753, 0.8753), (0.0258, 0.0258)) ((0.5741, 0.5741), (0.1738, 0.1738))
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Step 3: Evaluate the score or accuracy values of aggregated information, and see
Table 4.

Table 4. Score values.

CIFFPA CIFFPG

IT1 0.1623 0.1386

IT2 0.7069 0.3447

IT3 0.0504 0.0496

IT4 0.375 0.2419

IT5 0.8495 0.4003

Step 4: Examine the ranking values of the score information, and see Table 5.

Table 5. Ranking information.

Methods Ranking Results

CIFFPA IT5 > IT2 > IT4 > IT1 > IT3

CIFFPG IT5 > IT2 > IT4 > IT1 > IT3

The valuable and best preference is IT5, according to the theory of CIFFPA and CIFFPG
operators. Furthermore, by excluding the phase term, we have checked the stability and
supremacy of the derived information. Thus, we remove the phase information from the
data in Table 2 in which their score values are shown in Table 6.

Table 6. Score values (without phase term).

CIFFPA CIFFPG

IT1 0.1558 0.1451

IT2 0.3144 0.1096

IT3 0.0002 0.00002

IT4 0.2877 0.2263

IT5 0.4247 0.2001

Furthermore, we examine the ranking values of the score information, and see Table 7.

Table 7. Ranking information.

Methods Ranking Results

CIFFPA IT5 > IT2 > IT4 > IT1 > IT3

CIFFPG IT4 > IT5 > IT1 > IT2 > IT3

The valuable and best preference is IT5 according to the theory of the CIFFPA operator.
Furthermore, the best preference is IT4 according to the theory of the CIFFPG operator.
Additionally, we find the comparisons between the proposed and existing data with the
help of data in Table 2.

6. Comparative Analysis

In this section, we select some existing operators based on various prevailing ideas. We
then try to compare their obtained results with the obtained results of our proposed works.
The comparative analysis is one of the most effective and dominant techniques because
without comparison we fail to show the supremacy and validity of the derived theory.
For this, we consider different types of information, such as aggregation operators (AOs)
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for IFSs [23], geometric AOs for IFSs [24], the complex fuzzy credibility Frank AOs [26].
Additionally, Yu [31] examined the theory of generalized prioritized AOs for intuitionistic
fuzzy environments, and Lin, et al. [32] derived the fuzzy number intuitionistic fuzzy
prioritized AOs and their application in decision-making procedures. Furthermore, Garg
and Rani [33] exposed the averaging operators for CIFSs. Garg and Rani [34] evaluated
the geometric operators for CIFSs, and Mahmood, et al. [35] examined the Aczel–Alsina
aggregation operators for CIFSs. Using data in Table 2, the comparison information is listed
in Table 8.

Table 8. Comparative analysis.

Methods Score Information Ranking Information

Xu [23] ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗
Xu and Yager [24] ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗
Yahya, et al. [26] ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗

Yu [31] ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗
Lin, et al. [32] ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗

Garg and Rani [33] 0.1506, 0.5008, 0.0506, 0.3005, 0.6010 IT5 > IT2 > IT4 > IT1 > IT3

Garg and Rani [34] 0.1497, 0.4998, 0.0496, 0.2997, 0.5998 IT5 > IT2 > IT4 > IT1 > IT3

Mahmood, et al. [35] 0.1506, 0.5007, 0.0505, 0.3005, 0.6009 IT5 > IT2 > IT4 > IT1 > IT3

CIFFPA 0.1623, 0.7069, 0.0504, 0.375, 0.8495 IT5 > IT2 > IT4 > IT1 > IT3

CIFFPG 0.1386, 0.3447, 0.0496, 0.2419, 0.4003 IT5 > IT2 > IT4 > IT1 > IT3

The valuable and best preference is IT5, according to the theory of CIFFPA, CIFFPG
operators, Garg and Rani [33,34], and Mahmood, et al. [35]. However, the theory of AOs
for IFSs [23], geometric AOs for IFSs [24], the complex fuzzy credibility of Frank AOs [26],
and Yu [31] examined the theory of generalized prioritized AOs for intuitionistic fuzzy
environments with the limitation that fails to evaluate it. Similarly, Lin, et al. [35] derive the
fuzzy number intuitionistic fuzzy prioritized AOs and their application in decision-making
procedures also with the limitation and restriction, because they fail to evaluate it. It
is possible if we use the data in Table 2, however, without phase information, then the
comparison information is listed in Table 9.

Table 9. Comparative analysis (without phase terms).

Methods Score Information Ranking Information

Xu [23] 0.1504, 0.5005, 0.0504, 0.3003, 0.6006 IT5 > IT2 > IT4 > IT1 > IT3

Xu and Yager [24] 0.1498, 0.4999, 0.0497, 0.2998, 0.5999 IT5 > IT2 > IT4 > IT1 > IT3

Yahya, et al. [26] ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗
Yu [31] 0.1614, 0.6901, 0.0504, 0.3687, 0.8319 IT5 > IT2 > IT4 > IT1 > IT3

Lin, et al. [32] 0.1394, 0.3526, 0.0496, 0.2452, 0.4097 IT5 > IT2 > IT4 > IT1 > IT3

Garg and Rani [33] 0.1502, 0.2002, 0.0001, 0.2502, 0.3003 IT5 > IT4 > IT2 > IT1 > IT3

Garg and Rani [34] 0.1499, 0.1999, 0.0001, 0.2499, 0.2999 IT5 > IT4 > IT2 > IT1 > IT3

Mahmood, et al. [35] 0.1502, 0.2001, 0.00009, 0.2502, 0.3003 IT5 > IT4 > IT2 > IT1 > IT3

CIFFPA 0.1558, 0.3144, 0.0002, 0.2877, 0.4247 IT5 > IT2 > IT4 > IT1 > IT3

CIFFPG 0.1451, 0.1096, 0.00002, 0.2263, 0.2001 IT4 > IT5 > IT1 > IT2 > IT3

The valuable and best preference is IT5 according to the theory of the CIFFPA operator,
Xu [23], Xu and Yager [24], Yu [31], Lin, et al. [32], Garg and Rani [33,34], and Mahmood,
et al. [35]. However, the most valuable and best preference is IT4 according to the theory
of the CIFFPG operator. However, the complex fuzzy credibility Frank AOs [26] have
limitations and restrictions, and because it failed to evaluate it. Therefore, the proposed
work is effective and valid for evaluating most of the CIFS information.
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7. Conclusions

The idea of CIFS is the modified version of the complex fuzzy set theory, which covered
the grade of truth and falsity in the form of polar coordinates. Furthermore, the theory
of Frank and prioritized aggregation operators is also very famous and valuable because
they are the modified version of the simple averaging and geometric aggregation operators.
Motivated by the above information, in this manuscript, we examined the following ideas:

1. We evaluated the Frank operational laws for the theory of CIF information;
2. We examined the theory of the CIFFPA, CIFFPOA, CIFFPG, and CIFFPOG operators,

and their properties of idempotency, monotonicity, and boundedness;
3. We derived the WASPAS under the presence of the CIFFPA and CIFFPG operators;
4. We demonstrated the MADM procedures based on the invented theory for CIF

information;
5. We compared the derived theory with various existing information to show the

validity and worth of the discovered approaches.

In the future, we aim to develop new aggregation operators based on Frank operational
laws and then we aim to employ them in the field of game theory, neural networks,
clustering, pattern recognition, and decision-making to enhance the worth of the derived
information.
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Abstract: The semiconductor industry is a rapidly growing sector. As collection technologies for
production data continue to improve and the Internet of Things matures, production data analysis
improves, thus accelerating progress towards smart manufacturing. This not only enhances the pro-
cess quality, but also increases product lifetime and reliability. Under the assumption of exponential
distribution, the ratio of lifetime and warranty has been proposed as a lifetime performance index for
electronic products. As unknown parameters of the index, to use point estimates to assess lifetime
performance may cause misjudgment due to sampling errors. In addition, cost and time limitations
often lead to small sample sizes that can affect the results of the analysis. Type-II censored data are
widely applied in production and manufacturing engineering. Thus, this paper proposes an unbiased
and consistent estimator of lifetime performance based on type-II censored data. The 100(1 − α)%
confidence interval of the proposed index is derived based on its probability density function. Overly
small sample sizes not only make the length estimates of lifetime performance index intervals for
electronic products too long, but they also increase sampling errors, which distort the estimation and
test results. We therefore used the aforementioned interval to construct a fuzzy test model for the
assessment of product lifetime and further help manufacturers to be more prudent and precise to
evaluate the performance of product life cycles. A numerical example illustrates the applicability of
the proposed model.

Keywords: relative lifetime performance index; type II censoring data; unbiased estimator; consistent
estimator; confidence-interval-based fuzzy testing method

MSC: 62A86

1. Introduction

The semiconductor industry is involved in the wafer manufacturing, integrated circuit
(IC) design, packaging, and peripheral components necessary for end products such as
smartphones, tablet computers, and smart internet end devices [1,2]. Industry clusters
in Taiwan represent a crucial industry chain for consumer electronics worldwide [3–6].
Offering good product quality not only enhances its product lifespan and reliability, but
also bolsters user satisfaction and willingness to use it [2,7]. As the collection technologies
for production data continue to improve and the Internet of Things matures, production
data analysis improves, thus accelerating progress toward smart manufacturing. This not
only enhances the process quality, but also increases the product lifetime and reliability [8].
Furthermore, owing to the limitation of the cost and time, the estimation accuracy of the
samples in the study leads to not being significant. Thus, in order to increase its estimation
accuracy and eliminate the uncertain measurement data, confidence interval-based fuzzy
evaluation models were built up via the confidence interval of indices in the study [9,10].
In order to prevent the risk of misjudgment caused not only by sampling errors but also
by factoring in expert experiences and past data into consideration, it becomes necessary
to increase the accuracy of each case with smaller sample sizes and analyze data with
confidence intervals. Constructing a fuzzy test model to evaluate the product lifetime is
also a way to compensate for sampling errors in small sample sizes [7,9].
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As for product marketing, the term of warranty is shown to be a crucial index. Chen
and Yu [11] indicated that whether customers feel satisfied with the products and be
willing to use them lies in the good quality of the product with longer product lifetime and
its reliability. Many researchers have confirmed the convenience and efficacy of process
capability indices (PCIs) for the assessment of process quality in practice [12]. PCIs have
also been applied to the lifetime and reliability of electronic products [13]. On the basis
of some studies shown, it has been proved that ameliorating the process of quality check
is able to shun off some unnecessary cost caused by the rework and defective products.
Furthermore, it is also able to decrease energy consumption and carbon emissions [14,15]. It
is of importance to manufacture all parts of the product with high quality. In order to make
all the final products meet the quality standard, forming stringent requirements becomes
necessary [16].

Additionally, in the industrial field, on account of the limitation of cost and time,
noticing small-size samples implemented in the survey is not uncommon [17]. According
to some previous studies conducted by the experts, it has been argued that utilizing the
analyzing tool, fuzzy evaluation model, to analyze the sample with small data is able to
make the result of the survey reach its reliability and validity [9,10]. Additionally, in order
to lower the risk of misjudgment caused by sampling errors, putting interval estimates into
practice has been proved to be much more accurate compared to the point estimates [7].

Product lifetime is exponentially distributed with mean λ. Tong et al. [18] proposed
the following lifetime performance index CL:

CL =
μT − L

μT
= 1 − L

λ
(1)

where L denotes the minimum number of time units that the lifetime of each electronic
component is required to reach, and parameter λ is the expected value μT of the electronic
component lifetime. We assume that the lifetime of the electronic component (T) follows
an exponential distribution with the mean λ; thus, the probability density function of T is
as follows:

fT(t) =
1
λ

e−
t
λ , t > 0 (2)

As noted by Chen and Yu [19], when the mean lifetime of the electronic component
λ ≥ L, then the lifetime performance index CL ≥ 0. Clearly, the greater the lifetime perfor-
mance index CL is, the better its lifetime performance is. However, the warranty period of a
product is generally only three years (L = 3), yet only when the mean lifetime λ approaches
infinity does the lifetime performance index CL of the electronic component approach 1.
This does not fit the conventions of the industry. Chen et al. [20] therefore proposed a
relative lifetime performance index. This index is defined as follows:

βL =
μT
L

=
λ

L
(3)

As noted by Chen and Yu [19], the lifetime performance index is the ratio of λ and
L. The one-to-one relationship between both index βL and CL is βL = (1 − CL)

−1. If the
relative lifetime is X = T/L, then (1) when random variable X < 1, the lifetime of electronic
component is denoted as equal to the warranty (T < L), (2) when random variable X = 1, the
lifetime of the electronic component is denoted as equal to the warranty (T = L), (3) when
random variable X > 1, the lifetime of the electronic component is denoted as longer than
the warranty (T > L). Thus, X is the only value required for managers to assess if product
lifetime is sufficient.

The probability density function of relative lifetime X is as follows:

fX(x) =
1

βL
exp

(
− x

βL

)
, x > 0 (4)
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Relative lifetime X is an exponential distribution with mean βL. Therefore, the failure
rate is rX(x) = β−1

L and product reliability pr = SX(1) = exp
(

β−1
L

)
where SX(x) is the

survival function of relative lifetime X as follows:

SX(x) = p(X > x) = exp
(
− x

βL

)
, x > 0 (5)

As pointed out by Chen et al. [21], the unknown parameters in the index decrease
its accuracy if the point estimates are simply utilized to evaluate the data with small-
size samples [7,19,21–23]. As the results of statistical tests tend to vary with sample size,
censoring can be applied to achieve consistent results in a short time [22–26]. Type-II
censoring is widely applied in production and manufacturing data. Thus, this paper
proposes an unbiased and consistent estimator for the lifetime performance index βL based
on type-II censored data. The 100(1 − α)% confidence interval of the index βL is derived
based on its probability density function. Using this interval and the method proposed
by Chen and Yu [19], a fuzzy test model is constructed to assess whether product lifetime
performance reaches the required level. The application of the model proposed in the study
is demonstrated through a numerical example. The final section presents our conclusions.

The rest of the present paper would be arranged as follows. In Section 2, we derive
the estimator and find the confidence interval of the lifetime performance index. Section 3
presents the fuzzy test method for lifetime performance index. We employ an application
to demonstrate the efficacy of the proposed approach in Section 4. Conclusions are given in
Section 5.

2. Estimation of Ratio for Lifetime Performance Index

Incomplete data collection due to external or human factors during product develop-
ment can reduce the reliability of analysis results. Censoring type is a form of data collection
that is accurate as well as cost-effective and quick [14]. Censoring type can be divided
into three types: type-I censoring, type-II censoring, and random censoring [27]. Type-II
censoring is the most widely applied in production and manufacturing engineering [14,27].
Furthermore, type-II progressive censoring has become a common approach to the analysis
of lifetime data for highly reliable products [14,28–31].

The proposed index must be estimated based on sample data. The lifetime T follows an
exponential distribution with mean λ, denoted as T ∼ exp(λ). The relative lifetime X = T/L
is an exponential distribution with mean βL, denoted as X ∼ exp(βL). (T1, T2, . . . , Tn) and
(X1, X2, . . . , Xn) are random samples of T and X, respectively. (Y1, Y2, . . . , Yn) is a sample
set of the type-II censored data, Yj= min

(
Xj , X(r)

)
= min

(
Tj/L, T(r)/L

)
, j = 1, 2, . . ., n,

where the number of uncensored data is denoted by r and the order statistics are denoted
by X(r) and T(r). The estimator β̂L of βL is as follows:

β̂L=
λ̂

L
=

1
r

n

∑
i=1

Yi (6)

where

λ̂ =
L
r

n

∑
i=1

Yi (7)

If random variable W = 2rβ̂L/βL, according to Chiou and Chen [14], W follows a
chi-square distribution with 2r degrees of freedom, denoted by W~χ2

(2r). Therefore, the

expected value of the estimator β̂L is as follows:

E
[
β̂L

]
= E[W]×

(
βL
2r

)
= (2r)×

(
βL
2r

)
= βL (8)
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β̂L is an unbiased estimator of the lifetime performance index βL. Its variance is
calculated as follows:

Var
[
β̂L

]
= Var[W]×

(
βL
2r

)2
= (4r)×

(
β2

L
4r2

)
=

β2
L

r
(9)

For large samples,

lim
n→∞

E
(

β̂L − βL
)2

= lim
n→∞

Var
(

β̂L
)
= lim

r→∞

β2
L

r
= 0 (10)

Based on Equations (8) and (10), β̂L is an unbiased and consistent estimator of the life-
time performance index βL. The 100(1− α)% confidence interval of the lifetime performance
index βL is derived as follows:

1 − α= p
{

χ2
(2r), α/2

≤ W ≤ χ2
(2r), 1−α/2

}
= p

{
χ2
(2r), α/2

≤ 2rβ̂L
βL

≤ χ2
(2r), 1−α/2

}
= p

{(
2r

χ2
(2r), 1−α/2

)
β̂L ≤ βL ≤

(
2r

χ2
(2r), α/2

)
β̂L

} (11)

where χ2
(2r), α/2 is the lower α/2 quantiles of χ2

(2r) and χ2
(2r), 1−α/2 is the lower 1 − α/2

quantiles of χ2
(2r). Therefore, the lower confidence of the lifetime performance index βL is

LβL=

(
2r

χ2
(2r), 1−α/2

)
β̂L (12)

Similarly, the upper confidence of the lifetime performance index βL is

UβL=

⎛⎝ 2r
χ2
(2r), α/2

⎞⎠β̂L (13)

The length of the 100(1 − α)% confidence interval of the lifetime performance index
βL is

lβL = UβL − LβL =

(
2r

χ2
(2r), α/2

− 2r
χ2
(2r), 1−α/2

)
β̂L (14)

Since β̂L is an unbiased estimator of the lifetime performance index βL, the following
defines the expected length of the 100(1 − α)% confidence interval lβL:

E(lβL) =

(
2r

χ2
(2r), α/2

− 2r
χ2
(2r), 1−α/2

)
βL (15)

For fixed (1 − α) × 100% = 95%, sample n = 100, r = 10 (10) 100, and βL = 1 (1) 5, the
expected value E(lβL) is shown in Figure 1, where r = 10 (10) 100 indicates that the value
of r begins at 10 and increases by 10 each time until its value equals 100. Similarly, index
βL = 1 (1) 5 means that the value of the index βL begins at 1 and increases by 1 each time
until its value equals 5.
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Figure 1. E(lβL) curves for βL = 1 (1) 5, r = 10 (10) 100, and α = 0.05.

Given confidence level ((1 − α) × 100%) and sample size n, the smaller the mean
length of confidence interval E(lβL) is, the better estimation of the index βL under different
numbers of uncensored data r is. As noted in Figure 1, when index βL is fixed, the
mean length of the confidence interval E(lβL) is inversely proportional to the number of
uncensored data r. This means that the better the estimate of the index βL is, the more
uncensored data have been collected.

3. Fuzzy Test Method for Lifetime Performance Index

In this section, for the purpose of determining whether lifetime performance meets its
requirement, a fuzzy test method is utilized. The hypothesis is H0:βL ≥ c vs. H1:βL < c [19],
where c is the minimal value of relative lifetime performance index βL required by cus-
tomers. The following statistical testing rules are taken into consideration:

(1) If β̂L < CR , then βL < c (i.e., the null hypothesis is rejected).
(2) If β̂L ≥ CR , then βL ≥ c (i.e., the null hypothesis is not rejected).

CR is the critical value determined by

p
{

β̂L < CR
∣∣βL = c ∈ H0

}
= p

{
W <

2r CR
c

}
= α (16)

Hence, CR can be calculated as follows:

CR =
c χ2

(2r), α

2r
(17)

If we let y1, y2, . . . , yn be the observed value of Y1, Y2, . . . , Yn, then the observed value
of the estimator is

β̂L0 =
λ̂0

L
=

1
r

n

∑
i=1

yi (18)
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where

λ̂0=
L
r

n

∑
i=1

yi (19)

As noted by Buckley [32], the α-cuts of triangular fuzzy numbers β̃L0 are [19,22]

β̃L0[α] =

{ [
β̂L01(α), β̂L02(α)

]
, for 0.01 ≤ α ≤ 1[

β̂L01(0.01), β̂L02(0.01)
]
, for 0 ≤ α ≤ 0.01

(20)

where
β̂L01(α) =

2r
χ2
(2r), 1−α/2

β̂L0 (21)

and
β̂L02(α) =

2r
χ2
(2r), α/2

β̂L0 (22)

Obviously, the value of β̂L01(α) is not equal to the value of β̂L02(α) with α < 1. As

α = 1, β̂L01(1) = β̂L02(1) =
(

2r
χ2
(2r), 0.5

)
β̂L0 = β̂L0.

Therefore, this paper let

β∗
L0 =

χ2
(2r), 0.5

2r
β̂L0 (23)

Then, the α-cuts of new triangular fuzzy numbers β̃∗
L0 are

β̃∗
L0[α] =

{ [
β∗

L01(α), β∗
L02(α)

]
, for 0.01 ≤ α ≤ 1[

β∗
L01(0.01), β∗

L02(0.01)
]
, for 0 ≤ α ≤ 0.01

(24)

where

β∗
L01(α) =

χ2
(2r), 0.5

χ2
(2r), 1−α/2

β̂L0 (25)

and

β∗
L02(α) =

χ2
(2r), 0.5

χ2
(2r), α/2

β̂L0 (26)

Obviously, the value of β∗
L01(α) is equal to the value of β∗

L02(α) with α = 1 (β∗
L01(1) =

β∗
L02(1) = β̂L0) and there is a new triangular fuzzy number, denoted as β̃ ∗∗

L0 = Δ(βL0, βM0, βR0),
where βM0 = β̂L0,

βL0 =
χ2
(2r), 0.5

χ2
(2r), 0.995

β̂L0 (27)

and

βR0 =
χ2
(2r), 0.5

χ2
(2r), 0.005

β̂L0 (28)

The following defines the membership function of fuzzy number β̃ ∗∗
L0 :

h(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 , i f x < βL0

2
(

1 − FW

(
β̂L0
x χ2

(2r), 0.5

))
, i f βL0 ≤ x < β̂L0

1 , i f x = β̂L0

2FW

(
β̂L0
x χ2

(2r), 0.5

)
, i f β̂L0 < x ≤ βR0

0 , i f θR0 < x

(29)

97



Mathematics 2023, 11, 3686

where the cumulative distribution function of random variable W is denoted by FW . Simi-
larly to fuzzy numbers β̃∗

L0, the α-cuts of triangular fuzzy critical values C̃R are

C̃R[α] =

{
[CR1(α), CR2(α)], for 0.01 ≤ α ≤ 1
[CR1(0.01), CR2(0.01)], for 0 ≤ α ≤ 0.01

(30)

where

CR1(α) =
χ2
(2r), 0.5

χ2
(2r), 1−α/2

CR (31)

and

CR2(α) =
χ2
(2r), 0.5

χ2
(2r), α/2

CR (32)

Obviously, the value of CR1(α) is equal to the value of CR2(α) with α = 1 (CR1(1)
= CR2(1) = CR) and the new triangular fuzzy number is C̃0 = Δ(CLR, CMR, CRR), where
CMR = CR,

CLR =
χ2
(2r), 0.5

χ2
(2r), 0.995

CR (33)

and

CRR =
χ2
(2r), 0.5

χ2
(2r), 0.005

CR (34)

The following defines the membership function of fuzzy C̃R:

g(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 , i f x < CLR

2
(

1 − FW

(
CR
x χ2

(2r), 0.5

))
, i f CLR ≤ x < CR

1 , i f x = CR

2FW

(
CR
x χ2

(2r), 0.5

)
, i f CR < x ≤ CRR

0 , i f CRR < x

(35)

As noted, the cumulative distribution function of random variable W is denoted by
FW . Membership functions h(x) and g(x) are presented in Figure 2:

Figure 2. Membership functions h(x) and g(x).
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Based on Chen and Yu [19], this paper let set BT be the area under the graph of g(x).
That is,

BT = { (x, α)|CR1(α) ≤ x ≤ CR2(α), 0 ≤ α ≤ 1} (36)

As noted by Chen and Chang [13] and Chen and Yu [19], it is difficult to use integration
to calculate the area of a set BT . The approach, trapezoidal rule, is implemented in the
study in order to build up the area of the block BT . The procedures are following: (1) we
classify the block BT , n = 100, into several equal horizontal blocks. (2) Each section of the
blocks would be calculated through the approximate trapezoid area. Then, (3) the sum
of the areas for these 100 horizontal blocks is calculated. For this reason, i = [100 × α] is
considered. Then, i = 0, 1, 2, . . ., 100 for 0 ≤ α ≤ 1, where [100 × α] represents the largest
integer less than or equal to 100 × α. Similarly, α = i × 0.01, i = 0, 1, 2, . . ., 100. These
101 horizontal lines are cut BT into 100 trapezoidal blocks. Then, the following denotes the
ith block:

BTi= { (x, α)|CR1(0.01 × i) ≤ x ≤ CR2(0.01 × i), 0.01 × (i − 1) ≤ α ≤ 0.01 × i}, i = 1, . . . , 100 (37)

The following definition for the length of ith horizontal line di as follows:

di =

(
χ2
(2r), 0.5

χ2
(2r), 0.005×i

−
χ2
(2r), 0.5

χ2
(2r), 1−0.005×i

)
CR = 1, 2, . . . , 100 (38)

Obviously, d0 = d1 and d100 = 0, so the area BT is

BT =
100

∑
i=1

(0.01)×
(

di−1 + di
2

)
= 0.01

(
d1

2
+

99

∑
i=1

di

)
(39)

If BR denotes the area under graph g(x) to the right of x = β̂L0, then

BR=
{
(x, α)|β̂L0 ≤ x ≤ CR2(α), 0 ≤ α ≤ a

}
(40)

where α = a such that CR2(a) = β̂L0. Similarly BT , k = [100 × a]. Then, for 0 ≤ α ≤ a, where
[100 × a] represents the largest integer less than or equal to 100 × a. Obviously, a = 0.01 × k
and α = i × 0.01, (i = 0, 1, 2, . . ., k) horizontal lines cut BR into k trapezoidal blocks. Then,
the ith block can be expressed as follows:

BRi =
{
(x, α)|β̂L0 ≤ x ≤ CR2(0.01 × i), 0.01 × (i − 1) ≤ α ≤ 0.01 × i

}
= 1, 2, . . . , k (41)

The following defines the length of ith horizontal line ri:

ri =
χ2
(2r), 0.5

χ2
(2r), 0.005×i

CR − β̂L0 = 1, 2, . . . , k (42)

This indicates that r0 = r1 and rk = 0, so the area of BR is

BR =
k

∑
i=1

(0.01)×
(

ri−1 + ri
2

)
= 0.01

(
r1

2
+

k−1

∑
i=1

ri

)
(43)

The ratio of BR/BT can be usefully applied to fuzzy decision-making:

BR/BT =

0.01
(

r1
2 +

k−1
∑

i=1
ri

)
0.01

(
d1
2 +

99
∑

i=1
di

) (44)

However, calculation of BR/BT is complicated.
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According to Equations (39) and (43), these have calculated that, respectively, obtaining
the block areas of BT and BR is extremely complicated. Therefore, for the purpose of
simplifying the complicated calculating process of ratio BR/BT , the technique, membership
functions g(x) and h(x) with asymmetry (in Figure 2), proposed by Chen and Chang [13] is
utilized in the present study. The method suggested by Chen and Chang [13], to replace dR
(the length of the base of the set BR) with the area of BR, facilitates industrial applications.
Similarly, dT (the length of the base of the set BT) is replaced with the area of BT . As
the membership functions are asymmetric, dT = 2(CRR − CR) on the basis of Chen and
Chang [13] and Chen et al. [20]. In Figure 2, by using the principle of similar shapes, the
square of the side length ratio is equal to the area ratio. Next, BR/BT was replaced with
dR/dT as the fuzzy evaluation tool, where dR and dT are calculated as follows [13,20,33]:

dR = CRR − β̂L0 =
χ2
(2r), 0.5

χ2
(2r), 0.995

CR − β̂L0 (45)

and

dT = 2(CRR − CR = 2

(
χ2
(2r), 0.5

χ2
(2r), 0.005

CR − CR

)
(46)

Based on their past experiences originating from other experts and the past data over
the certain products [34], manufacturing engineers are allowed to define the values of δ1
and δ2. The following two numbers 0 < δ1 < δ2 < 0.5 and δ = dR/dT , the fuzzy test rules are
as follows [13,20,35]:

(1) If δ < δ1, then conclude that βL ≥ c (i.e., do not reject H0).
(2) If δ1 ≤ δ ≤ δ2, then make no decision; more information is needed.
(3) If δ2 < δ < 0.5, then conclude that βL < c (i.e., reject H0).

4. Practical Example

This section presents a numerical example to demonstrate the proposed fuzzy test
method. The required value of the lifetime performance index is at least 3; thus, the null
hypothesis is H0:βL ≥ 3 vs. the alternative hypothesis H1:βL < 3 [19]. If y1, y2, . . . , y30 is
the observed value of Y1, Y2, . . . , Y30 with number of the uncensored data r = 18 (r/n = 60%),
then the observed value of the estimator is

β̂L0 =
1
r

n

∑
i=1

yi =
41.6894

18
= 2.316 (47)

The values of βL0 and βR0 are then calculated as follows:

βL0 =
χ2
(18), 0.5

χ2
(18), 0.995

× 2.316 = 1.329 (48)

and

βR0 =
χ2
(18), 0.5

χ2
(18), 0.005

× 2.316 = 4.576 (49)

Furthermore, the membership function of fuzzy numbers β̃ ∗∗
L0 is

h(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 , i f x < 1.329
2
(

1 − FW

(
1.3290

x × χ2
(36), 0.5

))
, i f 1.329 ≤ x < 2.316

1 , i f x = 2.316
2FW

(
1.3290

x × χ2
(36), 0.5

)
, i f 2.316 < x ≤ 4.576

0 , i f 4.576 < x

(50)
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where χ2
(36), 0.005 = 17.887, χ2

(36), 0.995 = 61.581, and χ2
(36), 0.5 = 35.336. As the significance level

is α = 0.05, then

CR =
c χ2

(2r), α

2r
=

3χ2
(36), 0.05

36
= 1.939 (51)

The values of CLR and CRR are calculated as follows:

CLR =
χ2
(36), 0.5

χ2
(36), 0.995

× 1.9391 = 1.113 (52)

and

CRR =
χ2
(36), 0.5

χ2
(36), 0.005

× 1.9391 = 3.831 (53)

Furthermore, the membership function of fuzzy number C̃R is

g(x) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0 , i f x ≤ 1.113
2
(

1 − FW

(
1.9391

x χ2
(36), 0.5

))
, i f 1.113 < x < 1.939

1 , i f x = 1.939
2FW

(
1.9391

x χ2
(36), 0.5

)
, i f 1.939 < x ≤ 3.831

0 , i f 3.831 < x

(54)

By Equations (50) and (54), we have the graphs of h(x) and g(x) in Figure 3. From
Equation (54), we obtain α = g(x). When x = β̂L0 = 2.316, α ∈ (0.46, 0.47), a = 0.468 could be
obtained by interpolation method.

Figure 3. Membership functions g(x) and h(x) for numerical example.

The values of dR and dT are calculated as follows [13,20,33]:

dR = CRR − β̂L0 = 3.831 − 2.316 = 1.515 (55)

and
dT = 2(CRR − CR) = 2(3.831 − 1.939) = 3.784 (56)

Therefore,
δ= dR/dT = 1.515/3.784 = 0.4004 (57)
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This leads to the conclusion that for β̂L0 = 2.316 > CR = 1.939, βL ≥ 3 (i.e., the null
hypothesis should not be rejected). However, β̂L0 = 2.316 is far less than βL = 3. Thus, for
δ1 = 0.2 and δ2 = 0.4 [13], βL < 3 (i.e., the null hypothesis should be rejected). This is the risk
of misjudgment caused by sampling errors in small sample sizes [7,9]. The proposed fuzzy
method therefore provides a more reasonable conclusion.

5. Conclusions

This paper proposes an evaluation approach for product lifetime performance under
type-II censoring. This evaluation enables the improvement of lifetime performance, which
enhances the value of products as well as attains green goals such as energy efficiency and
waste reduction. The proposed index is easy to use as its value increases with performance.
Examination of the probability density function, cumulative distribution function, and
reliability function of relative lifetime X indicated that reliability increased with the value
of the index, as did the probability of the product lifetime surpassing the minimum with
value L. An unbiased consistent estimator of the proposed index is also presented alongside
a fuzzy test model based on the derived confidence interval. This model reduces the proba-
bility of misjudgment caused by sampling errors [7,9]. Additionally, many benefits will be
gained by seizing the chance to improve, such as decreasing the testing cost and meeting
the certain requirements in a short time. Furthermore, doing so is said to expand the
possibility of using less paper, saving social resources, decreasing the carbon footprint and
so forth [36]. In the electronics industry, passive components have long been indispensable
parts that stimulate peripheral equipment industries. The proposed model thus focuses on
passive components, with applicability demonstrated through a numerical example.
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Abstract: The purpose of knowledge management is to excavate the tacit knowledge accumulated by
each enterprise member through the knowledge proposal system. Each knowledge proposal must
be assessed, and after passing the quality assessment, the knowledge proposal will be stored in the
knowledge repository and shared with other employees who need the knowledge at work. In the long
run, the capabilities of all employees will gradually enhance and the competitiveness of enterprises
will naturally increase. The correct assessment of knowledge quality is the key to the success of
knowledge management. Some scholars propose to use the AHP (analytical hierarchical process)
to determine the quality of knowledge. The problem with this approach is that the AHP can only
obtain the relative quality of all knowledge, not the actual quality of knowledge. Therefore, this study
proposes a fuzzy assessment model to measure knowledge quality, which includes a knowledge
quality fuzziness index (KQFI) and a checking gate. First, experts conduct linguistic evaluation on
the weight of criteria and knowledge quality. All linguistic evaluations are then integrated into a
knowledge quality fuzziness index (KQFI), which is compared with a fuzzy threshold (FT); then,
the level of goodness of KQFI to FT is obtained. If it is greater than 0.5, it means that the quality of
the knowledge proposal is qualified; otherwise, it means that the quality of the knowledge proposal
is unqualified. This study uses a case including five experts and nine knowledge proposals to
demonstrate the applicability of the method. The results show that the method finally judges six
knowledge instances as qualified and three as unqualified. The results show that the proposed
method can indeed assist enterprises to effectively screen knowledge proposals.

Keywords: knowledge management; fuzzy theory; multi-criteria decision making

MSC: 03B52; 03E72; 90B50

1. Introduction

Enterprises are facing stiff global competition, and the best way to effectively lead
competitors is to develop new products, new services, and new business models [1]. One
of the ways to achieve this goal is to promote knowledge management. First, establish a
culture of knowledge sharing; then, collect, review, store, and reuse existing knowledge
within the enterprise. Employees can socialize, externalize, combine, and internalizing
existing knowledge to create new knowledge [2,3]. Enterprise knowledge includes tacit
knowledge and explicit knowledge; each can be subdivided into personal knowledge and
organizational knowledge [4,5]. Explicit organizational knowledge includes operating stan-
dards, procedures, and manuals. Tacit organizational knowledge refers to the knowledge
that a group of people can effectively complete a project. Explicit personal knowledge
includes notes and computer files. Tacit personal knowledge includes work experience,
work skills, techniques, etc. Tacit organizational knowledge and tacit personal knowledge
generally remain in the brains of individuals. Therefore, when personnel retire or leave
the enterprise, this knowledge is permanently lost. Most importantly, tacit knowledge is
the most critical knowledge that enterprises can win the competition. Therefore, enter-
prises must be equipped with knowledge management systems to preserve these tacit
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knowledge [6,7]. The method most often used to preserve tacit knowledge is to set up
a knowledge community (community of practice) with a reward system to establish a
collaborative work culture so that knowledge can be transferred from one person’s brain
to another [8,9]. In this way, problems that only one person could solve in the past can
now be solved by many people and everyone’s ability will gradually improve. When
the company needs to cope with competition, the company’s personnel can quickly and
effectively develop new products and new services to overcome challenges.

The community of practice must correspond to the strategy of the enterprise. For
example, the enterprise hopes to establish independent product design and development
capabilities; so, several related communities of practice can be established and each with
a clear objective to achieve. Each community of practice has a management team and a
process for receiving and reviewing knowledge proposals. Finally, people are encouraged
to participate in communities of practice and rewards are offered for knowledge proposals.
The knowledge proposals put forward by community members will be reviewed by senior
personnel in related fields, and the knowledge that passes the review will be shared,
published, and stored in the knowledge base. Obviously, if the judgment on the quality of
knowledge is wrong, poorer knowledge will also pass the review; so, the overall ability
of the enterprise will not be improved. On the contrary, if quality knowledge fails to pass
the review all the time, after a period, the ability of the enterprise will become worse
and worse.

The criteria of measuring knowledge quality in different fields may be different but
most of them must be evaluated from multiple aspects at the same time. In the past, scholars
mentioned that measuring knowledge quality should include correctness, completeness,
consistency, relevance, etc. [10]. Some studies mentioned that measuring knowledge quality
should include certainty, accuracy, and operability [11], while Arora et al. (2013) believed
that measuring knowledge quality should include completeness, timeliness, accuracy,
transparency, and relevancy [12]. The assessment of knowledge quality is a multi-attribute
decision-making problem. In practice, when experts assess the quality of knowledge, they
do not only make qualitative and subjective judgments; more importantly, it is difficult
to make a completely correct quality judgment while considering multiple aspects at the
same time. Further, academically, there have been very few papers on knowledge quality
assessment in the past. The methods used mainly included the AHP and statistical analysis
of questionnaires [10,13,14]. The problem with the AHP is that it is necessary to compare
the relative importance of all knowledge proposals at the same time. When there are many
knowledge proposals, it is difficult to know what is wrong with the large matrix obtained
by pairwise comparison. If the consistency checks fail, the adjustment process will be very
complicated, not to mention that the quality of knowledge should be an absolute judgment
of good or bad rather than a comparison of relative good or bad. Moreover, most papers on
statistical analysis of questionnaires discuss the impact of knowledge quality on corporate
innovation and operational performance rather than measuring the quality of knowledge.

Obviously, a method that can correctly assess knowledge quality is nonexistent. In
addition, it is difficult for humans to give specific numbers to measure the quality of
knowledge. It is relatively easy to use fuzzy linguistic assessment of very good, good,
fair, poor, and very poor to evaluate the quality of knowledge. Therefore, the objective of
this study is to develop a multi-criteria knowledge quality assessment model, including a
knowledge quality fuzziness index and a checking gate, to effectively determine the quality
of knowledge proposals. This study can improve the shortcomings of existing methods,
assist enterprises to screen out high-quality knowledge, and improve the performance of
enterprise knowledge management.

2. Literature Review

This section reviews literature related to this study, including knowledge quality, and
fuzzy set and group decision making.
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2.1. Knowledge Quality

Quality is defined by the Oxford Dictionary as the degree of excellence of a thing;
relative nature or kind or character of a thing; or class or grade of something determined
by this [1]. Additionally, qualities need to be described using some attributes. For example,
the quality of products is expressed in terms of functionality and reliability while the
quality of services is measured in terms of responsiveness and empathy [15]. Enterprises
determine the specifications of products and services, while quality is judged by customers.
Enterprises usually use many methods to try to tap customers’ needs for products and
services, and hope that products and services can meet customers’ requirements 100%.
However, it has been proved in practice that this is almost an impossible task. For example,
even for a company as large as Microsoft, the development of Windows Vista still cannot
meet customer needs and is called the biggest failure of Microsoft ever [16]. Product
development not only involves product-related knowledge but also involves marketing-
related knowledge. Both must conform to the overall strategy of the enterprise, and the
quality of knowledge must be accurately evaluated to ensure that the retained and stored
knowledge can enhance the competitiveness of the enterprise [13,14].

Chakrabarti et al. (2018) proposed an approach to relate knowledge quality with
elements that consist of attributes; thus, an enterprise can discover which element provides
the most effective direction to improve knowledge quality [10]. Lim et al. (2013) examined
the relationship between sentiment and quality of knowledge shared among knowledge
workers and job performance [17]. It was indicated that data quality and information quality
are often used to assess knowledge quality, and a reliable knowledge quality measure is
nonexistent [11]. Zhou et al (2022) explored the impact of knowledge transfer among supply
chain members on firm innovation and operational performance, and how knowledge
quality affects the relationship between them [18]. Abdollahbeigi and Salehi (2021) found
that the quality of knowledge significantly affects the innovation of enterprises, and the
ability of innovation will have a significant impact on non-financial performance [19].
Ganguly et al. (2019) concluded that the transfer of tacit knowledge and the quality of
knowledge are positively related to the innovation ability of enterprises [20]. Zhou et al.
(2022) discovered that the knowledge quality of relational capital and cognitive capital
positively affects product innovation performance but structural social capital does not
affect the quality of knowledge [18,21]. From these past literatures, it can be found that up
to now, no effective assessment method of knowledge quality has been proposed that can
assist enterprises to correctly measure the quality of knowledge.

2.2. Fuzzy Set and Group Decision Making

Deterministic and quantifiable information with values between 0 and 1 are usually
handled using classical set theory; however, when the information contains uncertainties
that cannot be quantified, classical sets cannot be used. The evaluation of knowledge
proposals is uncertain, and quantitative methods cannot be used to judge whether they
meet the quality requirements. Therefore, classical set theory is not applicable. This
situation where the value can vary continuously between zero and one is where fuzzy
theory comes in handy. Fuzzy theory uses membership functions to express the degree of
membership between components and sets. A fuzzy set A can be expressed as Equation (1).

A = {(x, μA(x) )|x ∈ X} (1)

where X is a universe of discourse and μA(x) indicates the degree of membership between
component x and fuzzy set A.

Because the triangular fuzzy function has been proven to be very suitable for dealing
with the imprecision and uncertainty of the multi-criteria decision-making process [12], this
study uses the triangular fuzzy function to evaluate the attribute weight and knowledge
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quality. Let triangular fuzzy number A = (a, b, c) ; then, the membership function of A can
be expressed as Equation (2) [22–24].

μA =

⎧⎪⎪⎨⎪⎪⎩
(x−a)
(b−a) a ≤ x ≤ b
(c−x)
(c−b) b ≤ x ≤ c
0 otherwise

(2)

The α-cut is applied to convert a fuzzy number into a crisp set, and the α-cut of a
triangular fuzzy number A can be described as Equation (3), where Aα is a crisp set [25,26].

Aα = { x|μA(x) ≥ α} α ∈ {0, 1} (3)

The confidence of interval α-level of Aα can be described as Equation (4), and Aα

implies the confidence level of a decision maker in the evaluation outcome.

A = [(b − a)α + a, c − (c − b)α] (4)

Chen (2000) indicated that precise quantified information and solving real problems
are not necessarily relevant [22]. Li et al. (2022) pointed out that linguistic variables can
be used in fuzzy theory to manipulate the operations [27]. When assessors judge the
importance of the criteria using fuzzy method, the linguistic variables can be converted
into a fuzzy number and results can be obtained using fuzzy algebra [28]. For instance, the
linguistic variables of very good, good, fair, poor, and very poor in Table 1 can be used to
assess the quality of the knowledge proposal, and the assessment of a knowledge proposal
can be obtained using the triangular fuzzy number (TFN).

Table 1. Weight, quality, and TFN of knowledge proposal.

Weight Quality TFN

VL (Very low) VP (Very poor) (0, 0, 0.1)

L (Low) P (Poor) (0, 0.1, 0.3)

ML (Medium low) MP (Medium poor) (0.1, 0.3, 0.5)

M (Medium) M (Medium) (0.3, 0.5, 0.7)

MH (Medium high) MG (Medium good) (0.5, 0.7, 0.9)

H (High) G (Good) (0.7, 0.9, 1.0)

VH (Very high) VG (Very good) (0.9, 1.0, 1.0)

Because the measurement of knowledge quality involves imprecise information that
cannot be quantified, and the quality of knowledge must be evaluated by a group of
experts and several attributes at the same time, it is suitable to use the fuzzy multi-criteria
group decision making method [29]. Past studies mostly used the average value as the
final group decision [26,30–33]; however, average of opinion cannot accurately reflect the
overall judgment. Therefore, Hsu and Chen proposed a similarity aggregation method
(SAM) [34,35], and Lee developed an optimal aggregation method (OAM), to help obtain
the consistence of fuzzy opinion [1,36]. Because OAM is an effective method for integrating
expert opinions, this study adopts OAM to consolidate the opinions of experts. The steps
of OAM can be described as below:
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(1) Let the fuzzy number of the expert’s opinion of A and B be Ã = (a1, a2, a3) and
B̃ = (b1, b2, b3); then, the distance between Ã and B̃ can be computed using Equation
(5), and the similarity between Ã and B̃ can be obtained using Equation (6).

d2(Ã, B̃) =

√√√√ 3

∑
i=1

(|ai − bi|)2 (5)

S2(Ã, B̃) = 1 − (d2(Ã, B̃))
2

4u2 (6)

where u = max(U)− min(U), U is the universe of discourse, and 0 ≤ S2(Ã, B̃) ≤ 1.
(2) Set the initial aggregated weight as the weight of the first expert. 0 < w(0)

i < 1 and

∑n
i=1 w(0)

i = 1, i = 1, 2, . . . , n, n is the number of criteria, and iteration l = 0, 1, 2, · · · .

n

∑
i=1

wl
i = 1 (7)

(3) Compute aggregated opinion using Equation (8); R̃i is the ith expert’s individual
opinion.

R̃(l+1) =

n
∑

i=1
(w(l)

i )
m

R̃i

n
∑

i=1
(w(l)

i )
m , where m is an exponential weight. (8)

(4) Let aggregated weight W(l) = (w(l)
1 , w(l)

2 , . . . , w(l)
n ), and compute W(l+1) using

Equation (9).

w(l+1)
i =

(
1

(c−S2(R̃i ,R̃(l+1)))

) 1
m−1

n
∑

j=1

(
1

(c−S2(R̃j ,R̃(l+1)))

) 1
m−1

, where c is an integer constant. (9)

(5) If
∥∥∥W(l+1) − W(l)

∥∥∥ ≤ ε, stop; otherwise, l = l + 1, go to Step (3).

In terms of literature on multi-criteria decision-making (MCDM), Stojčić et al. (2019)
reviewed the application of MCDM methods in sustainable engineering. From a review
of 108 related literatures from 2008 to 2018, they found that MCDM methods are very
suitable for sustainable engineering [37]. Zavadskas et al. (2014) also reviewed the relevant
literature on MCDM and believed that there is a need for research to compare the strengths
and weaknesses of different decision-making methods [38]. Jamwal et al. (2021) explored
how MCDM methods were applied in sustainable manufacturing and found that most
of the methods used are based on fuzzy theory [39]. Kumar et al. (2017) developed an
insight into various MCDM methods, and the application progress in renewable energy
and prospects [40].

From past fuzzy theory literature and knowledge management literature, no papers
have been found that use fuzzy MCDM to measure the quality of knowledge; thus, this
study should be the latest attempt.

3. Model Formulation

This section describes the proposed method, including knowledge quality fuzziness
index, fuzzy gate selection, and implementation procedures.

3.1. Knowledge Quality Fuzziness Index

Based on the fuzzy weight average (FWA) method [30–32,41–45], this study proposes
a knowledge quality fuzziness index (KQFI) to help make the Go/No go decision of the
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knowledge proposal. KQFI can be described as Equation (10), where ri and wi are the fuzzy
assessment and fuzzy weight of the knowledge proposal, respectively, and i denotes the
criteria for evaluating the knowledge proposal.

KQFI =

n
∑

i=1
(ri ⊗ wi)

n
∑

i=1
wi

(10)

Because the computation of FWA can reach O(n log n) [35,46], Kao and Liu proposed
a fractional programming approach (FPA) to solve the above problem [47]. Conducting
α-cut to ri and wi of KQFI produces (ri)α = [(ri)

L
α , (ri)

U
α ] and (wi)α = [(wi)

L
α , (wi)

U
α ],

and let t = 1
n
∑

i=1
wi

and vi = twi; then, the membership function of KOFI can be obtained

using Equations (11) and (12) by employing different values of α-cut.

KQFIL
α = Min

n
∑

i=1
vi(ri)

L
α

s.t. t(wi)
L
α ≤ vi ≤ t(wi)

U
α

n
∑

i=1
vi = 1

t ≥ 0

(11)

KQFIU
α = Max

n
∑

i=1
vi(ri)

U
α

s.t. t(wi)
L
α ≤ vi ≤ t(wi)

U
α

n
∑

i=1
vi = 1

t ≥ 0

(12)

For example, a triangular membership function (0.42, 0.57, 0.69) of KQFI is obtained
by solving Equations (11) and (12) at α-cut = 0 and α-cut = 1. When α-cut = 0, one can
obtain KQFIL

α = 0.42 and KQFIU
α = 0.69; when α-cut = 1, one can obtain KQFIL

α = 0.57 and
KQFIU

α = 0.57.

3.2. Fuzzy Gate Selection

Based on previous researches [48–52], this study proposes a checking gate to screen
the knowledge proposals (see Figure 1). Enterprises can choose a fuzzy threshold (FT)
according to strategic objectives, and FT is used to decide if a knowledge proposal meets
the minimum quality level. Figure 1 shows that the farther the FT is to the right, the higher
the standard for reviewing knowledge quality. The dotted line in the figure represents FT.

Figure 1. Checking gate.

The procedure for making the Go/No go decision of a knowledge proposal is listed as
below:

(a) Compute fuzzy preference z based on Equation (13).
(b) Conduct α-cut to z and obtain zl

α < 0 and zu
α > 0 as in Figure 2 and Equation (14).
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(c) Compute the level of goodness eKFT of KQFI to FT using Equations (15) and (16);
if eKFT > 0.5, then the knowledge proposal is qualified and accepted.

z = KQFI − FT (13)

za =
[
zl

α, zu
α

]
(14)

eKFT =
S1

S1 + S2
(15)

where S1 =
∫

x>0

μz̃(x)dx, S2 =
∫

x<0

μz̃(x)dx (16)

Figure 2. eKFT .

3.3. Implementation Procedures

The flowchart of the proposed model is depicted in Figure 3, and the implementation
procedures are described as below:

a. The expert penal receives the knowledge proposal and decides the assessment criteria,
the linguistic variables, and the fuzzy number.

b. Experts assess the criteria weight and quality performance of knowledge proposals,
and obtain the consensus of the expert decision.

c. Obtain the membership function of the KQFI for each knowledge proposal.
d. Specify the FT value according to enterprise strategic objectives.
e. Compute fuzzy preference z and level of goodness eKFT , and make a Go/No go

decision for each knowledge proposal.
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Figure 3. Flowchart of the proposed model.

3.4. Size of Expert Panel

Past studies did not agree on the number of group decision-making experts. Lynn
(1986) believed that 5 experts was enough to produce good judgments, and even as few as
3 experts was possible [4]. Hashmi et al. (2023) mentioned that the optimal number is 5 to 7
people [53]. Emmerling and Rooders (2022) believed that the number of experts should be
controlled at 3 to 5 [54]. Axtell (2018) researched that the optimal number of participants in
a meeting is 8 people [55,56]. From the above research, it can be found that the number of
people making group decisions is between 3 and 8 people. Therefore, this study uses five
experts to measure the quality of knowledge proposals.

4. Case Implementation

This section uses an example to demonstrate the applicability of the proposed model.
The knowledge assessment expert panel of a company wants to select qualified knowledge
from nine knowledge proposals, and the detailed steps are as follows:

a. The expert panel composed of five experts receives nine knowledge proposals; de-
cides the assessment criteria of knowledge quality as (1) originality (A1), (2) appli-
cability (A2), (3) practicality (A3), (4) value (A4), and (5) uniqueness (A5); and uses
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linguistic variables of very good, good, fair, poor, and very poor, and the triangular
fuzzy number listed in Table 1, to assess the criteria weight and knowledge quality.

b. Experts assess the criteria weight and quality performance of knowledge proposals
(Table 2) and obtain the consensus of the expert opinion. D1 to D5 indicate experts
and K1 to K9 represent knowledge proposals in Table 2. The consensus of the expert
decision is described below.
A1, K8 (Table 2), and Table 1 are used to obtain the consensus of the expert opinion.

(i) Let c = 1.5, m = 2, and u = max(U)− min(U) = 0.7, where the initial aggre-
gated weight is set as the weight of the first expert, i.e., W(0) = (1, 0, 0, 0, 0).
Then, the aggregated opinion R̃(1) can be obtained using Equation (8), and R̃i
is the opinion of an individual expert.

R̃(1) =

5
∑

i=1
(wi)

2R̃i

5
∑

i=1
(wi)

2
= W(1)(0) ⊗ R̃1 + W(2)(0) ⊗ R̃2 + W(3)(0) ⊗ R̃3 + W(4)(0) ⊗ R̃4 + W(5)(0) ⊗ R̃5

= 1 ⊗ M + 0 ⊗ M + 0 ⊗ MG + 0 ⊗ M + 0 ⊗ MG
= 1 ⊗ (0.3, 0.5, 0.7) + 0 ⊗ (0.3, 0.5, 0.7) + 0 ⊗ (0.5, 0.7, 0.9) + 0 ⊗ (0.3, 0.5, 0.7) + 0 ⊗ (0.5, 0.7, 0.9)
= (0.3, 0.5, 0.7)

(ii) The similarity between the individual
∼
Ri and the aggregated

∼
R(1) are com-

puted using Equation (6), where u = 0.7.

S2(R̃1, R̃(1)) = 1 − (d2(R̃1,R̃(1)))
2

4u2 S2(R̃2, R̃(1)) = 1 − (d2(R̃2,R̃(1)))
2

4u2

S2(R̃3, R̃(1)) = 1 − (d2(R̃3,R̃(1)))
2

4u2 S2(R̃4, R̃(1)) = 1 − (d2(R̃4,R̃(1)))
2

4u2

S2(R̃5, R̃(1)) = 1 − (d2(R̃5,R̃(1)))
2

4u2

(iii) The new aggregated weight can be computed using Equation (9) and obtained

as W(1) = (0.2864, 0.2864, 0.1811, 0.2462, 0.2864). W(l) = (w(l)
1 , w(l)

2 , . . . , w(l)
n )

and w(1)
1 can be computed as below:

w(1)
1 =

(
1

(1.5−S2(R̃1,R̃(1)))

) 1
2−1

n
∑

j=1

(
1

(1.5−S2(R̃j ,R̃(1)))

) 1
2−1

, c = 1.5, m = 2

(iv) The new aggregated opinion can be computed using Equation (8) as below:

R̃(2) =

n
∑

i=1
(w(1)

i )
m

R̃i

n
∑

i=1
(w(1)

i )
m =

n
∑

i=1
(w(1)

i )
2
R̃i

n
∑

i=1
(w(1)

i )
2 , m = 2,

R̃(2) can be obtained as (0.4583, 0.6583, 0.6583, 0.8444).
(v) Repeat the above steps, the consensus of the fuzzy weight of A1 can be

obtained, and it will converge to (0.4334, 0.6334, 0.6334, 0.8144) (Table 3) at
l = 8, meaning that the consensus of the experts toward the criteria has been
reached. Table 4 lists the results.

c. Obtain the membership function of KQFI1 to KQFI9 using Equations (11) and (12) at
different values of α-cut. The results are listed in Table 5.

d. Specify FT value as (0.5, 0.6, 0.7) according to the enterprise strategic objectives.
e. Compute fuzzy preference z and level of goodness eKFT using Equations (13) and

(15); KQFI8 is demonstrated at α-cut = 0.5 in Figure 4, and the values of z, z0.5, and
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Go/No go decisions are listed in Table 5. The level of goodness eKFT of knowledge
K6, K7, and K8 are less than 0.5; therefore, they are rejected.

Figure 4. The eKFT of knowledge proposal K8 (α-cut = 0.5).

4.1. Summary

This section summarizes the method proposed in this study as follows: (1) Experts
assign weights to the criteria and evaluate the quality of knowledge proposal based on
the fuzzy linguistic scale. (2) Aggregate the weights and evaluations, including (a) setting
the initial integrated weight, (b) computing the aggregated evaluation, (c) computing the
similarity between the individual evaluation and the integrated evaluation, (d) computing
the new integrated weight according to the similarity, (e) computing the new integrated
evaluation based on the integrated weight, and repeating these steps until the integrated
weight and the integrated evaluation converge to one unchanged state. (3) Use the inte-
grated weight and integrated evaluation to find the fuzzy membership function of KQFI.
(4) Compute z = KQFI—FT (fuzzy threshold). (5) Obtain S1 and S2 according to the z
membership function; then, calculate eKFT . If eKFT > 0.5, it indicates that the knowledge
proposal is qualified; otherwise, it is not qualified.

The whole process described above can be computerized and combined with the
existing knowledge management system of the enterprise; every time the system receives a
new knowledge proposal, it will notify the experts to evaluate the knowledge proposal.
Experts only need to conduct linguistic fuzzy evaluation on the weight and knowledge
quality. The rest can be completed by the computer, because the fuzzy threshold can be
set in advance; the system will finally make a qualified or unqualified judgment on the
knowledge proposal, and the qualified knowledge proposal will be automatically stored in
the knowledge repository so that the burden on personnel can be greatly reduced and the
efficiency of the knowledge management system can be significantly improved.
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Table 3. Consensus of criteria A1.

l W(l) R(l+1)

0 1 0 0 0 0 0.3000 0.5000 0.5000 0.7000

1 0.2865 0.2865 0.1812 0.2463 0.2865 0.3981 0.5981 0.5981 0.7854

2 0.2651 0.2651 0.2073 0.2630 0.2650 0.4228 0.6228 0.6228 0.8058

3 0.2592 0.2592 0.2152 0.2668 0.2591 0.4302 0.6302 0.6302 0.8118

4 0.2574 0.2574 0.2176 0.2679 0.2573 0.4324 0.6324 0.6324 0.8134

5 0.2569 0.2569 0.2184 0.2682 0.2568 0.4331 0.6331 0.6331 0.8141

6 0.2567 0.2567 0.2186 0.2683 0.2566 0.4333 0.6333 0.6333 0.8143

7 0.2567 0.2567 0.2187 0.2684 0.2567 0.4334 0.6334 0.6334 0.8144

8 0.2567 0.2567 0.2187 0.2684 0.2567 0.4334 0.6334 0.6334 0.8144

Table 4. Consensus of fuzzy weight and fuzzy assessment.

Knowledge

Criteria
A1 A2 A3 A4 A5

Weight
(0.4332,
0.6332,
0.8142)

(0.6131,
0.7931,
0.9155)

(0.6002,
0.8002,
0.9503)

(0.6552,
0.8552,
0.9776)

(0.5686,
0.7686,
0.9158)

K1
(0.7065,
0.8837,
0.9516)

(0.5002,
0.7002,
0.8502)

(0.6001,
0.8001,
0.9501)

(0.6601,
0.8601,
0.9801)

(0.3572,
0.5476,
0.7287)

K2
(0.4332,
0.6334,
0.8142)

(0.6601,
0.8601,
0.9801)

(0.3576,
0.5574
0.7432)

(0.6601,
0.8601,
0.9801)

(0.3652,
0.5652,
0.7652)

K3
(0.3001,
0.5001,
0.7001)

(0.5883,
0.7402,
0.8443)

(0.6001,
0.8001,
0.9501)

(0.4586,
0.6584,
0.8586)

(0.4586,
0.6584,
0.8586)

K4
(0.6328,
0.8141,
0.9475)

(0.4001,
0.6001,
0.8001)

(0.5016,
0.7018,
0.8797)

(0.6601,
0.8601,
0.9801)

(0.4332,
0.6334,
0.8144)

K5
(0.3186,
0.5186,
0.7141)

(0.3436,
0.5436,
0.7436)

(0.5688,
0.7686,
0.9158)

(0.3652,
0.5652,
0.7652)

(0.5018,
0.7016,
0.8795)

K6
(0.6424,
0.8424,
0.9568)

(0.3574,
0.5576,
0.7432)

(0.2537,
0.4539,
0.6537)

(0.3001,
0.5001,
0.7001)

(0.4586,
0.6584,
0.8586)

K7
(0.2547,
0.4547,
0.6547)

(0.3204,
0.5203,
0.7032)

(0.5447,
0.7448,
0.9226)

(0.4561,
0.6564,
0.8562)

(0.346,
0.5436,
0.7436)

K8
(0.3416,
0.5414,
0.7416)

(0.5016,
0.7016,
0.8797)

(0.4001,
0.6001,
0.8001)

(0.2537,
0.4537,
0.6537)

(0.4023,
0.6025,
0.7811)

K9
(0.4332,
0.6332,
0.8142)

(0.6001,
0.8001,
0.9501)

(0.3574,
0.5574,
0.7432)

(0.3001,
0.5001,
0.7001)

(0.4586,
0.6584,
0.8586)
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Table 5. Decision outcome of knowledge proposal.

α = 0.5 KQFI z (zl,zu) (S1,S2) eKFT Result Decision

K1
(0.5352,
0.7561,
0.9101)

(−0.1648,
0.1561,
0.4102)

(−0.0042,
0.2833)

(0.1415,
0.0023) 0.9851 >0.5 Go

K2
(0.4721,
0.7007,
0.8838)

(−0.1648,
0.1563,
0.4102)

(−0.0635,
0.2422)

(0.1213,
0.0317) 0.7923 >0.5 Go

K3
(0.4675,
0.6786,
0.8614)

(−0.2323,
0.0786,
0.3616)

(−0.0768,
0.2202)

(0.1101,
0.0385) 0.7412 >0.5 Go

K4
(0.5028,
0.7207,
0.8986)

(−0.1972,
0.1207,
0.3984)

(−0.0382,
0.2598)

(0.1297,
0.0192) 0.8718 >0.5 Go

K5
(0.4019,
0.6226,
0.8247)

(−0.2982,
0.0226,
0.3247)

(−0.1378,
0.1737)

(0.0868,
0.0688) 0.5578 >0.5 Go

K6
(0.3642,
0.5901,
0.7982)

(−0.3358,
−0.0097,
0.2982)

(−0.1728,
0.1443)

(0.0722,
0.0865) 0.4548 <0.5 No go

K7 (0.3694,
0.5912,0.8047)

(−0.3306,
−0.0088,
0.3047)

(−0.1698,
0.1481)

(0.0741,
0.0847) 0.4657 <0.5 No go

K8
(0.3646,
0.5791,
0.7831)

(−0.3354,
−0.0207,
0.2831)

(−0.1782,
0.1312)

(0.0657,
0.0892) 0.4241 <0.5 No go

K9
(0.4092,
0.6272,
0.8276)

(−0.2909,
0.0273,
0.3276)

(−0.1318,
0.1775)

(0.0886,
0.0658) 0.5736 >0.5 Go

4.2. Comparisons with Past Method

In the past, one scholar used the AHP to measure the quality of knowledge [10].
Therefore, this section compares the proposed fuzzy method with the AHP method. Table 6
shows the results of the comparison. It can be seen from the table that both methods need
to form an expert panel and both need to decide the criteria of knowledge quality. To
measure the weight of criteria, this research invites experts to directly conduct intuitive
fuzzy linguistic assessments while AHP requires a pairwise comparison of criteria. Pairwise
comparisons can easily lead to inconsistent importance. When there are many criteria, the
adjustments can be challenging. Furthermore, for the evaluation of knowledge proposals,
the proposed method asks experts to evaluate the quality of knowledge proposals one
by one according to the criteria, while AHP needs to conduct pairwise evaluation of all
knowledge proposals for each criterion. Relative comparisons, therefore, will produce
inconsistencies. Most importantly, the proposed method directly evaluates the quality
of each knowledge and, thus, obtains absolute knowledge quality while AHP makes an
indirect relative comparison and obtains relative knowledge quality. The problem with the
quality of relative knowledge is that knowledge may not be very useful; in fact, because
other knowledge is worse, it is considered relatively good knowledge, which may not help
the enterprise at all in the long run. Finally, this study has a very clear Go/No checking
threshold. Knowledge above the threshold is qualified knowledge. On the contrary, AHP
has no qualified judgment threshold. Therefore, how to screen out relatively high-quality
knowledge from the comparison results in the end is a difficult task because the relative
ranking of knowledge does not represent the quality of knowledge. Based on the above
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comparison, one can find that the proposed method can indeed measure the knowledge
quality of enterprises more accurately than AHP.

Table 6. Comparisons between the proposed method and AHP.

Method Expert Penal Criteria Weight Knowledge Evaluation Knowledge Quality Go/No Threshold

Proposed v v Linguistic assessment direct absolute v

AHP v v pairwise comparison indirect relative x

5. Conclusions

Knowledge management has been proven to be an effective management method for
enterprises to enhance core capabilities, and one of the important tasks is to screen quality
knowledge into the knowledge repository. Current industrial and academic methods cannot
ensure that quality knowledge is screened out. This study proposes a multi-attribute fuzzy
group decision-making model, which can effectively integrate the opinions of experts into a
knowledge quality fuzziness index and then compare it with the fuzzy threshold set by the
enterprise; finally, it can discover whether the quality of knowledge meets the enterprise
quality threshold. There have been very few studies on measuring knowledge quality
in the literature. The contribution of this study is twofold. First, this study can fill the
academic research gap. Secondly, the systematic method of this study can assist enterprises
to screen out genuine quality knowledge, directly promote the success of knowledge
management, and improve the innovation ability and business performance of enterprises.
The implication of this study to management practice is that the quality of knowledge
proposals is the key to whether an enterprise can promote its competitiveness, and the
correct knowledge evaluation method must be adopted in order to allow the enterprise’s
knowledge repository to accumulate knowledge that can truly enhance core competencies.

Finally, this study uses the triangular fuzzy function to measure the criteria weight
and knowledge quality; however, it cannot be determined whether it is the best choice.
Subsequent research can use other fuzzy membership functions to verify and compare
the results.

Author Contributions: Conceptualization, C.-C.W. Methodology, S.-C.L.; Validation, M.-L.C.;
Supervision, C.-C.T. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: All data used for this research are available in the paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Liu, W.; Wang, Y.; Li, L. Research on the optimal aggregation method of judgment matrices based on spatial steiner-weber point.
J. Syst. Sci. Complex. 2023, 36, 1228–1249. [CrossRef]

2. Ko, A.; Vas, R.; Kovacs, T.; Szabo, I. Knowledge Creation from the perspective of the supply chain, the role of ICT. Soc. Econ. 2019,
41, 311–329.

3. Nonaka, I. A Dynamic Theory of Organizational Knowledge Creation; Institute of Business Research, Hitotsubashi University:
Kunitachi, Japan, 1994; pp. 14–37.

4. Lynn, M.R. Determination and quantification of content validity. Nurs. Res. 1986, 35, 382–386. [CrossRef]
5. Mohajan, H.K. The impact of knowledge management models for the development of organizations. J. Environ. Treat. Tech. 2017,

5, 12–33.
6. Chen, W.; Tan, J.S.H.; Pi, Z. The spiral model of collaborative knowledge improvement: An exploratory study of a networked

collaborative classroom. Int. J. Comput. Support. Collab. Learn. 2021, 16, 7–35. [CrossRef]
7. Spangler, S.C.; Skovira, R.J.; Kohun, F.G. Key factors in a successful knowledge management model. Online J. Appl. Knowl. Manag.

2015, 3, 51–60.
8. Aljuwaiber, A. Communities of practice as an initiative for knowledge sharing in business organizations: A literature review. J.

Knowl. Manag. 2016, 20, 731–748. [CrossRef]

117



Mathematics 2023, 11, 3673

9. Choi, H.J.; Ahn, J.C.; Jung, S.H.; Kim, J.H. Communities of practice and knowledge management systems: Effects on knowledge
management activities and innovation performance. Knowl. Manag. Res. Pract. 2020, 18, 53–68. [CrossRef]

10. Chakrabarti, D.; Arora, M.; Sharma, P. Evaluating knowledge quality in knowledge management systems. J. Stat. Appl. Probab.
2018, 7, 75–84. [CrossRef]

11. Waheed, M.; Kaur, K. Knowledge quality: A review and a revised conceptual model. Inf. Dev. 2016, 32, 271–284. [CrossRef]
12. Arora, M.; Chakrabarti, D. Knowledge Quality Assessment in Knowledge Management Systems. Int. J. Knowl. Manag. Pract.

2014, 2, 1.
13. Xiang, Y.D.; Zhang, P.Z.; Wu, S. Content-based knowledge quality assessment and its application in health management system.

J. Shanghai Jiaotong Univ. 2021, 26, 116–128. [CrossRef]
14. Yoo, D.K.; Vonderembse, M.A.; Ragu-Nathan, T.S. Knowledge quality: Antecedents and consequence in project teams. J. Knowl.

Manag. 2011, 15, 329–343.
15. Leonardo, M.A.; Szczerbicki, E.; Sanín, C. A proposal for a knowledge market based on quantity and quality of knowledge.

Cybern. Syst. 2013, 44, 118–132.
16. Krishnaraj, N. Windows Vista: Why did it fail? TechTalkers, 22 June 2020.
17. Lim, R.A.; Siew Lee, H.A.; Lim, T.M. A Study on Knowledge Quality and Job Performance of Knowledge Workers by Analyzing

Content of Social Network Sites Using Sentiment Network Analysis. Inf. Manag. Bus. Rev. 2013, 5, 525–530.
18. Zhou, X.; Min, M.; Zhang, Z. Research on the social capital, knowledge quality and product innovation performance of

knowledge-intensive firms in China. Front. Psychol. 2022, 13, 946062. [CrossRef] [PubMed]
19. Abdollahbeigi, B.; Salehi, F. Knowledge quality and non-financial performance-A Malaysian experience. Knowl. Process Manag.

2021, 29, 12–22. [CrossRef]
20. Ganguly, A.; Talukdar, A.; Chatterjee, D. Evaluating the role of social capital, tacit knowledge sharing, knowledge quality and

reciprocity in determining innovation capability of an organization. J. Knowl. Manag. 2019, 23, 1105–1135. [CrossRef]
21. Zubielqui, G.; Lindsay, N.; Lindsay, W. Knowledge quality, innovation and firm performance: A study of knowledge transfer in

SMEs. Small Bus. Econ. 2019, 53, 145–164. [CrossRef]
22. Chen, C.T. Extensions of the TOPIS for group decision-making under fuzzy environment. Fuzzy Sets Syst. 2000, 114, 1–9.

[CrossRef]
23. Clement, A.M.; Bharatraj, J. Theory of triangular fuzzy number. In Proceedings of the National Conference on Advanced Trends

in Mathematics, Tamil Nadu, India, 27 March 2017.
24. Sudha, T.; Jayalalitha, G. Fuzzy triangular numbers in—Sierpinski triangle and right-angle triangle. J. Phys. Conf. Ser. 2022, 1597.

[CrossRef]
25. Tamilmani, C. Arithmetic operation of fuzzy numbers using A-cut method. Int. J. Innov. Sci. Eng. Technol. 2015, 2, 299–315.
26. Zhang, G.; Lu, J. An integrated group decision-making method dealing with fuzzy preference for alternatives and individual

judgments for selection criteria. Group Decis. Negot. 2003, 12, 501–515. [CrossRef]
27. Li, H.L.; Yang, J.Q.; Xiang, Z.Q. A fuzzy linguistic multi-criteria decision-making approach to assess emergency suppliers.

Sustainability 2022, 14, 13114. [CrossRef]
28. Kukkurainen, P. Fuzzy logic and Zadeh algebra. Adv. Pure Math. 2017, 7, 350–365. [CrossRef]
29. Efe, B. An integrated fuzzy multi criteria group decision making approach for ERP system selection. Appl. Soft Comput. 2016, 38,

106–117. [CrossRef]
30. Lin, C.; Tan, B.; Hsieh, P.J. Application of the fuzzy weighted average in strategic portfolio management. Decis. Sci. 2005, 36,

489–510. [CrossRef]
31. Pavlacka, O.; Pavlackova, M.; Hetflei, V. Fuzzy weighted average as a fuzzified aggregation operator and its properties. Kybernetika

2017, 53, 137–160. [CrossRef]
32. Pavlacka, O.; Pavlackova, M. On the properties of the fuzzy weighted average of fuzzy numbers with normalized fuzzy weights.

Iran. J. Fuzzy Syst. 2021, 18, 1–17.
33. Wang, R.C.; Chu, S.J. Group decision-making using a fuzzy linguistic approach for evaluating the flexibility in a manufacturing

system. Eur. J. Oper. Res. 2004, 154, 563–572. [CrossRef]
34. Kaushik, M.; Kumar, M. Distance and similarity-based aggregation method in intuitionistic fuzzy fault tree analysis. SSRN 2023.

[CrossRef]
35. Lee, D.H.; Park, D. An efficient algorithm for fuzzy weight average. Fuzzy Sets Syst. 1997, 87, 39–45. [CrossRef]
36. Lee, H.S. Optimal consensus of fuzzy opinions under group decision making environment. Fuzzy Sets Syst. 2002, 132, 303–315.

[CrossRef]
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Abstract: Integrity for crisp graph theory is a well-defined topic. However, the integrity concept
for fuzzy graphs has only recently been defined and extensively researched. However, in m-polar
fuzzy graphs (mPFG), each node as well as edges has m components. So, defining integrity in the
mPF environment needs a new concept. As in the m-polar fuzzy environment, each node and edge
has m components, so we have more flexibility to address the uncertainty rather than fuzzy as well
as other uncertain environments. In this article, we developed a brand-new idea known as node
integrity on mPFG and went in-depth on a few of their related properties. We have thoroughly
covered some of their related properties as well as a brand-new idea called dominating integrity on
mPFG. Different types of integrity on mPFG such as node integrity, dominating integrity, and edge
integrity are discussed thoroughly along with some of its interesting facts have been introduced.
Under isomorphism, their properties have also been studied. We also discussed the interrelation
between them. A new type of mPFG called efficient mPFG which is directly related to dominating
integrity concept has also been introduced. Several facts about efficient mPFG have also been studied
here along with details descriptions. Finally, a real-world mobile network application that is directly
related to the integrity of the mPFG concept has been discussed.

Keywords: m-polar fuzzy graph; node integrity; edge integrity; dominating set; dominating integrity

MSC: 05C72; 03E72

1. Introduction

1.1. Research Background and Related Works

In technical development, fuzzy graph (FG) theory has an important role. The way
of many rule-based expert systems for engineers have been made from FG theory. It is
seen in the maximum time that graph theory is found as an essential part of connectivity in
some fields of geometry, algebra, topology, number theory, computer science, operations
research and optimization. In real life, many problems have been solved using data that
come from different origins or sources. This type of data collection represents multi-polarity.
In this type of polarity, we can not be structured well by the conception of fuzzy models
or bipolar fuzzy models. For example, if we consider a mobile networking model which
assures minimum installations of towers to cover the whole area so that no loss of signal
throughout the area. For this, we assign the node membership value (MV) based on the
situation of the mobile towers as (maximum capacity of a tower unit, distance covered
for signaling systems, and material used for installation of a mobile tower). In nature,
these terms are uncertain. To represent this situation, we need to use the 3-polar fuzzy

Mathematics 2023, 11, 1398. https://doi.org/10.3390/math11061398 https://www.mdpi.com/journal/mathematics120



Mathematics 2023, 11, 1398

model. Using a fuzzy model or an intuitionistic fuzzy model, or a bipolar fuzzy model, this
situation can not be handled.

To address uncertainty and fuzziness, Zadeh [1] introduced fuzzy sets. From that
point forward, the hypothesis of fuzzy sets has become a space of exploration in different
orders. In 1994, Zhang [2,3] expanded the thought of fuzzy sets to bipolar fuzzy sets, which
have numerous applications in mathematical speculations just as real-life problems. The
set concept in a m-dimension fuzzy environment was then introduced by Chen et al. [4] as
an extension of bipolar fuzzy sets. Utilizing Zadeh’s procedure, Kauffman [5] fostered an
incredible strategy of fuzzy graph theory in 1973. After that, Rosenfeld [6] gave another
explained idea of a fuzzy graph. Several concepts on fuzzy graphs have been investigated
on [7–11]. In 2014, the influential thought of the m-PFS was proposed by Chen et al. [4],
which is an augmentation of bipolar fuzzy sets to manage these sorts of properties of
algebraic and graphical models. Some basic properties on mPFG has been inspected by
Ghorai and Pal [12,13]. Different properties of graphs under m-polar fuzzy environment
have been studied by Akram et al. [14–16]. The conception of domination integrity and
efficient FG was initiated by Mariappan et al. [17]. The conception of Concept of integrity
as well as its value of FGs was introduced by Saravanana et al. [18]. They also developed a
study on regular FGs and the integrity of FG [19]. Next, Mahapatra et al. [20,21] presented
coloring on different uncertainty environments.

In real life, many problems have been solved using data that come from different
origins or sources. This type of data collection represents multi-polarity. In this type of
polarity, we can not be structured well by the conception of fuzzy models or bipolar fuzzy
models. For example, we consider a mobile networking model which assures minimum
installations of the tower to cover the whole area so that no loss of signal throughout
the area. For this, we assign the node membership value (MV) based on the situation of
the mobile towers as (maximum capacity of a tower unit, distance covered for signaling
systems, and material used for installation of the mobile tower). In nature, these terms
are uncertain. To represent this situation, we need to use the 3-polar fuzzy model. Using
a fuzzy model or an intuitionistic fuzzy model, or a bipolar fuzzy model, this situation
can not be handled. Thus, the integrity concept on FGs is not appropriate for operation in
these kinds of situations. To overcome this situation, we are interested in working using
the concepts of integrity concept in a m-polar fuzzy environment. Anyone can analyze the
MVs in a multi-polar fuzzy environment in a certain way. Since in our consideration, we
consider three components for each node as well as edges, therefore we can not handle
this type of situation using a fuzzy model as there is a single component for this concept.
Again, we can not apply a bipolar or intuitionistic fuzzy graph model as each edge or node
have just two components. Thus, these mPFG models give more efficient fuzziness results
than another fuzzy model. Furthermore, it is very interesting to develop and analyze such
types of mPFGs with examples and related theorems. These definitions and theorems are
definitely improving the existing concepts of mPFGs and are more reliable for solving any
complicated real-life problem.

1.2. Contribution of This Study

The formation of this article is as follows: Section 2 mentions some useful concepts
which are essential for this article. In Section 3, we have defined the different types of
integrity on mPFG and provided some theorems on their aspect. In Section 3.1, Node
integrity on mPFG is a brand-new idea that we have introduced along with some of
its related properties. In Section 3.2, We have thoroughly covered some of their related
properties as well as a brand-new idea called dominating integrity on mPFG. Here, we also
investigated some relations between dominating integrity and node integrity. In Section 3.3,
we have introduced a new concept called node integrity on mPFG and also discussed some
of their related properties thoroughly. We investigated some features based on the above
conception. In Section 4, we have discussed new types of mPFG called efficient mPFG
along with its details description. In Section 5, we have discussed an application based
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on a mobile networking problem. In Section 7, we have discussed the advantages and
limitations of the proposed model. Finally, the conclusion of the study has been presented
in Section 8.

2. Preliminaries

Here, we briefly call again some definitions connected to mPFG, such as complete
mPFG, strong mPFG, and path in mPFG.

Throughout this article pi : [0, 1]m → [0, 1] indicated ith material of projection mapping.
Furthermore, i = 1(1)m indicates that i = 1, 2, . . . , m.

Definition 1 ([13]). An mPFG Γ = (Ã, σ, μ) having underlying crisp graph (UCG) Γ∗ = (Ã, B̃),

where σ : Ã → [0, 1]m and μ : ˜̃A × Ã → [0, 1]m indicate an mPFS of Ã and ˜̃A × Ã, respectively,
and which follows the relation such that for all i = 1(1)m, pi ◦ μ(b, c) ≤ {pi ◦ σ(b) ∧ pi ◦ σ(c)}
for all (b, c) ∈ ˜̃A × Ã as well as μ(b, c) = 0 for all (b, c) ∈ (˜̃A × Ã − B̃).

Definition 2 ([22]). Γ = (V, σ, μ) is conferred as complete mPFG provided pi ◦ μ(b, d) =
{pi ◦ σ(b) ∧ pi ◦ σ(d)}, i = 1(1)m, ∀b, d ∈ V.

Definition 3 ([13]). Γ = (V, σ, μ) is conferred as a mPF strong graph if

pi ◦ μ(b, d) = {pi ◦ σ(b) ∧ pi ◦ σ(d)},

i = 1(1)m, ∀(b, d) ∈ E.

Definition 4 ([15]). Let Γ = (V, σ, μ) is an mPFG as well as P : b1, b2, . . . , bk be a path in
G. S(P) indicates the strength of P, defined as S(P) = ( min

1≤i<j≤k
p1 ◦ μ(bi, bj), min

1≤i<j≤k
p2 ◦

μ(bi, bj), . . . , min
1≤i<j≤k

pm ◦ μ(bi, bj)) = (μn
1 (bi, bj), μn

2 (bi, bj), . . . , μn
m(bi, bj)).

The strength of connectedness (SC) of the path in between b1 and bk is given in the fol-
lowing way: CONNG(b1, bk) = (p1 ◦ μ(bi, bj)

∞, p2 ◦ μ(bi, bj)
∞, . . . , pm ◦ μ(bi, bj)

∞), where
(pi ◦ μ(bi, bj)

∞) = max
n∈N

(μn
i (bi, bj)).

Definition 5 ([20]). An edge (b, d), b, d ∈ V is regarded as independently strong for an mPFG
Γ = (V, σ, μ) if 1

2{pi ◦ σ(b) ∧ pi ◦ σ(d)} ≤ pi ◦ μ(b, d), i = 1(1)m. It is considered weak
independently if not. In order to determine how strong the edge (b, d) is,

pi ◦ I(b, d) =
pi ◦ μ(b, d)

pi ◦ σ(b) ∧ pi ◦ σ(d)
, i = 1(1)m.

Definition 6 ([22]). Consider Γ and Γ′ be two mPFGs of the UCG Γ∗ = (Ã, B̃) and Γ′∗ =
(Ã′, B̃′), respectively. A bijective mapping is an isomorphism between Γ and Γ is f : Ã → Ã′
which satisfies

pi ◦ σ(t) = pi ◦ σ′( f (t)) and pi ◦ μ(t, u) = pi ◦ μ′( f (t), f (u))

∀t, u ∈ Ã and every i = 1(1)m. Then Γ is called to be isomorphic with Γ′.

3. Differents Types of Integrity on m-Polar Fuzzy Graph

Here, we will discuss a new concept of mPFGs such as node integrity, edge integrity,
and dominating integrity such that they fulfill a specific criterion on the node set or edge
set or dominating set (DS).
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3.1. Node Integrity on m-Polar Fuzzy Graph

In this subsection, we will discuss a new idea of mPFGs node integrity such that they
fulfill a specific criterion on the node set.

Definition 7. Let Γ be an mPFG having UGC Γ∗ = (V, E). Suppose A ⊂ V is the set of node
bumps whose omission disconnects Γ∗. Now, pi ◦ m(Γ − A) indicates the set of the order of the
topmost element in the graph V − A. Then the node integrity of Γ is indicated by Ĩ(Γ) and is
conferred by pi ◦ Ĩ(Γ) = min

A⊂V
{pi ◦ |A|+ pi ◦ m(Γ − A)}, ∀i = 1(1)m.

Example 1. Let Γ be a 3PFG displayed in Figure 1. The set of nodes V = {a, b, c, d} such
that σ(a) = (0.5, 0.4, 0.3), σ(b) = (0.3, 0.3, 0.4), σ(c) = (0.3, 0.5, 0.2), σ(d) = (0.6, 0.5, 0.2)
with μ(a, b) = (0.1, 0.1, 0.05), μ(b, c) = (0.3, 0.3, 0.2), μ(c, d) = (0.3, 0.5, 0.2), μ(d, a) =
(0.5, 0.4, 0.2), μ(b, d) = (0.3, 0.3, 0.2).

The node integrity value in 3PFG Γ, shown in Figure 1 is ĨV(Γ) = (1.4, 1.3, 0.9) and integrity
set ĨV of Γ is {b, d} which disconnects the graph Γ.

Figure 1. Node integrity of 3PFG Γ.

Theorem 1. Let P be an mPF subgraph of Γ. Then Ĩ(P) ≤ Ĩ(Γ).

Proof. Assume P is a full mPF subgraph of Γ. Then there is a node, let us say a, of P that
has a lower MV than the MV of Γ; otherwise, P has fewer nodes than Γ. Consequently
|P| < |Γ|. However, for any mPFG P, Ĩ(P) ≤ |P| < |Γ|. Let an integrity set A of P be such
that Ĩ(Γ) ≤ Ĩ(P). As a result, pi ◦ Ĩ(P) = {pi ◦ |A|+ pi ◦ m(P − A)}, for all i = 1(1)m. As
a result, pi ◦ Ĩ(P)− {pi ◦ |A| ≥ pi ◦ m(P − A)}, for all i = 1(1)m. If A is also an integrity
set of Γ, then pi ◦ m(P − A) ≤ pi ◦ m(Γ − A), for all i = 1(1)m, which is not feasible, as P is
subset of Γ. If A is without integrity set of Γ then pi ◦ Ĩ(Γ)− pi ◦ |A| ≤ pi ◦ m(Γ − A), for
all i = 1(1)m, which is a contradictory. Hence, the theorem.

Theorem 2. Node integrity is invariant under isomorphism between two mPFG.

Proof. Let Γ1 and Γ2 be two mPFG and φ : Γ1 → Γ2 be the isomorphism, that is, ∀i = 1(1)m.
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1. pi ◦ σ1(b) = pi ◦ σ2(φ(b)), ∀a ∈ V1.

2. pi ◦ μ1(b, d) = pi ◦ μ2(φ(b), φ(d)), ∀(b, d) ∈ Ṽ1 × V1.

Suppose, A1 be set in Γ1 such that pi ◦ Ĩ(Γ1) = min
A1⊂V

{pi ◦ |A1| + pi ◦ m(G − A1)}.

Since Γ1 and Γ2 are isomorphic therefore from Equations (i) and (ii) its preserves the node
and edge MVs. Hence, clearly pi ◦ Ĩ(Γ2) = min

φ(A1)⊂V
{pi ◦ |φ(A1)| + pi ◦ m(Γ2 − φ(A1))}

holds for φ(A1). Therefore, Γ2 is also a node integrity.

Theorem 3. Node integrity of a complete mPFG is its order.

Proof. Let Γ be the full mPFG. Every node is then adjacent to the rest of the remaining
nodes. Removing any number of p nodes from Γ yields a single component graph with
many n − p nodes. Therefore, for each subset A, the value of {pi ◦ |A|+ pi ◦ m(Γ − A)},
∀i = 1(1)m remains fixed as well as equals to the total MV of the node. Thus, the node
integrity of Γ is the same as the order of Γ.

Theorem 4. An integrity of a star mPFG K1,n is equal to the maxpi ◦ σ(a) + pi ◦ σ(c), for each
i = 1(1)m and (a, c) ∈ E.

Proof. Each edge of Γ is connected to an intermediate node on the star diagram. So remov-
ing this intermediate node leaves all other nodes isolated. So, according to Theorem 3, the
maximum value of the remaining nodes MV defines the maximum degree of the remaining
graph. Summing this with the MVs of the intermediate nodes gives the completeness of the
star graph K1,n. Since this central node is linked to this node, it is defined as the integrity of
the star graph K1,n is equal to the maxpi ◦ σ(a) + pi ◦ σ(d), ∀i = 1(1)m and (a, d) ∈ E.

3.2. Dominating Integrity on m-Polar Fuzzy Graph

In this section, we’ll talk about a novel notion of mPFGs dominating integrity by
meeting a particular DS criterion.

Definition 8. Let us assume that Γ be an mPFG having UGC Γ∗ = (V, E). Assume that A ⊂ V is
a DS. The set of the largest component’s order in the graph Γ − A is now indicated by the expression
m(Γ − A). Then the dominating integrity (DI) of Γ is indicated by D̃I(Γ) and is conferred by
pi ◦ D̃I(Γ) = min

A⊂V
{pi ◦ |A|+ pi ◦ m(Γ − A)}, ∀i = 1(1)m.

Definition 9. If every node in V − A has at least one strong nbd in A, then the set A is said to be
the DS of an mPFG Γ. The minimal cardinality of such a DS is the dominance number of Γ denoted
by γ(Γ), and such a set is called minimal dominance.

Definition 10. Any subset of A of V(Γ) that is an integrity set Ĩ-set of Γ if pi ◦ D̃I(Γ) =
{pi ◦ |A|+ pi ◦ m(Γ − A)}, ∀i = 1(1)m.

Example 2. Let Γ be a 3PFG depcited in Figure 2. The set of nodes V = {a, b, c, d} such that
σ(a) = (0.5, 0.4, 0.3), σ(b) = (0.3, 0.3, 0.4), σ(c) = (0.3, 0.5, 0.2), σ(d) = (0.6, 0.5, 0.2) with
μ(a, b) = (0.1, 0.1, 0.05), μ(b, c) = (0.3, 0.3, 0.2), μ(c, d) = (0.3, 0.5, 0.2),
μ(d, a) = (0.5, 0.4, 0.2), μ(b, d) = (0.3, 0.3, 0.2).

Clearly, the arcs (a, d), (b, d), (b, c) and (c, d) are strong. The DS A, Γ − A, m(Γ − A), |A|
and |A|+ m(Γ − A) all are given in Table 1.

From Table 1, we see that min(|A|+ m(Γ − A)) = (1.4, 1.3, 0.9), which corresponds to the
domination set {b, d}. As a result, {b, d} is the minimal DI set of 3PFG Γ.
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Figure 2. Domination integrity of 3PFG Γ.

Table 1. Domination integrity of 3PFG Γ.

A Γ − A m(Γ − A) |A| |A|+ m(Γ − A)

{d} a − b − c (1.1, 1.2, 0.9) (0.6, 0.5, 0.2) (1.7, 1.7, 1.1)

{a, b} d − c (0.9, 1, 0.4) (0.8, 0.7, 0.7) (1.7, 1.7, 1.1)

{a, c} d − b (0.9, 0.8, 0.6) (0.8, 0.9, 0.5) (1.7, 1.7, 1.1)

{a, d} b − c (0.6, 0.8, 0.6) (1.1, 0.9, 0.5) (1.7, 1.7, 1.1)

{c, d} b − a (0.8, 0.7, 0.7) (0.9, 1, 0.4) (1.7, 1.7, 1.1)

{b, d} {a}, {c} (0.5, 0.5, 0.3) (0.9, 0.8, 0.6) (1.4, 1.3, 0.9)

{a, b, c} {d} (0.6, 0.5, 0.2) (1.1, 1.2, 0.9) (1.7, 1.7, 1.1)

{a, c, d} {b} (0.3, 0.3, 0.4) (1.4, 1.4, 0.7) (1.7, 1.7, 1.1)

{b, c, d} {a} (0.5, 0.4, 0.3) (1.2, 1.3, 0.8) (1.7, 1.7, 1.1)

{a, b, d} {c} (0.3, 0.5, 0.2) (1.4, 1.2, 0.9) (1.7, 1.7, 1.1)

{a, b, c, d} φ (0, 0, 0) (1.7, 1.7, 1.1) (1.7, 1.7, 1.1)

Theorem 5. For any mPFG G, pi ◦ γ(G) ≤ pi ◦ D̃I(G), for i = 1(1)m.

Proof. Only the cardinality of DS affects the dominance of mPFG. The dominance number,
on the other hand, is influenced by DS A and the greatest order of the corresponding
components, G − S. From this pi ◦ γ(G) ≤ pi ◦ D̃I(G), for i = 1(1)m. Equality holds
for the mPFG with isolated nodes only. Equality applies only to mPFG with isolated
nodes. The entire set of nodes is the only DS in graphs with isolated nodes. For this set
pi ◦ m(G∗ − A) = 0, for i = 1(1)m.

Remark 1. The integrity of G is equal to the maximum MV of G nodes if an mPFG G is null.

Theorem 6. DI is invariant under isomorphism between two mPFG.
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Proof. Let Γ1 and Γ2 be two mPFG and φ : Γ1 → Γ2 be the isomorphism, that is, ∀i = 1(1)m

1. pi ◦ σ1(b) = pi ◦ σ2(φ(b)), ∀a ∈ V1.

2. pi ◦ μ1(b, d) = pi ◦ μ2(φ(b), φ(d)), ∀(b, d) ∈ Ṽ1 × V1.

Suppose, A1 be a DS in Γ1 such that pi ◦ D̃I(Γ1) = min
A1⊂V

{pi ◦ |A1|+ pi ◦ m(Γ1 − A1)}.

Since Γ1 and Γ2 are isomorphic therefore from Equations (i) and (ii) its preserves the node
and edge MVs. Hence, clearly pi ◦ D̃I(Γ2) = min

φ(A1)⊂V
{pi ◦ |φ(A1)|+ pi ◦ m(Γ1 − φ(A1))}

holds for φ(A1). Therefore, Γ2 is also a DI.

Theorem 7. Let Γ be an mPFG. pi ◦ D̃I(Γ) = t, for i = 1(1)m iff Γ is either complete mPFG or
Γ̄, where (t, t, . . . , t) is the order of the mPFG.

Proof. Let Γ be the complete mPFG. Any dominating subset V of Γ, and all that is left of
the graph is a single component made up of all the remaining nodes. As a result, the DI of
Γ is only the order of Γ. Assume that the entire mPFG is complemented by Γ. Then, the
graph with a set of isolated nodes is indicated as G. Thus, N(a) = φ; for all a ∈ V. The
total node set is the only DS of Γ. For this DS A, is pi ◦ m(Γ − A) = 0, for i = 1(1)m. DI of Γ
is therefore nothing more than Γ order. Thus, the only DS is V. As a result, pi ◦ D̃I(Γ) = t,
for i = 1(1)m.

Consider, however, that A is the DS of Γ and that the order of Γ is the DI number.
Since the sum of the MV of A as well as m(Γ − A) is not greater than the order of Γ, if
Γ − A has more than one connected component, then Γ − A must only have one connected
component. This holds for all DS, but especially for any set of singletons. Given that this
singleton node set controls all of Γ’s other nodes, it is possible that Γ is a full mPFG.

Theorem 8. Let Γ be a complete bi-partiated mPFG K{σ1, σ2}. Then

pi ◦ D̃I(Γ) = min{pi ◦ |V1|+ pi ◦ max|σ2|, pi ◦ |V2|+ pi ◦ max|σ1|},

where V = V1 ∪ V2.

Proof. Since Γ is a bi-partiated mPFG, therefore its node set can be partitioned into V1, V2.
Suppose Γ1 and Γ2. Let A be a DS in Γ. Then three cases may arise which are discussed as
follows:

Case 1: Suppose A ∈ V1. The collection of all isolated nodes in V2 is then called (Γ − A).
Hence, pi ◦ m(Γ − A) = pi ◦ max|σ2(V2)|.
Case 2: Suppose A ∈ V2. The collection of all isolated nodes in V1 is then called (Γ − A).
Hence, pi ◦ m(Γ − A) = pi ◦ max|σ1(V1)|.
Case 3: If A is a DS with a node from V1 and the remainder from V2, Γ − A will still be
the only connected component. With one node from V1 and the remaining nodes from V2,
we can disregard the DS A by taking into account the minimum value for the three DSs
mentioned above.

Combining all these cases we get

pi ◦ D̃I(Γ) = min{pi ◦ |V1|+ pi ◦ max|σ2|, pi ◦ |V2|+ pi ◦ max|σ1|},

where V = V1 ∪ V2 .

Theorem 9. Assume that Γ is a strong mPFG and that Γ̄ is Γs complement. When Γ and Γ̄ are
united, the node integrity of the union equals the order of the complete mPFG on Γ.

Proof. As Γ is a strong mPFG, according to the Definition of complement of mPFG, Γ̄ also
qualifies as a strong mPFG. Each node in the resulting graph is next to every other node
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and has an edge MV that is lower than the MVs of its neighbors. As a result, we know that
the order of the mPFG determines the integrity of the mPFG produced by the union of Γ
and its complement. As a result, the order of the entire mPFG form in Γ is the integrity of
the union of Γ and its complement.

3.3. Edge Integrity on m-Polar Fuzzy Graph

In this subsection, we will discuss a new idea of mPFGs edge integrity such that they
fulfill a specific criterion on the edge set.

Definition 11. Let us assume that Γ is a mPFG with UGC Γ∗ = (V, E). Assume that A ⊂ E is
an edge set that, if removed, would render Γ∗ as disconnected. The set of the order of the largest
component in the graph Γ − A is now indicated by pi ◦ m(Γ − A). Then the edge integrity of Γ is
indicated by ĨE(Γ) and granted by pi ◦ ĨE(Γ) = min

A⊂E
{pi ◦ |A|+ pi ◦ m(Γ − A)}, ∀i = 1(1)m.

Example 3. Let Γ be a 3PFG depicted in Figure 3. The nodes sets V = {a, b, c, d} such that σ(a) =
(0.2, 0.5, 0.3), σ(b) = (0.6, 0.4, 0.2), σ(c) = (0.5, 0.3, 0.2), σ(d) = (0.2, 0.3, 0.2) with μ(a, b) =
(0.2, 0.4, 0.1), μ(b, c) = (0.5, 0.3, 0.2), μ(c, d) = (0.2, 0.3, 0.2), μ(d, a) = (0.1, 0.2, 0.2),
μ(a, c) = (0.2, 0.3, 0.2).

Let B1 = {(a, d), (a, c), (b, c)} and B2 = {(d, c), (a, c), (a, b)} be two subsets of edge set
of G which disconnect the graph G. Now, |B1| = (0.8, 0.8, 0.6), |B2| = (0.6, 1, 0.5), m(G −
B1) = (0.2, 0.4, 0.2) and m(G − B2) = (0.5, 0.3, 0.2). For the set B1, the edge integrity of G is
ĨB1(G) = (1, 1.2, 0.8) and for B2 is ĨB2(G) = (1.1, 1.3, 0.7). Thus, the edge integrity value of
the 3PFG G is ĨE(G) = (1, 1.2, 0.7) and the integrity sets are B1 = {(a, d), (a, c), (b, c)} and
B2 = {(d, c), (a, c), (a, b)}.

Figure 3. Edge integrity of 3PFG Γ.

Theorem 10. Let Γ be a complete mPFG. max{pi ◦ σ(v)} ∀vs. ∈ V is the edge integrity of
complement of the complete mPFG, ∀vs. ∈ V.

Proof. Complement of complete mPFGs is, obviously, a mPFG without edges. As a result,
Γ̄ = (V, σ̄, μ̄) is a set of nodes without edges. Maximum node MV in Γ̄ = (V, σ̄, μ̄)
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determines the edge integrity of this graph. Thus, for all ˜IE(Γ) = max{pi ◦ σ(v)}, v ∈
V.

Theorem 11. The edge integrity of a complete mPFG is its order.

Proof. Let Γ be the full mPFG. Each node is then connected to the rest of the other nodes.
Removing any number of p nodes from Γ yields a single component graph with many n− p
nodes. Therefore, for each subset A, the value of {pi ◦ |A|+ pi ◦ m(Γ − A)}, ∀i = 1(1)m
remains fixed as well as equals to the total value of node MV. As a result, the order of Γ is
equal to the edge integrity of Γ.

Theorem 12. Let us have a strong mPFG Γ. Order of the entire mPFG formed in Γ is the edge
integrity of the union of Γ as well as Γ̄.

Proof. The union of Γ and Γ̄ is understood to be a complete mPFG. Theorem 11 establishes
the order of the edge integrity of the entire mPFG. As a result, the edge integrity of the
union of Γ as well as Γ̄ depends on the order of the entire mPFG created in Γ.

4. Efficient m-Polar Fuzzy Graph

Each UCG is undeniably a member of a unique class of mPFG. A mPFG becomes a
crisp graph if the σ and μ values are the same for each node and edge. The possibility of
the DSs of the mPFG and the UCG being identical is an intriguing discovery. We create the
effective mPFG class of mPFGs as a result.

Definition 12. An efficient mPFG is an mPFG that shares equal DS as its crisp graph, other
than V.

Example 4. Assume that Γ is the 3PFG depicted in Figure 4. The collection of nodes is V =
{a, b, c} where σ(a) = (0.3, 0.5, 0.4), σ(b) = (0.2, 0.3, 0.5), σ(c) = (0.6, 0.5, 0.3) with μ(a, b) =
(0.2, 0.2, 0.3), μ(b, c) = (0.2, 0.3, 0.3), μ(c, a) = (0.3, 0.5, 0.2).

Each arc of Γ is strong. There is no doubt that the sets {a}, {b}, {c}, {a, b}, {b, c}, {c, a}
are the domination sets of Γ∗. Now, NA(a) = {b, c}, NA(b) = {c, a}, NA(c) = {a, b},
NA({a, b}) = {c}, NA({b, c}) = {a}, NA({c, a}) = {b}, which are also the DSs of Γ. Therefore
the DSs of Γ∗ and Γ are the same. Hence Γ is an efficient 3PFG.

Figure 4. Efficient 3PFG Γ.

Remark 2. If we take the arc (a, b) in Figure 4 which is not strong, then the set {a} and {b} can
not dominate the whole graph Γ. So {a} and {b} are not DS s of Γ but they are also DS s of Γ∗. In
this case, Γ is not an efficient 3PFG.

Theorem 13. Every complete mPFG is an efficient mPFG.
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Proof. Every node set in a complete graph is a DS of Γ. Every edge in the given mPFG Γ is
a strong arc since it is a complete mPFG. The edge and node sets of Γ and Γ∗ are identical.
As a result, they share a DS. Therefore, each complete mPFG is an efficient mPFG.

Theorem 14. Every mPFG with a constant μ value is a mPFG that works effectively.

Proof. According to the idea of a strong arc, arcs are β strong if all of their MV same. All of
the arcs are strengthened as a result. Therefore, both the crisp graph and the mPFG graph
have the same closed nbd set for each node. As a result of Γ and Γ∗ sharing the same DS, Γ
is an efficient mPFG.

Theorem 15. Let Γ be a mPFG having UCG as a path Pn. Then it is efficient.

Proof. Since Γ is an mPFG having UCG a path. Therefore we get two cases:-
Case 1: Every arc is an effective arc Hence, Γ and UCG Γ∗ share equal node sets and edge
sets. Therefore, they contain equal DS. Hence, Γ is an efficient mPFG.
Case 2: Let us say all the arcs are ineffective. Here, we need to demonstrate that all
non-efficient arcs must also be strong arcs. In Pn, there is unquestionably one and only
one path connecting any two nodes. The graph becomes disconnected when an edge is
removed. Therefore, between adjacent nodes, the SC will decrease. Therefore, the edge
needs to be strong. Therefore, the strong arcs in Pn are the ineffective arcs. As a result, Γ is
an effective graph.

5. Application

The mPFG is a key mathematical framework for visualizing interconnected real-world
phenomena, where nodes and edges are represented by mPF information. In this section,
we have illustrated a mobile network installation issue using the idea of integrity on mPFG.

5.1. Model Construction

Suppose you need to cover a group of villages on your mobile phone Telephone
network tower. Let us say every village has at least one tower. The graph theory problem
looks like this: Every village is a landmark. Villages are connected by edges if the tower
installed in the village is close by. Now the issue is identifying the dominant group.
However, we cannot guarantee that the best models are produced by a dominant set.
Everyone is at risk of network failure during a natural disaster. You will need to cover the
biggest area, even if some of the towers fail. As a result, network providers need to think
about their networks. A team that covers the most ground. As a graph consistency, this
idea came into existence. Both honesty and dominance are taken into consideration by
the new parameters. The advantage of the integrity set (set of towers) is that it ensures
complete coverage and a more stable network with the widest possible coverage area. The
situation with multiple towers in real time

Here, we use the seven villages a, b, c, d, e, f , g as the installation nodes for mobile
towers. If the mobile network covers the signal from the closest mobile towers, there will be
an edge between two nodes. To solve the allocation issue in this case, dominating integrity
in 3PFG G = (V, σ, μ) is used. Three factors are taken into account when calculating the
node MVs. Those criteria are as follows: {maximum capacity of a tower unit, distance
covered for signaling systems, material used for installation of mobile tower}. Three factors
are taken into account when calculating the edge MV. These are listed below: {signal
strength between two towers, internet speed, hazards occurrence due to unavoidable
circumstances}. The 3PFG model is displayed in Figure 5.
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Figure 5. Domination integrity of 3PFG G.

5.2. Illustration of Membership Value

Clearly, the arcs (e, g), (g, d), (e, d), (b, c), (d, c), (e, f ) and (a, e) are strong arcs. The DS
A, G − A, m(G − A), |A| and |A|+ m(G − A) all are given in Table 2.

Table 2. Model 3PF domination integrity graph G.

A G − A m(G − A) |A| |A|+ m(G − A)

{e, b, d} a − f − g, {c} (1.1, 1, 1.1) (1.4, 1.5, 1.1) (2.5, 2.5, 2.2)

{e, d, c} f − a − g − b (1.6, 1.4, 1.4) (1.5, 1.3, 1.1) (3.1, 2.7, 2.5)

{e, g, b} a − f , d − c (1.3, 0.7, 0.7) (0.7, 1, 0.7) (2, 1.7, 1.4)

{e, g, c} f − a − b − d (1.7, 1.5, 1.3) (1.4, 1.2, 1.2) (3.1, 2.7, 2.3)

{a, b, g, f } e − d − c (1.5, 1.3, 1.1) (1.6, 1.4, 1.4) (3.1, 2.7, 2.5)

{ f , e, g, b} {a}, d − c (1.3, 0.7, 0.7) (1.6, 1.6, 1.5) (2.9, 2.3, 2.2)

{a, g, e, c} b − d, { f } (1.2, 0.9, 0.7) (1.6, 1.6, 1.5) (2.8, 2.5, 2.2)

{ f , e, d, c} a − g − b (1.3, 1, 0.7) (1.8, 1.5, 1.4) (3.1, 2.5, 2.1)

{ f , a, b, c} e − g − d (1.5, 1.5, 1.3) (1.6, 1.2, 1.2) (3.1, 2.7, 2.5)

{a, c, d, e} b − g, { f } (1.1, 0.8, 0.8) (1.7, 1.7, 1.4) (2.8, 2.5, 2.2)

{b, c, d, e} f − a − g (1.1, 1, 1.1) (2, 1.7, 1.4) (3.1, 2.7, 2.5)

{b, d, e, f } a − g, {c} (0.8, 0.8, 0.8) (1.7, 1.7, 1.4) (2.5, 2.5, 2.2)

{a, b, c, d, e} { f }, {g} (0.6, 0.4, 0.5) (2.2, 2.1, 1.7) (2.8, 2.5, 2.3)

{a, c, d, e, f } b − g (1.1, 0.8, 0.8) (2, 1.9, 1.7) (3.1, 2.7, 2.5)

{a, d, e, f , g} b − c (1.1, 0.6, 0.6) (2, 2.1, 1.9) (3.1, 2.7, 2.5)

{b, c, d, e, f } a − g (0.8, 0.8, 0.8) (2.3, 1.9, 1.7) (3.1, 2.7, 2.5)

{b, d, e, f , g} {a}, {c} (0.6, 0.4, 0.3) (2.3, 2.1, 1.9) (2.9, 2.5, 2.2)

{c, d, e, f , g} a − b (0.7, 0.8, 0.6) (2.4, 1.9, 1.9) (3.1, 2.7, 2.5)

{a, b, c, d, e, f } {g} (0.6, 0.4, 0.5) (2.5, 2.3, 2) (3.1, 2.7, 2.5)

{a, c, d, e, f , g} {b} (0.5, 0.4, 0.3) (2.4, 2.3, 2.2) (2.9, 2.7, 2.5)

{b, c, d, e, f , g} {a} (0.2, 0.4, 0.3) (2.7, 2.3, 2.2) (2.9, 2.7, 2.5)

V φ (0, 0, 0) (2.9, 2.7, 2.5) (2.9, 2.7, 2.5)

5.3. Decision Making

From Table 2, we see that min(|A|+ m(G − A)) = (2, 1.7, 1.4), which corresponds to
the domination set {e, g, b}. Hence {e, g, b} is the minimal dominating integrity set of 3PFG
G. As a result, these sets are trustworthy and dominant in the network. The way the tower
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was constructed. Compared to other nodes, these nodes offer better protection even during
natural disasters.

Through the discussion above, we can conclude that dominating integrity on mPFG
actually plays a significant role in this kind of allocation problem. Furthermore, we ac-
knowledge that in the allocation problem, dominating integrity on mPFG is more applicable
than dominating integrity on FG.

6. Comparative Study

At first Saravanan et al. [19] introduced an integrity idea for fuzzy graph theory. Next,
Mariappan et al. [17] studied the integrity concept and its value in fuzzy graphs. Mariappan
et al. [18] then also discussed dominating integrity and efficient fuzzy graph concept. So,
all the results discussed earlier are not applicable when the model is considered in another
environment like in m-polar fuzzy sets. If we consider a mobile networking model which
assures minimum installations of towers to cover the whole area so that no loss of signal
throughout the area. For this, we assign the node membership value (MV) based on the
situation of the mobile towers as (maximum capacity of a tower unit, distance covered
for signaling systems, and material used for installation of the mobile tower). In nature,
these terms are uncertain. To represent this situation, we need to use the 3-polar fuzzy
model. Using a fuzzy model or an intuitionistic fuzzy model, or a bipolar fuzzy model,
this situation can not be handled. Thus, the integrity concept of FGs is not appropriate
for operating in these kinds of situations. To overcome this situation, we are interested in
working using the concepts of integrity concept in a m-polar fuzzy environment. This is
why the proposed model in this paper plays a significant role in such situations to give
better results.

7. Advantages and Limitations of the Proposed Work

Some of the advantages of the proposed are as follows:

1. This work mainly depends on m-polar fuzzy logic network system.
2. Many important definitions and theorems are presented in this study which is very

useful.
3. A real application of m-polar fuzzy integrity is presented on a resource power control-

ling system.

Some of the limitations of this study are given as follows:

1. This work mainly focuses on m-polar fuzzy graph.
2. If the membership value of the characters is given in different interval-valued m-polar

fuzzy environment, then m-polar fuzzy integrity graph cannot be used.
3. This type of proposed work mains used in control systems.

8. Conclusions

In this article, we developed a brand-new idea known as node integrity on mPFG and
went in-depth on a few of their related properties. We have thoroughly covered some of
their related properties as well as a brand-new idea called dominating integrity on mPFG.
Here, we also investigated some relations between dominating integrity and node integrity.
We investigated some features based on the above conception. We studied a new type
of mPFG called efficient mPFG along with its details description. A new type of mPFG
called efficient mPFG which is directly related to dominating integrity concept has also
been introduced. Several facts about efficient mPFG have also been studied here. Finally, a
real-world mobile network application that is directly related to the integrity of the mPFG
concept has been discussed. We will extend our research work on a more generalized mPFG
concept.
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Abstract: As a part of the food industry, the dairy industry is one of the most important sectors
of the process industry, keeping in mind the number of employees in that sector, the share in the
total industrial production, and the overall value added. Many strategies have been developed over
time to satisfy customer needs and assess customer satisfaction. This paper proposes an innovative
model based on adaptive neuro-fuzzy inference system (ANFIS) and elements of the ACSI (American
customer satisfaction index) for assessing and monitoring the level of customer satisfaction in a dairy
manufacturing company where there are no large seasonal variations. In terms of an innovative
approach, the base of fuzzy logic rules is determined by applying the fuzzy Delphi technique for the
application of the ANFIS algorithm and assessment of customer satisfaction. The verification of the
model is delivered by testing a real sample from a company of the dairy industry. As decisions on the
strategic company level may be impacted by customer satisfaction, the company management should
choose the most precise methodology for customer satisfaction assessment. The results are compared
with other methods in terms of mean absolute deviation (MAD), mean squared error (MSE), and
mean absolute percentage error (MAPE). Results show that ANFIS outperformed other methods
used for assessing the level of customer satisfaction, such as case-based reasoning and multiple
linear regression.

Keywords: customer satisfaction; fuzzy logic system; neural networks; multiple linear regression; ANFIS

MSC: 03E72

1. Introduction

Measuring customer satisfaction is vital for companies in today’s competitive business
landscape. Companies’ operational functions and top-level management activities can
be significantly strengthened by understanding and analyzing customer satisfaction. It is
crucial that organizations collect customer feedback on their performance across various
business activities, analyze this feedback, and make decisions based on the customer in-
sights [1]. Satisfied customers are more likely to become loyal customers, and high customer
satisfaction can increase customer retention and brand loyalty [2]. The competitive market
can put a lot of pressure on the company since numerous activities, such as testing and
defining the quality of raw materials and finished products, packaging, distribution, and
sales, are carried out in food processing. In most cases, food processing involves physical,
chemical, and microbiological treatment and transformation of the raw materials [3]. Most
processed products consist of raw materials and ingredients that are produced separately;
some of them are pre-disintegrated (by crushing into smaller particles) and used as in-
gredients for making finished products. At the same time, dairy products can be easily
transformed into a condition that is not suitable for eating [4] and can cause potential health
hazards for consumers, costly product recalls, and negatively impact brand reputation [5].
Therefore, strict control of the hygienic correctness of the process equipment and work
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surfaces, the shelf life of products at different storage temperatures, as well as trends in
monitoring specific quality parameters are conducted during the production process.

To improve customer satisfaction and identify any factors that may impact it, the
marketing department needs to understand the customer demands and expectations and
subsequently translate these insights into product features [1]. The motivation for con-
ducting the present research stands for cultivating strong customer relationships, and
maintaining loyal returning customers can strengthen an organization’s resilience and
overall performance [6]. The customers expect quality products in the foreground and
demand that such quality be maintained at a high level throughout the whole product’s
lifecycle. To meet those demands, different models based on fuzzy sets are developed
for managing quality KPIs [7]. At the same time, customer expectations come because of
customers’ primary requirement that the food is supposed to be healthy and that the food
is not subject to unwanted changes during the time of consumption.

At first, the company’s marketing department needs to understand the customer
demands and expectations and then understand how to transfer these demands to the
products’ features [1]. In the current business conditions, a good relationship with the
customer may even help increase the resilience of the company. To accurately predict
customer purchasing behavior, company managers should first explore customer needs
and wants and provide them with adequate stimuli. Additionally, customers should be
provided with enough information about a set of products and how the product will
meet their needs. In the beginning, customers will form an opinion (perception) about
the products and how the product can meet their needs. After that, specific priorities
are formed, and only then will the purchase decision follow. The manager should not
neglect the customer’s feelings after the purchase because it affects customer retention
and loyalty along with the impressions that the customer will convey to other potential
customers through recommendations and word-of-mouth marketing [8]. However, in
the contemporary marketing funnel, the final phase marketers want to reach is customer
advocacy [9]. The feedback conveyed by satisfied customers to potential ones through
recommendations and word-of-mouth marketing plays a pivotal role in attracting new
customers and shaping a company’s reputation [8,9].

The important question is, what are the gaps or missing links that need to be addressed
in the field of customer satisfaction assessment? The existing literature suggests various
theoretical models for evaluating customer satisfaction [10,11]. An important feature of eco-
nomic theories is that they are based on many assumptions about customer intentions [12],
and the main assumptions might include rational behavior, preferences, information, bud-
get constraints, unmet needs, risk, and perceived quality [13,14]. Modern economists
rightly point out that customers have the final say in the market, and the practice indicates
that most customers consider the amount of money they have at their disposal, the time
they should spend on the purchase, and the effort they would have to invest during the
purchase. However, economic and sociological explanations of customer behavior do
not consider the personal, individual-human factor [15]; individual characteristics greatly
influence consumer purchasing behavior.

Extensive analysis of the literature indicates that customer satisfaction can be analyzed
through a variety of approaches, such as the MCDM approach [16], customer satisfaction in-
dex calculation [11], and different models based on statistics, for example, SERVQUAL [17],
artificial neural networks [18], different metaheuristics, for example, the particle swarm
optimization (PSO) and rough sets-based ANFIS approach [19]. The main research gap can
be identified through the shortcomings of the mentioned research. When speaking about
MCDM methods, the main shortcoming is the bias of the decision-makers while choosing
appropriate criteria and proposing criteria weights. The main shortcoming of statistical
analysis, while assessing the customer satisfaction index, is the need for a large amount
of input data originating from evidence that might be inaccurate and outdated. The main
shortcoming of neural network application in the treated area seems to be the inaccuracy
of the output due to network training issues.
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The mentioned research gaps can be overcome through the application of a reliable model
for the decision-makers to make assessments of the objective level of customer satisfaction.

To address these research gaps, a reliable model that can provide more accurate output
data compared to the existing models and enable decision-makers to objectively evaluate
customer satisfaction levels is needed. Following the stated, the goal of this research is to
provide a model based on the ANFIS approach since it is based on the fuzzy logic system
that needs fewer input data points compared to the statistical methods and neural networks,
and at the same time, it provides more accurate output data. The model proposed in the
scope of this research is based on neural networks. Many authors [20] suggest that the
problem of customer satisfaction assessment could be solved by applying a nonlinear fuzzy
neural network model (NN) since it: (i) enables a better understanding of the interaction
between variables in a more precise manner compared to multivariate statistic analysis,
and (ii) minimizes the number of variables.

The use of this approach offers the following advantages [20]: (1) it is capable of
approximating various nonlinear functions, as demonstrated in this study dealing with a
strongly nonlinear function; (2) all quantitative and qualitative information is uniformly
distributed and saved in the neural network, which ensures a high degree of robustness;
(3) the approach employs parallel distributed processing, which enables fast data processing.
This makes it particularly suitable for performing complicated behavioral science analysis in
the area of business management; (4) this model requires minimal setup. It only necessitates
data for the input and output layers to analyze the dependencies between variables; (5) the
number of learning epochs adapts to the relationships between variables without requiring
prior understanding or a predefined sample. The research methodology used in this paper
is based on the implementation of the adaptive neuro-fuzzy inference system (ANFIS)
with MATLAB.

The paper is organized in the following manner. After Section 1, which is dedicated
to the introduction, Section 2 presents the literature review from the analyzed field. The
research methodology is presented in Section 3, while Section 4 presents the numerical
results of the research. Section 5 sets the discussion and conclusion.

2. Literature Review

Product features and customer preferences significantly impact customer satisfaction.
Various mathematical models are used to determine and manage customer satisfaction, such
as (i) statistical methods [10–13,21–23], (ii) multi-criteria decision-making methods [24,25],
fuzzy logic [26,27], and (iii) neural network and artificial neural network [18,19,28–30].
Authors typically determine the number of factors (independent variables) according to
which they evaluate customer satisfaction (dependent variable) based on the literature
and/or best practices. In most cases, the values of the variables were obtained based on
questionnaires defined in each were analyzed, where customers expressed their estimates
using pre-defined measurement scales, and survey data collection was conducted. To
analyze consumers’ behavioral intentions, a model based on service quality and satisfaction
can be employed [12]. It is important to note that service quality and satisfaction are
dependent on a variety of factors that are not mutually independent. The properties of all
factors of the proposed model were further evaluated by confirmatory factor analysis. The
proposed model is then tested on a representative sample, evenly distributed by gender
and mirroring the population, with a slight under-representation of respondents aged
56 years and older. The obtained results are analyzed by applying statistical analysis, and
chi squared test is used to perform the comparison of the results obtained by the proposed
model and other models.

The analysis of consumers’ behavioral intentions may also include the risk and the per-
ceived quality [13]. The mentioned model is adopted to be tested in the web environment,
so 211 respondents articulated their assessment by using the seven-point measurement
scale. In the first step, the authors confirmed a relationship between the tested factors and
customer satisfaction by applying an exploratory factor analysis. In the second step, the
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covariance analysis of linear structural equations procedure defined in SPSS was employed
to determine the correlation coefficients between several variables that can be either directly
observed variables or unobserved hypothetical variables. Finally, the acceptability of the
proposed model was tested according to different indices.

Another research proposed the robust customer satisfaction index (RCSI), a modified
adaptation of the American customer satisfaction index (ACSI) to measure air transporta-
tion traveler satisfaction [31]. The study included 503 respondents, traveling on domestic
Colombian flights. Following the reliability and validity analysis, the structural equation
model (SEM) was employed to evaluate the adequacy of the proposed RCSI. The results of
the study indicated that the perceived quality and perceived value are strong predictors of
overall passenger satisfaction.

In addition to examining consumers’ behavioral intentions, a significant number of
research studies pointed to the assessment and ranking of the factors that impact customer
satisfaction. In most cases, these problems have been stated as multi-criteria optimization
tasks (MCDM) in an uncertain environment. In compliance with the mentioned, there is
an assumption that enhancement of customer satisfaction might be achieved by taking
defined actions that address the factors ranked in the first place. For example, the problem
of customer assessment in the Kuwait banking sector [16] has been analyzed through
a sample of 863 participants. To ensure sample representativeness, it was decided to
distribute as many questionnaires as available resources would permit and reach customers
in different locations. The accuracy of the input data was tested by applying statistical
tests, and the priority of factors that impact customer satisfaction was determined using a
multiple-attribute approach.

Similarly, by applying MCDM, the customer satisfaction index might be calculated.
In the case of the banking sector in Serbia, the factors with corresponding subfactors that
impact customer satisfaction have been analyzed [26]. In this case, all uncertainties in
the relative importance of factors, subfactors, and values of subfactors were described by
triangular fuzzy numbers, and the weights vector of subfactors and factors was calculated
by using extent analysis [32]. The aggregated values of factors were calculated by using a
fuzzy order-weighted operator, and the value of the customer satisfaction index was based
on fuzzy logic IF-THAN rules.

In the model for determining the European customer satisfaction index [11], the as-
sessment of the input variable values is based on the questionnaire containing 23 questions.
Besides the model questions, demographic questions (e.g., age, gender, education level,
etc.) are integral to the questionnaire. In the first step of the research, it was assumed
that customer loyalty may be described through the linear multi-regression model. In
the second step, all the treated factors were described by polynomial regression curves.
The statistical analysis of the results obtained by the proposed nonlinear regression model
by [11] indicates that the provided information is essential for managers in developing
marketing strategies as well as is a tool for measuring performance and benchmarking.

The literature indicates that the customer satisfaction index [10] for smart services was
proposed on a survey questionnaire developed through several rounds utilizing the Delphi
method [33]. The expert assessment was conducted using a ten-point measurement scale.
This research is conducted in two steps. In the first step, the convergent validity and relia-
bility were assessed by using composite reliability, factor loadings, and average variance;
additionally, the correlation coefficient between dependent variables was determined. In
the second step, the success of the prediction is measured by applying the chi-square test.

Different models based on statistics, such as SERVQUAL [17], are also helpful in deter-
mining customer satisfaction. The mentioned model was used for determining customer
satisfaction in the domain of public transportation [23]. Besides SERVQUAL, the service
quality and customer satisfaction might be analyzed by applying other models, such as the
ACSI model. The ACSI model was used for the research in the mobile telecommunication
industry [22], where the input data were obtained through the questionnaire and denoted
as primary data. A structured questionnaire was conducted with closed-ended questions to
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customers of the mobile operators. The secondary data were collected from the directories
of the companies that were used in this study, online articles, and journals. The data
analysis was based on descriptive statistics and regression analysis.

Different mathematical bases might be employed for the customer satisfaction as-
sessment using artificial neural networks (ANNs). In the research related to customer
satisfaction and loyalty in the pharmaceutical industry [18], 19 specific dimensions of
products and services have been analyzed. The analysis of the obtained data is performed
by using linear regression analysis and ANNs. In the presented research, the advantages of
using ANNs are highlighted, and the managerial implications of using ANN modeling to
identify the key drivers and set priorities for improvements are demonstrated. Similarly,
the determination of customer satisfaction from mobile phone users is analyzed [28]. In the
first step of that research, the multiple linear regression (MLR) model with 12 variables was
conducted. The measure of the adequacy of the stated model is 0.41, which might be seen
as in compliance with other cross-sectional studies. Based on the correlation coefficients
obtained, the set of input variables was determined, so 46 participants were included. The
input data were divided into two groups: (1) factors with a positive impact on customer
satisfaction and (2) factors with a negative impact on customer satisfaction. In compliance
with the stated, it has been suggested that multiple linear regression is not adequately
precise for customer satisfaction assessment, and a better result might be obtained by
applying ANNs.

The adaptive neuro-fuzzy model (ANFIS) has been widely used in the literature to
solve various engineering problems [34]. Further, ANFIS was used to stabilize the operation
of aerobic granular sludge [35]. The mentioned research indicated ANFIS to be superior
to other methods in solving this problem. In other research areas, such as dealing with
the problem of optimal extraction of groundwater resources, ANFIS was used to predict
optimal groundwater exploitation [36]. It has also been applied for very short-term and
accurate energy consumption forecasts for educational buildings [37]. Recently, ANFIS was
found as a suitable method for solving the problem of diagnosis of fault nodes in wireless
sensor networks [38].

The customer satisfaction assessment might be analyzed by applying different meta-
heuristics such as particle swarm optimization (PSO) and rough sets-based ANFIS ap-
proach [19]. The proposed research involved the following: rough sets theory is introduced
to determine indispensable design attributes for generating customer satisfaction models.
The PSO-based ANFIS approach was introduced to develop nonlinear customer satisfaction
models. The proposed model has been tested on a large set of data. By comparing the
training error, mean validation errors, and mean absolute deviation obtained by applying
the fuzzy least-squares regression, fuzzy regression, and genetic programming-based fuzzy
regression, it has been shown that the proposed model has a certain advantage over other
treated models proposed. The mentioned research is extended with a more comprehensive
model [39].

The main difference between the analyzed model [39] and our model is the larger
number of hierarchical data levels, which is propagated to the more complex structure of
the ANFIS model. There, the learning algorithm of the mentioned ANFIS is determined by
using PSO [40], rough sets theory, PSO, and the least square estimation [39]. In our research,
it is accomplished by a Delphi technique with TFNs and a fuzzy logic system (FLS).

In the ANFIS application for determining customer satisfaction, the calculated cus-
tomer satisfaction is compared with other methods by using different errors. PSO-based
ANFIS [40] was compared with fuzzy regression, ANFIS, and GA-based ANFIS by using
mean absolute error, a variance of errors, and testing error. The rough sets and PSO-based
ANFIS approaches [39] were compared with fuzzy least-squares regression, fuzzy regres-
sion, and genetic programming-based fuzzy regression by using mean absolute error and
variance of errors. The results of our research are compared with case base reasoning (CBR),
MLR, ANN, and FLS by using MAD, MSE, and MAPE.
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3. The Research Methodology

In this paper, five methods for the estimation of the customer satisfaction index (CSI)
are applied. The emphasis is on the hybrid algorithm ANFIS. The model presented in this
research incorporates ANFIS, while other methods are used to verify and compare the
obtained results. It is worth mentioning that ANFIS represents the hybrid algorithm of
ANN and FLS. The type of the proposed research is characterized as descriptive quanti-
tative research employing survey techniques for obtaining the input data. The graphical
representation of the proposed research is presented in Figure 1.

Figure 1. The model for determining the objective CSI.

The determination of the CSI is based on the delivery of ANFIS calculation. The
calculation is dependent on fuzzy logic base rules and input data for determining CSI,
which are defined in the form of a survey. When the value of objective CSI is obtained, it
should be compared with other methods’ results for verification and comparison of the
obtained results. The least deviation of the obtained results compared to the calculation on
the real data indicates which method provides the most precise results.

The proposed methodology consists of four phases which are further explained.
Phase 1: The survey for the determination of customer satisfaction is defined in

compliance with the ACSI methodology. A sample of 109 surveys is collected. The data
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filtering and cleaning procedures are performed, so eight surveys have been removed from
further analysis due to suspicious answers. With 101 regular surveys, the input database is
formed as well as the testing database. The explanation in detail is provided in Section 3.1.

Phase 2: At the beginning of this phase, the definition of linguistic expressions based
on fuzzy sets is performed. The group of decision-makers used those linguistic expressions
while delivering the fuzzy Delphi algorithm to define the rule base for FLS. Further, we use
ANFIS for fine-tuning the FLS membership functions.

Phase 3: To justify ANFIS employment, other quantitative methods are used for the
assessment of CSI. For this purpose, MLR, CBR, and ANNs are used. This is explained in
more detail in Section 3.4.

Phase 4: The obtained results from ANFIS and other solution methods are compared
by using well-known calculated errors: MAD, MSE, and MAPE.

3.1. The Definition of Survey for Customer Satisfaction Assessment in Dairy Production Enterprise
and Data Collection

In compliance with the ACSI model [22], three variables have been analyzed with
the purpose of determining CSI: customer expectations (CEs), perceived quality (PQ), and
perceived value (PV). In this case, the CSI variable is dependent. The values for the denoted
variables are determined according to the survey results considering customers’ answers.
A production company from the dairy industry that operates in Serbia with retail stores
has asked their customers to fill out the surveys and provide the input data for testing the
proposed methodology.

As usual in this kind of research, cross-sectional surveys are used since the intention is
to collect data from different types of groups of customers that may be denoted as adults
at a single time. The sampling procedure to be applied is simple random sampling where
individuals are chosen randomly. The products that are used by customers belong to the
dairy industry, so practically there are no specific target groups that consume these products
more than others. The customers are randomly selected at different store locations, and
they are informed that their opinions will be used for scientific research. As written surveys
require minimum usage of resources in terms of time and costs and at the same time,
they are very convenient for obtaining the needed information, an approach is employed.
Written surveys enable the absence of direct contact between the person who is collecting
data and respondents, so errors induced in their interaction are avoided.

The survey is defined according to the results of the best practice. The survey is
designed in a way to include only benefit and cost-type questions rated on a scale of 1–7.
Value 1 stands for the least degree of belief and value 7 stands for the greatest degree of
belief that the statement is true. The objective is to collect more than 100 surveys that may
be used for the testing and training data, as well as for the control input data. The surveys
are examined carefully so all samples with identified errors and suspicious content are
removed. The process of obtaining the input data is presented in Figure 2.

The value of each variable in the model is obtained as a mean value of all answers
corresponding to that variable at the customer expectations level of each customer that filled
out the survey. The group of 90 randomly selected surveys was used for the calculation
and training of the ANN, FLS, and ANFIS. In this way, the objective CSI is obtained, so any
new customer that fills the survey might be checked if his satisfaction significantly deviates
from the large group of his predecessors. This can be very useful when modification of the
product is introduced to the market. The group of 11 randomly selected surveys was used
to compare the proposed methods’ results with real data.
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Figure 2. The definition of survey for customer satisfaction assessment in dairy production enterprise
and data collection.

3.2. The Definition of Fuzzy Logic Rules—Fuzzy Delphi

The fuzzy logic rules that are integrated into the ANFIS algorithm are defined by
applying the fuzzy Delphi method proposed by this research. The used fuzzy linguistic
expressions (Figure 3) for the fuzzy Delphi method are distinguished from FLS, which is
used for calculating CSI. These expressions are used to obtain crisp values representing the
input in the rule base (Table 1) for FLS and ANFIS.
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Figure 3. The proposed linguistic expressions.
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Table 1. Fuzzy logic rule base.

Rule # If Quality Is And Expectation Is And Value Is Then CSI Is

1 Low Low/Medium/High Low 1

2 Low Low/Medium Medium 1.5

3 Low High High 2

4 Low Low/Medium High 2.5

5 Medium High Low 3

6 Medium Medium Low 3

7 Medium Low Low 3.5

8 Medium Low Medium 4

9 Medium Low Medium 4.5

10 High High Low 5

11 High Medium Low 5.5

12 High Low Low 6

13 High Medium/High Medium 6.5

14 High Low/Medium/High High 7

It is assumed that the level of customer satisfaction depends on variables that can be
described using three linguistic expressions: low, medium, and high. The fuzzy rule base is
based on the fuzzy Delphi technique, where E decision-makers (DMs) participate. They
may be formally presented by the set of indices {1, . . . , e, . . . , E}, and the index of DM is
denoted as e, e = 1, . . . , E. It is worth mentioning that there is anonymity of DMs who
participate in the assessment of CSI since the survey does not reflect who has filled it. They
submit their assessment in the written form after each iteration to the rest of the DMs. By
respecting the values of input variables, DMs assess the level of customer satisfaction by
using one of seven linguistic expressions (Figure 3), which are modeled by triangular fuzzy
numbers (TFNs):

Extremely low satisfaction (ELS)—(1, 1, 2);
Very low satisfaction (VLS)—(1, 2, 3);
Medium low satisfaction (MLS)—(2, 3, 4);
Medium satisfaction (MS)—(3, 4, 5);
Firmly high satisfaction (FHS)—(4, 5, 6);
High satisfaction (HS)—(5, 6, 7);
Extremely high satisfaction (EHS)—(6, 7, 7).

The values in the bracket represent the membership function parameters of the
fuzzy set.

The domains of these TFNs are defined on the measurement scale (1–7). Value 1
and value 7 denote that the customer is completely unsatisfied or completely satisfied,
respectively.

The proposed fuzzy Delphi algorithm is presented in Figure 4.
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Figure 4. The proposed fuzzy Delphi algorithm.

The proposed fuzzy Delphi algorithm can be realized through the following steps.
Step 1. DM e, e = 1, . . . , E based on their knowledge and experience, respecting the

values of input variables evaluates CSI,
∼
xe = (le, me, ue). In the presented research, there

were E = 6 DMs: marketing manager, sales manager, chief executive officer, chief financial
officer, quality manager, and production manager.

Step 2. The aggregated value of DMs’ assessment,
∼
x

*
, is obtained by applying the

method of fuzzy geometric mean:

∼
x
∗
=

(
E

√
∏

e=1,...,E
le, E

√
∏

e=1,...,E
me, E

√
∏

e=1,...,E
ue

)
= (l∗, m∗, u∗), (1)

where the lowest and upper bounds of fuzzy numbers are denoted as le and ue, respectively.
The modal value is denoted as me.

Step 3. The distance TFN
∼
x

*
should be determined for each of the seven defined TFN

∼
x, which are modeled by pre-defined linguistic expressions, d(

∼
x,

∼
x

*
), so that:

d(
∼
x,

∼
x

*
) is the normalized Hamming distance [41].

Step 4. The standard deviation (SD) should be determined:

SD =
1

E − 1
· ∑
e=1,...,E

(
d(

∼
xe,

∼
x
∗
)
)2

, (2)
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where d(
∼
xe,

∼
x

*
) represents the normalized Hamming distance.

Step 5. It may be assumed that the SD limit value, where the consensus is reached,
is 0.01, or the total deviation of the DMs’ assessment compared to the aggregated value
is 1% at most. Let us test the hypothesis at the 5% risk level that the obtained SD value
is less than the assumed limit value. If the hypothesis is not fulfilled, then the process of
assessment is brought back to step 1. Otherwise, step 6 is applied.

Step 6. Let us find the smallest deviation of the aggregated value of CSI from pre-
defined linguistic expressions:

min
1,...,7

d(
∼
x,

∼
x
∗
) (3)

The aggregated CSI value can be at least away from the pre-defined linguistic expression
∼
x
′
.

Step 7. The defuzzified value of the linguistic expression
∼
x
′

should be found by using
the method of maximum possibility [42]. It represents the crisp value of the CSI index
(Table 1).

As mentioned, Table 1 represents the input for FLS and ANFIS.

3.3. The ANFIS

The calculation of CSI is based on “Sugeno” FLS with three input fuzzy sets and one
output crisp set. All input fuzzy sets—Quality, Expectations, and Value—are described by
three Gaussian membership functions (gmf): low gmf (1.247, 1), medium gmf (1.247, 4)
and high gmf (1.247, 7), as shown in Figure 5. The gmf is the abbreviation for the Gaussian
membership function, which is characterized by two parameters: function center (c) and
function width (σ).

1 2 3 4 5 6 7

Quality

0

0.2

0.4

0.6

0.8

1

D
e
g
re

e
 o

f 
m

e
m

b
e
rs

h
ip

Low Medium High

1 2 3 4 5 6 7

Expectations

0

0.2

0.4

0.6

0.8

1
Low Medium High

1 2 3 4 5 6 7

Value

0

0.2

0.4

0.6

0.8

1
Low Medium High

Figure 5. Input fuzzy sets.

FLS was created based on “IF-THEN” rules. The “IF” part of the rule is a premise,
while “THEN” represents a consequence. In our problem constellation, “THEN” represents
a crisp value of CSI. The rule base is explained in Table 1.

Due to the nonlinear dependence of the output variable on the input variables and
the pronounced sensitivity of this dependence, it is necessary to fine tune the membership
functions of the fuzzy logic system.

A hybrid algorithm that uses neural networks to optimize the shape of the fuzzy logic
system membership functions was proposed by [43]. Figure 6 reveals the layers of the
ANFIS, with the 14 rules which are shown in the following form:

IF x1 is A11 and x2 is B11 and x3 is C11
THEN y is f1(x1, x2, x3) = p1x1 + q1x2 + r1x3 + s1,

(4)

where A11, B11, and C11 are one of three membership functions of the input variables X1
(quality), X2 (expectation), and X3 (value), respectively.
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Figure 6. ANFIS architecture.

Let Oj
i denote node i in layer j. The functions of each ANFIS layer from the network

presented in Figure 4 are the following.
Layer 1. The nodes of the first layer represent quantified values of input data sets. Each

node is described by one of the Gaussian membership functions μxi(xi), i = 1, 2, 3, which
are characterized by the two parameters—c (the function centre) and σ (the function width):

Gaussian (x, c, σ) = e−
1
2 ·( x−c

σ )
2

(5)

Layer 2. Each node of this layer calculates the minimum value of three input values of
the fuzzy neural network. The output values of the layer 2 nodes are the rule signification:

O2
i = ωi = μAi(x1)× μBi(x2)× μCi(x3), (6)

Layer 3. Each i-node in this layer calculates the total weight of i-rule from the rule
base by the following equation:

O3
i = ωi =

ωi

∑i ωi
, (7)

Layer 4. This layer has 14 nodes that represent the output value CSI. Each node of this
layer is connected with the normalized neuron from the previous layer. A defuzzification
neuron computed the weighted consequent value of a given rule as:

O4
i = ωi · fi = ωi · (p1x1 + q1x2 + r1x3 + s1), i = 1, 2 . . . n, (8)

where n is the total number of rules in the fuzzy rules’ base, while p, q, and r are the
consequence parameters of the i-th rule.

Layer 5. The only node of the fifth layer is the fixed node in which the output result
of the ANFIS is calculated. It is a fuzzy set with determining membership degrees of the
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possible values of CSI for the determined customer. Defuzzification is performed in the
fifth level node. The output value is a real number which is in the interval (1–7):

O5
i =

14

∑
i=1

ωi · fi =
∑14

i=1 ωi · (p1x1 + q1x2 + r1x3 + s1)i

∑14
i=1 ωi i

(9)

ANFIS Learning

The output ANFIS function is described in linear form from the consequences part of
fuzzy rules.

f = ω1 · f1 + ω2 · f2 + ω3 · f3 (10)

The error E is calculated in the same manner as in the case of ANN application to the
subject problem. The number of epochs is set to 1000 (Figure 7).

Figure 7. The error evaluation in the ANFIS learning process.

During the learning process, the membership functions have changed their shape. The
parameters of the input value X1 are: low gmf (1.098, 1.591); medium gmf (0.847, 3.83); and
high gmf (0.239, 6.426). The parameters of the input value X2 are: low gmf (1.641, 1.934);
medium gmf (1.631, 4.232); and high gmf (0.166, 6.32). The parameters of the input value
X3 are: low gmf (0.941, 2.544); medium gmf (0.995, 3.117); and high gmf (0.453, 6.271). The
new look of the functions is presented in Figure 8.
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Figure 8. Membership functions after the ANFIS process.

By application of the proposed ANFIS algorithm, the CSI values are obtained. Those
values are represented in Table 2.
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Table 2. The results on data used for models’ testing.

# CSIDB CSICBR CSIMLR CSIANN CSIFLS CSIANFIS

1 5.00 4.99 4.90 4.91 4.70 4.92

2 4.33 4.84 4.60 4.57 4.75 4.64

3 4.90 4.51 4.70 4.73 4.89 4.77

4 4.67 4.96 4.68 4.68 4.61 4.79

5 4.67 4.77 4.77 4.74 4.79 4.84

6 3.85 4.32 4.17 4.17 4.39 3.77

7 4.67 4.95 4.49 4.49 4.25 4.57

8 5.00 4.8 4.85 4.86 4.63 4.89

9 4.33 4.3 4.79 4.82 4.78 4.84

10 5.67 5.3 5.49 5.39 5.80 5.74

11 5.33 5.8 5.45 5.34 5.43 5.32

MAD 0.28 0.19 0.18 0.27 0.15

MSE 0.12 0.05 0.06 0.11 0.05

MAPE 6.65 4.59 4.39 6.47 3.72

3.4. Other Solution Methods

Customers have a wide choice of products at their disposal. The customers demand
their product expectations to be met, so company management must continually seek new,
innovative ways to meet the demands and expectations of its customers, all to survive in
the marketplace.

Customer satisfaction is the opinion they have about a company or product, and it is
based on comparing the perceived characteristics of the product with their expectations.
Therefore, satisfaction needs to be measured to understand the experience that customers
have while using the product. Satisfaction measurement involves data collection and
analysis and is usually measured through a questionnaire. There are several methods of
collecting data on customer satisfaction using a survey questionnaire, and the goal is to
maximize the number of responses and have a representative sample.

3.4.1. Case-Based Reasoning (CBR)

CBR is a well-known method that provides a relatively quick and straightforward
solution compared to other methods, making it very popular and applicable in solving a
wide range of problems [44].

The learning database consists of 90 input/output data pars. As there are 90 (out of
learning database) input variables values, marked as a column vector [X1, X2, X3], the CBR
algorithm is suited for finding the most similar input variables from the learning database
compared to [X1, X2, X3] vector. The input part of the learning database can be presented
in the matrix form

(
xij

)
90x3 and the output part as the column vector [Y1, Y2, . . . Y90]T.

The measure of comparing mathematically can be formulated in the following way:

min
i

∑n
j=1

∣∣∣(Xj
)

1xn −
(
Xij

)
mxn

∣∣∣, (11)

where
(
Xj

)
1xn is associated with a new entry, and

(
Xij

)
mxn is associated with the training base.

In each following step, it is necessary to generate s values that correspond to the
criteria in Formula (1). Let s = 3. Each of the obtained s couples of the input variables is
associated with one value of the output variable Y. In this way, three output values were
obtained, arranged from the lowest to the greatest: Ys1, Ys2, and Ys3. Each of these three
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values need to be assigned weight coefficients w1, w2, and w3. The final value CSICBR is
obtained as the weighted average:

CSICBR =
Ys1 · w1 + Ys2 · w2 + Ys3 · w3

w1 + w2 + w3
(12)

Adopted values for coefficients w1, w2, and w3 are 0.4, 0.35, and 0.25, respectively.

3.4.2. Multiple Linear Regression (MLR)

The method of machine learning that could be applied before more sophisticated tools
of artificial intelligence such as FLS or ANN is MLR. According to this, the following linear
equation is introduced:

CSI = a + b1 · X1 + b2 · X2 + b3 · X3 (13)

where bi are the coefficients and a is an intercept.
For the optimization of the regression coefficients and intercept, the following model

of combinatory optimization is set:
Minimize

FF =

√
∑m

i=1
(
CSIDB

i − CSIMLR
i

)2

m
(14)

subject to:
amin ≤ a ≤ amax (15)

bjmin ≤ bj ≤ bjmax (16)

The fitness function (FF) (14) minimizes the difference between the CSI from the
learning database (CSIDB) and the CSI obtained by MLR (CSIMLR) for all the m pairs of
the training data. In the presented case, m is equal to 90. The constraint (15) defines the
interval for the feasible intercept values. The constraint (16) defines the interval for the
feasible coefficients.

The following equation of multiple linear regression has been obtained:

CSI = 0.849 + 0.131 · X1 + 0.328 · X2 + 0.415 · X3 (17)

The multiple coefficients of correlation R mul are calculated thus:

Rmul =
SD

(
sMLR)

SD(sSIM)
= 0.585 (18)

where SD is the marked standard deviation. Adjusted R (Radj) is calculated as follows:

Radj = 1 − 1 − R2
mul · (n − 1)

n − k − 1
= 0.319 (19)

where n is the number of training data and k is the number of variables.

3.4.3. Artificial Neural Network (ANN)

ANN represents the universal approximator that maps one set of independent vari-
ables to another set of dependent variables. Since traditional analytical methods, such as
CBR and MLR, do not always provide satisfactory results, it is necessary to examine the
possibility of applying more sophisticated methods of machine learning.

The method of trial and error led to the configuration of a neural network with two
hidden layers and 20 neurons in each of the layers. The first layer of a neural network
consists of input variables, X1—quality; X2—expectations; X3—value, while the last, fourth
layer, represents the output—CSI. The obtained configuration is presented in Figure 9.
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Figure 9. The adopted ANN architecture.

Each of the neural network layers consists of a number of neurons that are associated
with the next layer by its weight. This connection (interdependence) extends in the direction
from the input to the output layer. By fine-tuning weights whi and wo, the neural network
is learning by estimating an error in each epoch (learning iteration).

The most widely used algorithm for the neural network learning process is backprop-
agation, which estimates an error (E) during the training as follows:

E =
N

∑
n=1

1
2
· ∥∥dp − op

∥∥2 (20)

where: n—the neuron index, n = 1, 2, . . . , N, dp —desired output, and op—obtained
output. The ANFIS training was realized in 1000 epochs (Figure 10).

Figure 10. The error evaluation through the epochs.

More details about the backpropagation algorithm can be found in the work of the
authors [45] who initially proposed it.
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4. Model Testing

The time duration of the data collection was one month since the data practice in-
dicated no seasonality in demand during the year. All surveys that showed flaws and
suspicious answers were removed from the research during data cleaning. The selected
101 surveys were used for data testing. The surveys that were divided into two groups
with a ratio of 90:11 was randomly selected.

The output of the conducted calculations is the value of CSI regarding the products
belonging to dairy products that are produced by one company in Central Serbia. It can be
concluded that the customers are quite satisfied with the dairy products as the assessed
CSI is relatively high no matter which methodology is used. However, there are small
differences between the obtained results of each applied methodology, so results need to be
compared. The management of the production company should choose the most precise
methodology since their strategy decision might rely on customer satisfaction.

This section is set to compare the performance of the five solution methods CBR, MLR,
ANN, FLS, and ANFIS algorithms to determine CSI. A numerical example on which the
suggested methods are tested represents m input data (m = 11), which have not been taken
into consideration for the CBR, MLR, ANN, FLS, and ANFIS models. In other words, a
comparison of the five models will be performed on the unknown input parameters.

In Table 2, the testing results are shown for each of the suggested methods. The errors
for each of these suggested methods were marked respectively. The error represents the
gap between the database results and results that come from the proposed methods.

MAD =
|xi − fi|

m
(21)

MSE =
∑i=1,...,m(xi − fi)

2

m − 1
(22)

MAPE =
1
m
·∑i=1,...,m|xi − fi|

xi
(23)

where:

xi, i = 1, . . . m is the value of CSI which is calculated based on the estimated values of
customer satisfaction from the questionnaire,
fi, i = 1, . . . m is the calculated value of CSI, which is calculated by applying all the analyzed
methods.

Results in Table 2 reveal that ANFIS yielded a decrease of 44.44%, 54.54%, and 42.50%
in MAD, MSE, and MAPE, respectively, compared to FLS.

Based on Table 2, the linear dependence between the obtained data from all methods
and data from the database is given in Figure 11. The R2 values are 0.5756, 0.8072, 0.8169,
0.5814, and 0.8365 for CBR, MLR, ANN, FLS, and ANFIS, respectively. In comparison with
the other methods, it can be concluded that ANFIS fits the database in the best way.

Taking into consideration MAD, MSE, and MAPE, ANFIS yielded a decrease of 16.67%,
16.67%, and 15.26%, respectively, compared to ANN. Also, ANFIS yielded a decrease of
21.05%, 0%, and 18.95% in MAD, MSE, and MAPE, respectively, compared to MLR. Finally,
considering MAD, MSE, and MAPE, ANFIS yielded a decrease of 46.43%, 58.33%, and
44.06%, respectively, compared to CBR.

In the end, taking into consideration the sum of all error measures (MAD, MSE, and
MAPE), the closest method to ANFIS is ANN (with an increase of 15.33%), while the
farthest solution is provided by the CBR method (with an increase of 44.40%).

The graphical representation of MAD, MSE, and MAPE is presented in Figure 12.
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Figure 12. Graphical presentation of errors.

For the comparison of linear and nonlinear models, some authors consider the Akaike
information criterion (AIC) to be the appropriate measure [46]. For small samples, AICc
could be calculated as [47]:

AICc = m·ln
(

∑i=1,...,m(xi − fi)
2

m

)
+ 2·k + 2·k·(k + 1)

m − k − 1
+ m·ln(2π) + m (24)

where k is the number of parameters of the analyzed methods.
According to AICc values of 16.3086, 7.6606, 8.1295, 15.4976, and 5.6321 for CBR, MLR,

ANN, FLS, and ANFIS, respectively, it could be concluded that ANFIS is better than MLR,
as the second-best method, for 26.48%.

To describe the relationship between the input and output variables before (FLS, upper
part of Figure 13) and after (ANFIS, lower part of Figure 13) the learning process, we show
the inner sensibility of the model.
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Figure 13. 3D dependence of FLS (upper) and ANFIS (lower).

In the end, ANFIS can obtain reasonable and better data-fitted results compared to
other methods: CBR, MLR, ANN, and FLS. Based on the insights and conclusions, decision-
makers can make informed choices and develop strategies. These decisions can pertain to a
wide range of areas, such as product development and marketing.

5. Discussion and Conclusions

Creating stronger and long-term relationships with customers and attracting and
attaining loyal customers is the goal of every company. Loyal customers contribute to
increased sales and profits and can serve as the company’s advocates, helping increase
the market share. Satisfaction stems from expectations based on the degree of satisfaction
of needs and desires, successful problem-solving, and satisfying consumer demands. A
brand that customers recognize as the one that can meet their most important needs
and wants will enjoy a high level of customer satisfaction and will build a base of loyal
returning customers.

Positive customer feedback and testimonials can become a powerful marketing tool.
This is of particular significance nowadays, with social networks as one of the main channels
for customers to share their product feedback. Additionally, customer satisfaction insights
can help identify areas for improvement and positively contribute to the company and
brand. The proposed model bridges the identified gap in research, as explained in the
introduction section. The shortcomings of the models based on pure MADM techniques,
statistical analyses, and neural networks are overcome, which is shown in the previous
section. The presented research deepens the understanding of the methods currently used
for evaluating customer satisfaction and proposes a more accurate method for customer
satisfaction assessment.

Research limitations and practical implications of the present study could be fur-
ther presented. In the existing literature, only a few research studies assessed customer
satisfaction without using self-reported measures collected through questionnaires. The
determination of customer satisfaction through the questionnaires demands the engage-
ment of resources in terms of personnel, money, and time with a noticeable constraint. The
constraints are related to obtaining a representative sample in the survey study and the
susceptibility to various types of biases due to the nature of survey studies, which requires
a continuous validity check of the obtained data.

The FLS and ANFIS models are based on the fuzzy logic system that is obtained
by employing the fuzzy Delphi technique. This fuzzy logic system is the base for future
calculations, so those constraints are mastered. In the proposed model, the methods used
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for the determination of customer satisfaction are tested on the obtained input data whose
validity is checked.

The practical implications of the research are summarized as follows. Five different
methods are applied to calculate CSI. As fuzzy logic base is trained on the sample of 90 filled
surveys, 11 are used for model testing. The gap between the actual value of customer CSI
and the values obtained by applying the proposed methods is calculated by applying MAD,
MSE, and MAPE. Considering the data provided in Table 2, it may be concluded that the
ANFIS algorithm provides the lowest gap between the real and calculated values of CSI.
Successful companies define their strategic actions by data-driven decision-making. This is
not a one-time process since it requires continuous monitoring and adjustment based on
new data and changing circumstances. This iterative approach is allowed by the application
of the proposed ANFIS model. It is worth mentioning that the obtained results could even
be improved by testing it on a larger sample of input data so FLS could be enhanced.

Social implications are an essential aspect of the research since the proposed model
is not a substitute for the original methodology of the customer satisfaction assessment.
In this way, the CSI can be tracked throughout the whole year, so significant disruptions
may be identified in real time. This can be used as a base for an agile and resilient response
of the company. Further, the model can be applied when new products are introduced to
the market or when some products are considered for pulling off the market. As customer
satisfaction may have a positive impact even on the resilience of the company, this research
is delivered in the scope of the project “Coping with unpredictable disruptions in the do-
main of Engineering Management—Organizational resilience enhancement—CODEMO”,
supported by the University of Kragujevac.

The constraints of the research are mainly attributed to the need to conduct original
research on customer satisfaction based on ACSI. Future research could analyze if all aspects
of the customer satisfaction variables are embraced by the defined questions or those
should be enhanced or expanded. Further, the consistency check of the input data might be
delivered by some techniques. Future research could also investigate different industries,
specifically the ones where there is a seasonality in customer demand, to compare the
effectiveness of different methods for customer satisfaction assessment. Furthermore, other
techniques, such as multi-gene genetic programming, which uses the genetic algorithm to
find the best possible multiple regression model, will be used to solve the subject problem.
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Abstract: Even though interest in open innovation (OI) both as a research field and as an indus-
trial practice for creating competitively advantageous innovation through collaboration has grown
exponentially over the last decades, the issue of how to transform OI strategy into a sustainable
competitive advantage is still an open research question. Selecting partners capable of operationally
and strategically contributing to the OI project goals is a strategic decision for companies striving to
effectively implement the OI concept. The study is aimed at defining a structured and methodology-
supported decision-making process for OI partner selection based on a novel hybrid Multi-Criteria
Decision-Making (MCDM) model which is enhanced by interval type-2 fuzzy sets (IT2F) to deal
with the inherent uncertainty. The model combines IT2F Delphi (IT2FD), IT2F Analytical Hierarchy
Process (IT2F AHP), and IT2F Preference Ranking Organization METHod for Enrichment of Eval-
uations (IT2F PROMETHEE). The study provides a comprehensive framework of the OI partner
performance indicators; additionally, it provides a contingent approach to identifying evaluation
criteria depending on the nature of the company’s innovation processes, contextual conditions, and
innovation strategy. The case study is used to verify the feasibility and effectiveness of the proposed
process. The study’s results highlight the significance of specific factors related to the partners’
technological competencies.

Keywords: open innovation projects; MCDM; IT2FD; IT2F AHP; IT2F PROMETHEE

MSC: 90B50

1. Introduction

Increased technological complexity, a fusion of different technologies, resource scarcity,
and market unpredictability have resulted in companies adopting a more open, cooperative
approach to generating competitive advantage [1,2], which has led to more flexible business
models based on more open interactions with the external environment. This prompted
companies to transform their centralized research and development (R&D) systems by
spreading their innovation processes across a global network of external partners and
locations [3,4].

Dominantly closed innovation systems, exclusively concentrated inside organizational
boundaries, have proven to be unsustainable, unreliable, rigid, costly, too sluggish, and in-
capable of generating technologically superior and market-sustainable innovations. Instead,
companies are encouraged to use input from outsiders and find external opportunities
for the commercialization of products and technologies to strengthen internal innovation
processes [5].

This gave birth to the concept of open innovation (OI), introducing a radical transition
in the way companies manage their innovation processes. OI is defined as a distributed

Mathematics 2023, 11, 3168. https://doi.org/10.3390/math11143168 https://www.mdpi.com/journal/mathematics155



Mathematics 2023, 11, 3168

innovation process that relies on purposefully managed knowledge flows across organiza-
tional boundaries, using pecuniary and nonpecuniary mechanisms in line with the business
model to guide and motivate knowledge sharing [6].

Such relations tend to combine complementary resources and build synergies while
simultaneously being characterized by an intensive exchange of knowledge and learning
processes [7]. The OI concept enables companies to be more efficient in terms of creating and
capturing value, collective intelligence acquisition, saving costs and time, and accelerating
new revenue opportunities. It also enables overcoming geographical, institutional, and
disciplinary barriers thanks to the openness of research and development, the diffusion of
technology, and the open exchange of knowledge [6,8].

The OI concept has evolved into one of today’s most important business paradigms.
According to Bogers et al. [9], OI will play a critical role in the world’s developed economies
in the coming decades. They cite new technological trends such as blockchain and digital-
ization, genome editing, and sustainable development goals promoted at the international
level as key incentives for OI. OI is also often mentioned as an accelerant of the new indus-
trial initiative Industry 4.0. In fact, according to Hizam-Hanafiah and Soomro [10], the OI
and initiatives referring to the external exploitation of knowledge are fully in line with the
needs of an integrated digital business model.

These trends encourage companies to implement the OI paradigm through partner-
ships and collaborations among firms in R&D projects. Relying on key OI principles such as
the use of external ideas and technologies that reduce R&D costs and time while improving
the overall efficiency of the company and the ability to acquire, perceive, and use new
knowledge faster than competitors [11].

Despite the fact that interest in the OI concept in the creation of technological innova-
tions as a field of research has grown exponentially during the last decades, the questions
of how to promote the adaptation of companies to OI practices and how to transform
an OI strategy into a sustainable competitive advantage remain open research questions.
Namely, Carmona-Lavadoa et al. [12] argue that openness in itself cannot be a determinant
of performance unless it is supported by complementary means, such as coordination
ability and complementarity of innovation partners, which, it turns out, are essential in
ensuring the successful transfer and integration of critical know-how and in creating value
through collaboration [13].

Although methods and strategies for establishing cooperation between innovation
partners have been the subject matter of interest for many research studies [14,15], the
studies pertaining to the development of methodologically supported approaches to OI
optimal partner selection have not led to the development of a dominant reference approach;
consequently, this process, in practice, is still mostly carried out on an ad hoc basis.

Current methodological approaches in this area have several deficiencies to some
extent, including: a lack of the necessary holistic approach; a lack of operational indications;
a lack of flexibility in the system of evaluation criteria to take into account the company’s
business circumstances, innovation policies, or strategies; and a lack of systematized and
structured decision-making process.

The OI partner selection problem can be analyzed in a multi-dimensional space of
different parameters and objectives in order to cope with complexity; as such, it could
be considered a multi-criteria decision-making (MCDM) problem. The use of MCDM
methods for these problems could provide a reliable compromising solution regarding
various objectives, aspects, and criteria. It provides some advantages such as integrating a
large number of different and often conflicting criteria and making alternatives evaluation
much more flexible, objective, and acceptable.

In addition, when a detailed literature review is made it is seen that there are many
different application areas of MCDM techniques for OI management-related issues. MCDM
applications in the OI environment are comprehensively reviewed; Table 1 denotes the
papers with a research focus on the application of MCDM methods to OI management-
related issues.
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Table 1. Application of MCDM Methods in the OI Environment.

MCDM Methods Research Focus Studies

Fuzzy AHP Collaboration network partner selection with integration business, social, and
environmental goals [16]

Fuzzy AHP Evaluation of process of innovation-oriented knowledge under the open
innovation paradigm [17]

Fuzzy Delphi, Fuzzy
DEMATEL, DANP

Prioritizing and analyzing interrelationships among factors affecting Foreign Direct
Investment attractiveness and open innovation [18]

Fuzzy TOPSIS Ranking the indicators of open innovation adoption based on new product
development factors [19]

Fuzzy AHP, Fuzzy VIKOR Determination of an appropriate open innovation model for logistics firms [20]

Delphi, Fuzzy ANP End-to-end analysis of an open innovation setup for determining a suitable
innovation structure [21]

ANP, PROMETHEE Ranking the moderating factors that have contributed to the degree of small and
mid-size enterprises’ participation in open innovation activities [22]

DEMATEL Determination the best ranking of effective factors in open innovation success in
manufacturing enterprises [23]

AHP ISM Investigation mechanisms for improving supply chain open innovation networks [24]

IT2F AHP Supporting the effective selection of partners for collaborative technological
R&D projects [25]

Analytic Network Process: ANP; Analytical Hierarchy Process: AHP; DEMATEL-based Analytic Network
Process: DANP; Decision-Making Trial and Evaluation Laboratory: DEMATEL; Interpretative Structural Modeling:
ISM; Interval Type-2 Fuzzy: IT2F; Preference Ranking Organization METHod for Enrichment of Evaluations:
PROMETHEE; Technique for the Order Preference by Similarity to Ideal Solution: TOPSIS; VIšeKriterijumska
Optimizacija i kompromisno Rešenje: VIKOR.

The paper introduces a hybrid MCDM model for OI partner selection that provides a sys-
tematic and structured approach that may facilitate the generation of relevant decision-making
factors and an assessment of the relative importance of various decision-making elements.

The study provides a certain methodological advancement in OI partner selection.
First, a comprehensive framework of OI partner performance indicators is provided, en-
compassing the essential technological, operational, and strategic evaluation aspects. In
addition, it provides a contingent approach to identifying OI partner evaluation criteria,
considering the nature of the company’s innovation processes, contextual conditions, and
innovation strategy.

The increasing complexity of the social and economic environment, along with the
vagueness of the inherently subjective nature of human thinking, leads to the impossibility
of describing the input data of the decision-making process with crisp values [26]. Given
the capabilities of interval type-2 fuzzy (IT2F) sets in representing vague preferences
and dealing with the hesitation of human perception, the proposed MCDM model is
extended in the context of the IT2F set theory to make the proposed approach more
convenient for modeling different sources of vagueness and uncertainty in real-life decision-
making problems.

The rest of the paper is organized as follows: The problem of OI partner selection is
analyzed in Section 2, with a literature review. Section 3 presents the theoretical basis of the
methods involved in this paper and describes the proposed decision-making process. In
Section 4, a case study is presented to help understand the methodology proposed for OI
partner selection and demonstrate its practicality and feasibility. Finally, discussion and
directions for future research are presented in Section 5.

2. The Problem of OI Partner Selection

The various types of methodological support developed thus far lack the necessary
holistic approach and thus only reflect the relationships between OI partners superficially.
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Otherwise, it is difficult to follow them from the perspective of an enterprise due to a lack
of operational indications, for which they require great expertise and experience on the
analyst’s part. Additionally, they often provide generic systems of criteria, whereby their
adaptability to the company’s business circumstances, innovation policies, and strategies
has not been given much attention.

A significant number of the studies dealing with this issue are directed towards the
development of methodologies intended to discover data about potential partners, whose
contribution is limited to providing support for their identification and the analysis of their
competencies and capacities but does not provide systematized and structured approaches
for making the final decision on partner selection.

Yoon and Song [27] identify three methodological approaches in OI partner selection,
namely: (1) the mathematical programming methods that deal with the theoretical process
for formulating variables and equations; (2) the approaches to the evaluation and ranking
based upon the analyst’s evaluations; and (3) the approaches based upon the application of
the artificial intelligence techniques that served to process a large amount of data to find a
well-matched partner.

The approaches to evaluation and ranking based on the analyst’s evaluations are the
most suitable to apply in the practical operations of an enterprise. The academic and profes-
sional literature, however, lacks consensus on which aspects of potential partner evaluation
should be included in deciding on the selection. In that context, several characteristic
approaches are possible to identify.

The first group consists of approaches exclusively limited to the technological aspects
of partner competency and complementarity while simultaneously most frequently relying
on the analysis of information about registered patents, which in this case are considered
to be the most relevant data for researching the innovation activities of potential partners.
For example, Manotungvorapun and Gerdsri [28] propose an approach that utilizes patent
information by applying morphology analysis and generative topology maps. Park and
Yoon [29] used a multistage patent citation analysis method that included bibliographic
coupling and the keyword vector mapping information visualization method. Wang [30]
and Jeon et al. [31] take a similar approach.

The approaches based on the consideration of partners’ technological compatibility
illustrate the affinity for their technological knowledge [32] and may be suitable if tech-
nologies are becoming increasingly complex or distributed over various sources, or when
technology fusion is recognized as an important part of collaborative innovation [31]. They
are, however, criticized for excluding taking the strategic perspective into account.

Many authors point out the need for a multidimensional assessment, namely, beside
technical compatibility as an indicator of the compatibility of the relevant knowledge and
technology capabilities that determine the absorptive potential, an important emphasis is
placed on nontechnical compatibility as well as the indicators of the congruence of the goals
and the cooperation process, which affect the stability and organizational harmonization
of OI partner relations and generate trust and commitment [33–35]. Namely, OI success
does not only depend on the efficient integration of internal and external technologies and
types of knowledge, but it also depends on factors such as strategic goals, organizational
culture, the R&D strategy, the top management style, an attitude towards cooperation in
R&D activities, the innovation partners’ protocols, and the innovation environment [28,30].
Büyüközkan et al. [36] emphasize that two dimensions should necessarily be included
in potential partner assessment: the first pertaining to their strategic excellence and the
second pertaining to their business, i.e., their operational excellence. Holmberg and Cum-
mings [37] suggest that, when selecting OI partners, potential partners’ motivation for
innovation cooperation must be considered apart from the criteria related to the partners’
attributes [38].
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Consistent evaluation outcomes necessitate the use of the contingent system of evalua-
tion criteria, which could be adapted to the company’s business circumstances, innovation
policies, and strategies. According to Shah and Swaminathan [39], if the interpretability
of the OI project outcome is low, i.e., if there are limited possibilities of interpreting and
understanding them, priority should be given to the criteria pertaining to the compatibility
of the identity, culture, goals, mutual trust, and so forth. The same is also applicable if it is
difficult to establish control over the process. On the contrary, outcome-oriented criteria
(such as financial cost-effectiveness) will dominate in OI partner selection. According to
Sarkar et al. [40], if the OI aim is focused on achieving product novelty or technological
superiority, the technological complementarity criteria should be prioritized. If the empha-
sis is on accelerating and smoothing the innovation process and establishing a supportive
collaborative environment, nontechnical criteria are heavily weighted.

3. Materials and Methods

The study contributes to the development of an improved decision-making method-
ology framework for OI partner selection, and the following are some benefits that are
represented in it:

(i) For the first time, a comprehensive framework of OI partner performance indica-
tors is provided, consisting of five critical dimensions and twenty-seven indicators,
encompassing all relevant technological, operational, and strategic evaluation aspects.

(ii) The novel hybrid IT2F MCDM model combining IT2FD, IT2F AHP, and IT2F
PROMETHEE is established, which provides a contingent approach to identifying
OI partner evaluation criteria considering the nature of the company’s innova-
tion processes, contextual conditions, and innovation strategy; and yields precise
multi-criteria alternatives evaluation under a high uncertainty level.

This results in a structured and methodology-supported, five-stage decision-making
process for OI partner selection. In addition, by identifying the key OI partners’ perfor-
mance indicators, the study offers valuable guidance for managers in generating manage-
ment strategies and best practices to maximize synergy of collaboration in OI projects.

The study primarily provides a comprehensive framework that encompasses all
relevant technological, operational, and strategic aspects of OI partner evaluation, ensuring
a holistic approach to the problem. This leads to a more integrated and coherent list of
potential OI partner evaluation criteria (Table 2). The research process included a review of
the existing methodological frameworks for decision support in the selection of OI partners,
studies on inter-organizational knowledge transfer and generation, as well as studies on
inter-organizational relationships, from which the key indicators that model the quality of
cooperation among OI partners have been identified. As a result, five critical dimensions
were identified, including (i) technological competencies; (ii) resource complementarity;
(iii) financial terms of collaboration; (iv) cooperative capability; and (v) strategic alignments.
A comprehensive set of twenty-seven indicators of OI partner performance covering these
five dimensions was established.

In parallel with the literature analysis, as a second part of the research process, inter-
views were conducted with 18 managers with at least two years of experience in managing
OI projects and an engineering or business academic background. The managers were
asked to state the factors that, in their opinion, had the most significant influence on the
quality of partner cooperation during the OI projects they were involved in. After revising
the collected statements and rationalizing the different nomenclature, it was concluded
that the indicators recommended by the practitioners are already included in the literature
review-defined list.
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Table 2. The potential OI partner evaluation criteria list.

Criteria Studies

Technological competencies

Technological innovation level [41,42]
Technological complementarity [34]

Product experience [43]
Number of patents held [27]

Expected capabilities of abstraction [43]
Technology transfer capability [44]

Resource complementarity

Overlapping knowledge base [35]
Product-specific knowledge [45]

Market knowledge complementarity [35,45]
Expected knowledge maturity [43]

Past experiences [34]
Financial assets [45]

Financial terms
Expected debt ratio and refund ability [46]

Financial resources demand of the project [34]
Return of investment [46]

Cooperative capability

Collaborative behavior [28]
Mutual trust and commitment [35,39,45,47,48]

Management and organizational culture [34,35,42,46,49,50]
Previous relationship [28]
Propensity to change [35]

Geographical proximity [28,43]
Symmetry of scale and scope [45,46]

Strategic alignments

Compatibility of corporation strategies [46]
Convergence of expectations between partners [34]

Motivation and goal correspondence [35,50]
Strategic objectives of intellectual property management [28]

Market complementarity [34]

The proposed methodology framework is implemented in a five-phase hybrid process
(Figure 1) combining the advantages of three methods, namely Delphi, the Analytical Hier-
archy Process (AHP), and the Preference Ranking Organization METHod for Enrichment
of Evaluations (PROMETHEE). As far as we know, this is the first time the proposed hybrid
MCDM model has been applied.

 

Figure 1. The proposed methodology framework.
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The synthesis of the conventional Delphi approach and the IT2F set theory (IT2FD)
enables the inclusion of expert subjective judgments, enabling a more comprehensive and
inclusive approach to elicit the most essential evaluation criteria from the list of potential
ones (Table 2), depending on the nature of the company’s innovation processes as well as the
contextual conditions and the corporate innovation strategy. The proposed IT2FD process
results in a contingent and reliable set of OI partner performance indicators, enhancing the
validity and practicality of the chosen evaluation criteria in OI partner selection. It provides
companies with a way to optimize the evaluation criteria and make consistent decisions.

The framework also provides a methodology for rational and reliable criteria weight-
ing based on the vague linguistic evaluations of multiple experts by applying the IT2F AHP
approach. The strength of this method is based on the ability to express preferences using
linguistic statements, which is more similar to the human way of thinking, the concept
of systematic pairwise criteria comparison, and a mathematically simple synthesis of the
obtained results for deriving criteria weights. Additionally, the framework incorporates the
methodology for multi-criteria evaluation and ranking of alternative OI partners based on
the IT2F PROMETHEE approach, which is suitable for solving complex decision-making
problems that require a range of human perceptions and judgments, especially when
there are significant differences in participants’ perceptions of the decision-making process.
Moreover, the criteria properties are treated in a proper way by involving different types of
preference functions as well as the associated parameters for each criterion.

The conventional forms of the MCDM methods, modeled with crisp input data, are
incompatible with the human thinking process, rendering them inapplicable under the
highly vague and uncertain decision environment derived by the subjective nature of the
preferences, the impossibility of expressing preference relations using crisp measures, the
hesitation of human perception, and a lack of quantitative criteria.

A typical MCDM problem involves several qualitative and quantitative measure-
ments. Given the fact that these measurements are frequently impossible to be precisely
presented and precisely anticipated based upon objective pieces of information or directly
and analytically explained, they will instead be based on the objective assessments made
by the representatives of personalized types of knowledge and experiences specific to a
particular criterion. Modeling the uncertainties and imprecisions that arise in that case in
this study is performed by the application of the mathematical models developed in an
IT2F environment.

To efficiently resolve the ambiguity frequently arising from the available pieces of
information and to do more justice to the essential vagueness in human judgment and pref-
erence, fuzzy set theory is used to establish ill-defined MCDM problems [51]. Indubitably,
the value of the MCDM methods will be improved if the properties of human adaptively,
intransitivity, and dynamic adjustment of preferences can be considered in the decision
process [52]. Fuzzy set theory is oriented towards the conversion of human perceptions
given as linguistic statements into an arithmetical form by representing vague data using
fuzzy numbers [51].

The literature notes a large number of different MCDM models integrated with fuzzy
sets theory used for modeling uncertain and imprecise data in different decision-making
problems [53–60]. Moreover, some studies [26,61] that provide insight into research in the
field of MCDM encompassing the application of IT2F sets, confirm the high level of use of
IT2F sets-based MCDM models in the domains of engineering and management, assuming
that the trend in research in IT2F MCDM will remain stable in the future.

3.1. Multi-Criteria Decision-Making and Interval Type-2 Fuzzy Sets

Due to the power of fuzzy logic to overcome the problems of indeterminacy and
inconsistency, fuzzy sets are used in decision-making processes in which their application
allows decision-makers to convert the linguistic terms or responses to be evaluated with
a degree of certainty [62]. To accommodate ambiguity, fuzzy sets allow for membership
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inside an interval between two real values. Accordingly, fuzzy sets allow decision-making
problems to be resolved in a more flexible and precise manner.

The choice the shape of the membership function can be considered a problem in itself.
A special case of generalized type-2 fuzzy IT2F sets has been seen as the most useful since
they are more manageable in terms of calculations [63]. Moreover, IT2F sets are often chosen
as a viable alternative due to their numerous superiorities over conventional type-1 fuzzy
sets. Namely, in IT2F sets, linguistic statements are modeled more efficiently in comparison
to type-1 fuzzy sets, which are defined with a two-dimensional membership function, while
the IT2F set membership function is three-dimensional, providing additional degrees of
freedom for better dealing with vague data. Therefore, type-2 fuzzy sets are proposed [64]
as more applicable to real-life decision-making problems.

IT2F sets have been successfully implemented with MCDM methods that involve ex-
pressing decision-makers’ preferences using a linguistic scale to fully describe the inherent
uncertainties, and make it more convenient for applying in a highly vague and uncertain
decision-making environment. In the past two decades, research in the field of IT2F MCDM
has experienced intense growth. So far, a large number of studies have been focused on the
development and implementation of IT2F MCDM models for real-world problems in an
uncertain and ambiguous environment.

Mathew et al. [55] introduced the IT2F MCDM model based on the AHP and the
Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), which can
effectively handle the degree of uncertainty in group decision-making process of selecting
the optimal industrial asset maintenance strategy. Ecer [56] utilized an extension to AHP
under an IT2F environment to better cope with ambiguity for supplier selection, considering
green concepts. The study [25] employed the same approach, aimed at supporting the
effective selection of partners for collaborative technological R&D projects. Gölcük [65]
introduced a novel risk assessment model by combining the IT2F Best–Worst Method
(BWM) with perceptual reasoning for the evaluation of risk in digital transformation
projects. Wu et al. [66] proposed an investment decision-making framework based on IT2F
sets and the PROMETHEE-II model. In the study [67], the IT2F-based MCDM approach
established by integrating TOPSIS and Decision-Making Trial and Evaluation Laboratory
(DEMATEL) methods is utilized for the SWOT-based strategy selection problem by means
of preparatory efforts to develop a renewed strategic plan for the industrial engineering
department. Boral et al. [68] suggested a novel integrated framework comprising IT2F
AHP, IT2F DEMATEL, and IT2F Measurement of Alternatives and Ranking according to
COmpromise Solution (MARCOS) for prioritizing the risks associated with human error in
the context of Failure Modes and Effects Analysis (FMEA)-based risk analysis approach.
Bera et al. [69] used Multi-Objective Optimization on the basis of Ratio Analysis (MOORA)
and TOPSIS methods in an IT2F environment for supplier selection, considering both
subjective and objective factors. Karagöz et al. [70] utilized an extension of the Additive
Ratio ASsessment (ARAS) method under the IT2F environment for solving the end-of-life
vehicle recycling facility location problem. The study [71] constructs a barrier evaluation
framework for forest carbon sink project implementation by introducing a hybrid MCDM
model encompassing the BWM and PROMETHEE II in the IT2F environment.

3.2. Interval Type-2 Fuzzy Sets

The interval type-2 fuzzy (IT2F) sets, first introduced by Zadeh [64], are defined by the
interval, a three-dimensional membership function that is fuzzy by itself, which makes it
much more competent for modeling the ambiguities inherent to MCDM problems since it
is described by both the primary and the secondary membership functions, which provides
a higher degree of flexibility. According to Mendel and John [72], the main sources of these
ambiguities include:
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• The meanings of the used linguistic terms and the consequences of the rules can
be uncertain;

• Consequents may have a histogram of the values associated with them, especially when
knowledge is extracted from a group of experts who do not have a unified attitude;

• The measurements that activate type-1 fuzzy logic may be uncertain;
• The data used to tune the parameters of the type-1 fuzzy logic system may be noisy.

According to Aleksic and Tadic [26], handling uncertainties by using type-2 numbers
implies making fewer assumptions, which results in more realistic solutions to real-life
decision-making problems.

In the following, a brief review of some definitions of IT2F sets is presented [63].

Definition 1. Let (
≈
A) be a type-2 fuzzy number characterized by the membership function μ≈

A
(x, u):

≈
A =

{(
(x, u), μ≈

A
(x, u)

)
∀x ∈ X, ∀u ∈ Jx ⊆ [0, 1], 0 ≤ μ≈

A
(x, u) ≤ 1

}
(1)

which can also be interpreted as in Equation (2).

≈
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∫
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∫
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]
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∣∣∣u ∈ [0, 1], μ≈

A
(x, u) > 0

}
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Definition 2. If it is further assumed that each μ≈
A
(x, u) is equal to 1, then

≈
A can be considered as

an IT2F number which can be interpreted as in Equations (3) and (4).
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∫
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(j+1) in upper trapezoidal membership function.
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(∼
A

L)
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(j+1) in lower trapezoidal membership function.

which can graphically be interpreted as in Figure 2.

Figure 2. The IT2F number.
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Let
≈
A1 =

(∼
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U
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and

≈
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U
,
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L)
be two IT2F numbers, whose form is

interpreted in Equation (4), then the arithmetic operations between them can be defined
as follows:

Definition 3. The addition operation between two IT2F numbers
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Definition 4. The Subtraction operation between two IT2F numbers
≈
A1 and

≈
A2 is defined as in

Equation (6)
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Definition 5. The multiplication operation between two IT2F numbers
≈
A1 and

≈
A2 is defined as in

Equation (7)
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Definition 6. The arithmetic operation between crisp value s and an IT2F number
≈
A1 is defined as

in Equation (8).
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Definition 7. The reciprocal operation of an IT2F number
≈
A1 is defined as in Equation (9).
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3.3. Interval Type-2 Delphi Model

The Delphi method is a formal communication strategy or approach originally con-
ceived as a systematic interactive predictive process based on an expert panel [73]. Today,
it is extensively used as part of hybrid MCDM models, to identify critical decision factors.
The study employs the IT2FD-based approach for eliciting the most important evalua-
tion criteria.

164



Mathematics 2023, 11, 3168

The synthesis of type-1 fuzzy set theory and conventional Delphi is often used as
a part of the hybrid MCDM frameworks to resolve the ambiguity and vagueness of an
expert’s judgments, which are issues that the conventional Delphi approach has always
suffered from. However, it can be noticed that the extensions of the Delphi method in the
context of IT2F sets have not been taken much into consideration and is still in their infancy.
There are only a few studies suggesting the application of an IT2FD-based approach, for
instance; Shringi et al. [62] developed a hybrid IT2F Delphi-AHP model for analyzing
critical factors for effective knowledge acquisition in construction safety training. Deveci
et al. [74] introduced the IT2FD-based approach to rank indicators affecting site selection of
vehicle shredding facilities. In study [75], the critical competencies for lifelong learning were
assessed using the fuzzy model for sustainable education, whereby the IT2FD approach
was employed to aggregate students’ opinions into unique marks, during the assessment
process. While Ayyildiz et al. [76] utilized IT2FD to determine the most important criteria
that affect the credit evaluation process.

In order to provide a more intuitive and convenient way to address uncertain and
ambiguous information during the Delphi process, the paper suggests an extension of the
Delphi model in the context of IT2F sets. In this regard, the modified fuzzy Delphi model
proposed by Gupta et al. [77] is used, in which IT2F sets are used instead of triangular
type-1 fuzzy sets.

Since the experts ( Ek, k = 1, 2, . . . , K), engaged in the Delphi process participate in
different phases of the innovation process (IP) and have different experiences, qualifications,
and designations, their judgments should be assigned different weights. For instance, the
opinion of the expert with more experience, a higher designation, or more qualifications

could be considered more trustworthy; therefore, the weight factors (
≈
Xk) will be assigned

to the experts on this basis. The weight factor reflects the expert’s competencies for dealing
with the considered problem. The linguistic variables describing experts’ experience,
qualification, designation, and the phase of the innovation process (IP) they are involved
in (which will be used as expert evaluation criteria in this study) can be quantified using
IT2F numbers, according to Table 3. The weight factor for each expert is then formed
as an aggregation of these variables and represents the arithmetic mean of the assigned
IT2F numbers.

Table 3. IT2F scale for the expert evaluation criteria.

Experience Qualification Designation IP Phase
Linguistic
Variables

IT2F Numbers

≤5 Under graduate Up to executive Launch and market
penetration Low (0, 0.1, 0.15, 0.3; 1, 1)

(0.05, 0.1, 0.15, 0.2; 0.9, 0.9)

5–10 Graduate Executive to
Specialist Idea generation Medium (0.3, 0.5, 0.55, 0.7; 1, 1)

(0.4, 0.5, 0.55, 0.6; 0.9, 0.9)

10–15 Master graduation Specialist to
Manager

Concept
development High (0.7, 0.85, 0.9, 1; 1, 1)

(0.8, 0.85, 0.9, 0.95; 0.9, 0.9)

≥15 Post graduate Manager to
GM

Product
development Very high (0.9, 1, 1, 1; 1, 1)

(0.95, 1, 1, 1; 0.9, 0.9)

In the experts’ opinions (
≈
l jk) on the importance of considering each of the identified

criteria (Cj, j = 1, 2, . . . , n), an IT2F evaluation matrix is established:
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≈
L =

(≈
l jk

)
nxK

=

E1 E2 · · · EK≈
X1

≈
X2 · · · ≈

XK

C1
C2
...

Cn

⎡⎢⎢⎢⎢⎢⎢⎣

≈
l 11

≈
l 12 · · ·

≈
l 1K≈

l 21
≈
l 22 · · ·

≈
l 2K

...
...

...
≈
l n1

≈
l n2 · · ·

≈
l nK

⎤⎥⎥⎥⎥⎥⎥⎦
(10)

Those opinions are expressed according to the scale accounted for in Table 4.

Table 4. IT2F scale.

Linguistic Variables IT2F Numbers

Very Low (VL) (0, 0, 0, 0.01; 1, 1) (0, 0, 0, 0.05; 0.9, 0.9)
Low (L) (0, 0.1, 0.15, 0.3; 1, 1) (0.05, 0.1, 0.15, 0.2; 0.9, 0.9)

Medium Low (ML) (0.1, 0.3, 0.35, 0.5; 1, 1) (0.2, 0.3, 0.35, 0.4; 0.9, 0.9)
Medium (M) (0.3, 0.5, 0.55, 0.7; 1, 1) (0.4, 0.5, 0.55, 0.6; 0.9, 0.9)

Medium High (MH) (0.5, 0.7, 0.75, 0.9; 1, 1) (0.6, 0.7, 0.75, 0.8; 0.9, 0.9)
High (H) (0.7, 0.85, 0.9, 1; 1, 1) (0.8, 0.85, 0.9, 0.95; 0.9, 0.9)

Very High (VH) (0.9, 1, 1, 1; 1, 1) (0.95, 1, 1, 1; 0.9, 0.9)

According to Gupta et al. [77], the average weight for each criterion (
≈
wδj) could be

determined by Equation (11).

≈
wδj =

∑K
k=1

≈
Xk ⊗

≈
l jk

K
(11)

The defuzzification of IT2F weights in this study is performed by the Center of Area
(COA) method, providing the Best Nonfuzzy Performance (BNP) value, as suggested
in [78], the BNP value can be obtained as in Equation (12).

wδj =

∫
xu(x)dx∫
u(x)dx

=
−wδj1·wδj2 + wδj3·wδj4 +

1
3
(
wδj4 − wδj3

)2 − 1
3
(
wδj2 − wδj1

)2

−wδj1 − wδj2 + wδj3 + wδj4
(12)

where wj1,2,3 and 4 represents the arithmetic mean of the upper and lower boundaries of the

IT2F weight (
≈
wδj).

The computation of the criterion minimum acceptable weight (
≈
Rδj) is determined by

Equation (13), where Rk stands for the minimum acceptable criterion weight denoted as a
percentage expressed by the kth expert. This variable can be defuzzified by Equation (12).
The criteria whose weights (wδj) are lower than the estimated minimum acceptable weight
(Rδ j) are omitted from the further evaluation procedure.

≈
Rδ j =

∑K
k=1

≈
Xk ⊗ Rk

K
(13)

3.4. Interval Type-2 AHP Model

The Analytical Hierarchy Process (AHP) method is a method of hierarchical weight
decision analysis introduced by Saaty [79]. Based upon the pairwise comparison of a set of
objects, the AHP is performed so as to elicit a corresponding priority vector that indicates
preferences. The synthesis of the fuzzy set and the AHP method has successfully been
applied in modeling diverse engineering and management problems, such as renewable en-
ergy project portfolio optimization [80], optimal maintenance strategy selection [55], green
supplier selection [56], resilient supplier selection [81], partner selection in collaborative
technological R&D projects [25], and supplier selection in the era of Industry 4.0 [82].
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The first step within the criteria weighting process based upon the IT2F AHP method-

ology implies the establishment of a pairwise comparison matrix (
≈
A =

(≈
ayj

)
n×n

) among

all the criteria
(
Cj, j = 1, 2, . . . , n

)
:

≈
A =

(≈
ayj

)
n×n

=

C1 C2 · · · Cn

C1
C2
...

Cn

⎡⎢⎢⎢⎢⎢⎣
1

≈
a12≈

a21 1

· · · ≈
a1n

· · · ≈
a2n

...
...

≈
an1

≈
an2

. . .
...

· · · 1

⎤⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣
1

≈
a12

1
≈
a12

1
· · · ≈

a1n

· · · ≈
a2n

...
...

1
≈
a1n

1
≈
a2n

. . .
...

· · · 1

⎤⎥⎥⎥⎥⎥⎦ (14)

The matrix elements (
≈
ayj) refer to the preference of the criterion y over the criterion

j determined by the experts involved in the prioritization process. In the first phase,
preferential relationships are expressed by means of linguistic statements. In the next
phase, it is converted to IT2F numbers by mapping on an IT2F scale. The IT2F numbers
representing the linguistic statements used in the criteria weighting process in this study
are introduced in Table 5 and graphically presented in Figure 3.

Table 5. IT2F scale for criteria weighting process.

Linguistic Statements IT2F Numbers

Absolutely Strong (AS) (7, 8, 9, 9; 1, 1) (7.2, 8.2, 8.8, 9; 0.8, 0.8)
Very Strong (VS) (5, 6, 8, 9; 1, 1) (5.2, 6.2, 7.8, 8.8; 0.8, 0.8)
Fairly Strong (FS) (3, 4, 6, 7; 1, 1) (3.2, 4.2, 5.8, 6.8; 0.8, 0.8)

Slightly Strong (SS) (1, 2, 4, 5; 1, 1) (1.2, 2.2, 3.8, 4.8; 0.8, 0.8)
Exactly Equal (EE) (1, 1, 1, 1; 1, 1) (1, 1, 1, 1; 1, 1)

Figure 3. IT2F membership functions for linguistic statements used in criteria weighting process.

A consistency test is used to reveal the inconsistency within the established pair-
wise comparison matrix. In order to verify pairwise comparison matrix consistency, the
consistency rate (CR) is introduced, and its value is obtained by Equation (15).

CR =
CI
RI

(15)

where CI is a consistency index obtained by Equation (16)

CI =
λ max − n

n − 1
(16)
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and λmax is the largest eigenvalue of matrix
≈
A.

The RI is random index, and its value being dependent on the order of the matrix
(see [79]).

If the CR < 0.1, then the pairwise comparison matrix is acceptable, otherwise, the
matrix must be reformed.

If the criteria pairwise comparison is performed as a group process, then the individual

pairwise comparison matrices can be aggregated using Equations (17) and (18), where
≈
a

k
yj

is the criteria preferential relation expressed by the kth expert.

≈
ayj =

(
K

∏
k=1

≈
a

k
yj

) 1
K

=

[
≈
a

1
yj ⊗

≈
a

2
yj ⊗ . . .⊗≈

a
K
yj

] 1
K

(17)

K

√
≈
a

k
yj =

⎛⎝ K
√

aU
yj1, K

√
aU

yj2, K
√

aU
yj3, K

√
aU

yj4 ; HU
1
(
ayj

)
; HU

2
(
ayj

)
,

K
√

aL
yj1, K

√
aL

yj2, K
√

aL
yj3, K

√
aL

yj4 ; HL
1
(
ayj

)
; HL

2
(
ayj

)
⎞⎠ (18)

There are several approaches to the generation of priorities from the pairwise compari-
son relations including the Least Squares (LS) method [83]; the geometric mean method [84];
the Logarithmic Least Squares (LLS) method [85]; the extent analysis method [86]; goal
programming [87]; the Fuzzy Preference Programming (FPP) method [88]; the linear pro-
gramming method [89]; the least deviation method [90]; the Weighted Least Square (WLS)
and the quadratic programming methods [91].

A modification of the Buckley [84] fuzzy AHP model will be applied to generate
criteria weights from the pairwise comparison matrix, whereby the modified model uses
IT2F sets instead of the trapezoidal type-1 fuzzy set as it is more accurate in uncertainty
modeling, due to the membership function, which is fuzzy by itself. This includes the

generation of the fuzzy geometric mean (
≈
r y) for each matrix row using the geometric mean

technique as follows:

≈
r y =

(
n

∏
y=1

≈
ayj

) 1
n

=
[≈

ay1 ⊗ ≈
ay2 ⊗ . . .⊗≈

ayn

] 1
n (19)

The IT2F weights (
≈
wj) are obtained by the fuzzy geometric mean (

≈
r y) as follows:

≈
wj =

≈
r y ⊗

[≈
r 1 ⊕ . . . ⊕ ≈

r y ⊕ . . .
≈
r n

]−1
(20)

The non-fuzzy weights of Cj are obtained in the same manner as in Equation (12).

3.5. Interval Type-2 PROMETHEE Model

The Preference Ranking Organization METHod for Enrichment of Evaluations
(PROMETHEE) [92] is a widely used outranking method that enables aggregation of
the alternative evaluations established based on multiple, often conflicting criteria. The
paper proposes using the extension of the PROMETHEE method in the context of the
IT2F set. The majority of so-far-used IT2F MCDM models could be characterized as
scoring or compromising models, whereas the extended outranking methods have not
been thoroughly investigated. A literature review reveals only a few studies using the
PROMETHEE method in the IT2F environment. For instance, Chen [93] established the
PROMETHEE model that used signed distance-based generalized criteria and compre-
hensive preference indices in the IT2F set environment, while Wu et al. [66] used the
IT2F PROMETHEE model to develop an investment decision-making framework. This
model was also used as a part of the two-stage DM framework for the inland nuclear
power plant site selection in synthesis with the GIS Wu et al. [94].

168



Mathematics 2023, 11, 3168

Let define the MCDM problem of m alternatives (Zi, i = 1, 2, . . . , m) and n evaluation
criteria (Cj, j = 1, 2, . . . , n). The fuzzy evaluation matrix is then defined as in Equation (21).

The alternative performance (
≈
f ij) is expressed using the scale provided in Table 4.

≈
F =

(≈
f ij

)
mxn

=

C1 C2 · · · Cn

Z1
Z2
...

Zm

⎡⎢⎢⎢⎢⎢⎢⎣

≈
f 11

≈
f 12≈

f 21

≈
f 22

· · ·
≈
f 1n

· · ·
≈
f 2n

...
...

≈
f m1

≈
f n1

...
...

· · ·
≈
f mn

⎤⎥⎥⎥⎥⎥⎥⎦
(21)

≈
f ij =

(∼
Fij

U
,
∼
Fij

L)
=

(
f U
ij1, f U

ij2, f U
ij3, f U

ij4; H1

(∼
F

U

ij

)
, H2

(∼
F

U

ij

))(
f L
ij1, f L

ij2, f L
ij3, f L

ij4; H1

(∼
F

L

ij

)
, H2

(∼
F

L

ij

))
(22)

In the next step, a normalized fuzzy evaluation matrix (
≈
D =

(≈
dij

)
mxn

) is established.

≈
dij =

(∼
Dij

U
,
∼
Dij

L)
=

⎧⎪⎪⎨⎪⎪⎩
(

f U
ij1

f L
max j

,
f U
ij2

f L
max j

,
f U
ij3

f L
max j

,
f U
ij4

f L
max j

)
,
(

f L
ij1

f L
max j

,
f L
ij2

f L
max j

,
f L
ij3

f L
max j

,
f L
ij4

bL
max j

)
, i f Cj ∈ CI(

f L
min j

f U
ij4

,
f L
min j

f U
ij3

,
f L
min j

f U
ij2

,
f L
min j

f U
ij1

)
,
(

f L
min j

f L
ij4

,
f L
min j

f L
ij3

,
f L
min j

f L
ij2

,
f L
min j

f L
ij1

)
, i f Cj ∈ CII

(23)

f L
max j = max

{
f L
ij |i = 1, 2, · · · , m

}
f L
min j = min

{
f L
ij |i = 1, 2, · · · , m

} CI and CII

CI applies to benefit criteria and CII to cost criteria.
The alternatives’ outranking relations can be expressed by the preference function:

≈
Pj

(
zi, zg

)
=

≈
Pj

(≈
Dij −

≈
Dgj

)
(24)

It is a non-falling function characterized as: 0 ≤ ≈
Pj

(
zi, zg

) ≤ 1 and
≈
Pj

(
zi, zg

) =
≈
Pj

(
zg, zi

)
, therewith it acquiring the value 0 for

≈
Dij −

≈
Dgj < 0. The preference function

expresses the intensity of the preference of the alternative zi over zg, concerning the criterion
Cj, which can be interpreted as:

• ≈
Pj

(
zi, zg

)
= 0—indifference—

≈
Dij =

≈
Dgj

• ≈
Pj

(
zi, zg

) ∼ 0—weak preference—
≈
Dij >

≈
Dgj

• ≈
Pj

(
zi, zg

) ∼ 1—strong preference—
≈
Dij >>

≈
Dgj

• ≈
Pj

(
zi, zg

)
= 1—strict preference—

≈
Dij >>>

≈
Dgj

The PROMETHEE method enables each decision criterion to be assigned a specific
type of preference function by its characteristics, as well as the associated parameters that
represent the intensity, limits, and speed of preference. The six different types of preference
functions (Equations (25)–(30)) suggested by Brans and Vincke [92] can be used to express
preferences in the majority of real-world problems.
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Usual Criterion

≈
Pj

(
zi, zg

)
=

⎧⎨⎩0,
≈
Dij −

≈
Dgj ≤ 0

1,
≈
Dij −

≈
Dgj > 0

(25)

U-shape Criterion

≈
Pj

(
zi, zg

)
=

⎧⎨⎩0,
≈
Dij −

≈
Dgj ≤ ≈

q

1,
≈
Dij −

≈
Dgj >

≈
q

(26)

V-shape Criterion

≈
Pj

(
zi, zg

)
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0,

≈
Dij −

≈
Dgj ≤ 0(≈

Dij −
≈
Dgj

)
/
≈
p, 0 <

≈
Dij −

≈
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p

1,
≈
Dij −

≈
Dgj >

≈
p

(27)

Level Criterion

≈
Pj

(
zi, zg

)
=
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0,

≈
Dij −

≈
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q

1/2,
≈
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≈
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p
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≈
Dij −

≈
Dgj >

≈
p

(28)

V-shape with indifference Criterion

≈
Pj

(
zi, zg

)
=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0,

≈
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≈
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≈
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q
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/
(≈
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q
)

,
≈
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≈
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p
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≈
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≈
Dgj >

≈
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(29)

Gaussian Criterion

≈
Pj

(
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)
=
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≈
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≈
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1 − e−(
≈
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≈
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2
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2

,
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≈
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(30)

where:

e
≈
A =

(
eaU

1 , eaU
2 , eaU

3 , eaU
4 ; H1

(∼
A

U)
, H2

(∼
A

U))
,
(

eaL
1 , eaL

2 , eaL
3 , eaL

4 ; H1

(∼
A

L)
, H2

(∼
A

L))
(31)

In order to obtain the final alternatives rank, it is necessary to determine the prefer-
ence index π

(
zi, zg

)
which reflects the overall preference of the alternative zi over the zg

concerning all the evaluation criteria, where
≈
wj is the relative weight of criterion Cj:

π
(
zi, zg

)
=

n

∑
j=1

≈
wj·

≈
Pj

(
zi, zg

)
(32)

The exploitation of the obtained preferential relations to establish the rank of the
alternatives includes the calculation of outgoing flows (∅+(zi)) by Equation (33) and
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incoming flows (∅−(zi)) using the Equation (34)—for partial ranking, and net flows (∅(zi))
by Equation (35)—for establishing the final rank of the alternative.

∅+(zi) =
1

n − 1

n−1

∑
zx∈Z

π(zi, zx) (33)

∅−(zi) =
1

n − 1

n−1

∑
zx∈Z

π(zx, zi) (34)

∅(zi) = ∅+(zi)−∅−(zi) (35)

4. Results

The case study has been conducted to verify the applicability and demonstrate the fea-
sibility of the proposed hybrid IT2F MCDM model. The five-phase MCDM hybrid process
has been conducted in accordance with the above-presented methodological framework
(Figure 1). In this context, five alternative partners are identified to be evaluated. The
decision-making process engaged a group of four experts: two university professors in
the field of Engineering Management and two experts with experience in managing the
OI projects.

4.1. Establishing the Evaluation Criteria List by IT2FD

At the first step, IT2F logic is used to assign weight factors (
≈
Xk) to experts involved in

the Delphi process (Ek). The experts’ qualifications, experience designation, and IP phase
they are involved in are used as evaluation criteria. This Delphi process included four
experts, one from each of the following IP phases: idea generation, concept development,
product development, and launch and market penetration phases.

The linguistic variables that describe these experts’ experience, qualification, designa-
tion, and IP phase (given in Table 6) are quantified using IT2F numbers in accordance with
Table 3. The arithmetic mean of the IT2F numbers assigned to the expert on this basis is
used to determine its weight factor. The results are shown in Table 6.

Table 6. The experts’ relative weights.

Expert Experience Qualification Designation IP Phase IT2F Experts Weights (
≈
Xk)

E1 3 Master graduate Specialist to Manager Idea generation (0.43, 0.58, 0.63, 0.75; 1, 1)
(0.51, 0.58, 0.63, 0.68; 0.9, 0.9)

E2 8 Postgraduate Manager to GM Product development (0.75, 0.88, 0.89, 0.93; 1, 1)
(0.81, 0.88, 0.89, 0.9; 0.9, 0.9)

E3 15 Graduate Specialist to Manager Concept Development (0.65, 0.8, 0.84, 0.93; 1, 1)
(0.74, 0.8, 0.84, 0.88; 0.9, 0.9)

E4 9 Graduate Executive to Specialist Launch and market
penetration

(0.33, 0.49, 0.54, 0.68; 1, 1)
(0.41, 0.49, 0.54, 0.59; 0.9, 0.9)

Each expert is asked through the questionnaire to evaluate the importance of each
potential criterion from the list established in Section 3 (Table 2) by using the corresponding
IT2F numbers. Those opinions are expressed according to the scale accounted for in Table 4,
which resulted in an evaluation matrix (Table 7). The average criteria weights are generated
from the established evaluation matrix, considering the experts’ relative weights according
to Equation (11). Along with the criteria filtering threshold, the minimum acceptable weight
for each criterion is decided. The initial criteria are analyzed with regard to this threshold.
According to the findings (Table 7), ten criteria are accepted, while the others are rejected
since their significance weights are below the threshold.
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Table 7. The results of the criteria evaluation.

Criteria Aggregate Criteria Weight (
≈
wδj) Aggregate MAW (

≈
Rδj)

Criteria
Weight

MAW
Selected
Criteria

Technological innovation
level

(0.46, 0.66, 0.71, 0.82; 1, 1)
(0.57, 0.66, 0.71, 0.75; 0.9, 0.9)

(0.48, 0.61, 0.64, 0.73; 1, 1)
(0.55, 0.61, 0.64, 0.67; 0.9, 0.9) 0.663 0.612 �

Technological
complementarity

(0.38, 0.58, 0.65, 0.82; 1, 1)
(0.5, 0.58, 0.65, 0.72; 0.9, 0.9)

(0.43, 0.56, 0.59, 0.67; 1, 1)
(0.5, 0.56, 0.59, 0.62; 0.9, 0.9) 0.608 0.561 �

Product experience (0.19, 0.39, 0.45, 0.64; 1, 1)
(0.29, 0.39, 0.45, 0.52; 0.9, 0.9)

(0.33, 0.43, 0.45, 0.51; 1, 1)
(0.38, 0.43, 0.45, 0.47; 0.9, 0.9) 0.416 0.430

Number of patents held (0.34, 0.54, 0.61, 0.78; 1, 1)
(0.45, 0.54, 0.61, 0.67; 0.9, 0.9)

(0.39, 0.5, 0.53, 0.6; 1, 1)
(0.45, 0.5, 0.53, 0.56; 0.9, 0.9) 0.566 0.507 �

Expected capabilities of
abstraction

(0.09, 0.26, 0.31, 0.48; 1, 1)
(0.17, 0.26, 0.31, 0.37; 0.9, 0.9)

(0.26, 0.32, 0.34, 0.39; 1, 1)
(0.29, 0.32, 0.34, 0.36; 0.9, 0.9) 0.280 0.327

Technology transfer
capability

(0.45, 0.65, 0.7, 0.82; 1, 1)
(0.56, 0.65, 0.7, 0.75; 0.9, 0.9)

(0.47, 0.59, 0.63, 0.71; 1, 1)
(0.54, 0.59, 0.63, 0.66; 0.9, 0.9) 0.655 0.601 �

Overlapping knowledge
base

(0.11, 0.27, 0.33, 0.49; 1, 1)
(0.19, 0.27, 0.33, 0.38; 0.9, 0.9)

(0.26, 0.33, 0.35, 0.39; 1, 1)
(0.3, 0.33, 0.35, 0.37; 0.9, 0.9) 0.295 0.333

Product-specific knowledge (0.4, 0.6, 0.67, 0.82; 1, 1)
(0.51, 0.6, 0.67, 0.73; 0.9, 0.9)

(0.44, 0.56, 0.59, 0.67; 1, 1)
(0.5, 0.56, 0.59, 0.62; 0.9, 0.9) 0.623 0.565 �

Market knowledge
complementarity

(0.27, 0.47, 0.53, 0.71; 1, 1)
(0.38, 0.47, 0.53, 0.6; 0.9, 0.9)

(0.38, 0.49, 0.51, 0.58; 1, 1)
(0.44, 0.49, 0.51, 0.54; 0.9, 0.9) 0.495 0.491 �

Expected knowledge
maturity

(0.22, 0.41, 0.47, 0.66; 1, 1)
(0.31, 0.41, 0.47, 0.53; 0.9, 0.9)

(0.34, 0.43, 0.45, 0.52; 1, 1)
(0.39, 0.43, 0.45, 0.48; 0.9, 0.9) 0.436 0.442

Past experiences (0.2, 0.39, 0.44, 0.62; 1, 1)
(0.29, 0.39, 0.44, 0.5; 0.9, 0.9)

(0.35, 0.45, 0.47, 0.53; 1, 1)
(0.4, 0.45, 0.47, 0.50; 0.9, 0.9) 0.408 0.451

Financial assets (0.06, 0.19, 0.24, 0.40; 1, 1)
(0.12, 0.19, 0.24, 0.29; 0.9, 0.9)

(0.2, 0.26, 0.27, 0.31; 1, 1)
(0.23, 0.26, 0.27, 0.29; 0.9, 0.9) 0.216 0.260

Expected debt ratio and
refund ability

(0.32, 0.52, 0.57, 0.72; 1, 1)
(0.42, 0.52, 0.57, 0.62; 0.9, 0.9)

(0.39, 0.5, 0.53, 0.60; 1, 1)
(0.45, 0.5, 0.53, 0.55; 0.9, 0.9) 0.528 0.503 �

Financial resources demand
of the project

(0.09, 0.26, 0.31, 0.48; 1, 1)
(0.17, 0.26, 0.31, 0.37; 0.9, 0.9)

(0.23, 0.29, 0.31, 0.35; 1, 1)
(0.27, 0.29, 0.31, 0.33; 0.9, 0.9) 0.280 0.297

Return of investment (0.16, 0.34, 0.4, 0.58; 1, 1)
(0.25, 0.34, 0.4, 0.46; 0.9, 0.9)

(0.28, 0.36, 0.38, 0.44; 1, 1)
(0.33, 0.36, 0.38, 0.41; 0.9, 0.9) 0.365 0.368

Collaborative behavior (0.43,0.62,0.67,0.80;1,1)
(0.53,0.62,0.67,0.72;0.9,0.9)

(0.46,0.58,0.61,0.7;1,1)
(0.53,0.58,0.61,0.65;0.9,0.9) 0.629 0.588 �

Mutual trust and
commitment

(0.21, 0.41, 0.47, 0.65; 1, 1)
(0.31, 0.41, 0.47, 0.53; 0.9, 0.9)

(0.35, 0.44, 0.46, 0.52; 1, 1)
(0.4, 0.44, 0.46, 0.49; 0.9, 0.9) 0.429 0.444

Management and
organizational culture

(0.24, 0.44, 0.5, 0.69; 1, 1)
(0.33, 0.44, 0.5, 0.56; 0.9, 0.9)

(0.35, 0.45, 0.47, 0.54; 1, 1)
(0.41, 0.45, 0.47, 0.5; 0.9, 0.9) 0.461 0.454 �

Previous relationship (0.03, 0.14, 0.18, 0.33; 1, 1)
(0.08, 0.14, 0.18, 0.23; 0.9, 0.9)

(0.18, 0.23, 0.24, 0.27; 1, 1)
(0.21, 0.23, 0.24, 0.25; 0.9, 0.9) 0.163 0.230

Propensity to change (0.04, 0.15, 0.19, 0.34; 1, 1)
(0.09, 0.15, 0.19, 0.24; 0.9, 0.9)

(0.2, 0.24, 0.26, 0.29; 1, 1)
(0.22, 0.24, 0.26, 0.27; 0.9, 0.9) 0.175 0.246

Geographical proximity (0.02, 0.11, 0.15, 0.29; 1, 1)
(0.06, 0.11, 0.15, 0.20; 0.9, 0.9)

(0.17, 0.21, 0.23, 0.26; 1, 1)
(0.19, 0.21, 0.23, 0.24; 0.9, 0.9) 0.136 0.218

Symmetry of scale and
scope

(0, 0.06, 0.09, 0.21; 1, 1)
(0.03, 0.06, 0.09, 0.13; 0.9, 0.9)

(0.16, 0.2, 0.21, 0.23; 1, 1)
(0.18, 0.2, 0.21, 0.22; 0.9, 0.9) 0.084 0.197

Compatibility of
corporation strategies

(0.18, 0.37, 0.43, 0.61; 1, 1)
(0.27, 0.37, 0.43, 0.49; 0.9, 0.9)

(0.31, 0.4, 0.42, 0.48; 1, 1)
(0.36, 0.4, 0.42, 0.44; 0.9, 0.9) 0.390 0.401
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Table 7. Cont.

Criteria Aggregate Criteria Weight (
≈
wδj) Aggregate MAW (

≈
Rδj)

Criteria
Weight

MAW
Selected
Criteria

Convergence of expectations
between partners

(0.36, 0.56, 0.63, 0.80; 1, 1)
(0.47, 0.56, 0.63, 0.70; 0.9, 0.9)

(0.41, 0.53, 0.56, 0.64; 1, 1)
(0.48, 0.53, 0.56, 0.59; 0.9, 0.9) 0.585 0.539

Motivation and goal
correspondence

(0.22, 0.41, 0.47, 0.66; 1, 1)
(0.31, 0.41, 0.47, 0.53; 0.9, 0.9)

(0.33, 0.42, 0.44, 0.5; 1, 1)
(0.38, 0.42, 0.44, 0.47; 0.9, 0.9) 0.436 0.446

Strategic objectives of
intellectual property

management

(0.16,0.35,0.41,0.60;1,1)
(0.25,0.35,0.41,0.47;0.9,0.9)

(0.31, 0.39, 0.41, 0.47; 1, 1)
(0.35, 0.39, 0.41, 0.44; 0.9, 0.9) 0.375 0.395

Market complementarity (0.09, 0.25, 0.29, 0.46; 1, 1)
(0.16, 0.25, 0.29, 0.35; 0.9, 0.9)

(0.23, 0.29, 0.31, 0.35; 1, 1)
(0.26, 0.29, 0.31, 0.33; 0.9, 0.9) 0.265 0.295

The IT2FD process results reinforce the significance of specific factors related to the
partners’ technological competencies, such as Technological innovation level, Technological
complementarity, Number of patents held, and Technology transfer capability, highlighting
the increasing technological complexity or necessity of technology fusion to innovate. In
terms of the resource complementarity dimension, the evaluation process will incorporate
Product-specific knowledge and Market knowledge complementarity criteria, with less
emphasis on evaluating the financial terms of the corporation and strategic alignment.

4.2. Criteria Weighting by the IT2F AHP

The fuzzified linguistic variables defined in the previous section (Table 5) are now
applied to describe the preference relations between the criteria considered by each expert.
This has resulted in individual pairwise comparison matrices whose consistencies have been
clarified and confirmed. Based on the established matrices and Equation (16) we can obtain
CI: CI1 = 0.077, CI2 = 0.087, CI3 = 0.107, CI4 = 0.106; RI = 1.49, for n = 10. According
to Equation (15) CR is obtained: CR1 = 0.0514%, CR2 = 0.0587%, CR3 = 0.0721%,
CR4 = 0.0708%. Since CR1,2,3,4 < 0.1, established pairwise comparison matrices could be
considered to be consistent.

The IT2F aggregated pairwise matrix is obtained by applying Equations (17) and (18). To
generate criteria weights from these relations, the geometric mean is computed by Equation
(19). Equation (20) is employed so as to establish IT2F criteria weights, and the composite
criteria weights are available after defuzzifying by Equation (12) and normalizing.

The results (Table 8) emphasize that the criteria from the technological competencies
dimension, specifically the technological innovation level (0.249) and the technology trans-
fer capability (0.237), as well as the collaborative behavior criterion (0.14) as a represent of
the cooperative capability dimension, are the most significant evaluation criteria according
to the nature of the company’s OI processes, the contextual conditions, and the innovation
strategy at the corporate level.

Table 8. The results of the criteria weighting.

Criteria
IT2F Criteria Geometric

Means (
≈
r y) IT2F Criteria Weight (

≈
wj)

Non-Fuzzy
Normalized
Weights (wj)

C1 Technological innovation level (1.081, 2.353, 6.755, 11.827; 1, 1)
(1.308, 2.657, 6.114, 10.414; 0.8, 0.8)

(0.238, 0.245, 0.253, 0.256; 1, 1)
(0.24, 0.246, 0.253, 0.256; 0.8, 0.8) 0.249

C2
Technological

complementarity
(0.471, 0.856, 2.12, 3.755; 1, 1)

(0.544, 0.943, 1.929, 3.275; 1, 1)
(0.104, 0.089, 0.079, 0.081; 1, 1)

(0.1, 0.087, 0.08, 0.08; 1, 1) 0.088

C3 Number of patents held (0.258, 0.475, 1.399, 2.974; 1, 1)
(0.297, 0.529, 1.241, 2.476; 0.8, 0.8)

(0.057, 0.049, 0.052, 0.064; 1, 1)
(0.054, 0.049, 0.051, 0.061; 0.8, 0.8) 0.056
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Table 8. Cont.

Criteria
IT2F Criteria Geometric

Means (
≈
r y) IT2F Criteria Weight (

≈
wj)

Non-Fuzzy
Normalized
Weights (wj)

C4 Technology transfer capability (0.995, 2.439, 6.777, 10.263; 1, 1)
(1.251, 2.778, 6.226, 9.43; 0.8, 0.8)

(0.219, 0.254, 0.254, 0.222; 1, 1)
(0.23, 0.257, 0.257, 0.231; 0.8, 0.8) 0.237

C5
Product-specific
knowledge base

(0.409, 0.85, 2.476, 4.616; 1, 1)
(0.488, 0.956, 2.225, 3.995; 0.8, 0.8)

(0.09, 0.088, 0.093, 0.1; 1, 1) (0.089,
0.088, 0.092, 0.098; 0.8, 0.8) 0.093

C6
Market knowledge
complementarity

(0.135, 0.224, 0.626, 1.397; 1, 1)
(0.151, 0.246, 0.554, 1.144; 0.8, 0.8)

(0.03, 0.023, 0.023, 0.03; 1, 1)
(0.028, 0.023, 0.023, 0.028; 0.8, 0.8) 0.027

C7
Expected debt ratio and

refund ability
(0.098, 0.161, 0.459, 1.061; 1, 1)

(0.109, 0.177, 0.404, 0.860; 0.8, 0.8)
(0.022, 0.017, 0.017, 0.023; 1, 1)

(0.02, 0.016, 0.017, 0.021; 0.8, 0.8) 0.020

C8 Collaborative behavior (0.69, 1.404, 3.591, 5.825; 1, 1)
(0.822, 1.567, 3.286, 5.227; 0.8, 0.8)

(0.152, 0.146, 0.135, 0.126; 1, 1)
(0.151, 0.145, 0.136, 0.128; 0.8, 0.8) 0.140

C9
Management and

organizational culture
(0.048, 0.074, 0.222, 0.571; 1, 1)

(0.052, 0.081, 0.193, 0.450; 0.8, 0.8)
(0.011, 0.008, 0.008, 0.012; 1, 1)

(0.01, 0.007, 0.008, 0.011; 0.8, 0.8) 0.010

C10
Convergence of

expectations between partners
(0.353, 0.774, 2.254, 3.94; 1, 1)

(0.428, 0.874, 2.036, 3.48; 0.8, 0.8)
(0.078, 0.08, 0.084, 0.085; 1, 1)

(0.078, 0.081, 0.084, 0.085; 0.8, 0.8) 0.082

4.3. OI Partner Evaluation by IT2F PROMETHEE

The expert group has established a list of all potential OI partners, and after the initial
screening, a total of five alternatives remained to be evaluated further. The experts reached
a consistent evaluation of alternatives for each criterion based on the objective assessment
of personalized knowledge and experience specific to a criterion using fuzzified linguistic
terms. Those options are expressed according to the scale accounted in Table 4. As a
result, the evaluation matrix was formed (Table 9). The matrix is normalized according to
Equation (23).

Table 9. The IT2F evaluation matrix.

Criteria
Alternative

Preference Function Type
Parameters

Z1 Z2 Z3 Z4 Z5 p q

C1 Technological innovation level L MH M ML MH U-shape - -
C2 Technological complementarity M VH H H MH V-shape L
C3 Number of patents held L MH ML VL M V-shape L
C4 Technology transfer capability L H MH M ML U-shape L
C5 Product-specific knowledge base H MH M M ML V-shape L
C6 Market knowledge complementarity VH VL ML H L V-shape with indifference L M
C7 Expected debt ratio and refund ability MH ML VL ML L V-shape ML
C8 Collaborative behavior VH L M H MH V-shape ML
C9 Management and organizational culture H ML MH H M V-shape with indifference VL ML
C10 Convergence of expectations between partners ML M MH MH VL V-shape with indifference VL ML

The preference functions for each criterion and the corresponding parameters accord-
ing to the criteria characteristics are selected (Table 9). The level of technological innovation
has a direct impact on the OI process’s innovation performance; thus, the higher assess-
ments strictly prefer their lower counterparts. It also proves to be the most important issue
in OI partner selection for this company; therefore, the Usual Criterion type is designated
for this criterion. The criteria C2, C3, C4, C5, C7, and C8 are considered superior only if the
differences in the assessments reach a certain level. Before this level is reached, the higher
level is linearly superior to the lower. It works for the criteria C6, C9, and C10 similarly,
except for the fact that the difference cannot be made until the difference in the assessments
has reached a certain level. Therefore, the corresponding preference function is designated
as the V-shape with indifference Criterion. When it comes to criterion C4, no difference can
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be made until the difference in the assessments reaches a certain level; thus, the U-shape
Criterion is selected.

The preference index for each pair of alternatives, the outgoing flow, the incoming
flow, and the net flow of each alternative OI partner are computed by Equations (33)–(35).
For an easy ranking, the net flows are ultimately defuzzified by Equation (12). Accord-
ing to the calculation results presented in Table 10, the recommended ranking of the
alternatives is: Z2→Z3→Z4→Z5→Z1, so the alternative Z2 is recommended to company
as a compromise solution.

Table 10. The outgoing flow, the incoming flow, the net flow and the final ranking.

Outgoing Flow (∅+(zi)) Incoming Flow (∅−(zi)) Net Flow (∅(zi))
Non-Fuzzy
Net Flow

Rank

Z1
(0.141, 0.128, 0.119, 0.096; 1, 1)

(0.140, 0.127, 0.118, 0.114; 0.8, 0.8)
(0.294, 0.302, 0.303, 0.260; 1, 1)

(0.297, 0.303, 0.304, 0.270; 0.8, 0.8)
(−0.153, −0.174, −0.184, −0.164; 1, 1)

(−0.158, −0.176, −0.185, −0.156; 0.8, 0.8) −0.1700 5

Z2
(0.3, 0.304, 0.271, 0.215; 1, 1)

(0.302, 0.305, 0.271, 0.262; 0.8, 0.8)
(0.11, 0.099, 0.094, 0.077; 1, 1)

(0.108, 0.099, 0.094, 0.088; 0.8, 0.8)
(0.191, 0.205, 0.177, 0.138; 1, 1)

(0.194, 0.206, 0.177, 0.174; 0.8, 0.8) 0.1824 1

Z3
(0.219, 0.224, 0.223, 0.172; 1, 1)

(0.221, 0.224, 0.224, 0.189; 0.8, 0.8)
(0.188, 0.179, 0.146, 0.122; 1, 1)

(0.188, 0.178, 0.145, 0.143)
(0.031, 0.045, 0.078, 0.05; 1, 1)

(0.034, 0.046, 0.079, 0.046; 0.8, 0.8) 0.0523 2

Z4
(0.203, 0.191, 0.187, 0.132; 1, 1)

(0.203, 0.191, 0.187, 0.152; 0.8, 0.8)
(0.2, 0.2, 0.197, 0.133; 1, 1)

(0.202, 0.2, 0.197, 0.165; 0.8, 0.8)
(0.003, −0.008, −0.01, −0.001; 1, 1)

(0.001, −0.009, −0.009, −0.013; 0.8, 0.8) −0.0050 3

Z5
(0.169, 0.165, 0.164, 0.132; 1, 1)

(0.170, 0.165, 0.164, 0.137; 0.8, 0.8)
(0.241, 0.232, 0.225, 0.156; 1, 1)

(0.24, 0.232, 0.225, 0.188; 0.8, 0.8)
(−0.072, −0.067, −0.061, −0.024; 1, 1)

(−0.07, −0.067, −0.062, −0.051; 0.8, 0.8) −0.0581 4

5. Discussion

Selecting suitable partners capable of operationally and strategically contributing to
the OI project goals is a strategic decision for companies striving to successfully transform
the OI strategy into a sustainable competitive advantage.

Despite the extensive research on OI partner selection, there is still a notable research
gap regarding establishing a comprehensive set of OI partner performance indicators. A
comprehensive framework consisting of five critical dimensions (technological competen-
cies, resource complementarity, financial terms of collaboration, cooperative capability,
and strategic alignments), and twenty-seven indicators of OI partner performance has
been developed in this study, which provides a holistic approach to OI partner selection,
ensuring that the most critical technological, operational, and strategic aspects of OI partner
evaluation were captured. This leads to a more integrated and coherent list of potential OI
partner evaluation criteria.

In addition, this study aims to propose a hybrid MCDM methodology framework
integrating Delphi, AHP, and PROMETHEE methods. In order to reflect the uncertainty,
inherent to the decision-making process, in the best way, the theory of IT2F sets is employed.
The proposed hybrid MCDM model represents a certain methodological advancement in
identifying and evaluating OI partner performance indicators. The IT2F Delphi method
enables the inclusion of expert subjective judgments, enabling a more comprehensive
and inclusive approach to the identification of the most essential evaluation criteria. This
results in a contingent and reliable set of OI partner performance indicators, enhancing
the accuracy and practicality of the chosen evaluation criteria depending on the nature of
the company’s innovation processes as well as the contextual conditions and the corporate
innovation strategy. The combination of IT2F AHP and IT2F PROMETHEE methods used
in this paper yielded a more precise multi-criteria evaluation of the alternatives, under a
high uncertainty level. Its main merits can be concluded from the following perspectives:
criteria properties are treated in a proper way; it is suitable for solving complex decision-
making problems when there are significant differences in participants’ perceptions of
the decision-making process; it has the ability to express preferences in a way similar to
the human way of thinking; and it provides a mathematically simple synthesis of the
obtained results for deriving criteria weights. In addition, the proposed approach is apt to
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incorporate imprecise data into the analysis using IT2F set theory. Namely, the classical
MCDM methods that consider deterministic or random processes cannot effectively address
OI partner selection problems due to their inherent fuzziness and imprecision. Hence,
an IT2F MCDM algorithm is presented here to rectify the problem of vagueness and
uncertainty in a more realistic way.

Furthermore, the study has some managerial implications. Based on the study findings,
managers can establish specific management strategies, policies, and best practices to
maximize the synergy of collaboration in OI projects in a systematic manner.

The proposed approach is illustrated through a case study of a high-tech company,
to show the validity of the decision-making process. The study’s results highlight the
significance of specific factors related to the partners’ technological competencies, such as
Technological innovation level, Technological complementarity, Number of patents held,
and Technology transfer capability, while the evaluation process will be less focused on the
evaluation of financial terms of cooperation and strategic alignment. Based on the multi-
criteria evaluation process, alternative Z2 is selected as a compromise solution. We firmly
believe that the underlying concept of this approach is both rational and comprehensible.
The proposed hybrid IT2F MCDM model can be generalized and applied to other complex
decision-making problems in the domains of engineering and management that encounter
imprecise, indefinite, and subjective data or vague information.

The main limitations of the methodology presented in the paper are: (i) the decision-
makers subjective assessments, which may influence the accuracy of the input data; (ii) the
AHP method disregards potential dependences between evaluation criteria.

Future research can include the following: (i) employing methods that evaluate the
interrelationships between the criteria, such as the Analytic Network Process (ANP) or
DEMATEL; (ii) using other tools that accept uncertainty in decision-making, in particular,
the proposed MCDM methods can be combined with other types of fuzzy sets for method
extension to solve uncertainty in OI partner selection problems; and (iii) developing a
comparative framework encompassing various MCDM methods that might highlight the
optimal methods for selecting an OI partner.
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1 General Jonas Zemaitis Military Academy of Lithuania, Silo 5a, LT-10322 Vilnius, Lithuania
2 Taras Shevchenko National University of Kyiv, Volodymyrska St, 64/13, 01601 Kyiv, Ukraine
* Correspondence: svajone.bekesiene@lka.lt

Abstract: Military training programs have been developed to enhance soldier resilience competencies,
which are necessary for soldiers to perform their duties effectively under stress. The ongoing military
conflict in Ukraine and the experience of previous military missions abroad emphasize the need for
effective training that helps soldiers recover quickly and continue their missions. However, selecting
the most suitable resilience training program is challenging and the selection criteria need to be
optimized to ensure the most needed competencies are considered. This study aimed to utilize a
fuzzy MCDM method to establish the priority weight of decision-making criteria, identifying the
core competencies necessary for soldier resilience training, and utilizing the fuzzy TOPSIS method
to rank and select the most appropriate training program. The evaluation results were calculated
using the MATLAB (R2020b) mathematical package developed by MathWorks. The application of
the hierarchical MCDA model based on fuzzy sets theory indicated that mental agility is the most
important competence in high-stress environments. The study found that the Mindfulness-Based
Mind Fitness Training (MMFT) program, which is intended to regulate soldiers’ emotions, had the
highest rank among evaluated options according to the combined FAHP sub-factor fuzzy weights
and alternatives evaluation conducted using FTOPSIS. The study provides valuable information on
the selection of military resilience training programs.

Keywords: fuzzy logic; multi-criteria decision analysis; FAHP; FTOPSIS; resilience competencies;
military organization

MSC: 03B52; 90B50; 90B90; 90C29; 90C31

1. Introduction

The development of resilience competence in the military is based on the premise that
resilience is not a fixed state, but rather an ongoing process of learning and adapting [1].
Considering resilience as an individual’s capacity to adapt positively to stressful situations
creates both ambiguity and uncertainty when selecting the most ideal resilience training
program and deciding which competencies need to be trained for resilience. As a solution
to this challenge, fuzzy logic can be applied.

This study addresses the efficacy of resilience competence-building programs in the
military when preparing for an actual conflict environment. The ongoing conflict in
Ukraine, characterized by active hostilities (2014–2015), trench warfare (2016–2022) [2], and
a large-scale Russian invasion of Ukraine (2022 and ongoing) [2,3], underscores the need for
long-term resilience among soldiers and raises questions about the effectiveness of resilience
competency-building programs based solely on data from military training and missions
abroad. The motivation for this research comes from the shortage of studies that address
the challenge of evaluating the soldiers’ resilience competence development based on fuzzy
logic rules. Furthermore, there are no established guidelines for military organizations to
identify and prioritize those resilience competencies which require attention.
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A set of factors and sub-factors related to soldiers’ resilience were collected, and
weights were assigned to each using the input of Ukrainian and Lithuanian military
psychologists. A range of reports in the literature support the importance of dispositional
attributes, beliefs, attitudes, and coping behaviors in resilience building [4]. Competencies
such as self-awareness, self-regulation, optimism, mental agility, character strength, and
connection have been identified as crucial contributors to resilience [5,6]. Experts agree
that the unique composition of these competencies is essential for the resilience of soldiers
in different military environments. When using a single expert decision-making approach,
the basic homogeneous pairwise comparison within an MCDM framework is insufficient
to accurately capture a decision maker’s true perception with adequate effectiveness and
precision; therefore, more advanced methods must be employed [7,8]. As such, experts’
decisions regarding which competencies to include in resilience training programs can be
considered applications of multi-criteria decision making (MCDM). The analytic hierarchy
process (AHP) MCDM model is mostly useful for obtaining and using the weightings of
factors and sub-factors in decision making [9]. Since pure AHP models do not deal with
uncertainty, fuzzy techniques need to be integrated into the AHP to overcome inaccuracy
in decision making [10]. The application of fuzzy set theory leads to higher accuracy in
the analysis of human cognitive processes, converting linguistic judgments into fuzzy
pairwise comparison matrixes [11]. The application of fuzzy set theory to the AHP to find
the best solutions to compose training programs is increasing with research on curriculum
development [12] and its use in distance learning [13,14]. Hybrid models continue to be
researched, and techniques such as the TOPSIS (Technique for Order of Preference by
Similarity to Ideal Solution) are used for explaining military problems. Several studies have
used the AHP with the TOPSIS for multi-criteria decision making for military research
purposes, including selecting new military personnel for the Indonesian Air Force [15],
evaluating air combat effectiveness [16], and selecting military training aircrafts for the
Spanish Air Force Academy [17]. However, while these studies have used the AHP, ANP,
or TOPSIS to calculate the weights of criteria, these methods have not yet been applied
in the context of soldiers’ resilience competencies and skill selection. To address this gap,
this study uses a fuzzy TOPSIS (Technique for Order of Preference by Similarity to Ideal
Solution) technique, which is proven to lead to the best alternative that is closest to the
optimal solution according to the criteria specified [18,19]. Therefore, the use of hybrid
multi-criteria decision-making methodology in this study provides a more robust and
comprehensive approach. By employing the fuzzy analytic hierarchy process (FAHP) to
determine the fuzzy weights of factors and sub-factors, and the fuzzy TOPSIS to select the
best training program among similar options, we intended to select the most appropriate
training program for enhancing soldiers’ resilience competencies and skills.

The primary objective of this study was to use a fuzzy MCDM method to identify the
main competencies required for soldier resilience training, and the fuzzy TOPSIS method
was applied to rank and select the most suitable training program. The application of fuzzy
logic rules allows for a holistic approach and generates considerably clearer outcomes
compared to traditional statistical models [8,20,21]. Aimed at assessing resilience compe-
tencies, the integration of fuzzy sets theory for resilience competencies assessment can be
deemed as the goal of this research, which included: (a) assessing the relative importance of
competencies and skills using FAHP; (b) modelling competencies and skills’ values using
fuzzy sets theory; (c) defining the overall index with fuzzy operators; and (d) identifying
soldier resilience training programs that effectively promote soldiers’ resilience in an actual
combat environment by applying fuzzy TOPSIS. By applying the fuzzy MCDM methodol-
ogy, objectivity was achieved in selecting which competencies to develop in army resilience
training programs. The results of this study are crucial to developing more appropriate
resilience building programs that lead to increased effectiveness among soldiers.
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2. Preliminaries

2.1. The Fuzzy Sets Theory

Zadeh [22] first introduced the theory of the fuzzy set to deal with vagueness of
human judgment. The fuzzy set (FS) is focused on the reasonableness of uncertainty due
to inaccuracy or vagueness. The FS theory and fuzzy logic are now known as effective
mathematical tools for multi decision criteria modeling and provide a major support
for vague data analyses [23]. FSs allow partial membership and fuzzy numbers can be
described by a specified interval of real numbers, each with a position of relationship
between zero and one [24]. Concrete characterizations are used to describe fuzzy numbers.
Typically, to explain fuzzy numbers, two definitions can be used.

Definition 1. Let N ∈ F(R) be entitled a fuzzy number if x0 ∈ R exist such that μN x0 = 1, where
for any α ∈ [0, 1], Aα = x, μAα(x) ≥ α is a closed interval. All fuzzy numbers are characterized
by F(R) sets, where R represents the set of real numbers.

Definition 2. A triangular fuzzy number (TFN) is designated following the specific design of
number N = (l, m, u) and membership function μN(x): R →[0, 1]:

μN(x) =

⎧⎪⎪⎨⎪⎪⎩
0, x < l,

x
m−l − l

m−l , x ∈ [l, m],
x

m−u − l
m−u , x ∈ [m, u],

0 , x > u.

(1)

where l ≤ m ≤ u, l is the lower and u is the upper value of the N, and m is the middle value of
N. The set of elements {x ∈ R|l < x < u} are supporting N. Therefore, by agreement, when l, m,
and u are equal, N is a non-fuzzy number. In this study, the decision makers’ assessments were
collected by linguistic values, but for decision analysis, the triangular fuzzy numbers shown in
Table 1 were used.

Table 1. The triangular fuzzy numbers for pairwise comparison matrix.

Linguistic Value Triangular Fuzzy Number RTFN 1

Elements are equally important (EI) (1,1,1) (1,1,1)
One element is equally moderately important to another (EMI) (1/2,1,3/2) (2/3,1,2)
One element is less important than another (WI) (1,3/2,2) (1/2,2/3,1)
One element is moderately more important than another (MI) (3/2,2, 5/2) (2/5,1/2,2/3)
One element is moderately more important than another (MSI) (2,5/2,3) (1/3,2/5,1/2)
One element is more important than another (SI) (5/2,3,7/2) (2/7,1/3,2/5)
One element is much more important than another (VSI) (3,7/2,4) (1/4,2/7,1/3)
One element is much, much more important than another (VS) (7/2,4,9/2) (2/9,1/4,2/7)
One element is entirely more important than another (ES) (4,9/2,9/2) (2/9,2/9,1/4)

1 Notes: RTFN = reciprocal triangular fuzzy number.

To define two triangular fuzzy numbers N1 = (l1, m1, u1) and N2 = (l2, m2, u2), the
main [18] operational laws can be used (see Table 2).

Table 2. The operational laws used with triangular fuzzy numbers.

Operations with Triangular Fuzzy Numbers Operational Laws

N1 ⊕ N2, when N1 = (l1, m1, u1) and N2 = (l2, m2, u2) (l1, m1, u1)⊕ (l2, m2, u2) = (l1 + l2, m1 + m2, u1 + u2) (2)
N1 ⊗ N2, when N1 = (l1, m1, u1) and N2 = (l2, m2, u2) (l1, m1, u1)⊗ (l2, m2, u2) ≈ (l1·l2, m1·m2, u1·u2) (3)

N1 ⊗ λ, when N1 = (l1, m1, u1) (l1, m1, u1)⊗ (λ, λ, λ) = (l1·λ, m1·λ, u1·λ), λ > 0, λ ∈ R (4)
N−1

1 , when N1 = (l1, m1, u1) (l1, m1, u1)
−1 ≈ (1/u1, 1/m1, 1/l1). (5)

Assessment in the pairwise judgement with triangular fuzzy numbers is typically repre-
sented by membership functions. For this study, triangular numbers (N1, N3, N5, N7, and N9)
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were used to characterize the judgement from “equally important” to “entirely more
important”, and N2, N4, N6, and N8 were used as the middle opinion values. Therefore,
the membership functions of the triangular fuzzy numbers are Ni = (li, mi, ui) where
i = 1, 2, · · · , 9 and where li is lower, mi is middle, and ui is the upper limit of the Ni fuzzy
number. A graphical view of the membership functions is shown in Figure 1.

Figure 1. Scheme of triangular numbers description: (a) membership functions of the triangular
numbers; (b) intersection between N1 and N2.

The fuzzy degree of judgment can be represented by Δ where Δ = ui − li = li − ui.
Moreover, if the value of Δ is larger, it characterizes an upper fuzzy point of judgment.
Additionally, if Δ = 0, the result is a non-fuzzy number. Scholars [25] suggest that the
Δ value has to be greater than or equal to one half. In this study, we took into account these
scholars’ suggestions.

2.2. Fuzzy AHP Method

The need to prioritize different decision variables can be determined by applying the
triangular fuzzy numbers. The extended analytical hierarchical process (AHP) method
was employed to define the absolute priority of weights constructed on triangular fuzzy
numbers. Based on the scope analysis method, each object can be used to perform the
corresponding scope analysis for each objective. If we define X = {x1, x2, · · · , xm} as an
object set and T = {t1, t2, · · · , tm} as a goal set, then the n extent values for each object can
be established in the following way:

N1
zi

, N2
zi

, · · · , Nm
zi

, I = 1, 2, · · · , m, (6)

where
Nj

zi =
(

l j
zi , mj

zi , uj
zi

)
, j = 1, 2, · · · , n (7)

are the triangular fuzzy numbers (TFN), and extended AHP analysis consists of the follow-
ing steps:

Step 1: The valuation of fuzzy imitation extents for the i-th object are determined
according to the methods of a previous work [26]:

Si =
n

∑
j=1

Nj
zi ⊗

[
m

∑
i=1

n

∑
j=1

Nj
zi

]−1

. (8)

To obtain the expression
[
∑m

i=1 ∑n
j=1 Nj

zi

]−1
, we must complete additional fuzzy procedures

with n values of the comprehensive analysis, which is represented by Equations (9) and (10):

n

∑
j=1

Nj
zi =

(
n

∑
j=1

li,
n

∑
j=1

mi,
n

∑
j=1

ui

)
(9)
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∑m
i=1 ∑n

j=1 Nj
zi

(
∑m

j=1 li, ∑m
j=1 mi,∑m

j=1 ui

)
(10)

Moreover, the inverse vector can be calculated by using Equation (11):[
m

∑
i=1

n

∑
j=1

Nj
zi

]−1

=

(
1

∑m
j=1 ui

,
1

∑m
j=1 mi

,
1

∑m
j=1 li

)
. (11)

Step 2: The weight vector below every attribute, using the rule of the evaluation of
fuzzy numbers, must be calculated. If we assume that N1 = (l1, m1, u1) and N2 = (l2, m2, u2)
are the triangular fuzzy numbers, then the possibility that N1 ≥ N2 is determined by

V(N1 ≥ N2) = sup
x≥y

[
min

(
μN1(x), μN2(y)

)]
. (12)

When we can determine the pair (x, y) where x ≥ y and μN1(x) = μN2(y) = 1, the
weight vector can be presented by the equation:

V(N1 ≥ N2) = 1, i f n1 ≥ n2. (13)

When the pair m1 ≤ m2 and V(N1 ≥ N2) = hzt(N1 ∩ N2), the weight vector can be
identified using Equation (14):

V(N1 ≥ N2) = μ(d) =

⎧⎪⎨⎪⎩
l2−u1

(m1−u1)−(m2−l2)
, l2 ≤ u1,

otherwise,
0.

(14)

In Equation (14), the value of d can be described as abscissa of the point D; that is, the
maximum connection among N1 and N2 (see Figure 1b).

Step 3: We must determine vector weights. The possibility of a fuzzy number being
bigger than z fuzzy numbers Ni(i = 1, 2, . . . , z) can be verified by Equation (15):

V(N ≥ N1, N2, . . . , N3) = minV(N ≥ Ni). (15)

We suppose that abscissa d of the point D can be represented by

d′(Ai)= minV(Si ≥ Sk), (16)

where Ai is the i-th component of the k-th level and k = 1, 2, . . . , n; k = i. Moreover, if we
have an n number of components at the k-th level, the weight vector of the k-th level can be
determined by Equation (17):

W ′ =
(
d′(A1), d′(A2), . . . , d′(An)

)T (17)

Step 4: The normalized weight vector after the normalization procedure is character-
ized by Equation (18):

W = (d(A1), d(A2), . . . , d(An))
T (18)

where the weight vector W is representing a non-fuzzy number.

2.3. Consistency Checking

Mistakes made in representing preference relations in pairwise evaluations can lead
to misleading judgments. Therefore, consistency checking and measurement of the lack
are important themes in preference relations. In the conventional AHP, following scholars’
suggestions [27], the consistency of the comparison matrix must be verified. However,
many researchers [28–32] have not focused on the consistency examination procedure of
the fuzzy AHP preference relation. This can be treated as a weakness of any FAHP that is
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developed or applied in these investigations. To address this drawback of the fuzzy AHP,
other scholars [33,34] have resolved the consistency of fuzzy AHP priority relationships by
substituting fuzzy position associations into their equivalent crisp multiplicative priority
relationships, and then to check the consistency using Saaty’s method. Here, the inconsis-
tency rate of a matrix can be defined by the consistency index (CI) and consistency ratio
(CR). According to the rule, if the CR is intolerable, the pairwise assessment should be
reconsidered, and if CR < 0.1, the comparisons are acceptable, other than the inconsistent
judgments, and the pairwise comparison should be revised [35]. The consistency ratio (CR)
can be computed using Equation (19):

CR =
CI
RI

(19)

where CI represents the consistency index, which shows the deviation from the stability,
and RI represents the unplanned consistency index that can be obtained randomly from
tables [36].

2.4. The Fuzzy TOPSIS Method

The Technique for Order Preference by Similarity to Ideal Situation (fuzzy TOPSIS)
technique is an application of fuzzy logic and fuzzy sets. To conduct fuzzy TOPSIS analysis, the
three main sets must first be determined: (1) alternatives A = {A1, A2, . . . , Am}, (2) evaluation
criteria C = {C1, C2, . . . , Cn}, and (3) decision makers DM = {DM1, DM2, . . . , DMi}. The
consequence steps of the fuzzy TOPSIS algorithm can then be presented.

Step 1: Starting with the first step, we have to select the scale for linguistic variables
and create the fuzzy rating of a decision matrix. Since the alternatives and criteria can
be measured in linguistic terms, the triangular fuzzy numbers (TFN) characterized as
linguistic terms by triangular scale can be chosen (see Table 3).

Table 3. Linguistic terms’ connection with triangular fuzzy numbers’ membership function.

FN 1 Linguistic Terms
Triangular Scale

(L, M, U) 1

1 VL = Very Low (1, 1, 3)
3 L = Low (1, 3, 5)
5 M = Medium (3, 5, 7)
7 H = High (5, 7, 9)
9 VH = Very High (7, 9, 9)

1 Notes: FN = fuzzy number; L—lower value limit; M—middle value limit; U—upper value limit.

Step 2: Fuzzy linguistic assessments for the selections specified by decision makers
and criteria weight must be given set fuzzy ratings by the kth decision maker for the ith
alternative, and the jth criterion can be presented by the Equation (20):

x̌k
ij =

(
ak

ij, bk
ij, ck

ij

)
(20)

wk
j is the weight assigned by the kth decision maker to the jth criterion, which can be

presented by the Equation (21):

wk
j =

{
wk

j1, wk
j2, wk

j3

}
(21)

Step 3: The aggregated fuzzy scores for the alternatives can be calculated using
Equation (22):

x̌ij =
(
aij, bij, cij

)
, aij = min

k

{
ak

ij

}
, bij =

1
l ∑l

k=1 bk
ij, cij = max

k

{
ck

ij

}
(22)
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The aggregated fuzzy weight for a criterion can be presented by Equation (23):

wij =
(
aij, bij, cij

)
, wij = min

k

{
wk

ij

}
, wij =

1
l ∑l

k=1 wk
j2, wij = max

k

{
wk

j3

}
(23)

Step 4: The aggregated fuzzy decision matrix is built as specified below:

∼
D =

A1
A2
An

⎡⎢⎢⎣
∼
x11 · · · ∼

x1n
...

. . .
...

∼
xn1 · · · ∼

xnn

⎤⎥⎥⎦ (24)

where xij can be described as the aggregated fuzzy rating for the ith alternative.
Step 5: The fuzzy decision matrix normalization procedure is given below:

∼
R =

[
ŕij

]
m×n =

⎡⎢⎢⎣
∼
r 11 · · · ∼

r 1n
...

. . .
...

∼
r m1 · · · ∼

xmn

⎤⎥⎥⎦ (25)

where
∼
r ij =

(
aij

c*
j

,
bij

c*
j

,
cij

c*
j

)
; c*

j = max
i

cij (benefit criteria) (26)

∼
r ij =

(
a−j
cij

,
a−j
bij

,
a−j
aij

)
; a−j = min

i
aij (cost criteria) (27)

After that, the linear scale transformation is used, and decision matrix is normalized.
This procedure helps to change the TFN interval to [0, 1].

Step 6: The weighted normalized fuzzy decision matrix (WNFDM) is designed.

∼
V =

[
v́ij

]
m×n =

[
ẃj(.)ŕij

]
=

⎡⎢⎣ ẃ1(.)ŕ11 · · · ẃn(.)ŕ1n
...

. . .
...

ẃ1(.)ŕm1 · · · ẃn(.)ŕmn

⎤⎥⎦ (28)

Step 7: Now, the fuzzy positive ideal solution (FPIS, A*) and the fuzzy negative
ideal solution (FNIS, A−) can be computed. The computations of FPIS and FNIS can be
completed using mathematical Equations (29) and (30):

A* =

{
∼
v

*
1,

∼
v

*
2, . . . ,

∼
v

*
n

}
=

{(
max

j
vij|i ∈ B

)
,
(

min
j

vij|i ∈ B
)}

, (positive ideal solution) (29)

A− =
{∼

v
−
1 ,

∼
v
−
2 , . . . ,

∼
v
−
n

}
=

{(
min

j
vij|i ∈ B

)
,
(

max
j

vij|i ∈ C
)}

, (negative ideal solution) (30)

where
∼
v

*
i characterizes the max value of i across all judged alternatives, and

∼
v
−
1 is the

min value of i across all the alternatives. B and C describe the positive and negative ideal
justifications, respectively.

Step 8: The distances between alternatives are calculated. First, the fuzzy positive
ideal result A* and the distances between each alternative have to be calculated. Second,
the distances between each alternative and fuzzy negative ideal result A− are calculated.
The distance between the FPIS and study alternatives and the distance between the FNIS
and study alternatives can be computed by Equations (31) and (32), respectively:

d*
i = ∑n

j=1 d(
∼
vij,

∼
v

*
j) i = 1, 2, . . . , m; (31)

d−i = ∑n
j=1 d(

∼
vij,

∼
v
−
j ) i = 1, 2, . . . , m; (32)
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where d represents the distance between two fuzzy numbers. When two triangular fuzzy
numbers, (a1, b1, c1) and (a2, b2, c2), are specified, the value among the two criteria can be
computed by the Equation (33):

dv

(∼
N1,

∼
N2

)
=

√
1
3
[(a1 − a2)

2 + (b1 − b2)
2 + (c1 − c2)

2] (33)

It can be noted that d
(
∼
vij,

∼
v

*
j

)
and d

(∼
vij,

∼
v
−
j

)
are crisp numbers.

Step 9: The calculation of the closeness coefficient (CCi) of each alternative judged in
the study can be recognized by the computation procedure represented by the equation:

CCi =
d−i

d+i + d−i
(34)

Step 10: Finally, the alternatives must be ranked according to the CCi. The great value
of closeness index shows a good performance of the alternative [37].

3. Empirical Case Study Methodology

The methodology proposed in this study was basically made up of three steps. First,
the decision-making problem for soldiers’ resilience assessment were defined. Then, sol-
diers’ resilience competencies and skills were decided. Finally, the judgement hierarchy
was produced. The MATLAB (R2020b) mathematical package developed by MathWorks
was used to calculate the evaluation results. A detailed evaluation framework for the study
based on a hybrid methodology is illustrated in Figure 2.

3.1. Competencies and Skills That Affect Soldiers’ Resilience

Research-based principles were applied to define groups of competencies and skills
of soldier resilience training. After a comprehensive review of soldier resilience training
programs, 14 main skills were chosen. Moreover, these fourteen skills that affect soldiers’

resilience competencies were grouped by six characteristics: namely, Self-Awareness
(∼

c1
)

,

Self-Regulation
(∼

c2
)

, Optimism
(∼

c3
)

, Mental Agility
(∼

c4
)

, Strength of Character
(∼

c5
)

,

and Connection
(∼

c6
)

[1,5,38]. The hierarchical structure of the soldiers’ resilience-building

model was designed to represent competencies as main factors, skills as sub-factors, and
resilience training programs as alternatives (see Figure 3).

Self-awareness
(∼

c1
)

can be represented by
( ∼

c11
)

and
( ∼

c12
)

[39].
( ∼

c11
)

refers to

a soldier’s ability to identify the thoughts that arise in relation to a specific active event
and the potential consequences of these thoughts: to separate an event from thoughts
and consequences (emotions and reactions), in order to better understand their behavior

(reactions) in a specific situation.
( ∼

c12
)

refers to a soldier’s ability to identify beliefs and

values that lead to overly strong emotions and reactions; to conduct an analysis of the
negative, sad, depressing aspects of the situation; and to ask themselves: what can they do
to change the situation, or is it necessary to discuss the situation with other people?

Self-regulation
(∼

c2
)

is represented by three soldier skills,
( ∼

c21
)

,
( ∼

c22
)

, and
( ∼

c23
)

[40].( ∼
c21

)
concerns a soldier’s ability to understand the components of the seven-step goal

setting process and apply the skill in planning steps to achieve personal and career goals.( ∼
c22

)
refers to a soldier’s ability to control their physical state, focus on what is happening,
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control their breathing, try to relax, and work with their thoughts (ATC).
( ∼

c23
)

represents

how well a soldier can shift his attention away from unproductive thinking (interrupting)
and focus more on the task at hand.

Optimism
(∼

c3
)

can be characterized by
( ∼

c31
)

and
( ∼

c32
)

[41,42]. First, it is important

to notice positive events, evaluate why they led to positive emotions, what they mean, and

what actions of the person or others caused positive occurrences
( ∼

c31
)

. Second,
( ∼

c32
)

concerns a soldier’s ability to stop catastrophic thoughts; reduce anxiety; find a solution
to a problem by defining the best, worst, and most likely desired outcome; and develop a
plan to help them to achieve the most likely desired outcome.

Figure 2. Assessment framework of soldiers’ resilience building model.
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Figure 3. Hierarchical structure of soldiers’ resilience-building model.

Mental agility
(∼

c4
)

can be represented by three skills,
( ∼

c41
)

,
( ∼

c42
)

, and
( ∼

c43
)

[6,43,44].( ∼
c41

)
defines the ability to identify and correct unproductive (fast, superficial) thinking

(thoughts), apply mental cues (mental signs), and answer essential (critical) questions

about the soldier’s self to clarify information, determine what was omitted, etc.
( ∼

c42
)

concerns a soldier’s ability to carefully/thoroughly identify the cause of a problem and its
solution strategies/methods, and how well a soldier can apply the six-step problem analysis
and solution strategy, overcome the inertia of their thoughts, assess “confirmation bias”

thoughts, and look at the situation “from the outside”.
( ∼

c43
)

is a soldier’s ability to stop

unproductive thinking (thoughts) in order to focus more on the task at hand, emphasizing
the event, its positive aspects, and a positive perspective.

Strength of character
(∼

c5
)

can be represented by
( ∼

c51
)

and
( ∼

c52
)

[43,44].
( ∼

c51
)

is important because a soldier must act within a team. Therefore, soldiers have to be
able to identify the strengths of one’s own character and those of others, and the ways in
which these strengths can be used to achieve personal effectiveness and strengthen positive

relationships with others. Moreover,
( ∼

c52
)

concerns how a soldier can identify their own

and others’ character strengths that help them to work in a team, overcome challenges, and
be an effective leader.
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Connection
(∼

c6
)

can be represented by
( ∼

c61
)

and
( ∼

c62
)

[6,43,44]. The
( ∼

c61
)

skill

represents a soldier’s ability to communicate clearly and respectfully and apply the IDEAL
model, which ensures trust, clarity and the ability to control the communication process.( ∼

c62
)

concerns a soldier’s ability to give effective praise to promote excellence and moti-

vate achievement, and to provide appropriate positive feedback to strengthen relationships
with others. The structure of these competencies and skills is presented in Table 4.

Table 4. Competencies and skills as sub-factors that affect soldiers’ resilience.

Competencies Skills

1. Self-awareness

(∼
c1

) 1.1. ATC. Separate the A (activating Event) from their T
(thoughts) and from the C (consequences: emotions and

reactions)
( ∼

c11
)

.

1.2. Detect icebergs
( ∼

c12
)

.

2. Self-regulation

(∼
c2

) 2.1. Goal setting
( ∼

c21
)

.

2.2. Energy management
( ∼

c22
)

.

2.3. Mental games
( ∼

c23
)

.

3. Optimism

(∼
c3

) 3.1. Hunt the good stuff
( ∼

c31
)

.

3.2. Put it in perspective
( ∼

c32
)

.

4. Mental agility

(∼
c4

) 4.1. Avoid thinking traps
( ∼

c41
)

.

4.1. Problem solving
( ∼

c42
)

.

4.2. Real-time resilience
( ∼

c43
)

.

5. Strengths of character

(∼
c5

) 5.1. Identify character strengths in self and others
( ∼

c51
)

.

5.2. Character strengths: challenges and leadership in

themselves and in others
( ∼

c52
)

.

6. Connection

(∼
c6

) 6.1. Assertive communication
( ∼

c61
)

.

6.2. Effective praise and active constructive

responses
( ∼

c62
)

.

3.2. Training Programs for the Increasement of Soldiers’ Resilience

In the present research, four different training programs focused on soldiers’ resilience
were chosen as alternatives. Descriptions of the four selected alternatives, whose primary
target audience is soldiers, are presented below.

1. Army Center for Enhanced Performance
( ∼

A1
)

[45]. The Army Center for Enhanced

Performance (ACEP) strengthens the mind–body connection in addition to the devel-
opment of psychological resilience. There are six components of training that lead to
improved performance [45]: (1) mental skills’ foundations, (2) building confidence,
(3) goal setting, (4) attention control, (5) energy management, and (6) integrating im-
agery. This program is based on applied sport, health, and social psychology. Target
audience—primarily soldiers.
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2. Battlemind (also called Resiliency Training)
( ∼

A2
)

[46]. Resilience training (RT) is

designed to provide comprehensive mental training. It is designed to prepare sol-
diers to maintain good mental health despite the challenges of military life, combat,
and transitioning once home. Resilience is developed as a soldier’s inner strength,
enabling him/her to face the challenges of his/her environment with courage and
confidence. The program is based on a range of psychological theories, including cog-
nitive restructuring, positive psychology, occupational health models, posttraumatic
stress, mindfulness, etc.

3. Mindfulness-Based Mind Fitness Training
( ∼

A3
)

[47]. This training consists of atten-

tion and concentration exercises for mindfulness, situational awareness, mental agility,
emotion regulation, working memory, and more. These exercises change the structure
and function of the brain. Training is carried out prior to deployment and is designed
to protect the mental health of the soldiers in situations in which they are under stress.
Studies have shown that the training program is beneficial and has reduced levels of
PTSD, depression, and anxiety in soldiers upon return from deployment.

4. Master Resilience Training
( ∼

A4
)

[48]. Master Resilience Training (MRT) is a stan-

dardized resilience training program. It is based on cognitive-behavioral and positive
psychology methods. The program is based on Ellis’ Adversity-Consequences-Beliefs
(ABC) model and its effectiveness has been proven through empirical research.

4. Empirical Study Results

4.1. Data Collection Method

For this study, a cohort of 18 experts were interviewed using a pairwise comparison
questionnaire. These experts were selected based on their professional competence, specifi-
cally their service experience in the field of resilience building, the length of their service in
the military, and the completion of international missions. The 18 military psychologists
involved in this study possessed extensive expertise in soldier resilience training, having
continuously improved soldiers’ resilience skills and post-deployment programming com-
ponents. Eight of them were from Ukraine and ten from the Lithuania military area. Each
expert conducted an independent evaluation by assessing six competencies and fourteen
skills associated with soldier resilience through pairwise comparisons. In addition, these
experts judged the four soldier resilience training programs. This study was conducted by
researchers at the Military Academy of Lithuania in 2023.

4.2. Fuzzy AHP Analysis Results

The combined fuzzy analytic hierarchy process model was applied to measure the
effect of critical resilience competencies in a two-level hierarchical structure. Accordingly,
the fuzzy AHP model was performed using the following steps: (1) the Ukrainian and
Lithuanian experts’ verbal judgments were transformed into fuzzy weights that were
connected with the triangular fuzzy number membership function specifications, as shown
in Table 1; (2) the main criteria weighting was calculated; (3) the sub-criteria weighting was
achieved. Following the analysis steps, the initial direct-relation matrixes were constructed
for six resilience competencies and additionally for fourteen resilience skills. The Ukrainian
and Lithuanian experts’ opinions on the six main competencies presented in the initial
direct-relation matrixes are shown in Table 5.

In the similar sequence, the matrixes of soldiers’ resilience skills as sub-factors’ of
the resilience competencies were found and their corresponding fuzzy weights were com-
puted. In addition, the consistency ratio (CR) coefficients were calculated to evaluate the
consistency of the designed initial direct-relation matrixes.
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Table 5. Experts’ opinions on the six main competencies presented in the initial direct-relation matrix.

DM1 DM2

CC
~

c1
~

c2
~

c3
~

c4
~

c5
~

c6 CC
~

c1
~

c2
~

c3
~

c4
~

c5
~

c6

∼
c1 (1,1,1) (1,1,1) (1,1,1) (1,1,1)

(
1
2 , 1, 3

2

) (
3, 7

2 , 4
) ∼

c1 (1,1,1)
(

1
2 , 1, 3

2

) ( 3
2 , 2, 5

2

) (
1
2 , 1, 3

2

) (
3, 7

2 , 4
) (

3, 7
2 , 4

)
∼
c2 (1,1,1) (1,1,1) (1,1,1) (1,1,1)

(
1, 3

2 , 2
) ( 5

2 , 3, 7
2

) ∼
c2

( 2
3 , 1, 2

)
(1,1,1)

(
1, 3

2 , 2
) (

1
2 , 1, 3

2

) ( 5
2 , 3, 7

2

) ( 3
2 , 2, 5

2

)
∼
c3 (1,1,1) (1,1,1) (1,1,1)

(
1
2 , 1, 3

2

) ( 3
2 , 2, 5

2

) ( 3
2 , 2, 5

2

) ∼
c3

(
2
5 , 1

2 , 2
3

) (
1
2 , 2

3 , 1
)

(1,1,1)
(

1
2 , 1, 3

2

) (
1
2 , 1, 3

2

) (
1
2 , 1, 3

2

)
∼
c4 (1,1,1) (1,1,1)

( 2
3 , 1, 2

)
(1,1,1)

( 5
2 , 3, 7

2

) ( 7
2 , 4, 9

2

) ∼
c4

( 2
3 , 1, 2

) ( 2
3 , 1, 2

) ( 2
3 , 1, 2

)
(1,1,1)

(
3, 7

2 , 4
) ( 5

2 , 3, 7
2

)
∼
c5

( 2
3 , 1, 2

) (
1
2 , 2

3 , 1
) (

2
5 , 1

2 , 2
3

) (
2
7 , 1

3 , 2
5

)
(1,1,1) (1,1,1)

∼
c5

(
1
4 , 2

7 , 1
3

) (
2
7 , 1

3 , 2
5

) ( 2
3 , 1, 2

) (
1
4 , 2

7 , 1
3
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Note: aggregated experts’ opinions on six measurements,
∼
c1 = Self-awareness,

∼
c2 = Self-regulation,

∼
c3 = Optimism,

∼
c4 = Mental agility,

∼
c5 = Strength of character,

∼
c6 = Connection; DM1 = aggregated Ukrainian experts’ assessment;

DM2 = aggregated Lithuanian experts’ assessment.

The global fuzzy weights of each of 14 skills were calculated using the value of a
specific skill weight with the corresponding competence fuzzy weight. Calculated global
fuzzy weights were used for ranking the best resilience training program by employing the
fuzzy TOPSIS method. The global fuzzy weights based on the Ukrainian and Lithuanian
experts’ opinions are presented in Tables 6 and 7, correspondingly. Additionally, the
ranks of the pairwise evaluation weights computed by fuzzy AHP for the six resilience
competencies (see Table A1, Appendix A) and the fourteen resilience skills (see Table A2,
Appendix A) were identified.

Table 6. Factor weight scores affecting soldiers’ resilience levels based on Ukrainian experts’ re-
sponses, established using the FAHP model.

Level 1 Level 2 Global
Fuzzy WeightsCompetencies’ Fuzzy Weight Skills’ Fuzzy Weight

W1= (0.1397, 0.1907, 0.2404)
W11= (0.5000, 0.5000, 0.5000) Ŵ11= (0.0699, 0.0954, 0.1202)
W12= (0.5000, 0.5000, 0.5000) Ŵ12= ( 0.0699, 0.0954, 0.1202)

W2 = (0.1521, 0.1989, 0.2926)
W21= (0.2602, 0.4357, 0.6597) Ŵ21= (0.0396, 0.0663, 0.1003)
W22= (0.2659, 0.4100, 0.6897) Ŵ22= (0.0404, 0.0624, 0.1049)
W23= (0.1103, 0.1543, 0.2220) Ŵ23= (0.0168, 0.0235, 0.0338)

W3 = (0.1331, 0.1950, 0.2590)
W31= (0.5000, 0.5000, 0.5000) Ŵ31= (0.0666, 0.0975, 0.1295)
W32= (0.5000, 0.5000, 0.5000) Ŵ32= (0.0666, 0.0975, 0.1295)

W4 = (0.1751, 0.2342, 0.3170)
W41= (0.4898, 0.6253, 0.7732) Ŵ41= (0.4898, 0.6253, 0.7732)
W42= (0.1348, 0.2056, 0.2950) Ŵ42= (0.1348, 0.2056, 0.2950)
W43= (0.1296, 0.1690, 0.2577) Ŵ43= (0.1296, 0.1690, 0.2577)

W5 = (0.0757, 0.1073, 0.1606)
W51 = (0.5000, 0.5000, 0.5000) Ŵ51= (0.0379, 0.0537, 0.0803)
W52 = (0.5000, 0.5000, 0.5000) Ŵ52= (0.0379, 0.0537, 0.0803)

W6= (0.0562, 0.0740, 0.0967)
W61= (0.5000, 0.5000, 0.5000) Ŵ61= (0.0281, 0.0370, 0.0484)
W62= (0.5000, 0.5000, 0.5000) Ŵ62= (0.0281, 0.0370, 0.0484)

Notes: W1 = Self-Awareness, W2 = Self-Regulation, W3 = Optimism, W4 = Mental agility, W5 = Strength of
character, W6 = Connection.

4.3. Fuzzy TOPSIS Analysis Results

The calculated global fuzzy weights of the resilience skills were used as sub-factors
weights for ranking the soldier resilience training programs using the fuzzy TOPSIS. To
achieve the result, the following steps were performed: (1) developing the fuzzy de-
cision matrix for the chosen alternatives and normalizing it; (2) computing the fuzzy
positive and negative ideal solutions; (3) calculating the relative closeness and ranking the
selected alternatives.
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Table 7. Factor weight scores affecting soldiers’ resilience level based on Lithuanian experts’ re-
sponses, established using the FAHP model.

Level 1 Level 2 Global
Fuzzy WeightsCompetencies’ Fuzzy Weight Skills’ Fuzzy Weight

W1 = (0.1377, 0.2578, 0.4361)
W11= (0.4142, 0.5000, 0.8284) Ŵ11= (0.0570, 0.1289, 0.3613)
W12= (0.2929, 0.5000, 0.5858) Ŵ12= ( 0.0403, 0.1289, 0.2555)

W2 = (0.1167, 0.2182, 0.3877)
W21= (0.2736, 0.4518, 0.6775) Ŵ21= (0.0319, 0.0986, 0.2627)
W22= (0.2630, 0.4038, 0.6775) Ŵ22= (0.0307, 0.0881, 0.2627)
W23= (0.1044, 0.1444, 0.2052) Ŵ23= (0.0122, 0.0315, 0.0796)

W3 = (0.0608, 0.1260, 0.2358)
W31= (0.2679, 0.5000, 0.8038) Ŵ31= (0.0163, 0.0630, 0.1896)
W32= (0.3094, 0.5000, 0.9282) Ŵ32= (0.1031, 0.0630, 0.2189)

W4 = (0.1284, 0.2239, 0.4523)
W41= (0.4542, 0.5772, 0.7079) Ŵ41= (0.0583, 0.1292, 0.3201)
W42= (0.2320, 0.2989, 0.3980) Ŵ42= (0.0298, 0.0669, 0.1800)
W43= (0.1050, 0.1238, 0.1580) Ŵ43= (0.0135, 0.0277, 0.0714)

W5 = (0.0479, 0.0830, 0.1472)
W51= (0.6458, 0.7642, 0.8989) Ŵ51= (0.0309, 0.0634, 0.1324)
W52= (0.2042, 0.2358, 0.2774) Ŵ52= (0.0098, 0.0196, 0.0408)

W6= (0.0543, 0.0911, 0.1734)
W61= (0.5798, 0.7143, 0.8697) Ŵ61= (0.0315, 0.0651, 0.1508)
W62= (0.2367, 0.2857, 0.3551) Ŵ62= (0.0129, 0.0260, 0.0616)

Notes: W1 = Self-Awareness, W2 = Self-Regulation, W3 = Optimism, W4 = Mental agility, W5 = Strength of
character, W6 = Connection.

As was mentioned before, in this study, we focused on four alternatives: (1) the Army
Center for Enhanced Performance, (2) Resiliency Training, (3) Mindfulness-Based Mind
Fitness Training, and (4) Master Resilience Training. Following TOPSIS methodology,

the sub-factor
∼

c21, which represents a soldier’s ability to understand the components
of the seven-step goal-setting process and apply this skill in planning steps to achieve
personal and career goals, was marked as a non-beneficial attribute, whereas the other were
beneficial. The conducted fuzzy TOPSIS analysis results are presented following the main
analysis steps.

Fuzzy TOPSIS analysis began with defining the preference matrix of the four chosen
soldier resilience training programs (alternatives) with respect to the 14 skills as sub-factors.
For this, we used the linguistic values presented in Table 3. The experts’ decision matrix on
the four alternatives was constructed by following the linguistic preference of triangular
fuzzy numbers characterized in Table 3. The preference matrix of the four alternatives for
the 14 sub-factors expressed in linguistic terms is shown in Table 8.

Table 8. The preference matrix of the four alternatives for the 14 sub-factors, expressed in linguistic terms.

~

c11
~

c12
~

c21
~

c22
~

c23
~

c31
~

c32
~

c41
~

c42
~

c43
~

c51
~

c52
~

c61
~

c62

∼
A1 M VH H M VH H M VH VH VH VH H VH VH
∼

A2 M M VH H VH M H M M M VH M H VH
∼

A3 VH VH M VH M M M VH VH VH L L L M
∼

A4 M M M M M M M M M M M VH VH M

Notes: descriptions of the linguistic terms are presented in Table 3.

Following the rules of the fuzzy TOPSIS method, the linguistic values were trans-
formed into the corresponding triangular fuzzy numbers, and decision matrixes were
normalized using Equations (25)–(27).

Next, Equation (25) was used to calculate the weighted, normalized fuzzy decision
matrixes (WNFDM) for the two expert groups (Ukrainian and Lithuanian). The Ukrainian
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experts’ data analysis result is presented in three tables according to the number of sub-
factors (see Tables 9–11).

Table 9. Weighted normalized matrix for resilience competencies C1 and C2 by sub-factor.

DM1 c11 c12 c21 c22 c23

A1 0.023, 0.053, 0.09 0.054, 0.095, 0.120 0.013, 0.028, 0.060 0.013, 0.035, 0.082 0.013, 0.024, 0.034
A2 0.023, 0.053, 0.093 0.023, 0.053, 0.093 0.013, 0.022, 0.043 0.022, 0.049, 0.105 0.013, 0.024, 0.034
A3 0.054, 0.095, 0.120 0.054, 0.095, 0.120 0.017, 0.040, 0.100 0.031, 0.062, 0.105 0.006, 0.013, 0.026
A4 0.023, 0.053, 0.093 0.023, 0.053, 0.093 0.017, 0.040, 0.100 0.013, 0.035, 0.082 0.006, 0.013, 0.026

DM2 c11 c12 c21 c22 c23

A1 0.019, 0.072, 0.281 0.031, 0.129, 0.256 0.011, 0.042, 0.158 0.010, 0.049, 0.204 0.009, 0.032, 0.080
A2 0.019, 0.072, 0.281 0.013, 0.072, 0.199 0.011, 0.033, 0.113 0.017, 0.069, 0.263 0.009, 0.032, 0.080
A3 0.044, 0.129, 0.361 0.031, 0.129, 0.256 0.014, 0.059, 0.263 0.024, 0.088, 0.263 0.004, 0.018, 0.062
A4 0.019, 0.072, 0.281 0.013, 0.072, 0.199 0.014, 0.059, 0.263 0.010, 0.049, 0.204 0.004, 0.018, 0.062

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment; C1 = Self-awareness with
sub-factors c11 and c12, C2 = Self-regulation with sub-factors c21, c22, and c23.

Table 10. Weighted normalized matrix for resilience competencies C3 and C4 by sub-factor.

DM1 c31 c32 c41 c42 c43

A1 0.022, 0.042, 0.078 0.022, 0.054, 0.101 0.381, 0.625, 0.773 0.045, 0.069, 0.126 0.101, 0.169, 0.258
A2 0.029, 0.059, 0.130 0.037, 0.076, 0.130 0.163, 0.347, 0.601 0.058, 0.123, 0.295 0.043, 0.094, 0.200
A3 0.029, 0.059, 0.130 0.022, 0.054, 0.101 0.381, 0.625, 0.773 0.045, 0.069, 0.126 0.101, 0.169, 0.258
A4 0.029, 0.059, 0.130 0.022, 0.054, 0.101 0.163, 0.347, 0.601 0.058, 0.123, 0.295 0.043, 0.094, 0.200

DM2 c31 c32 c41 c42 c43

A1 0.005, 0.027, 0.114 0.034, 0.035, 0.170 0.045, 0.129, 0.320 0.010, 0.022, 0.077 0.011, 0.028, 0.071
A2 0.007, 0.038, 0.190 0.057, 0.049, 0.219 0.019, 0.072, 0.249 0.013, 0.040, 0.180 0.005, 0.015, 0.056
A3 0.007, 0.038, 0.190 0.034, 0.035, 0.170 0.045, 0.129, 0.320 0.010, 0.022, 0.077 0.011, 0.028, 0.071
A4 0.007, 0.038, 0.190 0.034, 0.035, 0.170 0.019, 0.072, 0.249 0.013, 0.040, 0.180 0.005, 0.015, 0.056

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment; C3 = Optimism with
sub-factors c31 and c32, C4 = Mental agility with sub-factors c41, c42, and c43.

Table 11. Weighted normalized matrix for resilience competencies C5 and C6 by sub-factor.

DM1 c51 c52 c61 c62

A1 0.029, 0.054, 0.080 0.004, 0.008, 0.016 0.022, 0.037, 0.048 0.022, 0.037, 0.048
A2 0.029, 0.054, 0.080 0.005, 0.011, 0.027 0.016, 0.029, 0.048 0.022, 0.037, 0.048
A3 0.004, 0.018, 0.045 0.008, 0.018, 0.080 0.003, 0.012, 0.027 0.009, 0.021, 0.038
A4 0.013, 0.030, 0.062 0.004, 0.006, 0.011 0.022, 0.037, 0.048 0.009, 0.021, 0.038
A4 0.013, 0.030, 0.062 0.004, 0.006, 0.011 0.022, 0.037, 0.048 0.009, 0.021, 0.038

DM2 c51 c52 c61 c62

A1 0.024, 0.063, 0.132 0.001, 0.003, 0.008 0.025, 0.065, 0.151 0.010, 0.026, 0.062
A2 0.024, 0.063, 0.132 0.001, 0.004, 0.014 0.018, 0.051, 0.151 0.010, 0.026, 0.062
A3 0.003, 0.021, 0.074 0.002, 0.007, 0.041 0.004, 0.022, 0.084 0.004, 0.014, 0.048
A4 0.010, 0.035, 0.103 0.001, 0.002, 0.006 0.025, 0.065, 0.151 0.004, 0.014, 0.048

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment; C5 = Strength of character
with sub-factors c51 and c52, C6 = Self-regulation with sub-factors c61 and c62.

Consequently, we computed the (FPIS, A*) to assess the fuzzy positive ideal solution
and the (FNIS, A−) as fuzzy negative ideal solution. The FPIS, A* represents the maximum

value of
∼
v

*
i for soldier resilience training programs which were included in this study,

while
∼
v
−
1 is the minimum value (FNIS). The FPIS, A* and FNIS, A− were calculated using

Equations (29) and (30). Due to the number of sub-factors (14 skills) and page layout, the
calculated results are separated and presented in three tables. The investigation results of
the Ukrainian (DM1) and Lithuanian (DM2) expert groups are shown in Tables 12–14.
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Table 12. Fuzzy positive ideal solution (FPIS, A*) and fuzzy negative ideal solution (FNIS, A−) for
the resilience competencies C1 and C2 by sub-factor.

DM1 c11 c12 c21 c22 c23

FPIS, A* 0.0544, 0.0954, 0.1202 0.0544, 0.0954, 0.1202 0.0170, 0.0398, 0.1003 0.0314, 0.0624, 0.1049 0.0131, 0.0235, 0.0338
FNIS, A− 0.0233, 0.0530, 0.0935 0.0233, 0.0530, 0.0935 0.0132, 0.0221, 0.0430 0.0135, 0.0347, 0.0816 0.0056, 0.0131, 0.0263

DM2 c11 c12 c21 c22 c23

FPIS, A* 0.0443, 0.1289, 0.3613 0.0313, 0.1289, 0.2555 0.0137, 0.0592, 0.2627 0.0239, 0.0881, 0.2627 0.0095, 0.0315, 0.0796
FNIS, A− 0.0190, 0.0716, 0.2810 0.0134, 0.0716, 0.1987 0.0106, 0.0329, 0.1126 0.0102, 0.0489, 0.2043 0.0041, 0.0175, 0.0619

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment; C1 = Self-awareness,
C1 = Self-regulation; FPIS, A*= Fuzzy positive ideal solution; FNIS, A− = fuzzy negative ideal solution.

Table 13. Fuzzy positive ideal solution (FPIS, A*) and fuzzy negative ideal solution (FNIS, A−) for
the resilience competencies C3 and C4 by sub-factor.

DM1 c31 c32 c41 c42 c43

FPIS, A* 0.0285, 0.0585, 0.1295 0.0370, 0.0758, 0.1295 0.3810, 0.6253, 0.7732 0.0578, 0.1234, 0.2950 0.1008, 0.1690, 0.2577
FNIS, A− 0.0222, 0.0418, 0.0777 0.0222, 0.0542, 0.1007 0.1633, 0.3474, 0.6014 0.0449, 0.0685, 0.1264 0.0432, 0.0939, 0.2004

DM2 c31 c32 c41 c42 c43

FPIS, A* 0.0070, 0.0378, 0.1896 0.0573, 0.0490, 0.2189 0.0453, 0.1292, 0.3201 0.0128, 0.0401, 0.1800 0.0105, 0.0277, 0.0714
FNIS, A− 0.0054, 0.0270, 0.1138 0.0344, 0.0350, 0.1703 0.0194, 0.0718, 0.2490 0.0099, 0.0223, 0.0771 0.0045, 0.0154, 0.0555

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment; C3 = Optimism,
C4 = Mental agility. FPIS, A*= Fuzzy positive ideal solution; FNIS, A− = fuzzy negative ideal solution.

Table 14. Fuzzy positive ideal solution (FPIS, A*) and fuzzy negative ideal solution (FNIS, A−) for
the resilience competencies C5 and C6 by sub-factor.

DM1 c51 c52 c61 c62

FPIS, A * 0.0295, 0.0537, 0.0803 0.0076, 0.0179, 0.0803 0.0219, 0.0370, 0.0484 0.0219, 0.0370, 0.0484
FNIS, A− 0.0042, 0.0179, 0.0446 0.0042, 0.0060, 0.0115 0.0031, 0.0123, 0.0269 0.0094, 0.0206, 0.0376

DM2 c51 c52 c61 c62

FPIS, A * 0.0240, 0.0634, 0.1324 0.0020, 0.0065, 0.0408 0.0245, 0.0651, 0.1508 0.0100, 0.0260, 0.0616
FNIS, A− 0.0034, 0.0211, 0.0736 0.0011, 0.0022, 0.0058 0.0035, 0.0217, 0.0838 0.0043, 0.0144, 0.0479

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment; C5 = Strength of character,
C6 = Self-regulation. FPIS, A*= Fuzzy positive ideal solution; FNIS, A− = fuzzy negative ideal solution.

The distances between the four resilience training programs were assessed. The
positive and negative ideal solutions and final ranking of each resilience training program
are presented in the table below (see Table 15).

Table 15. Identified distances from positive FPIS to negative FNIS ideal solutions and final rankings
of alternatives.

DM1 DM2

Alternative S+
i S−i

1CCi=
d−

i
d+

i +d−
i

Rank Alternative S+
i S−i

1CCi=
d−

i
d+

i +d−
i

Rank

A1 0.2759 0.4144 0.6003 2 A1 0.3172 0.2580 0.449 4
A2 0.4400 0.2544 0.3663 3 A2 0.2985 0.2876 0.491 2
A3 0.2015 0.4887 0.7080 1 A3 0.2078 0.3674 0.639 1
A4 0.4866 0.2040 0.2954 4 A4 0.3163 0.2595 0.451 3

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment. d+i = distance between
alternative and FPIS, S+

i ; d−i = distance between alternative and FNIS, S−
i ; CCi= closeness coefficient of each

resilience training program judged as an alternative.

To illustrate the soldier resilience training programs’ rankings, the closeness coefficient
was chosen (CCi), and the graphical results are presented in Figure 4. The larger values of CCi
indicate the most preferred alternatives, and the alternative A3 marks the maximum (0.7080)
value of closeness coefficient, whereas the alternative A4 marks the lowest value of 0.2954.
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Figure 4. The geometric distances from FPIS (di*) and FNIS (di–) of four alternatives reached as study
result: (a) Ukrainian experts’ opinion; (b) Lithuanian experts’ opinion. A detailed description of
presented values is shown in Table 15.

Based on the conducted research on soldier resilience training and the opinion analysis
of Ukrainian and Lithuanian experts, a ranking of military resilience training programs
was compiled. Lastly, a sensitivity examination was performed to evaluate the effect of the
changed weights on dissimilar resilience competencies as factors, and between resilience
skills as sub-factors.

5. Sensitivity Analysis

The results of the final rankings let us identify that the best soldier resilience training
program choice was A3 according to the Ukrainian and Lithuanian experts’ judgement
(see Table 16). Therefore, a sensitivity exploration was performed to evaluate the effect
of sub-factors’ weights on the best resilience training program choice. Consequently, the
different sub-factors were eliminated, and dissimilar cases of analysis were conducted. The
sensitivity evaluation analysis showed the dissimilar rankings for soldier resilience training
programs. The investigation outcomes are presented in Figure 5 and Table 16.

Table 16. Resilience training programs’ rankings identified under different cases analysis.

Alternative
DM1

Alternative
DM2

Case (1) Case (2) Case (3) Case (1) Case (2) Case (3)

A1 2 3 4 A1 4 2 4
A2 3 2 2 A2 1 4 2
A3 1 1 1 A3 3 1 1
A4 4 4 3 A4 2 3 3

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment.

Figure 5. A graphical presentation of the sensitivity analysis results: (a) analysis result for the
evaluation of the Ukrainian experts’ opinion; (b) analysis result for the evaluation of the Lithuanian
experts’ opinion.
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The cases of sensitivity analysis were performed following a rank analysis using skills
as sub-factors. The Ukrainian experts pointed out that the three mental agility competence
skills were their top priorities (see Table A1, Appendix A). Therefore, we used these vital
sub-factors and conducted three different case analyses:

• Case 1. The sub-factors ‘Hunt the good stuff’
( ∼

c31
)

and ‘Put it in perspective’
( ∼

c32
)

were eliminated, and the obtained ranking showed the altered result.

• Case 2. The sub-factors ‘Avoid thinking traps’
( ∼

c41
)

, ‘Problem solving’
( ∼

c42
)

, and

‘Real-time resilience’
( ∼

c43
)

were eliminated, as these skills (sub-factors) were identi-

fied as vital for Ukrainian soldier resilience training. The elimination of the mental
agility training part produced the different rankings of the resilience training programs.

• Case 3. The sub-factor ‘Avoid thinking traps’
( ∼

c41
)

was eliminated, and consequently,

a different ranking was achieved, because this skill was ranked as a top interest.

The Lithuanian experts pointed out that three skills, two of which belonged to the Self-

awareness competence
(∼

c1
)

and one of which represented the mental agility competence(∼
c4

)
, were their top priorities. Consequently, we used these essential sub-factors and

conducted three different case analyses:

• Case 1. The two sub-factors ‘Separate the A (activating Event) from their T (thoughts)

and from the C (consequences: emotions and reactions)’
(

ATC,
∼

c11
)

and ‘Detect

icebergs’
( ∼

c12
)

were eliminated and the obtained ranking showed different ranking

results for the four training programs.

• Case 2. The sub-factors ‘Hunt the good stuff’
( ∼

c31
)

and ‘Put it in perspective’
( ∼

c32
)

were eliminated and the obtained rankings showed different results.

• Case 3. The sub-factor ‘Avoid thinking traps’
( ∼

c41
)

was eliminated, and consequently,

a different ranking was achieved, because the mental agility competence
∼

c41 sub-factor
was ranked as a skill of top importance.

Sensitivity analysis showed that the different weights of the resilience competencies
and the skills used as sub-factors in this study lead to changes in the resilience training
programs’ rankings. The sensitivity analyses completed using different scenarios clearly
illustrate the sensitivity of ideal rankings established based on military psychologists’
opinions. After taking into account the differences in the specifics of the military services
of today’s Ukrainian and Lithuanian soldiers and the fact that several resilience training
programs were chosen across different scenarios, the analysis showed the differences in
assessment, program selection, and ratings.

In addition, to confirm the success of the assessment model proven in this study, the
outcomes were matched with the ranking results of the traditional Technique for Order
of Preference by Similarity to Ideal Solution (TOPSIS) method and the grey relational
analysis (GRA) method. The conducted calculation outcomes are presented in Table A3
(Appendix A). The ranking results of the soldier resilience training programs achieved
by the model suggested in this study are not meaningfully dissimilar from the ranking
outcomes of the traditional TOPSIS and GRA methods in general, for both DM1 and DM2.
Table A3 shows that the results of the model developed in this study are close to those
obtained by the traditional method, which indicates that the model developed in this study
is useful and correct.
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6. Discussion

The present study built upon existing research on competence training for resilience
in militaries by utilizing a hierarchy MCDA model based on fuzzy sets theory. This
model helped determine which competencies and skills should be included in resilience
training programs to make them the most effective in a contemporary military environment.
Previous studies [1,5,46,48–50] have identified sets of competencies and skills that are
essential for solders to develop during the pre-deployment period to allow them to recover
from stressful situations quickly and efficiently. Insufficient resilience training has been
linked to a variety of negative outcomes, such as disturbed sleep habits, low energy,
headaches, and other disorders [51].

The current study indicated that, according to experts from Ukraine and Lithuania,
the MMFT (A3) is the most effective training program for fostering resilience in the pre-
deployment period, which can help protect against harmful levels of stress. The validity and
effectiveness of this program have been proven through rigorous research in neuroscience
and stress physiology [52]. Previous studies have shown that this program increases an indi-
vidual’s tolerance in high-stress contexts, and that after MMFT training, soldiers’ attention,
memory, and sleep quality obviously improved [53]. In this study, the impact of MMFT as
a form of resilience training was found to be significant by both Ukrainian and Lithuanian
psychologists. The MMFT’s maximum relative closeness coefficient was determined by
Ukraine experts as follows: MMFT (A3)> ACEP (A1)>RT (A2)> MRT (A4). Furthermore,
the maximum relative closeness coefficients of the resilience training programs were also
identified according to the opinion of the Lithuanian experts, whose rankings arranged the re-
silience training programs in the following order: MMFT (A3)>RT (A2)> MRT (A4)> ACEP (A1).

The results of the current study contribute to the identification of the most important
competencies that are relevant in today’s military environment. Using sensitivity analysis
on the Ukrainian experts’ data, it was determined that mental agility competence, includ-

ing the three skills ‘Avoid thinking traps’
( ∼

c41
)

, ‘Problem solving’
( ∼

c42
)

, and ‘Real-time

resilience’
( ∼

c41
)

, contributes most to solders’ resilience in a real combat environment.

Meanwhile, according to the assessment of Lithuanian military psychologists, who partici-
pate in training soldiers for military missions and training, the most contributing skills are

‘ATC’
( ∼

c11
)

, ‘Detect icebergs’
( ∼

c12
)

, and ‘Avoid thinking traps’
( ∼

c41
)

. As can be seen

from the results of this study, the necessary competencies and skills for resilience training
are not identical between those for soldiers participating in conventional war and those
intended for soldiers participating in military training and missions.

Following previous research that demonstrated the efficacy of MMFT in mediating
stress reduction and improving psychological functioning [54], this study predicted that
modifying the MMFT program could result in even greater effects on the development of
resilience of participants.

The present study has several limitations that need to be considered when interpreting
the findings. First, the experts selected for this study were from Ukraine and Lithuania,
with very different geopolitical situations; therefore, the opinions of the experts may
have been affected by these circumstances. Second, the study only examined resilience
training programs based on different concepts, which may not cover all available military
resilience programs. Third, the subjectivity of the experts’ opinions introduces a level of
uncertainty, which could be reduced by including more experts in the analysis. Given these
limitations, caution is necessary when interpreting the findings. To better understand the
quality assessment process, additional analyses could be conducted with a broader range
of resilience competencies and more alternative resilience training programs.
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7. Conclusions

Imprecise qualitative decisions regarding what the core competencies are for solders’
residence building, and regarding what the most effective training program is, can be
improved by applying the FAHP and the FTOPSIS as MCDM techniques. Apparently, the
application of fuzzy AHP weights in fuzzy TOPSIS helps to reach farther realistic and reli-
able results. This study found that there were differences in preferences regarding resilience
criteria and skills among well-known soldier resilience training programs. Therefore, the
choice to apply MCDM techniques can be effectively used while ranking the best training
program, given the existence of complex and imprecise constraints.

The sensitivity analysis carried out in this study provided valuable information on
the impact of the soldier resilience training programs on the ranking process. Based
on the results of the FTOPSIS and the sensitivity analysis, it was concluded that MMFT
(A3) is the most effective alternative to resilience training for Ukrainian and Lithuanian
soldiers. Overall, the findings of this study suggest that MMFT could be an effective tool for
building soldiers’ resilience and preparing them for the demands of contemporary military
environments. In addition, according to the sensitivity analysis, MMFT attained the highest
ranking according to the evaluation results of Ukrainian experts and was ranked top or
third according to the opinion of Lithuanian experts.

The present study contributes to the existing literature by presenting MCDM-based
solutions to address the issue of insufficient accuracy in capturing experts’ decision making
when selecting the optimal resilience training program for military personnel in high-stress
environments. The MCDA model, based on fuzzy sets theory, highlights mental agility as
the most critical competence. Since the current research focused solely on conventional
resilience competencies included in the resilience training program, the list of competencies
used here is non-exhaustive. Some of the competencies might be weakly expressed and
underestimated by experts despite their relevance to resilience. Therefore, future research
should incorporate additional resilience competencies in the evaluation, and alternative
MCDM techniques such as PROMETHEE with fuzzy logic, interval numbers, or hesitant
fuzzy sets should be explored.
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Appendix A

Table A1. FAHP criteria importance weight scores presented by the two expert groups.

1 Sub-Criteria
Ukrainian Experts

1 Sub-Criteria
Lithuanian Experts

2 FAHP Rank 2 FAHP Rank

∼
C1 0.1842 4

∼
C1 0.2462 2

∼
C2 0.2077 2

∼
C2 0.2139 3

∼
C3 0.1895 3

∼
C3 0.1251 4

∼
C4 0.2344 1

∼
C4 0.2382 1

∼
C5 0.1109 5

∼
C5 0.0823 6

∼
C6 0.0732 6

∼
C6 0.0944 5

Notes: 1 Criteria are presented in Table 3 as skills. 2 FAHP = pairwise comparison weights calculated for the
criteria using the fuzzy analytic hierarchy process. Bold numbers represent three important ranks.

Table A2. The FAHP sub-criteria importance weight scores presented by the two expert groups.

1 Sub-Criteria
Ukrainian Experts

1 Sub-Criteria
Lithuanian Experts

2 FAHP Rank 2 FAHP Rank

ĉ11 0.0539 5 ĉ11 0.1346 1

ĉ12 0.0539 5 ĉ12 0.1045 3

ĉ21 0.0389 6 ĉ21 0.0967 4
ĉ22 0.0392 6 ĉ22 0.0938 6
ĉ23 0.0140 9 ĉ23 0.0303 11
ĉ31 0.0554 4 ĉ31 0.0661 8
ĉ32 0.0554 4 ĉ32 0.0947 5
ĉ41 0.3565 1 ĉ41 0.1249 2

ĉ42 0.1200 2 ĉ42 0.0681 7
ĉ43 0.1050 3 ĉ43 0.0277 12
ĉ51 0.0325 7 ĉ51 0.0558 10
ĉ52 0.0325 7 ĉ52 0.0173 14
ĉ61 0.0214 8 ĉ61 0.0609 9
ĉ62 0.0214 8 ĉ62 0.0247 13

Notes: 1 Sub-criteria are presented in Table 3 as skills. 2 FAHP = pairwise comparison weights calculated for the
sub-criteria using the fuzzy analytic hierarchy process. Bold numbers represent three important ranks.

Table A3. Comparison of ranking results of different models.

Alternative

DM1

Fuzzy TOPSIS TOPSIS
Grey Relational

Analysis Method

Distance
Closeness

Rank
Distance

Closeness
Rank

Distance
Closeness

Rank

A1 0.6003 2 0.7303 2 0.7375 2
A2 0.3663 3 0.3857 3 0.5881 3
A3 0.7080 1 0.7543 1 0.7557 1
A4 0.2954 4 0.1464 4 0.4700 4

DM2

A1 0.4486 4 0.3609 4 0.6145 4
A2 0.6387 1 0.7153 1 0.7102 1
A3 0.4907 2 0.6380 2 0.7047 2
A4 0.4506 3 0.4773 3 0.6490 3

Notes: DM1 = Ukrainian experts’ assessment; DM2 = Lithuanian experts’ assessment.
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Abstract: In terms of uncertain business conditions, the ability of an enterprise to bounce back
after severe disruptions, or simply resilience, may be seen as one of the major features needed to
sustain successful business operations. This research has the objective of proposing an algorithm
for the organizational resilience assessment in industrial companies and conducting an analysis
of the relationship between the organizational Resilience Factors and Key Performance Indicators
recovery times. As the variables that are an integral part of the research are exposed to a high degree
of uncertainty, they are modeled using fuzzy set theory. The methodology used for the research is an
enhanced fuzzy Delphi, where the fuzzy geometric mean is employed as an aggregation operator. The
relationship between the organizational resilience factors and Key Performance Indicators’ recovery
time is based on the correlation analysis. The proposed model is based on real data from one complex
industrial enterprise. The main finding of the research is that calculations indicate a significant
negative correlation between treated variables.

Keywords: organizational resilience; key performance indicators; recovery time; fuzzy delphi; fuzzy
sets theory

MSC: 03E72

1. Introduction

Over the previous decades, resilience-scoped research has been conducted from differ-
ent perspectives: Resistance and recovery, adaptation, and anticipation [1]. Also, as research
interest has grown over the years, there is little consensus about what resilience means or
how it is designed [2]. During a period of stable business conditions, organizational perfor-
mance indices do not have significant oscillations. On the other hand, if severe disruptions
occur, a sudden drop in performance might happen [3]. In practice, performances such as
quality, cost, productivity, innovativeness, time, etc. need to be managed by companies [4]
to make their business activities successful. As performance represents a complex variable,
in practice it is measured and managed through Key Performance Indicators (KPIs) [5].
Common sense implies that more resilient organizations will recover their performance
faster compared to those that are not so resilient.

It may be assumed that organizational resilience models are complex, which implies
that their evaluation cannot be performed directly; assessment models that rely on the
judgments of decision-makers could be applied. This assumption is important since many
management problems demand this approach to assessment, which induces a certain
degree of uncertainty.
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The motivation for this research stems from the various uncertainties of the above-
mentioned business context. Companies can be affected by various factors such as com-
petition, changes in the market, political instability, and natural disasters. COVID-19 has
shown how quickly an uncertain situation can develop and how companies must respond.

Uncertainties for companies have been omnipresent not only since pandemics, un-
stable geopolitical situations, or endangered supply chains. Entrepreneurial resilience is
therefore seen as an important capability for companies to cope with these very changes
and crises [6]. In a rapidly changing world, it is thus crucial that companies be resilient as
a precondition for success. Therefore, both uncertainty and resilience are closely related
concepts that are of significant importance to companies. As organizational resilience
models, as well as business processes, are complex in nature, their evaluation cannot be
performed directly. This implies that they require evaluation models based on the judg-
ments of decision-makers. This feature is important because, in a variety of management
problems, it is not possible to directly measure the variables of interest. This is because
those variables are subject to a certain degree of uncertainty. At the same time, it is closer to
human thinking to use linguistic variables for assessment. Different mathematical theories
support the quantitative description of linguistic expressions [7]. Many mathematical
theories support modeling linguistic expressions in a quantitative way. The theory of fuzzy
sets [7,8] is used in many research areas to describe uncertainty quantitatively.

The fuzzy Delphi method will be used to assess the organizational resilience of the
company. Here, the decision-making method is based on a consensus of expert opinions
and uncertain information on a particular topic or issue. The overall objective of this
research is the analysis of the dependency between organizational resilience factors (RFs)
and KPIs’ recovery times. To achieve the defined research goal, organizational resilience
should be assessed as well as the recovery time of KPIs in the treated company.

Furthermore, the following chapters are organized as follows: Section 2 provides
an overview of the relevant literature. Section 3 presents the proposed model. Section 4
presents the case study in a corporate context, and Section 5 provides a critical discussion
and conclusion.

2. Literature Review

The literature supports the use of type one fuzzy sets for modeling existing uncertain-
ties [9,10]. Type one fuzzy sets are used for the research. The features of type one fuzzy sets
are the triangular membership function, granulation, and domain. The granulation is often
chosen in accordance with the nature of the problem being solved. The domain might be
chosen according to the DM assessment or following the literature guidelines [11].

A significant number of scholars support the application of type one fuzzy sets since
they provide a solid base for calculations embracing uncertainties with a reasonable number
of mathematical operations.

Considering all the issues raised, methods such as Delphi with type one fuzzy sets
are used to solve fuzzy group decision-making problems [12,13]. The aggregation of
DMs’ opinions into unique opinions can be obtained by applying the different aggregation
operators [14,15]. Mostly, in the domain of solving real business problems in the presence of
uncertainty, fuzzy arithmetic mean [16–19] and fuzzy geometric mean [20–22] are applied.

This section embraces the analysis of the Fuzzy Delphi technique compared with the
fuzzy Delphi technique enhanced with type one fuzzy numbers and applied to solving
similar problems in management. The comparative analysis is presented in Table 1.

205



Mathematics 2023, 11, 3075

Table 1. Comparative analysis of the proposed Delphi technique with type one fuzzy numbers.

Authors The Number of DMs
Membership Function

Shape/Granulation/
Domain

The Aggregation Operator/Defuzzification
Procedure/the Distance between Two Fuzzy

Numbers/Checking the Consensus of
Decision-Makers Assessments

Chen and Lee [23] - TFN/5/[0–1] the proposed aggregation method/simple gravity
method/-/the proposed threshold value [23]

Habibi et al. [12] - TFN/5/[0–1]
TFN/7/[0–1]

the proposed aggregation procedure/center gravity
method/-/the usually used threshold [24]

Liu and Chu [25] - TrFN/3/[0–10] the proposed aggregation procedure/-/-/the proposed
procedure by Horng et al. [24]

Kumar et al. [26] - TFN/9/[0.1–0.9] the proposed aggregation procedure [26]/center of
gravity method/-/-

Jani et al. [16] 12 TFN/7/[0–1] fuzzy arithmetic mean/-/Euclidean distance/threshold
value defined by Mahmoudi et al. [27]

Singh and Sarkar [28] 15 TFN/5/[0.1–0.9]
the proposed aggregation procedure/center of gravity

method/-/the proposed procedure based on a threshold
value defined by Kumar et al. [29]

Bui et al. [20] - TFN/5/[0–1]

fuzzy geometric mean/method of the maximum
possibility/-/the proposed procedure for establishing
equilibrium across the fundamental judgments among

the expert group [7]

Khan et al. [21] 12 TFN/5/[0–1] fuzzy geometric mean/center of gravity/-/procedure
defined by Horng et al. [24]

Abdollahi et al. [17] 15 TrFN/5/[0–9] fuzzy arithmetic mean/-/the defuzzification procedure
[30]/distance between two consecutive rounds [27]

Tsai et al. [18] 14 TFN/5/[0–1] fuzzy arithmetic mean/center of gravity method/-/-

Dawood et al. [19] - TFN/5/[0–1]

fuzzy arithmetic mean/center of gravity
method/Euclidean distance/The consensus must be
higher than or equal to 75% to declare an acceptable

agreement amongst the experts [31]; defined threshold
value; distance between two consecutive rounds [27]

Mabrouk [13] - TFN/5/[0–1]
the proposed aggregation model/the proposed

defuzzification method/-/defined the filtering threshold
for the critical attributes

Aleksić et al. [22] 5 TFN/7/[1–9]
fuzzy geometric mean/-/Hamming distance/combining

the Graded Mean Integration Representation and
Average Percent of Majority Opinions Cut-off Rate [32]

The proposed model 9 TFN/5/[0–10] fuzzy square mean/-/Euclidean distance/intraclass
correlation coefficient [33]

Authors should discuss the results and how they can be interpreted from the perspec-
tive of previous studies and the working hypotheses. The findings and their implications
should be discussed in the broadest possible context. Future research directions may also
be highlighted.

In the analyzed papers, almost all authors use TFNs to describe the assessment of
DMs. Up to now, there is no recommendation in the literature on how to determine the
granulation and the domains of the employed fuzzy numbers in the realization of Delphi
studies. The number of linguistic variables is most influenced by the complexity of the
problem as well as the number of decision-makers included in the Delphi study. Having
in mind the stated, it is worth mentioning that most scholars [13,17–21,23,28] employ five
linguistic expressions for describing uncertainties in their research.

In the analyzed Delphi studies, the majority of authors [12,13,16–21,23] suggested that
the domain should be defined on the set of real lines belonging to the interval [0–1].

In this research, the triangular membership function is used for modeling RF value
estimates on sub-processes of the manufacturing process, as in almost all analyzed works.
In the literature, many authors suggest that TFNs can capture uncertainties and inaccuracies
adequately, and on the other hand, their usage does not require complex computations [7].
The number of pre-defined linguistic terms used to describe the considered uncertainty is
five, as in the majority of analyzed papers. The domain of TFNs defined in this research
belongs to the interval [0–10], as suggested by Liu and Chu [25].
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The aggregation of DMs’ assessments into a single assessment is based on the use
of different operators. The selection of aggregation methods for DMs’ estimates can be
acknowledged as a problem in itself.

In this research, the authors suggest a fuzzy quadratic mean operator, which represents
the difference between the presented research and papers that can be found in the relevant
literature and is presented in Table 1.

The linguistic expression representing the result of the previous round is obtained
from the condition of the minimum distance of pre-defined linguistic expressions and TFN,
which describe the aggregate value of the DMs’ assessment. Euclidean distance is most
often used in a variety of research [16,19], as in this one particular study. Some scholars use
Hamming distance as well [22].

Checking the consistency of DMs’ assessments is based on different procedures [34].
In this research, the procedure for checking if the consensus of DMs’ opinions is reached is
performed by using an intraclass correlation coefficient [35]. It can be concluded that it is
necessary to perform a sensitivity analysis of the results of the consensus check obtained
by applying different methods.

3. Methodology

This section proposes the three-stage fuzzy model, which represents the core of this
research. Simultaneously, a literature review is provided. In the first stage, the level of RFs
is determined at the level of the product delivery process within the analyzed company by
applying the proposed fuzzy Delphi technique. The second stage of the proposed model is
used to determine the weighted aggregated fuzzy value of RFs at the level of each KPI as
well as the scatterplot dependency between RFs and KPIs. The proposed two-stage model
is presented in Figure 1.

Figure 1. The proposed fuzzy model for assessment and analysis of the relationship between the
weighted aggregated RFs’ values and KPIs’ recovery time.
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To execute the proposed research, the following steps should be performed in the
corporate context: (1) the definition of a finite set of RFs (see Section 3.1.1); (2) the definition
of the main processes (MP) and sub-processes (SP) of the company (see Section 3.1.2);
(3) the definition of the KPIs that are managed at the level of identified subprocesses (see
Section 3.1.3); (4) the identification of a group of experts who have in-depth knowledge
and experience related to enterprise resilience (see Section 3.1.4); (5) the execution of the
proposed Delphi method to reach a consensus opinion of the experts related to the RFs’
level in the treated company (see Section 3.3); (6) the calculation of the aggregated weighted
RFs value at the level of each identified KPI; (7) the assessment of the KPIs’ recovery time;
(8) The scatter plot analysis of RFs values and KPIs’ recovery time values; (9) analysis of
the results to identify weaknesses and opportunities for improvement.

3.1. Defining the Finite Set of Input Variables
3.1.1. Defining the Finite Set Resilience Factors

Formally, the list of proposed RFs is represented by a formal set: {1, .., j, .., J}. The
total number of considered RFs is denoted as J. The index of RF is marked as j, j = 1, .., J.
In this research, the set of RFs is defined according to the referent literature [36]. The
considered RFs that are significant for a production company are: management commitment
(j = 1), reporting culture (j = 2), learning (j = 3), awareness (j = 4), preparedness (j = 5),
flexibility (j = 6), self-organization (j = 7), teamwork (j = 8), redundancy (j = 9), and
fault-tolerance (j = 10).

3.1.2. Defining the Finite Set of Business Sub-Processes

The classification of the business process and its’ corresponding subprocesses is de-
termined in compliance with the APQC framework [37]. Within this research, a process
entitled “Deliver Physical Products” is analyzed. Its’ subprocesses can be formally repre-
sented by a set of indices: {1, .., p, .., P}. The finite number of subprocesses is denoted as
P, and p, p = 1, .., P represents the index of the subprocess. The sub-processes of Deliver
Physical Products are: planning for and aligning supply chain resources (p = 1), procuring
materials and services (p = 2), produce/assemble/test product (p = 3), and managing
logistics and warehousing (p = 4).

3.1.3. Defining the Managed KPIs

There is no specific recommendation on which KPIs should be managed in different
companies, so it is their responsibility to choose adequate KPIs based on their size, business
domain, and other features. For this research, the set of KPIs is defined in compliance
with the APQC framework to provide generality, and at the same time, it is adjusted to the
company that is analyzed to provide expediency.

The set of considered KPIs is presented by a set of indices: {1, .., i, .., I}. The total
number of the considered KPIs is denoted as I. The index of the KPI is marked as i, i = 1, .., I.
In this research, these KPIs are [37]: Total cost of quality per $100,000 in revenue (i = 1),
employee retention rate (i = 2), percentage of sales orders scheduled to customer requests
(i = 3), total cost to perform the procurement process group per purchase order (i = 4),
average procure-to-pay cycle time in days (i = 5), percentage of unique suppliers who
are active suppliers (i = 6), scrap and rework costs as a percentage of cost of goods
sold (i = 7), total cost to manufacture per $1000 revenue (i = 8), percentage of defective
parts per million (i = 9), average cycle time in calendar days from delivery order to
successful completion of delivery and disposal of back-hauled goods (i = 10), perfect order
performance (i = 11), percentage of supplier on-time delivery (i = 12).

3.1.4. Defining the Set of DMs’ Team

The assessment of the level of each RF, j, j = 1, .., J at the level of each business process
should be presented as a fuzzy group decision-making problem. DMs should be aware of
the RF level so they can manage and enhance it continuously.
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In this research, a set of DMs should be presented by a set of indices: {1, .., e, .., E}.
Ukupan broj DMs are denoted as E. The index of DM is marked as e, ., e = 1, .., E.

The DMs team consists of the highest-ranking employees in the company structure,
which enables wide insight into the enterprise’s functioning and experience in the decision-
making process. In the analyzed company, the DMs’ team consists of the Chief Executive
Officer (e = 1), Operations Manager (e = 2), Management System Manager (e = 3), Global
Supply Chain Manager (e = 4), Human Resource Manager (e = 5), Marketing Manager
(e = 6), Service and Sale Manager (e = 7), Chief Information Officer (e = 8), Research and
Development Manager (e = 9). It should be noted that the DMs’ team is responsible for all
assessments that are proposed by this research.

3.2. The Selection of Linguistic Variables for the Existing Uncertainties’ Description

In this research, existing uncertainties are: (1) the values of RFs at the level of sub-
processes of the delivery product business process; and (2) the relative importance of RFs
for the KPIs’ recovery.

The assessment of RFs’ values at a level for each considered sub-process is performed
by using five linguistic expressions, which are modeled by TFNs. These linguistic variables
and their corresponding TFNs are given:

Very low value (B1)—(0, 1.5, 3)
Low value (B2)—(1, 2.5, 4)
Medium value (B3)—(3, 5, 7)
High value (B4)—(6, 7.5, 9)
Very high value (B5)—(7, 8.5, 10)
The domains of TFNs that are used for the quantitative description of RFs’ level in the

analyzed company within the interval [0–10]. The values 0 and 10 denote that RF has the
lowest value or the highest value, respectively.

The assessment of the relative importance of RFs for the KPIs’ recovery is described
by the seven linguistic expressions modeled by TFNs:

Extremely low importance (A1)—(0, 0, 2.5)
Low importance (A2)—(0.5, 2, 3.5)
Fairly low importance (A3)—(1.5, 3.5, 5.5)
Medium importance (A4)—(3, 5, 7)
Fairly high importance (A5)—(5, 6.5, 8)
High importance (A6)—(6.5, 8, 9.5)
Extremely high importance (A7)—(7.5, 10, 10)
The domains of these TFNs are defined on a real line belonging to the interval [0–10].

Values 0 and 10 denote that RF has no relative importance for the KPIs’ recovery or has
extremely high importance, respectively.

3.3. The Assessment of RFs Values’ Level by the Proposed Fuzzy Delphi Technique

The Delphi technique is one of the most popular qualitative methods of group decision-
making. The simplest explanation of the Delphi technique can be interpreted as the
collection and processing of data, which is realized through several rounds.

Within the execution of the technique, one of the most important questions is how to
determine the optimal set of DMs. There are no recommendations or guidelines on how to
determine the optimal number of DMs. Some scholars [38,39] suggest that there should be
between five and ten DMs that provide the assessment. It may be suggested that, through
the analysis of the research context, an optimal number of DMs may be determined.

According to best practice, it is assumed that the DMs participating in the Delphi study
have a precise perception of the identified problem or that they have in-depth knowledge
of the treated area(s). At the same time, the experience level of DMs can vary, and they
can be ranked within various levels in the company hierarchy. An important issue during
the realization is that the anonymity of DMs must be provided during the execution of the
technique so individual biases and personal thoughts do not impact other participants. In
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this research, the DMs have been selected according to their importance for the company’s
operations, considering their knowledge and competence.

The Delphi method is realized in several rounds. During the first round, DMs express
their assessment regarding the treated problem. The mapping of DMs’ assessments into
a single assessment can be executed by applying different aggregation operators. The
average value of the DMs’ assessments is submitted in writing to the DMs again, who
should adjust their assessments in the second round according to that value. By applying
the different procedures [34], it can be determined if the DMs have reached a consensus. If
they are, the average value of the estimates obtained in the second round is accepted as the
decision. Otherwise, the described process of data collection and processing is repeated. It
should be noticed that the DMs’ team is delivering individual assessments to determine the
RFs’ value. This is because their competence covers several aspects of business activities,
and all the uncertainties should be considered.

The questionnaire is adapted taking into account the verified research [22] and it
is introduced to each DM with explanations of the different resilience levels within the
enterprise. The questionnaire contains guidelines with linguistic expressions defining the
level of organizational resilience for each RF as follows:

There are no blueprints or plans for the construction of organizational resilience, there is no
awareness of organizational resilience—B1;

There are drafts of activities for securing organizational resilience—B2;
There are clear plans and activities for securing organizational resilience, and the competencies

of all employees in the field of organizational resilience management are ensured—B3;
Competencies of all employees in the field of organizational resilience management are ensured,

and there is a partially developed awareness of organizational resilience—B4;
All needed competences are ensured, and there is the absolute commitment of management and

all employees regarding organizational resilience management—B5.
The proposed fuzzy Delphi technique is realized in the following steps:
Step 1. During the first round, each DM e, e = 1, . . . , E assesses the level of RFs

j, j = 1, .., J at the level of each sub-process p, p = 1, .., P by using one of the five pre-defined

linguistic expressions,
∼
v

1e
jp =

(
l1e
jp , m1e

jp, u1e
jp

)
.

Step 2. Let us determine the aggregated value of the DMs’ assessment in the first

round,
∼
b

1

jp by applying the operator of the square mean:
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1
jp =

(√
1
E
· ∑
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(
l1e
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)2
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√
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So that:
∼
v

1
jp =

(
l1
jp, m1

jp, u1
jp

)
, (2)

Step 3. Let us calculate the distance between
∼
v

1
jp and TFNs that correspond to the

pre-defined linguistic expressions Bk, k = 1, .., 5, d
(∼

vjp, Bk
)

.
Step 4. To each RF j, j = 1, .., J at the level of sub-process, p = 1, .., P, should be adjoined

one of the pre-defined linguistic expressions Bk, k = 1, .., K according to the expression:

min
k=1,..,K

d
(∼

vjp, Bk
)
= B∗

jp, (3)

Step 5. During the second round, DMs adjust their assessment according to the average

value of B∗
jp. Let the DMs’ assessments in the second round be denoted as

∼
v

2e
jp.

Step 6. Let us check the correlation degree between the DMs assessment in the first,
∼
v

1e
jp,

and the second round,
∼
v

2e
jp. If the degree of correlation is higher than or equal to 0.5, it

can be considered that a consensus of DMs has been reached according to the developed
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procedure [35]. If there is no statistical dependency between DMs’ assessments in the first
and second rounds, it is necessary to perform the second round of the assessment.

3.4. The Calculation of the Aggregated Weighted RFs Value at the Level of Each Identified KPI

This part of the research contains the steps for determining the relative importance of
RFs for the KPIs’ recovery that is managed under the business process, which is entitled
Deliver Physical Products. The assessment of the relative importance of RFs for the KPIs’
recovery is treated as a problem itself, with the assessment in the form of consensus.

The DMs have seven linguistic expressions at their disposal. The guidelines with the
linguistic expressions defining the importance of RFs for the treated KPI’s recovery time
are as follows:

The treated RF has extremely low importance for the treated KPI’s recovery time—A1;
The treated RF has low importance for the treated KPI’s recovery time—A2;
The treated RF has fairly low importance for the treated KPI’s recovery time—A3;
The treated RF has medium importance for the treated KPI’s recovery time—A4;
The treated RF has fairly high importance for the treated KPI’s recovery time—A5;
The treated RF has high importance for the treated KPI’s recovery time—A6;
The treated RF has extremely high importance for the treated KPI’s recovery time—A7.
After this, the determination of the weighted aggregated RFs’ value at the level of

each denoted KPI is performed by applying the operator of the fuzzy square mean. The
proposed procedure is realized as follows:

Step 1. The assessment of RFs j, j = 1, .., J relative importance of RFs for the KPIs’
i, i = 1, .., I recovery time is denoted by TFN

∼
ϕji.

Step 2. Let us calculate the weighted value of each RF j, j = 1, .., J at the level of each
denoted KPI: ∼

θ ji =
∼
vjp·∼ϕji, (4)

Step 3. Let us determine the weighted aggregated fuzzy value of RFs at the level of

each KPI i, i = 1, .., I,
∼
θ i by applying the operator of the fuzzy geometric mean.

3.5. The Proposed Procedure for Analysis of the Relationship between the Weighted Aggregated
RFs’ Values and KPIs’ Recovery Time

The KPIs for recovery time, ti, are obtained from the enterprise records. It is worth
mentioning that this research does not take into consideration KPI management but rather
follows the sudden drop in KPI values. The time needed for the complete recovery of the
KPI’s values is denoted as the recovery time. It is presented in months.

Here, an assumption is introduced: there is a linear correlation between KPIs’ recov-
ery time and the weighted aggregated fuzzy value of RFs at the level of each KPI. This
assumption will be checked based on the determination of the coefficient of correlation
between the named variables.

The final steps of the research represent the analysis of the relationship between the
weighted aggregated RFs’ value and KPIs’ recovery time. This should be executed as
follows:

Step 1. Let us determine the representative scalar TFN
∼
θ i, Δi by applying the simple

gravity method.
Step 2. Let us determine the correlation coefficient between the KPIs’ recovery time, ti

and the weighted aggregated value of RFs at the level of each considered KPI, Δi.

4. A Case Study in a Complex Production Company

The analyzed enterprise follows a decentralized organizational structure. Here, all
business units are mapped within a matrix organization, which acts autonomously in the
global supply chain of precise industry components. Nevertheless, all organizational units
should interact closely with each other without limiting their independence, flexibility, and
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agility in the market. To meet the challenges mentioned, it is essential for almost all orga-
nizational units and employees—regardless of the specific company size, characteristics,
form, and maturity—to maintain a management system. The analyzed enterprise has a
well-structured business process in compliance with the ISO 9001 and ISO 14001 standards,
so it is possible to propose a similar business process framework, such as APQC.

The DMs were engaged in the first round, and after the calculations, which are
presented in Section 4.1, they also participated in the second round of the fuzzy Delphi.

4.1. Application of Applying the Proposed Fuzzy Delphi Technique

The defined team of DMs has received an email containing the relevant data for
assessing the level of RF values, as explained in Section 3.3. The input data for fuzzy
Delphi are assessed values (RFs) at the level of the business process of Delivering Physical
Products. This data is presented in Appendix A for round one and in Appendix B for the
second round.

The proposed fuzzy Delphi technique is illustrated in the example of determining the
value RF j = 1 at the level of sub-process alignment of supply chain resources (p = 1).

During the first round, the DMs assessed the values of the treated RF in the following
manner:

B5, B4, B4, B4, B4, B4, B4, B4, B3, B2

The aggregated value of the DMs’ assessment in the first round,
∼
v

1
11 is obtained by

applying the operator of the fuzzy square mean:

∼
v

1
11 =

⎛⎜⎜⎜⎝
√

72+62+62+62+62+62+62+32+12

9 ,√
8.52+7.52+7.52+7.52+7.52+7.52+7.52+52+2.52

9 ,√
102+92+92+92+92+92+92+72+42

9

⎞⎟⎟⎟⎠ = (5.53, 7, 8.50)

Let us determine the distance of TFN
∼
v11 from B1:

d(
∼
v

1
11, B1) =

√
1
3
·
(
(5.53 − 0)2 + (7 − 1.5)2 + (8.50 − 3)2

)
= 5.411

In a similar manner, the distance of TFN
∼
v11 from the rest of the pre-defined linguistic

expressions is calculated:

d(
∼
v

1
11, B2) = 4.510

d(
∼
v

1
11, B3) = 2.054

d(
∼
v

1
11, B4) = 0.490

d(
∼
v

1
11, B5) = 4.219

Let us determine a linguistic expression that can be used to describe the aggregated
value of the DMs’ assessment in the first round according to the expression:

min(5.411; 4.510; 2.054; 0.490; 4.219) = 0.490 → B4

The DMs’ assessments in the second round are B4, B3, B3, B2, B3, B3, B3, B2, and B2.
The aggregated value of the DMs’ assessments in the second round is obtained by

using the operator of the fuzzy square mean.

∼
v

2
11 = (3.06, 4.71, 6.45)

The check of the consistency of the DMs’ assessment is delivered according to the
developed procedure [35].

By using further calculations, the value of the correlation coefficient can be obtained.
The value of the correlation coefficient between the assessment of the value RF j = 1 in the
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first round and in the second round is 0.8. The obtained value of the correlation coefficient
shows that there is a strong positive relationship between the estimates of DMs in the first
and second rounds, so it can be concluded that the obtained value of RF j = 1 j in the
second round can be considered the final value.

Similarly, the aggregated values of RFs were determined at the level of each sub-
process of the considered business process and presented in Appendix B.

Based on the obtained values of the correlation coefficients, it can be concluded that
the values of RFs obtained in the second round can be accepted as the final values of RFs at
the level of each sub-process.

4.2. The Calculation of the Aggregated Weighted RFs Value at the Level of Each Identified KPI

The assessment of the relative importance of RFs for the KPIs’ recovery is performed
for each denoted KPI at the level of each treated sub-process (Table 2). The DMs have
performed this activity within the scope of the panel discussion that is executed after the
second round of fuzzy Delphi. The assessment itself was based on the guidelines explained
in Section 3.4. The panel discussion took place at the company headquarters with all DMs
that participated in previous activities.

Table 2. The relative importance of RFs for the KPIs’ recovery at the level of each treated sub-process.

RFs i = 1 i=2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8 i = 9 i = 10 i = 11 i = 12

j = 1 A3 A7 A5 A6 A5 A7 A3 A7 A4 A5 A7 A7
j = 2 A5 A2 A6 A7 A5 A3 A3 A6 A4 A6 A6 A7
j = 3 A5 A6 A5 A5 A2 A2 A6 A5 A4 A4 A6 A5
j = 4 A6 A6 A6 A5 A7 A6 A6 A6 A5 A4 A5 A6
j = 5 A5 A6 A5 A5 A5 A3 A5 A4 A6 A6 A6 A6
j = 6 A4 A2 A4 A6 A6 A3 A4 A5 A2 A4 A4 A5
j = 7 A2 A4 A4 A4 A3 A3 A4 A3 A3 A3 A4 A4
j = 8 A3 A7 A4 A4 A3 A4 A4 A3 A3 A4 A5 A4
j = 9 A5 A2 A2 A3 A2 A1 A6 A5 A5 A5 A4 A3
j = 10 A7 A2 A3 A3 A3 A5 A5 A4 A5 A4 A4 A5

Let us determine the aggregate weighted value of the RF (j = 1) at the level of the KPI
( i = 1)

∼
z11:

∼
z11 =

∼
v11·A3 = (3.06, 4.71, 6.45)·(1.5, 3.5, 5.5) = (4.59, 16.49, 35.48)

The other aggregated weighted values of RFs are calculated similarly to those pre-
sented in Appendix C.

4.3. The Determination of the Relationship between the Weighted Aggregated RFs’ Values and
KPIs’ Recovery Time

The recovery time is taken from the company records, as explained in Section 3.5. The
representative scalars of the resilience at the level of KPIs, as well as the recovery time of
each KPI, are given in Table 3.

The input data for the correlation analysis are the representative scalars of the total
aggregated weighted values of RFs and the recovery time expressed in months. The
obtained value of the correlation coefficient is presented as follows (Table 4).
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Table 3. The total aggregated weighted crisp values of RFs and KPIs’ recovery time in months.

KPIs zi ti

i = 1 31.10 10
i = 2 36.76 7
i = 3 32.42 5
i = 4 37.07 7
i = 5 31.50 4
i = 6 32.41 6
i = 7 27.61 10
i = 8 27.81 6
i = 9 23.92 7
i = 10 22.84 9
i = 11 27.09 7
i = 12 25.61 8

Table 4. Impact of the aggregated weighted values of RFs on KPIs’ recovery time.

The Weighted Aggregated RFs’
Value at the Level of Each KPI

The Recovery Time of Each KPI

The weighted aggregated RFs’
value at the level of each KPI

1

The recovery time of each KPI −0.73857 1

Based on the obtained value of the correlation coefficient, it can be concluded that
there is a statistically significant influence of the values of RFs on the recovery time of KPIs.
The value of the coefficient is negative, which indicates that if the value of RFs increases,
the recovery time decreases.

5. Discussion and Conclusions

After the execution of the proposed fuzzy Delphi technique, the value of RFs is
obtained at the level of each denoted subprocess. In the next step, the relative importance
of the RFs for the recovery of each KPI is obtained through a direct assessment. The
weighted value of the RFs is obtained through the multiplication of the previously defined
variables. The weighted aggregated fuzzy value of each RF is obtained by applying the
aggregation operator to the fuzzy square mean. By applying the Simple Gravity Method,
the representative scalar of the weighted aggregated fuzzy value of each RF is determined.

The output of the research is the analysis of the relationship between the weighted
aggregated value of each RF and the recovery time of each KPI. From the presented
calculations considering correlation analysis, it is shown that the introduced assumption of
a negative correlation is confirmed. There is a negative statistical dependence between the
RFs and the time needed for KPIs’ recovery.

Comparing the results with the already presented research, the following may be con-
cluded: The domains where the aggregation of resilience is conducted may be presented
as follows: military service [40], social resilience measurement [41], and quantification of
operational supply chain resilience [42]. Each of the mentioned papers considers their own
set of resilience indicators/factors, so it can be concluded that there is no unique list of RFs. In
the mentioned papers, resilience indicators/factors are presented with crisp values compared
to the proposed research, which is done by using linguistic variables. It may be concluded
that there are different approaches to aggregate resilience indicators/factors. The aggregated
value may be determined in an exact manner by applying multi-attribute decision-making
techniques, such as the analytical hierarchy process [40], or by applying simple aggregation
operators [41,42]. In the presented research, the aggregated value is obtained through the
application of the fuzzy Delphi technique and fuzzy square mean operator.

Improving the overall resilience of companies and their decision-makers requires
a holistic approach that takes various aspects into account. Based on the case study
conducted, the authors of this paper, together with the DMs that provided input data for
the case study, derive the following general recommendations for increasing resilience:
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(1) Establish strong risk management practices: companies should implement a compre-
hensive risk management system that identifies potential risks, evaluates them, and
takes appropriate measures to address them. Such an approach makes it possible to
respond to potential threats at an early stage and minimize damage.

(2) Diversification of business activities: companies should reduce their dependence on
individual products, markets, or suppliers. A broader base enables them to respond
better to changes in the market and cushion potential risks more effectively.

(3) Promote flexibility and adaptability: companies should develop a corporate culture
that promotes flexibility and adaptability. This includes fostering a spirit of innovation,
a willingness to change, and the development of agile structures and processes.

(4) Empowering leaders: decision-makers should have a high level of resilience Compa-
nies should support their leaders by providing them with the necessary resources,
training, and coaching to deal with challenging situations.

(5) Continuous training and learning: companies should ensure that their employees
are continuously trained to keep up with changing demands and challenges. This
includes both technical and generic competencies, such as problem-solving skills,
communication, and teamwork.

(6) Build a strong network: companies should build and maintain relationships with rele-
vant stakeholders, including customers, suppliers, partners, and regulators. A strong
network can be invaluable in times of crisis to gain support and find solutions together.

(7) Leverage technology and digital transformation: companies should take advantage
of modern technologies to make their processes more efficient and improve their
resilience. This can include the use of data analytics, artificial intelligence, and other
technologies to identify risks early and make informed decisions.

These recommendations serve as a starting point to improve the resilience of compa-
nies and their decision-makers. Companies must consider their challenges and needs and
develop tailored solutions accordingly. The other approach that may be combined with the
proposed measures may include the ranking of the proposed RFs to identify those ranked
last, so the DMs may propose more concrete measures to improve those and sustain the
values of those ranked first.

The main contribution of the research may be summarized as follows: There are just a
few papers that treat the problem in a similar manner, defining interconnections between
RFs and KPIs. All the uncertainties that exist in the model are described by using linguistic
variables modeled by fuzzy sets theory. The fuzzy values of RFs at the level of delivery of
physical product sub-processes are obtained by using the enhanced fuzzy Delphi method.
The weighted aggregated fuzzy value of resilience at the level of a KPI is determined in an
exact manner by applying fuzzy algebra rules.

The main constraint of the research is the selection of the DM team, which consists of
the top management representatives, considering their knowledge, skills, and experience
related to overall business operations, strategy, organizational state, and functioning.

On the other hand, it may be considered that the proposed model is flexible in terms
of changing the number of KPIs and RFs. Also, the number of DMs can be changed due to
the nature of the treated organization.

Future research should cover the extension of the Delphi method by using some other
method for checking the consensus, developing a new method, and comparing the obtained
results. For resilience management benchmarking, it can be assumed that this model should
be used in some business processes and other branches of industry and the economy. Also,
it would be useful to test the proposed model with different types of fuzzy numbers to
determine their suitability for embracing the existing uncertainties.
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Appendix A. The First Round of the Proposed Fuzzy Delphi

Table A1. The assessment of the DMs in the first round.

Sub-Processes RFs e=1 e=2 e=3 e=4 e=5 e=6 e=7 e=8 e=9

p = 1

j = 1 B5 B5 B5 B5 B5 B5 B5 B4 B3
j = 2 B5 B5 B4 B4 B3 B5 B4 B5 B3
j = 3 B5 B5 B4 B5 B4 B4 B4 B5 B3
j = 4 B5 B4 B5 B5 B4 B3 B2 B3 B3
j = 5 B5 B5 B5 B5 B3 B2 B3 B3 B4
j = 6 B5 B5 B5 B5 B5 B3 B4 B5 B3
j = 7 B4 B5 B3 B5 B4 B3 B2 B5 B5
j = 8 B5 B5 B5 B5 B5 B5 B5 B5 B5
j = 9 B5 B3 B2 B4 B4 B2 B2 B4 B3

j = 10 B5 B5 B5 B4 B4 B5 B5 B5 B5

p = 2

j = 1 B5 B5 B5 B5 B5 B4 B5 B4 B3
j = 2 B5 B5 B5 B3 B3 B4 B5 B4 B3
j = 3 B5 B5 B4 B4 B4 B4 B4 B5 B3
j = 4 B5 B4 B5 B5 B4 B3 B2 B3 B3
j = 5 B5 B5 B5 B5 B3 B2 B3 B3 B4
j = 6 B5 B5 B5 B5 B5 B3 B3 B5 B3
j = 7 B4 B5 B3 B5 B4 B3 B2 B5 B5
j = 8 B5 B5 B5 B5 B5 B5 B5 B5 B5
j = 9 B5 B3 B3 B4 B4 B2 B2 B4 B3

j = 10 B5 B5 B5 B5 B4 B5 B5 B5 B5

p = 3

j = 1 B5 B5 B4 B4 B5 B5 B4 B5 B5
j = 2 B5 B4 B2 B4 B3 B4 B3 B3 B3
j = 3 B5 B5 B4 B4 B4 B5 B4 B5 B3
j = 4 B5 B3 B4 B4 B4 B4 B2 B3 B4
j = 5 B5 B5 B4 B4 B4 B2 B2 B2 B3
j = 6 B5 B5 B4 B4 B5 B3 B4 B5 B4
j = 7 B4 B5 B2 B4 B4 B3 B2 B4 B3
j = 8 B5 B5 B5 B5 B5 B5 B5 B5 B5
j = 9 B5 B3 B3 B3 B4 B4 B2 B4 B3

j = 10 B5 B5 B5 B4 B4 B4 B5 B5 B5

p = 4

j = 1 B5 B4 B4 B3 B5 B5 B3 B3 B5
j = 2 B5 B3 B2 B4 B2 B4 B3 B3 B3
j = 3 B3 B4 B4 B3 B4 B3 B4 B4 B3
j = 4 B4 B3 B2 B3 B4 B4 B2 B4 B4
j = 5 B4 B4 B3 B4 B4 B3 B2 B2 B2
j = 6 B5 B5 B3 B4 B5 B3 B3 B3 B3
j = 7 B3 B3 B2 B4 B4 B2 B2 B4 B4
j = 8 B5 B5 B5 B5 B5 B5 B5 B5 B5
j = 9 B5 B3 B2 B3 B4 B3 B2 B4 B2

j = 10 B4 B3 B5 B3 B3 B4 B5 B4 B4

Table A2. The aggregated values of RFs at the level of sub-process Align supply chain resources
(p = 1).

RFs The Aggregated Value in the First Round The Linguistic Expression

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(5.53,7,8.50)
(4.70,6.19,7.75)
(4.48,6.07,7.72)
(3.97,5.33,6.83)
(4.33,5.65,7.06)
(5.30,6.72,8.20)
(4.27,5.67,7.17)

(7,8.50,10)
(2.69,4.06,5.65)
(5.61,7.15,8.72)

B4
B4
B3
B3
B3
B4
B3
B5
B3
B4
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Table A3. The aggregated values of RFs at the level of sub-process Procure materials and services
(p = 2).

RFs The Aggregated Value in the First Round The Linguistic Expression

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(5.53,7,8.50)
(4.45,5.87,7.37)
(4.14,5.77,7.48)
(3.97,5.33,6.81)
(4.33,5.65,7.06)
(5.08,6.43,7.84)
(4.27,5.67,7.17)

(7,8.5,10)
(2.71,4.14,5.72)
(5.99,7.51,9.04)

B4
B3
B3
B3
B3
B4
B3
B5
B3
B4

Table A4. The aggregated values of RFs at the level of sub-process Test product, (p = 3).

RFs The Aggregated Value in the First Round The Linguistic Expression

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(5.47,7.03,8.63)
(2.73,4.20,5.78)
(4.64,6.21,7.85)
(3.04,4.67,6.39)
(3.33,4.72,6.25)
(4.64,6.21,7.85)
(2.87,4.39,6.03)
(6.90,8.39,9.89)
(2.73,4.20,5.78)
(5.33,6.90,8.51)

B4
B3
B3
B3
B3
B4
B3
B5
B3
B4

Table A5. The aggregated values of RFs at the level of sub-process Manage logistics and warehousing,
(p = 4).

RFs The Aggregated Value in the First Round The Linguistic Expression

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(4.28,5.71,7.23)
(2.54,3.88,5.39)
(2.33,4.08,5.86)
(2.29,3.97,5.73)
(2.05,3.64,5.32)

(3.68,5,6.43)
(2.69,4.09,5.65)
(6.90,8.39,9.89)
(2.52,3.83,5.31)
(3.51,5.07,6.72)

B3
B3
B3
B3
B3
B3
B3
B5
B3
B3

Appendix B. The Second Round of the Proposed Fuzzy Delphi

Table A6. The assessment of the DMs in the second round.

Sub-Processes RFs e = 1 e = 2 e = 3 e = 4 e = 5 e = 6 e = 7 e = 8 e = 9

p = 1

j = 1 B4 B3 B3 B2 B3 B3 B3 B2 B2
j = 2 B4 B4 B3 B3 B2 B3 B3 B4 B2
j = 3 B4 B2 B2 B3 B3 B2 B3 B3 B2
j = 4 B4 B3 B3 B3 B2 B2 B1 B2 B2
j = 5 B4 B5 B3 B3 B2 B1 B2 B2 B2
j = 6 B5 B4 B2 B4 B3 B2 B2 B4 B2
j = 7 B3 B3 B1 B3 B2 B2 B1 B3 B3
j = 8 B5 B5 B4 B4 B5 B5 B5 B5 B3
j = 9 B3 B2 B1 B2 B2 B1 B1 B1 B1

j = 10 B4 B3 B3 B2 B2 B3 B3 B4 B4
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Table A6. Cont.

Sub-Processes RFs e = 1 e = 2 e = 3 e = 4 e = 5 e = 6 e = 7 e = 8 e = 9

p = 2

j = 1 B5 B4 B4 B4 B3 B4 B4 B4 B3
j = 2 B4 B3 B3 B2 B3 B3 B3 B3 B3
j = 3 B3 B3 B3 B2 B2 B3 B3 B3 B2
j = 4 B4 B3 B3 B3 B2 B2 B1 B2 B2
j = 5 B4 B4 B4 B3 B2 B1 B2 B2 B2
j = 6 B4 B4 B2 B3 B3 B2 B2 B3 B2
j = 7 B3 B3 B1 B3 B2 B2 B1 B3 B3
j = 8 B5 B5 B4 B4 B5 B5 B5 B5 B3
j = 9 B3 B1 B1 B2 B2 B1 B1 B1 B2

j = 10 B4 B3 B3 B2 B2 B3 B3 B3 B3

p = 3

j = 1 B3 B2 B2 B2 B2 B3 B2 B3 B3
j = 2 B3 B2 B1 B2 B1 B3 B2 B2 B3
j = 3 B3 B3 B2 B2 B2 B2 B3 B4 B2
j = 4 B3 B2 B3 B3 B2 B2 B1 B2 B2
j = 5 B3 B4 B3 B2 B2 B1 B1 B1 B2
j = 6 B4 B3 B3 B3 B4 B2 B2 B3 B3
j = 7 B2 B3 B1 B3 B3 B2 B1 B3 B2
j = 8 B5 B4 B5 B4 B5 B5 B5 B5 B4
j = 9 B3 B1 B1 B1 B2 B2 B1 B2 B2

j = 10 B3 B3 B3 B2 B2 B2 B4 B3 B2

p = 4

j = 1 B3 B1 B2 B1 B2 B2 B1 B1 B2
j = 2 B3 B1 B1 B2 B1 B2 B1 B1 B1
j = 3 B2 B2 B2 B1 B2 B2 B2 B2 B1
j = 4 B3 B2 B1 B2 B2 B2 B1 B2 B2
j = 5 B3 B2 B1 B3 B2 B2 B1 B1 B1
j = 6 B3 B4 B2 B2 B3 B2 B2 B2 B2
j = 7 B2 B2 B1 B2 B2 B1 B1 B2 B2
j = 8 B5 B5 B4 B4 B5 B5 B5 B5 B5
j = 9 B3 B2 B1 B1 B2 B2 B1 B1 B1

j = 10 B2 B1 B2 B1 B1 B2 B3 B3 B3

Table A7. The aggregated values of RFs at the level of sub-process Align supply chain resource
(p = 1).

RFs The Aggregated Value in the Second Round The Measure of Achieved Consensus

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(3.06,4.71,6.45)
(4.03,5.59,7.29)
(2.91,4.49,6.16)
(2.73,4.20,5.78)
(3.45,4.78,6.25)
(4.35,5.69,7.12)
(2.29,3.97,5.73)
(6.45,7.97,9.49)
(1.15,2.47,3.97)
(4.03,5.59,7.23)

0.8
0.94
0.50
0.90
0.88
0.76
0.91

1
0.79
0.85

Table A8. The aggregated values impact RFs at the level of sub-processes Procure materials and
services, (p = 2).

RFs The Aggregated Value in the Second Round The Measure of Achieved Consensus

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(5.61,7.15,8.72)
(3.33,5.14,6.99)
(2.69,4.56,6.45)
(2.73,4.20,5.78)
(3.67,4.96,6.37)
(3.38,4.86,6.44)
(2.29,3.97,5.73)
(6.45,7.97,9.49)
(1.15,2.47,3.97)
(3.20,4.93,6.72)

0.59
0.61
0.62
0.90
0.92
0.74
0.91

1
0.79
0.71
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Table A9. The aggregated values of RFs at the level of sub-process Test product, (p = 3).

RFs The Aggregated Value in the Second Round The Measure of Achieved Consensus

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(2.13,3.82,5.54)
(1.18,3.41,5.04)
(2.75,4.25,5.84)
(1.18,3.47,5.12)
(2.52,3.83,5.31)
(3.64,5.27,6.98)
(2.08,3.70,5.40)
(6.68,8.18,9.68)
(1.20,2.56,4.07)
(2.91,4.49,6.16)

0.71
0.55
0.56
0.70
0.86
0.78
0.84
0.50
0.88
0.69

Table A10. The aggregated values of RFs at the level of sub-process Manage logistics and warehous-
ing, (p = 4).

RFs The Aggregated Value in the Second Round The Measure of Achieved Consensus

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(1.20,2.56,4.07)
(0.94,2.41,3.90)
(1.60,3.09,4.67)
(1.29,2.73,4.26)
(1.53,2.94,4.50)

(2.58,4,5.53)
(0.82,2.22,3.70)
(6.79,8.29,9.79)
(0.67,2.01,3.48)
(2.05,3.64,5.32)

0.68
0.94
0.60
0.58
0.77
0.87
0.72
0.66
0.50
0.59

Appendix C. The Weighted Aggregated Fuzzy Value of RFs at the Level of KPI

Table A11. The weighted aggregated fuzzy value of RFs at the level of KPI in the scope of sub-process
Align supply chain resources (p = 1).

RFs i = 1 i = 2 i = 3

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(4.59,16.49,35.48)
(20.15,36.34,58.32)
(14.55,29.19,49.28)
(20.48,33.60,54.91)

(17.25,31.07,50)
(13.05,28.45,49.84)
(1.15,7.94,20.06)
(9.68,27.90,52.20)
(5.75,16.06,31.76)

(30.23,55.90,72.30)

(22.95,47.10,64.50)
(2.02,11.18,25.52)

(21.83,35.92,58.52)
(20.48,33.60,54.91)
(25.88,38.24,59.38)
(2.18,11.38,24.92)
(6.87,19.85,40.11)

(48.38,79.70,94.90)
(0.58,4.94,13.90)

(2.02,11.18,25.31)

(15.30,30.62,51.60)
(30.23,44.72,69.26)
(14.55,29.19,49.28)
(20.48,33.60,54.91)

(17.25,31.07,50)
(13.05,28.45,49.84)
(6.87,19.85,40.11)
(19.35,39.85,66.43)
(0.58,4.94,13.90)

(6.05,19.57,39.77)

Weighted aggregated
fuzzy value of RFs (12.90,30.94,49.45) (22.05,36.40,51.81) (16.45,30.14,50.68)

Table A12. The weighted aggregated fuzzy value of RFs at the level of KPI in the scope of sub-process
procurement materials and services (p = 2).

RFs i = 4 i = 5 i = 6

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(42.08,57.20,82.84)
(24.98,51.40,69.90)
(13.45,29.64,51.60)
(13.65,27.30,46.24)
(18.35,32.24,50.46)
(25.35,38.88,61.18)
(6.87,19.85,40.11)
(19.35,39.85,66.43)
(1.73,8.65,21.84)

(4.80,17.26,36.98)

(28.05,46.48,69.76)
(16.65,33.41,55.92)

(1.35,9.12,22.58)
(20.48,42,57.80)

(18.35,32.24,50.46)
(25.35,38.88,61.18)
(3.44,13.90,31.52)
(9.68,27.90,52.20)
(0.58,4.94,13.90)

(4.80,17.26,36.98)

(42.08,71.50,87.20)
(5,17.99,38.45)

(1.35,9.12,22.58)
(20.48,33.60,54.91)
(5.51,17.36,35.04)
(5.07,17.01,35.42)
(3.44,13.90,31.52)
(19.35,39.85,66.43)

(0,0,9.93)
(16,32.05,53.76)

Weighted aggregated
fuzzy value of RFs (20.47,35.28,55.46) (16.10,29.95,48.44) (17.07,31.70,48.46)
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Table A13. The weighted aggregated fuzzy value of RFs at the level of KPI in the scope of the
sub-process Test product (p = 3).

RFs i = 7 i = 8 i = 9

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(3.20,13.37,30.47)
(1.77,11.94,27.72)
(20.63,34,55.48)

(8.85,27.76,48.64)
(12.60,24.90,42.48)
(10.92,26.35,48.86)
(6.24,18.50,37.80)
(20.04,40.90,67.76)

(9,20.48,38.67)
(14.55,29.19,49.28)

(15.98,38.20,55.40)
(8.85,27.28,47.88)

(13.75,27.63,46.72)
(8.85,27.76,48.64)
(7.56,19.15,37.17)

(18.20,34.26,55.84)
(3.12,12.95,29.70)

(10.02,28.63,53.24)
(6,16.64,32.56)

(8.73,22.45,43.12)

(6.39,19.10,38.70)
(3.54,17.05,35.28)
(8.25,21.25,40.88)
(5.90,22.56,40.96)
(18.90,30.64,50.45)
(1.82,10.54,24.43)
(3.12,12.95,29.70)
(10.02,28.63,53.24)

(6,16.64,32.56)
(14.55,29.19,49.28)

Weighted aggregated
fuzzy value of RFs (10.53,26.17,46.13) (11.01,26.54,45.88) (9.35,21.87,40.54)

Table A14. The weighted aggregated fuzzy value of RFs at the level of a KPI in the scope of a
sub-process Manage logistics and warehousing (p = 4).

RFs i = 10 i = 11 i = 12

j = 1
j = 2
j = 3
j = 4
j = 5
j = 6
j = 7
j = 8
j = 9

j = 10

(6,16.64,32.58)
(7.05,19.28,37.05)
(4.80,15.45,32.69)
(3.87,13.65,29.82)
(11.48,23.52,42.75)

(7.74,22,38.71)
(1.23,7.77,20.35)

(20.37,41.45,68.53)
(3.35,13.07,27.84)
(6.15,18.35,37.24)

(9,25.60,40.70)
(7.05,19.28,37.05)
(12,24.72,44.37)

(6.45,17.75,34.08)
(11.48,23.52,42.75)

(7.74,22,38.71)
(2.46,11.10,25.90)

(33.95,53.98,78.32)
(2.01,10.05,24.36)
(6.15,18.35,37.24)

(9,25.60,40.70)
(7.05,24.10,39)
(8,20.09,37.36)

(9.68,21.84,40.47)
(11.48,23.52,42.75)
(12.90,28.60,44.24)
(2.46,11.10,25.90)
(20.37,41.45,68.53)
(1.01,7.04,19.14)

(10.25,23.86,42.56)

Weighted aggregated
fuzzy value of RFs (8.84,20.97,38.72) (13.11,25.41,42.74) (10.57,24.39,41.88)
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Abstract: The aim of the paper is to determine the risk level of a contract extension with the existing
policyholders, which is further propagated to the business effectiveness and long-term sustainability
of the company. The uncertainties in the relative importance of risk factors, their values, and risk
levels are described by the linguistic forms, which are modeled by using the fuzzy sets theory. The
evaluations of the relative importance of risk factors are stated as a fuzzy group decision-making
problem. The weights of risk factors are obtained by using a fuzzy analytic hierarchy process. The
determination of production rules for the assessment of the risk level is based on fuzzy IF-THAN
rules. The verification of the model is performed by using real-life data originating from the insurance
company which operates in the Republic of Serbia.
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1. Introduction

Changes in the business world, primarily in the domain of politics and economy, might
lead to business uncertainties in all organizations, especially insurance companies. The
enhancement of business efficiency is one of the most important tasks for operational and
strategic management. To determine whether there will be an extension of the insurance
contract for each insured client, it is necessary to anticipate the possibility of further damage
to the insurer. Insurance companies have different policies and business strategies, which
are based either on high levels of management or acceptable risk levels; it is necessary to
analyze the evidence of risk factor values (RFs) and then decide to extend contracts with
clients. In practice, it can be seen, that these two RFs need to be analyzed: the amount
of money and the number of claims. It is also worth considering that these two RFs,
alongside with receivables ratio responsible for measuring premium payments, have a
significant impact on clients. Uncertainties in the relative importance of the RFs and their
values cannot be accurately determined when the conditions persistently change, due to
difficulty in determining the complexity involved in the risk of extension of the contract
with the insured. Different types of vagueness, imprecision, and uncertainties are described
by linguistic forms that are assigned with different numerical values as a certain degree
of affiliation [1–3]. The development in some areas of mathematics such as fuzzy sets
theory [4,5] allows uncertainties to be quantitatively represented in a fairly proper way. The
basic characteristic of a fuzzy number is a membership function which can take different
forms. In the literature, the triangular and trapezoidal membership functions are widely
used [6] because they do not require complex calculations; it should be emphasized that the
domains of fuzzy numbers are defined on a real line with respect to the nature of linguistic
expressions and estimates of DMs.
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According to the experience of the best practice, it is known that decision makers have
different assessments of the relative importance of RFs. Therefore, it is fully justified to
introduce the assumption that determining their relative importance should be posed as
a fuzzy group decision-making problem. Decision makers can make significantly better
judgments if they look at each pair of RFs separately, by analogy [6]. In accordance with
the introduced assumptions, the weight vector of RFs is given by using the Fuzzy Analytic
Hierarchy Process (FAHP).

Complex problems, such as those that can determine the level of risk, can be success-
fully solved by applying fuzzy logic [4,5]. The theory of fuzzy logic has been usefully
proven when it is necessary to decide based on experience, intuition, and subjective as-
sessments of individual parameters by decision-makers. Zadeh [2] emphasized the use of
fuzzy logic: (1) the mathematical concept is very simple, (2) it is flexible, (3) fuzzy logic
tolerates the imprecise data, (4) it can incorporate into the decisions the experience of DM
who know and understand the problem, (5) Fuzzy logic is based on the native language,
which presents the best way for communication. In addition, this concept has certain
shortcomings, such as a large number of production rules. Thus, one of the basic goals is to
reduce the number of rules so that they can be effectively used in solving real problems.

The assessment of the level of risk in practice is performed in relation to these two RF:
the amount and the frequency of claims; it is believed that RFs are equally important. The
motive of this research can be defined as the extent to which the business of the insured,
as an individual, may affect the risk level assessment of the insurance company. The
given fuzzy logic model is for determining whether it is a risky business for the insurance
company to extend the contract with existing clients.

The motivation for this research comes from the fact that there are no research papers
that treat the problem of determining the level of business risk based on fuzzy logic rules.
In addition, there are no guides or developed methodologies for the company to assess the
level of risk of doing business with a client before signing a contract with him.

The research challenges, motivations and the scientific research area is the application
of a fuzzy model in the field of determining critical workflow processes to improve business
management and risk transfer; this research investigates risk forecasting and management
by forming a fuzzy model to determine whether it is risky for an insurance company to
extend contracts with existing policyholders based on the flow, the amount, and the number
of their claims. Predicting the financial result gives the basic concept of development and
business characteristics of the insurance company; it achieves the stabilization of the
company’s business, and then the growth, development, and improvement of the insurance
market, as well as full protection of the interests of policyholders.

Decision-making on the extension of contracts with existing clients in the Republic
of Serbia is greatly influenced by changes in the business world, especially in the domain
of politics. In addition, the decision makers responsible for the extension of contractual
obligation with the specific insured, being also managers within insurance companies are
often described as inexperienced, relatively incompetent and dependent, with a lack of
tendency to take risks. Weaknesses and failures of managers can lead to wrong business
decisions, because of which there can be immediate and long-term consequences for the
business and positioning of the insurer in the market.

Many authors believe that the basis of the problem of insolvency of insurance com-
panies lies in low-quality and unprofessional management, while insufficient premium
is the ultimate manifestation of this problem. Quality management, i.e., management of
DM is of essential importance for the stability of each DM. In addition, lately increasing
competition in the insurance field has put focus on the use of new methodologies based on
fuzzy logic [7].

These are the goals and main reasons why the authors developed a mathematical
model that would be employed to determine the exact level of risk for each client. The
model gives significantly better results compared to the used risk matrices in an insurance
company. In this regard, there is a possibility of real application of this model because

253



Mathematics 2022, 10, 3268

its great importance can be seen in increasing the objectivity of management for decision-
making. The obtained results are important for determining a more precise strategy, which
leads to an increase in business efficiency.

Integration of the fuzzy sets theory and risk assessment approach can be marked as
the aim of this research: (a) the assessment of the relative importance of RFs by using FAHP;
(b) modeling of RFs values by fuzzy sets theory; (c) determining the overall index by using
the fuzzy operators; (d) defining production rules that can easily and simply determine the
level of business risk for each client, in the field of non-life insurance.

The paper is organized as follows: In Section 2, there is a detailed literature review
related to the applied fuzzy sets theory for modeling uncertainties and fuzzy logic for the
determination of production rules. The proposed methodology is presented in Section 3. In
Section 4, the proposed model is illustrated by real-life data which comes from domestic
insurance companies which exist in the Republic of Serbia. The discussion of the obtained
results and Conclusion is given in Section 5.

2. Literature Review

For the purposeful presentation of the literature review, this section is divided into
3 sub-sections: (1) basic consideration of management problems in the field of insurance,
(2) modeling of uncertainties into the relative importance of RFs and their values as well as
risk levels, and (3) determining of production rules.

2.1. Some Management Problems in the Insurance Domain

In the literature, many papers consider the problem of assessing the level of the
business risk of an insurance company. Many authors suggest that it is necessary to combine
risk level assessment methods with fuzzy sets theory as there are a lot of uncertainties in
the considered problem. Shapiro [8] analyzed and discussed the benefits of applying fuzzy
sets theory and fuzzy logic in solving management problems in the field of insurance.

The problems of investment management in the field of insurance, scheduling of
liabilities, as well as cash flow management, are solved by applying the fuzzy logic by
Shapiro [9]. Determining the time [10] structure of interest rates, in the field of life insurance,
is given by using the fuzzy regression analysis in [10,11]. Berry-Stölzle, et al. [12] suggest
that the assessment of the required solvency in property insurance can be successfully
performed by using fuzzy regression analysis. Shapiro [13] suggests that annuity damage
modeling should be based on the fuzzy set theory. Abul-Haggad and Barakat [14] have
developed a fuzzy risk matrix combined with the Mamdani method. In this way, it is
possible to accept and process expert knowledge in a much more intuitive way that is closer
to human thinking. Markowski and Mannan [15] propose the procedure for determining
three types of fuzzy risk matrices (low-cost, standard, and high-cost) that can be used
for different safety analyses in the chemical industry. The problem of determining the
identification of an insurance company can be successfully solved by applying fuzzy logic
rules, according to the opinion of Zapa and Cogollo [16].

2.2. Modelling of Existing Uncertainties

The uncertain and imprecise data (in this paper these are the relative importance of
RFs and their values as well as the risk level) can be adequately represented by linguistic
expressions. The choice of membership function can be considered a problem in itself.
Triangular or trapezoidal membership functions are most often used because they do not
require great computation complexity. Furthermore, there is no guideline or recommen-
dation in the relevant literature for the determination of the bounds in the domain of
fuzzy numbers. Hence, it can be said that the number and type of linguistic variables are
determined by DMs, depending on the type and complexity of the problem; it should be
mentioned that linguistic variables can be modeled by self-confidence interval (LIT) [17].

The relative importance of considered RFs is not equal and does not change over time.
The assessment of relative importance depends on the knowledge and experience of DMs.
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In general, the relative importance of items can be determined: (a) in a direct way [18] in
the direct method of processing, decision-makers associate pre-defined linguistic terms to
each RFs that describe their weight, and (b) by setting up a fuzzy pair-wise comparison
matrix [19–21]; it is considered that in this way DMs can make a better and more accurate
assessment. The fuzzy rating of the relative importance of items is, more or less, burdened
by DMs’ errors. Therefore, it is necessary to check the extent to which these errors affect the
accuracy of the vector weights. In conventional AHP [22], the consistency estimate of DMs
is based on applying the Eigenvector method. There are many procedures for handling
FAHP, their advantages, and disadvantages, which are analyzed by Kahraman, et al. [23].
The similarities and differences between the proposed FAHP are presented in Table 1.

Table 1. FAHP.

Author’s
Type Variable/

Granularity/Domain

Group
Decision-Making

Problem/
Aggregation

Method

Pair-Wise
Comparison

Matrix/Consistency
Checking

Handling of
Uncertainties in

FAHP
The Weights Vector

Application
Domain

Chen, et al. [24] TFNs/5/[1–3.5] Yes/the proposed
procedure

Concept equal
possibilities/

Eigenvector [22]
Extent analysis [25] crisp

Evaluation
performance in the
education domain

Sultana, et al.
[26] TFNs/5/[1–9] - Yes Extent analysis [25] crisp

Sirisawat and
Kiatcharoenpol

[27]
TFNs/9/[1–10] - - Extent analysis [25] crisp

Jakšić, et al.
[20] TFNs/5/[1–5] - - Extent analysis [25] crisp Ranking of banks

Banduka, et al.
[28] TFNs/5/[1–5] - - Extent analysis [25] crisp

Extension of FMEA
in automotive

industry

Lyu, et al. [29]

Defined procedure for
determination of fuzzy

elements of fuzzy
pair-wise comparison

matrix/the elements of
pair-wise comparison

matrix is given by
applying the ranking of

fuzzy numbers

- Eigenvector [22] Extent analysis [25] crisp Risk assessment in
civil engineering

Bakır and
Atalık [21] TFNs/9/[1–9] Yes/fuzzy

geometric mean -
The proposed

method by
Buckley [30]

Crisp is given by
applying the center
of area method [4]

and linear
normalization

procedure
TFNs/5 [31]

Assessment of
quality in the air

industry

Calabrese, et al.
[32] TFNs/5/[1–3.5] -

The defuzzification
procedure

for TFNs [33]/
Eigenvector [22]

Extent analysis [25] crisp
ranking of ISO
sustainability

subjects

The proposed
model TFNs/3/[1–5] Yes/the proposed

procedure

The center of area
method [4]/

Eigenvector [22]
Extent analysis [25] crisp

Assessment of RFs
in the insurance

sector

By comparing papers that deal with the proposed procedure certain similarities can
be noticed. In the analyzed papers, elements of fuzzy pair-wise comparison matrix are
described by TFNs, as in this research. As it is noted, the granulation of used fuzzy
numbers depends on the size and complexity of the considered problem. There are no
recommendations on how to determine granulation. The nine-point scale has been pro-
posed by [21,27]. Most authors suggest a five-point scale [20,24,26,29,33]. The point scale is
introduced in this research which represents one of the differences between this and the
other analyzed papers.

In the literature, many authors are determining the relative importance of fuzzy group
decision-making problems [21,24] as in this research. The authors are of the opinion that a
more accurate assessment of the relative importance can be more accurately determined if
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more DMs participate in the decision-making process. The aggregation of the opinions of
DMs into unique marks can be performed by applying the different aggregation operators
such as: fuzzy geometric mean [21], and (ii) the proposed procedure [24], as in this research.

In conventional AHP [22] it was emphasized that it is necessary to check the con-
sistency of estimates of DMs. A fuzzy pair-wise comparison matrix can be considered
consistent if the corresponding crisp matrix is consistent. The fuzzy pair-wise comparison
matrix can be transformed into a correspondent pair-wise comparison matrix by using
different defuzzification procedures, such as: (i) simple defuzzification is applied in [33],
(ii) α cut level applied in [24], and (iii) the center of the area method which is applied in this
research. There are many developed methods for checking the consistency of a pair-wise
comparison matrix [25]. One of the most widely used methods is the Eigenvector used in
the analyzed papers (see Table 1), as in this research.

The determination of the weights vector can be based on: (i) the method proposed by
Buckey [30] and (ii) the method of extended analysis [25]. Some authors [21] consider that
the method proposed by Buckey [30] has certain advantages over the method of extended
analysis. On the other hand, the method of extended analysis [25] is easy to understand,
and therefore, the method of extended analysis is widely used for handling FAHP (see
Table 1) as well as in this research.

2.3. Fuzzy Production Rules

Assume that the output variable depends on several input variables that have different
values. The number of possible values that can be assigned to an output variable is equal
to the number of combinations with repetition. The solution obtained in this way is
not applicable in practice. Therefore, the application of IF-THEN logic rules can lead
to solutions that practitioners can easily understand and apply. The problem becomes
significantly more complex if there are multiple input variables whose values can be
described using several linguistic terms. The solution to such complex problems can be
successfully obtained through the experience and knowledge of DMs, which are formalized
by fuzzy IF-THAN rules (see Table 2).

Table 2. Fuzzy IF-THAN rules.

Author’s
Number of

Input Variables

Number, Type and
Domain of

Linguistic Terms

Normalized Input
Variable Values/the
Weights Vector of

Input Variables/the
Weighted Input
Variables Values

The Overall
Index/Defuzzification

Number of
Decision Rules and

its Type

Application
Domain

Sii, et al. [34] 2 6/TrFNs/[0–10] - - 4/Fuzzy rules made
by experts

safety of the marine
system

Gentile, et al. [35] 3
5/Gausian and

TFNs/[100–500]
and [0–1]

- Fuzzy union/moment
method 5/TFNs and TrFNS

safety principles to
plant design and
operating plants

Tadić, et al. [36] 15 7/TFNs/[0–1] - Fuzzy union/moment
method 7/TrFNs

Customer
satisfaction with
banking service

quality

Aleksić, et al. [37] 7 5/TFNs/[0–1]

The linear
normalization

procedure/FAHP
combined with

FOWA and fuzzy
union/product of

fuzzy numbers

Arithmetic mean 5/TrFNs
Assessment of
organization’s
vulnerability

Tadić, et al. [38] 3 5/TFNs/[0–1] -/FAHP/dilatation
operator

Fuzzy cut/moment
method 5/TFNs

Inherent safety
index for food

industry

The proposed
model 3 4/TFNs/different

measurement scales

Yes/linear
normalization

procedure-

Fuzzy union of the
TFNs describing the

weighted normalized
input variable

values/moment
method

4/TrFNs
Assessment risk

level in insurance
companies

256



Mathematics 2022, 10, 3268

According to the overall index value, production rules can be defined. In this way, the
number of production rules is significantly reduced, and at the same time, the effectiveness
of solving complex problems is significantly increased. A brief retrospective of these papers
is given below. The similarities and differences between the proposed fuzzy IF-THAN rules
are presented in Table 2.

The authors have used a different number of input variables whose membership
functions have different shapes. In the analyzed papers, the authors assumed that input, as
well as output variables, are described by uncertain numbers whose domains are defined
on real lines into intervals [0–1]. If the values of the input variables are defined on other
measurement scales (as in this paper), then it is necessary to perform their normalization.
In this research, the linear normalization procedure is performed. There are many papers
in which the overall index depends on the values and weights of input variables [38,39].
With respect to the results published in the literature in the field of risk analysis, it can be
considered that the risk level can describe with not less than 3 and not more than 5 linguistic
terms. Basically, all authors (see Table 2) discuss those linguistic expressions that describe
the values of output variables that can be modeled with sufficient accuracy by using TrFNs,
as in this research. As is well known, TrFNs capture uncertainty better than TFNs. In
that case, it is necessary to normalize the values of input variables in Aleksić, et al. [37]
developed a procedure for determining the overall index, which is described by precise
numbers. [38] or fuzzy union in the rest analyzed papers, as in this research. By applying
the defuzzification procedure, the fuzzy overall index value is presented by a precise value.
There are many defuzzification procedures that can be found in the relevant literature [5].
The widely used defuzzification procedure is the current method in this research.

The results obtained by analyzing the relevant literature show that the determination
of the risk level of a contract extension with the clients in the field of insurance is based on:
(i) respecting two RFs (the claim amount and the claim frequency) which have the same
relative importance and (ii) subjective assessment of the DMs. The best practice experience
shows that it is necessary to consider the Claims ratio, which is included as the third RF in
this research; it is assumed that the considered RFs do not have equal importance and that
it is determined in an exact manner. In the analyzed literature, the RF values are described
as crisp. Due to the significant economic and political changes which are happening in
the region, it can be said that describing RF values by precise numbers, and especially the
claim amount, is not appropriate; it considerably makes it difficult for DMs to estimate the
risk of a contract extension with the clients. In this research, the RF values are modeled by
using the fuzzy sets theory which allows for them to be described in a sufficient enough
manner. Determination of the risk level is based on the proposed model which significantly
decreases the subjectivity of the DMs.

3. The Proposed Model

One of the important problems in any insurance company is the risk level analysis of
business due to the extension of contracts with clients. The solution to this problem greatly
affects the achievement of business goals, primarily the survival and the development of
the insurance company.

It is known that the risk level of insurance policy extensions is affected by numerous
RFs that can be formally represented by a set of indexes {1, . . . , i, . . . , I} where I is the
total number of RFs and i, i = 1, . . . , I is the index of RF. The number and the type of RFs
are determined by DMs according to their experience and knowledge as well as the results
of the best practice. In this research, an insurance extension risk assessment is considered
with respect to three RFs: the amount of claims (i = 1), the number of claims (i = 2), and
the claims ratio (i = 3).

In this research, based on the results from the most successful insurance companies, we
have introduced RFs that do not have the same relative importance. The relative importance
of RFs is assessed by DMs. The DMs are presented by sets of indices {1, . . . , e, . . . , E}.
The total number of DMs is denoted as E and e, e = 1, . . . , E is the index of DM. In
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this paper, DMs are underwriters, as one of the most important functions of insurers in
the decision-making process. The underwriter needs to match earned premium with the
claims with an eye on profitability. If the premium is not sufficient to cover the claims, the
insurer is confronted with the probability of loss, and the underwriting risk arises; this
risk could include the underestimated liabilities arising from unpaid business written in
previous years, for example. The relative importance of RFs is stated by a fuzzy pair-wise
comparison matrix at the level of each DM.

In general, RFs values can be adequately described by using K different linguistic
expressions which are modeled by TFNs, ṽji, i = 1, . . . I; j = 1, . . . J. The domains of these
TFNs belong to different intervals on the real line and have different measurement units.
Interval limits are determined according to DMs estimates; they base their estimates on
evidence data and experience. The weighted normalized RFs values are given by using the
fuzzy algebra rules.

The procedure for determining the level of risk of contract renewal for each client
separately, considering RFs values as well as their weights, is further briefly described.
Firstly, the fuzzy overall risk index values, as well as their representative scalars are
calculated by using fuzzy algebra rules.

The total number of output rules N is given according to the following logistic rule
N = JK. In this manuscript, respecting the introduced assumption N = 34 = 81; it can be
clearly concluded that the use of the principle of approximate reasoning is not justified
in practice. Reducing the number of output variables, which at the same time leads to
increased decision-making efficiency, can be achieved by using fuzzy IF-THAN rules based
on the Mamdani method [18,40], as well as fuzzy preference relation (LIT 2) [41]. Mamdani
method is widely accepted for identifying the level of risk in insurance for the collection of
expert knowledge because it allows expertise in a more intuitive way [8]. Each rule can be
represented by a classical implication where the logical operator cut in the logic phase is
replaced by taking the minimum value under certain conditions. Because of that, it can be
said that the system is simplified by discarding the least significant rules. In this way, the
practical applicability of the developed model is significantly increased and at the same
time, sufficient inference accuracy is achieved. Representation of the considered problem
can be presented in black box form, as it is shown on Figure 1.

Figure 1. Black box form of the considered problem.

A flowchart of the research methodology is presented in Figure 2.
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Figure 2. The proposed methodology.

3.1. The Modelling of the Relative Importance of the RFs

The relative importance of RFs is not equal, and it does not change over time; they
involve a high degree of subjective judgments, knowledge, and experience of DMs; they
use pre-defined linguistic expressions which are modeled by TFNs, W̃e

ii′ =
(
le
ii′ , me

ii′ , ue
ii′
)

with the lower and upper bounds le
ii′

, ue
ii′

and modal value me
ii′

, respectively. Values in the
domain of these TFNs belong to a real set within the interval [1–5]. A value of 1 or 5 means
that the relative importance of RF over RF is very small, or extremely large, respectively.

If the strong relative importance RF i′ over RF i holds, then the pair-wise comparison
scale can be represented by the TFN

W̃e
ii′ =

(
W̃e

i′i

)−1
=

(
1

ue
ii′

,
1

me
ii′

,
1

le
ii′

)
If i = i′ then the relative importance of RF i over RF i′ is represented by a single point

1, which is a TFN (1, 1, 1).
These TFNs are given in the following way and presented in Figure 3:
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Figure 3. The TFNs describing the relative importance of RFs.

low importance (LW)—(1, 1.5, 3.5)
moderate importance (MW)—(1.5, 3, 4.5)
high importance (HW)—(2.5, 4.5, 5)
Evaluation and relative importance of RFs is based on the consideration of the prob-

ability of the possible event, the outcome (amount of the claim incurred), and frequency
(number of claims over the period of time). Decision makers, managers, will manage by
analyzing the relative importance of RFs, frequency and the size of a claim for one client.
The linguistic domain scales are determined by the number and amount of liquidated
damage claims for the clients in the insurance company. The domain of the TFN is made on
the basis of an analysis of the total number and amount of claims, the control environment,
the inherent risks and the measurement in terms of impact and probability.

3.2. The Modeling of RFs Values and Risk Levels

DMs have defined linguistic expressions that can be used to describe the values of
treated RFs; these linguistic expressions and their corresponding TFNs are presented in
the following.

RF- the claim amount: Claims covered by property insurance (things) are, as a rule,
only pecuniary damage claims, incurred on an insured thing or object, which can be partial
or total considering the claim intensity. Based on the actual database, it is known that the
amount of claim (expressed in thousands of monetary units) is neither less than zero nor
more than 300. Values of these RFs can be described by four linguistic forms: Small (L1),
Medium (L2), Large (L3), and Total (L4); these linguistic forms are modeled by using TFNs
(see Figure 4); it should be noted that the values in the domain were determined by DMs
based on their experience. Figure 4b shows these normalized TFNs.

Figure 4. Linguistic forms for describing: (a) values of settled claims and (b) corresponding the
normalized TFNs.
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Property insurance claims, considering the amount of claim, can be partial or total.
The domain of the TFN for the amount of claims is determined by defining the limit values
of the claim. Limited amounts are defined by expert experience according to the actual
movement of the amount of claims all clients in the insurance company in the case of
property insurance. Based on expert experience, the limit values are defined by the domain
of the TFN based on the average claim amount for all insureds in the case of property
insurance; it therefore seems that the claims exceeding RSD 300,000 are considered to be
total, and all under this amount of partial claims. Fuzzy sets that describe the input variable
‘claim amount’ do not cover equal intervals, as a result of the fact that these fuzzy sets are
defined on the basis of the empirical dana of the real insurance company portfolio.

RF- the claim frequency: The number of incurred claims by one client in the observed
period defines the frequency of claims. The value of this RF can be described by four
linguistic forms joined by TFNs correspondents: Negligible (M1), Moderate (M2), High
(M3), and Extremely high (M4) (see Figure 5). The values in the domain of these linguistic
expressions are determined by respecting the number of incurred adverse events of each
client under each contract. By using the normalization procedure, the normalized TFNs are
presented in Figure 5b.

Figure 5. Linguistic forms for describing (a) the claim frequency and (b) corresponding the normal-
ized TFNs.

The values of RF number of claims depend on the claim frequency of one client.
The input variable claim frequency refers to the number of claims caused by one client
over the observed period. As well as with the first input variable, it is necessary to
determine its domain. Based on the actual movement of the number of claims in the case
of property insurance for all clients in the insurance company, the experts will define the
interval to which the linguistic scales belong. The second input variable, claim frequency,
refers to the number of claims incurred by one client during the insurance period. The
parameter assessment is defined on the basis of expert experience and the actual database
about number of claims incurred by each client individually in the insurance company
for property insurance. The claim frequency is estimated according to the number of
harmful events caused by one client, observed through all his property insurance contracts.
Because of the ranking of frequency, which is based on the real database expertise, this
input variable is shown by 4 fuzzy sets that do not cover equal intervals.

RF- Claim ratio: The claim ratio can be defined as the ratio of incurred claims and
earned premiums in the observed period (year) and it is considered the simplest measure
of premium adequacy in the field of non-life insurance; it can be mentioned that the value
of this RF may affect the company’s profit for the entire insurance period of the observed
client. As a percentage share of incurred claims in the earned premiums, it is necessary to
consider the claim ratio when determining the risk level in the insurance company; it is
an indicator of the sufficiency of the premium to cover insurance liabilities. Based on the
value of this RF, it can be determined whether the premium is sufficient to cover policy
liabilities. Based on the best practice experience, the values of RF can be described by four
linguistic forms which are modeled by TFNs: Optimal (K1), Very good (K2), Conditionally
acceptable (K3), and Unacceptable (K4), which are presented in Figure 6.
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Figure 6. Linguistic forms for describing (a) claim ratio and (b) corresponding the normalized TFNs.

Fuzzy sets that describe the input variable ‘claim amount’ do not cover equal intervals,
as a result of the fact that these fuzzy sets are defined on the basis of empirical data of
the real portfolio of the insurance company. Earned premium depends on each contract
with each client. The linguistic variables corresponding to the TFN ratio claims this input
variable shown by 4 fuzzy sets that do not cover equal intervals, because the ratio claims
represent the percentage share of the damage in the premium.

3.3. Risk Levels

The management of insurance companies may define different levels of risk. For
instance, a risk level may refer to the maximum percentage of change given the worst-case
level of RFs values. Based on the best practice results from the insurance domain, the risk
level can be modeled by one of the four predetermined linguistic terms which are modeled
by trapezoidal fuzzy numbers (TrFNs) which are presented in Figure 7:

Figure 7. Linguistic expressions and corresponding TrFNs for describing risk levels.

Acceptable (Q1)—(0, 0, 0.05, 0.15)
Moderate (Q2)—(0.05, 0.1, 0.15, 0.2)
High (Q3)—(0.15, 0.2, 0.25, 0.3)
Extremly high (Q4)—(0.2, 0.3, 0.35, 0.35)
The domains of these TFNs are defined into a set of real line intervals [0–0.35]. The

upper bound of this interval was determined by the assumption that the considered RFs
have different weights. If the overlap from one TrFNs to the other TrFNs is very high,
it obviously indicates that there is a lack of knowledge about the risk level or a lack of
sufficient partitioning. The proposed values of the defined risk level represent the initial
draft assessed by DMs’ opinion in the insurance companies in the Republic of Serbia.

3.4. The Proposed Algorithm

In this Section the proposed Algorithm is presented and carried out in the follow-
ing steps:

Step1. Fuzzy rating of the relative importance of each paiI If RI, i = 1, . . . , I is performed
by DMs, so that:

W̃e
ii′ , i, i′ = 1, . . . , I; i = i′
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Step 2. Fuzzy aggregated pair-wise comparison matrix of the relative importance of
RFs is

[
W̃ii′

]
I×I

.

where:
lii′ = min

e=1,...,E
le
ii′ , mii′ =

E
√

me
ii′ , uii′ = max

e=1,...,E
ue

ii′ ,

Step 3. Transform the fuzzy pair-wise comparison matrix into the pair-wise comparison
matrix of the relative importance RFs:

[θii′ ]I×I

where:
θii′ is the representative scalar of the TFN of W̃ii′ , which is obtained by the moment

method [4].
The consistency of the pairwise comparison matrix, is verified by applying the eigen-

vector method [22].
Step 4. Calculate the normalized weights vector, of treated RFs by using the method of

extended analysis [25]:
[ωi]I×1

Step 5. Each RF can be described by using Kj predefined linguistic forms modeled
by TFN,

ṽij, i = 1, . . . I; j = 1, . . . J

Step 6. Normalized RFs values, r̃ji, i = 1, . . . I; j = 1, . . . J, were obtained by linear
normalization procedure [38].

Step 7. The weighted normalized RFs values are given by using fuzzy algebra rules [9]:

z̃ij = ωi·r̃ij , i = 1, . . . I; j = 1, . . . J

Step 8. Determine the overall fuzzy risk index, ρ̃j:

ρ̃j = ∪
i
z̃ji

where I is the overall output variables (in this case the overall number of RFs).
Step 9. The representative scalar of the TFN, ρ̃j, ρj is calculated by the moment

method [9]:
ρj = de f uzz ρ̃j

Step 10. There are several manners for determining the IF-THEN rules. In this pa-
per, rules are built from the DMs’ knowledge and experience by analogy to Mamdani’s
concluding rules. There are four production rules modeled by the TFNs s̃q, q = 1, . . . , 4.

The region of risk in the observed insurance company can be defined according to
the rule:

IF the value of “the overall risk index value” equals ρj, THEN the region of risk is
described by the linguistic form where

max
q=1,...,4

μs̃q

(
ρj
)
= μs̃∗q

In this way, the fuzzy risk matrix is constructed.
Step 11. The proposed model is verified by real life data.

4. Illustrative Example

The proposed model is tested on real-life data obtained in the period from 2009 to
2019 and comes from the domain of property insurance, one of the most common types of
non-life insurance, from one of the largest insurance companies in the Republic of Serbia. In
insurance companies, risk management is the responsibility of actuaries and underwriters,
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so the assessment of the importance of the treated RF is obtained from the actuaries and
underwriters. By applying the interview method, we have obtained a fuzzy rating of
actuaries and underwriters. RF values at the level of each client can be based on data
evidence. Validation of the model has been performed on a sample of 100 clients from the
group of clients who were observed over the period of 10 years and had claims for at least
7 years. The sample was determined randomly without repetition.

The insured in advance pays the premium, and the insurance company pays off
compensation to the client, if, and when an insured adverse event occurs. If DMs do not
determine the level of the client’s risk from the aspect of a contract extension for the next
period, that could lead to the inability of the company to settle its obligations to other
policyholders. The consequence of a bad or insufficiently good decision of DMs may
jeopardize the liquidity and survival of the insurance company.

The procedure of the proposed Algorithm is shown below.
To reduce the number of calculations, the example was formed on decisions of three

DMs, respectively, the assumption is E = 3.
According to the proposed algorithm (Step 1) fuzzy pair-wise comparison matrix at

the level of each DM is constructed⎡⎣(1, 1, 1) LW, 1/MW, (1, 1, 1) HW, MW, MW
(1, 1, 1) MW, HW, LW

(1, 1, 1)

⎤⎦
The proposed process of aggregation is illustrated by the following example (Step 2 of

the proposed Algorithm):

l12 = min
e=1,...,E

(1, 0.22, 1) = 0.22

m12 = 3
√
(1.5·0.33·1) = 0.79

u12 = max
e=1,...,3

(3.5, 0.67, 1) = 3.50

The aggregate values of the other elements of the unclear aggregate comparison matrix
are determined in a similar way (Step 2 of the proposed Algorithm), so that:⎡⎣ (1, 1, 1) (0.22, 0.79, 3.5) (1.5, 3.39, 5)

(0.29, 1.27, 4.55) (1, 1, 1) (1, 2.69, 5)
(0.2, 0.29, 0.67) (0.2, 0.37, 1) (1, 1, 1)

⎤⎦
The pair-wise comparison matrix of the relative importance of RFs (Step 3 of the

proposed algorithm): ⎡⎣ 1 0.79 3.39
1.27 1 2.69
0.29 0.37 1

⎤⎦, C.I. = 0.064

By applying the concept of extent analysis (Step 4 of the proposed Algorithm), the
weights vector is calculated:

Wp = (1, 0.97, 0.5)

The normalized weights vector ω:

ω =
(
0.41 0.39 0.20

)
The proposed procedure (Step 5 to Step 9 of the proposed Algorithm) is illustrated in

the next example. Let the considered RFs be described by the linguistic characterization:
Medium (L1), High (M3) and Unacceptable (K4). The weighted normalized values of these
RFs are shown in Figure 8.
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Figure 8. The weighted normalized values of linguistic expressions L1, M3 and L4.

The region of risk for the treated example is obtained by using the procedure (Step 10
of the proposed Algorithm):

max(0.15, 1) = 1, so, it follows, that the level of risk can be described as a moderate
risk level.

In a similar way, the level of risk is determined for all combinations of RF values, so
that the fuzzy risk matrix is constructed, presented in Table 3:

Table 3. Fuzzy risk matrix.

Risk Level Risk Level Risk Level

L1-M1-K1 Q1 L2-M1-K1 Q2 L3-M1-K1 Q2 L4-M1-K1
L1-M1-K2 Q1 L2-M1-K2 Q2 L3-M1-K2 Q2 L4-M1-K2
L1-M1-K3 Q2 L2-M1-K3 Q2 L3-M1-K3 Q2 L4-M1-K3
L1-M1-K4 Q2 L2-M1-K4 Q2 L3-M1-K4 Q2 L4-M1-K4
L1-M2-K1 Q2 L2-M2-K1 Q2 L3-M2-K1 Q2 L4-M2-K1
L1-M2-K2 Q2 L2-M2-K2 Q2 L3-M2-K2 Q2 L4-M2-K2
L1-M2-K3 Q2 L2-M2-K3 Q2 L3-M2-K3 Q2 L4-M2-K3
L1-M2-K4 Q2 L2-M2-K4 Q2 L3-M2-K4 Q2 L4-M2-K4
L1-M3-K1 Q1 L2-M3-K1 Q2 L3-M3-K1 Q2 L4-M3-K1
L1-M3-K2 Q2 L2-M3-K2 Q2 L3-M3-K2 Q2 L4-M3-K2
L1-M3-K3 Q2 L2-M3-K3 Q2 L3-M3-K3 Q2 L4-M3-K3
L1-M3-K4 Q2 L2-M3-K4 Q2 L3-M3-K4 Q3 L4-M3-K4
L1-M4-K1 Q2 L2-M4-K1 Q3 L3-M4-K1 Q3 L4-M4-K1
L1-M4-K2 Q2 L2-M4-K2 Q3 L3-M4-K2 Q3 L4-M4-K2
L1-M4-K3 Q3 L2-M4-K3 Q3 L3-M4-K3 Q3 L4-M4-K3
L1-M4-K4 Q3 L2-M4-K4 Q3 L3-M4-K4 Q3 L4-M4-K4

The proposed model is verified by a sample consisting of 100 clients and presented in
Table 3 (Step 11 of the proposed Algorithm).

It should be noted that, in the considered insurance company, there is a good record
of the values of RFs, at the level of each client. For the purposes of this research, the
considered period was last 10 years. The values of these RFs were calculated by using an
arithmetic mean operator. Based on thus obtained values each RF, at the level of each client,
appropriate linguistic characterizations were joined. Respecting the constructed fuzzy risk
matrix, the risk level for a contract extension was determined and presented in Table 3.
Furthermore, the risk level determined by the assessment of DMs of the insurance company
was presented in the same table.

5. Discussion and Conclusions

The management practice shows that evaluation and enhancement of business effec-
tiveness in the insurance domain represent some of the most relevant issues of competi-
tiveness and sustainability over a long period. The definition of an enhancement strategy
should be based on the assessment of the level of risk for a contract extension for each of the
insured clients. Insurance companies have different policies and strategies, which depend
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on the extent to which experts are willing to accept a certain level of risk; it is necessary
to determine the current “behavior” of the insured, which includes records of all claims
by the same policy (number and the number of claims in an accident year), fulfillment of
financial obligations from previous contracts (premium), how often and by which terms
the client violated previous contracts, the ratio of premiums and claims.

In practice, risk assessment is mainly based on the application of the risk matrix. The
elements of the risk matrix are average values that depend on expert judgment and opinion;
it should be noted that DMs can be characterized by a lack of experience, competence,
autonomy, as well as a tendency to take risks. Weaknesses and omissions of managers
may lead to wrong business decisions that can be immediate but also have long-term
consequences for the business and position of the insurer in the market.

Determining the solvency of clients by using the exact method would significantly
contribute to reducing the business risk of an insurance company that operates in a changing
and competitive environment.

The main contributions of the presented research are:

1. Determines the lists of RFs in compliance with the best practice
2. With respect to the human way of thinking, modeling of existing uncertainties is

based on TFNs and TrFNs
3. The aggregated fuzzy pair-wise comparison matrix of the relative importance of RFs

is constructed by using the proposed method
4. The weights vector of RFs is determined by FAHP [25]
5. The fuzzy overall risk index at the level of each insured client is calculated by applying

fuzzy algebra rules
6. Risk matrix is constructed with respect to all RFs, their weights, and values by using

the fuzzy IF-THAN rules.

The proposed model is tested and verified on real-life obtained based on data from
100 clients. The values of RFs were obtained from the data basis within the period from
2009 to 2019.

The practical implications of the proposed methodology are oriented to DMs who
need to make a decision about which should enable the liquidity of the company. Based on
the results obtained, it can be concluded that 1% of clients have an acceptable risk level. 46%
of clients have a Moderate risk level. Based on the results obtained, for about 50% of the
insured clients, the company’s management may conclude that it could extend the contract.
An unacceptable level of risk occurs for 12% of policyholders, which further means that the
extension contracts with them may cause a decrease in the liquidity of the company. To
extend the contract with these insured clients, it is necessary to do additional research.

The main advantage of the proposed model can be emphasized through the fact that
DMs easily extend to the analysis of other management decision-making problems in
different areas. The main limitation of the proposed model is that it can make decisions
quickly, and at the same time, the obtained decision is less encumbered by the subjectivities
of DMs so, this could make it more accurate.

Finally, further research could focus on the development of a software based on the
proposed model.
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Abstract: Fuzzy portfolio models have received many researchers’ focus on the issue of risk pref-
erences. The portfolio based on guaranteed return rates has been developing and considering the
dimension of excess investment for the investors in different risk preferences. However, not only
excess investment but also shortage investment to the selected portfolio should be considered for risk
preferences, including risk-seeking, risk-neutral, and risk-averse, by different degrees of dimensions
in excess investment and shortage investment. A comparison to the degree of dimensions for the
excess investment and shortage investment indicates that a risk-seeker would like to have excess
investment for securities whose return rates are bigger than the guaranteed return rates and shortage
investment for securities whose return rates are smaller than the guaranteed return rates. Finally, we
present three experiments to illustrate the proposed model. The results show that the different risk
preferences derive different fuzzy portfolio selections under s and t dimensions, where a lower value
of s is suggested for a risk-seeker as t > s, and we suggest the values of s and t to be smaller than or
equal to 3. By contrast, for the risk-neutral investor, we suggest s = t; t < s is suggested to the investor
who is risk-averse.

Keywords: fuzzy portfolio selection; dimension of shortage investment; dimension of excess investment;
guaranteed return rate; adjustable security proportion

MSC: 90B50; 90B60

1. Introduction

Portfolio selection is used to find the combinations of assets, which are used to optimize
the objectives of an investor with respect to maximizing the expected return under the
constrained risk. The foundation of portfolio selection was laid by Markowitz [1] who
proposed the mean-variance model and considered asset returns as random variables in the
multi-variate normal distribution. Most of the researchers have devoted themselves to solve
some criticisms of the original portfolio models, and then some of the rigid assumptions
of Markowitz’s model are relaxed to deal with different investment environments or
challenges, including the models in mean-absolute deviation, value at risk, conditional
value at risk, or semi-variance, which are with respect to portfolio selections [2–8].

In most of the asset markets, we cannot just assume the factors affecting the market are
random variables. In order to solve the portfolio selection, the factors which are other than
randomness are usually applied in the possibility theory. Then, fuzzy portfolio selection
is proposed to consider the knowledge of experts, investors’ subjective opinions, or a
quantitative and qualitative analysis in portfolio selection problems. For example, the
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perceived risk of an investor can be shown in different degrees of linguistic descriptions,
and then the constrained risk for the portfolio selection cannot be performed by probability
distribution. In addition, the investment behaviors to new economy events cannot be
precisely evaluated by the previous return rates for the selected securities, because a lot of
factors cannot be considered in the portfolio selection, and thus fuzzy portfolio models are
another kind of possible method for solving non-probabilistic portfolio selection. Numerous
researchers have the objective of maximization of the fuzzy return rates and constrained
the upper investment risk using possibility theory, which were modelled and studied
for portfolio selection [9–12]. Thereafter, most researchers have focused on the multi-
period fuzzy optimization problems for solving the multi-objective problems by genetic
algorithm and neural networks [13–15]. Without the self-dual property in the possibility
measures, some researchers extended the credibility measures for the uncertain portfolio
selection [16–18].

The major studies in fuzzy portfolio models are summarized as possibility or credibility
theories to optimal decisions in a single-period or multi-period fuzzy portfolio selection.
With respect to portfolio selection, the habitual behaviors of an investor in the field of risk
analysis are also important in the vagueness environment. For example, Mehlawat et al. [19]
proposed multi-objective risk measures and evaluate the fuzzy portfolio selection. Yue
and Wang [20] used the entropy method to formulate a weighted possibility fuzzy multi-
objective and higher order moment portfolio model with the efficiency and effectiveness
portfolio selections. Guo et al. [21] considered the capital gain tax to fuzzy portfolio
selection and formulated a bi-objective mean-variance model solving by an algorithm in
time-varying numerical integral-based particle swarm optimization. Li et al. [22] used a
skewness fuzzy variable to formulate a mean-variance-skewness fuzzy portfolio selection,
by designing the genetic algorithm and fuzzy simulation technique to show the effective
algorithm. Zhou and Xu [23] proposed fuzzy portfolio selection for solving qualitative
information represented as hesitant fuzzy elements where both the max-score rule and
score-deviation trade-off rule were used to distinguish three types of risk behaviors for
the investors. It is important to notice that the risk behavior analysis for an investor is an
interesting topic in the research field of fuzzy portfolio selections [24].

In fuzzy portfolio selection, we cannot only use a mean-variance model to reflect the
measure of risk; by contrast, we also need to consider the will and behavior of an investor
with different risk types in the portfolio selection. Lower returns are equivalent to lower
risks, in which investors seldom make significant profits from those securities, and thus
most investment behaviors intend to make shortage investment for these securities. By
contrast, higher risks are equivalent to higher returns where most investors can realize
unexpected returns from those securities, and thus most investors would like to make
excess investment to those higher risk securities. Based on the concept of risk behavior
of an investor, Tsaur et al. [25] proposed the guaranteed return rate to be the threshold
of excess investment for each security in portfolio selection, and then Chen et al. [26]
revised the model [25] based on the risk behavior of an investor in a different dimension
distance between the guaranteed return rate and return rate for each security. However,
models [25,26] just consider the risk behavior of an investor in the excess investment. Not
only excess investment but also shortage investment should be considered to the securities.
Huang et al. [27] proposed the adjustable security proportion for excess investment and
shortage investment based on the selected guaranteed return rates for profitable returns,
where the mean-variance model was applied for portfolio selection, whereas the risk
behavior of an investor in a different dimension distance for shortage investment and
excess investment was still not considered. Therefore, we suppose that if an investor
prefers to risk, then his degree of intention in excess investment is higher than the degree
of shortage investment; if an investor is averse to risk, then his degree of intention in
excess investment is lower than the degree of shortage investment; if an investor is neutral
to risk, then his degree of intention in excess investment is equivalent to the degree of
shortage investment. The research gap of this study is planned to overcome the degree
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of risk preference investment in the adjustable security proportion, and then we can
consider the dimensions of excess investment and shortage investment by the risk attitudes
of an investor.

The organization of this article is as follows. In Section 2, we introduce the definition
of fuzzy numbers and their operations. Section 3 proposes the dimensional analysis to the
adjustable security proportion in the fuzzy portfolio model. In Section 4, an illustration is
presented by the proposed model. Finally, conclusions are discussed in Section 5.

2. Preliminaries

In this section, the fuzzy numbers with fundamental algebraic operations and their
defuzzification, fuzzy expected values, and fuzzy variances are introduced and defined,
and then Section 3 can be easily understood. A fuzzy set Ã is characterized by a member-
ship function defined as uÃ(x) : X → [0, 1] , which maps the elements of the universe of
discourse X to the interval [0, 1]. Therefore, we define a fuzzy number as follows.

Definition 1 ([28]). Let Ã be a fuzzy number as any fuzzy subset of the real line R with a
membership function uÃ(x) : R → [0, 1] satisfying the following conditions:

(1) The fuzzy number Ã is normal, if there exists an x ∈ R with uÃ(x) = 1;
(2) uÃ(x) is convex, i.e., uÃ(λx + (1 − λ)y) ≥ min{uÃ(x), uÃ(y)}, ∀ x, y ∈ R and λ ∈ [0, 1];
(3) uÃ(x) is upper semicontinuous, i.e., { x ∈ R: uÃ (x) ≥ α} = Ãα is a closed subset of U for

each α ∈ (0, 1];
(4) The closure of the set {x ∈ R: uÃ (x) ≥ 0} is a compact subset of R.

Definition 2 ([28]). A fuzzy number Ã is defined as LR-type fuzzy number as Ã = (a, c1, c2)LR,
then the membership function of Ã = (a, c1, c2)LR has the following form:

uÃ(x) =

⎧⎪⎪⎨⎪⎪⎩
L
(

a−x
c1

)
, i f x < a

1, i f x = a
R
(

x−a
c2

)
, i f x > a

where a is the central value, and c1 and c2 are the left and right spread values.

Let Ã and B̃ be fuzzy numbers of the LR-type defined as Ã = (a, c1, c2)LR and
B̃ = (b, d1, d2)LR, where a and b are the central values, c1 and d1 are the left spread values,
and c2 and d2 are the right spread values of Ã and B̃, respectively. Then,

Ã + B̃ = (a, c1, c2)LR + (b, d1, d2)LR = (a + b, c1 + d1, c2 + d2)LR

Ã − B̃ = (a, c1, c2)LR − (b, d1, d2)LR = (a − b, c1 + d2, c2 + d1)LR

Next, the multiplication of both positive fuzzy numbers Ã and B̃ can be derived as

Ã
⊗

B̃ = (a, c1, c2)LR

⊗
(b, d1, d2)LR = (ab, ad1 + bc1, ad2 + bc2)LR

Theorem 1 ([29]). Let Ã be a fuzzy number with differentiable membership function with α-level
set Ãα =

{
x R : uÃ (x) ≥ α

}
= [a1(α), a2(α)], 0 ≤ α ≤ 1 The lower possibilistic mean value

of fuzzy number is defined as M∗
(

Ã
)
= 2

∫ 1
0 α·a1(α)dα, and the upper possibilistic mean value of

fuzzy number is defined as M∗
(

Ã
)
= 2

∫ 1
0 α·a2(α)dα. Then, the expected value of a fuzzy number

Ã is expressed as M
(

Ã
)
=

∫ 1
0 α·[a1(α) + a2(α)]dα.
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By Theorem 1, the lower possibilistic mean and upper possibilistic mean values for
Ã + B̃ can be obtained as Equations (1) and (2) as follows:

M∗
(

Ã + B̃
)
= M∗

(
Ã
)
+ M∗

(
B̃
)

(1)

M∗
(

Ã + B̃
)
= M∗

(
Ã
)
+ M∗

(
B̃
)

(2)

Then, the sum of possibilistic mean value of Ã and B̃ are obtained as follows:

M
(

Ã + B̃
)
=

M∗
(

Ã + B̃
)
+ M∗

(
Ã + B̃

)
2

(3)

Next, the lower and upper possibilistic variances of Ã are defined as Equations (4) and (5),
respectively [29].

Var∗
(

Ã
)
= 2

∫ 1

0
α
[

M∗
(

Ã
)
− a1(α)

]2
dα (4)

Var∗
(

Ã
)
= 2

∫ 1

0
α
[

M∗
(

Ã
)
− a2(α)

]2
dα (5)

In addition, for ranking the return rate of each security to the guarantee return rate,
we use a popular ranking method for fuzzy numbers described as follows:

Theorem 2 ([30]). Let Ã = (a, c1, c2) and B̃ = (b, d1, d2) be triangular fuzzy numbers, the
central values be a and b, and the left and right spread values be c1, c2, and d1, d2; then, we define
the circumcenter of Ã as SÃ = (x0, y0) =

(
6a+(c2−c1)

6 , 5−c2c1
12

)
. The ranking function R

(
Ã
)

which maps Ã to a real number can be derived as R
(

Ã
)
=

√
(x0)

2 + (y0)
2. If the ranking value

R
(

Ã
)

is bigger than R
(

B̃
)

, then the fuzzy number Ã is bigger than fuzzy number B̃.

3. The Dimension Risk Analysis in Adjustable Security Proportions

Under the vagueness environment, the fuzzy portfolio model is used to solve the
optimal investment proportion for each asset under the maximizing expected return with
constrained risk. By considering the s dimension of excess investment and t dimension
of shortage investment, we can formulate the fuzzy portfolio model as follows. First, for
security j with investment proportion xj, we define its return rate to be the triangular
fuzzy number as r̃j =

(
rj, cj, dj

)
, where rj is the central value; and cj, dj are left and right

spreads, j = 1, . . . , n, respectively; and then the expected fuzzy return rate is defined as
R̃ = ∑n

j=1 xjr̃j. In this study, considering the adjustable security proportion in the fuzzy
portfolio selection, the degrees of risk preference for the dimension of excess investment
and shortage investment between the selected guaranteed return rates and the security
return rates are different to different investors. Second, we rank the n securities to their
fuzzy return rates and they are assumed as the ordering of the fuzzy return rates as
r̃1 < r̃2 < . . . < r̃n, in which excess investment for the m securities (m ≤ n) and the
other securities are made a shortage investment based on the selected guaranteed return
rate defined as p̃k = (pk, ek, fk), where pk is its central value, and ek, fk are its left and
right spread values, respectively. By considering the risk preference of the investor with s
dimension of excess investment and t dimension of shortage investment in the expected
fuzzy return rate, the following is proposed:

R̃ =
n

∑
j=1

xjr̃j −
n1

∑
j=1

m

∑
k=1

xj
∣∣r̃j − p̃k

∣∣t
+

n

∑
j=n1+1

m

∑
k=1

xj
∣∣r̃j − p̃k

∣∣s, s, t ≥ 1 (6)
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If the fuzzy return rate r̃j, j = 1, . . . , n, is larger than p̃k and R
(
r̃j
)
> R( p̃k) [30], then we

can make an excess investment on security j; otherwise, we can make a shortage investment.
The s dimension of excess investment and the t dimension of shortage investment can be
formulated as follows:

∣∣r̃j − p̃k
∣∣t
=

{(
p̃k − r̃j

)t i f R( p̃k) > R
(
r̃j
)

0 otherwise
(7)

∣∣r̃j − p̃k
∣∣s
=

{(
r̃j − p̃k

)s i f R
(
r̃j
)
> R( p̃k)

0 otherwise
(8)

Next, the lower and upper possibilistic mean values for the s dimension excess invest-
ment

(
r̃j − p̃k

)s and t dimension shortage investment
(

p̃k − r̃j
)t are derived as M∗

(
r̃j − p̃k

)s,

M∗(r̃j − p̃k
)s, and M∗

(
p̃k − r̃j

)t, M∗( p̃k − r̃j
)t, ∀ k = 1, 2, . . . , m, as follows:

M∗
(

p̃k − r̃j
)t

=
(

pk − rj
)t − 1

3
s
(

pk − rj
)t−1(cj + fk

)
(9)

M∗( p̃k − r̃j
)t

=
(

pk − rj
)s

+
1
3

s
(

pk − rj
)s−1(dj + ek

)
(10)

M∗
(
r̃j − p̃k

)s
=

(
rj − pk

)s − 1
3

s
(
rj − pk

)s−1(cj + fk
)

(11)

M∗(r̃j − p̃k
)s

=
(
rj − pk

)s
+

1
3

s
(
rj − pk

)s−1(dj + ek
)

(12)

where
(

p̃k − r̃j
)t

=
[(

pk − rj
)t, t

(
pk − rj

)t−1(cj + fk
)
, t
(

pk − rj
)t−1(dj + ek

)]
whose α-level

set is defined as
[(

p̃k − r̃j
)t
]α

=
[(

p̃k − r̃j
)t

j1(α),
(

p̃k − r̃j
)t

j2(α)
]

for all α ∈ [0, 1].(
r̃j − p̃k

)s
=

[(
rj − pk

)s, s
(
rj − pk

)s−1(cj + fk
)
, s

(
rj − pk

)s−1(dj + ek
)]

whose α-level set is

defined as
[(

r̃j − p̃k
)s

]α
=

[(
r̃j − p̃k

)s
j1(α),

(
r̃j − p̃k

)s
j2(α)

]
, α ∈ [0, 1]. Then, the expected

possibilistic mean values M
(

p̃k − r̃j
)t and M

(
r̃j − p̃k

)s are obtained as follows:

M
(

p̃k − r̃j
)t

=
(

pk − rj
)t
+

1
6

t
(

pk − rj
)t−1[(dj + ek

)− (
cj + fk

)]
(13)

M
(
r̃j − p̃k

)s
=

(
rj − pk

)s
+

1
6

s
(
rj − pk

)s−1[(dj + ek
)− (

cj + fk
)]

(14)

On the other hand, the expected possibilistic mean value for the proposed fuzzy return
rate in Equation (6) can be obtained as follows:

M

[
n
∑

j=1
xjr̃j −

n1
∑

j=1

m
∑

k=1
xj
(

p̃k − r̃j
)t
+

n
∑

j= n1+1

m
∑

k=1
xj
(
r̃j − p̃k

)s
]

=
n
∑

j=1
xj M

(
r̃j
)− n

∑
j=1

m
∑

k=1
xj M

(
p̃k − r̃j

)t
+

n
∑

j=1

m
∑

k=1
xj M

(
r̃j − p̃k

)s

=
n
∑

j=1
xj

[
rj +

1
6
(
dj − cj

)]
− n1

∑
j=1

m
∑

k=1
xj

[(
pk − rj

)t
+ 1

6 t
(

pk − rj
)t−1[(dj + ek

)− (
cj + fk

)]]
+

n
∑

j=n1+1

m
∑

k=1
xj

[(
rj − pk

)s
+ 1

6 s
(
rj − pk

)s−1[(dj + ek
)− (

cj + fk
)]]

(15)

Then, we can obtain the lower and upper possibilistic variances of the proposed fuzzy
return rates shown in Equation (6) as follows:
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Var∗

[
n
∑

j=1
xjr̃j−

n1
∑

j=1

m
∑
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xj
(
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)t
+

n
∑
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m
∑
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xj
(
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)s
]

= 1
18
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n
∑

j=1
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n1
∑

j=1

m
∑

k=1
xj
(

pk − rj
)t−1(cj + fk

)
+ s

n
∑

j=n1+1

m
∑

k=1
xj
(
rj − pk

)s−1(cj + fk
)]2 (16)

Var∗
[

n
∑
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xjr̃j−

n1
∑

j=1

m
∑

k=1
xj
(

p̃k − r̃j
)t
+

n
∑

j= n1+1

m
∑

k=1
xj
(
r̃j − p̃k

)s
]

= 1
18

[
n
∑

j=1
djxj − t

n1
∑

j=1

m
∑

k=1
xj
(

pk − rj
)t−1(dj + ek

)
+ s

n
∑

j=n1+1

m
∑

k=1
xj
(
rj − pk

)s−1(dj + ek
)]2 (17)

The standard deviation of the proposed fuzzy return rates shown in Equation (6) can
be obtained as follows:

SD

[
n
∑

j=1
xjr̃j−

n1
∑

j=1

m
∑

k=1
xj
(

p̃k − r̃j
)t
+

n
∑

j= n1+1

m
∑

k=1
xj
(
r̃j − p̃k

)s
]

= 1
2

⎧⎨⎩
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(
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)t
+
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(
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)s
]}1/2

+
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Var∗

[
n
∑
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∑
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m
∑
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xj
(

p̃k − r̃j
)t
+

n
∑

j= n1+1

m
∑

k=1
xj
(
r̃j − p̃k

)s
]}1/2

⎫⎬⎭
= 1

6
√

2

[
n
∑

j=1

(
cj + dj

)
xj − t

n1
∑

j=1

m
∑

k=1
xj
(

pk − rj
)t−1(cj + fk + dj + ek

)
+s

n
∑

j=n1+1

m
∑

k=1
xj
(
rj − pk

)s−1(cj + fk + dj + ek
)]

(18)

The fuzzy portfolio model with s dimension in the excess investment and t dimension
in the shortage investment can be formulated as a linear programming model whose objec-
tive function is shown in Equation (15), and the constrained risk by the upper bound of
an investor’s desired value is shown as in Equation (18). Therefore, the proposed possi-
bilistic mean-standard deviation model of portfolio selection in considering the concept
of s dimension excess investment and t dimension in shortage investment is obtained
as follows:

Max
n
∑

j=1
xj

[
rj +

1
6
(
dj − cj

)]− n1
∑

j=1

m
∑

k=1
xj

[(
pk − rj

)t
+ 1

6 t
(
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)t−1[(dj + ek

)− (
cj + fk

)]]
+

n
∑

j=n1+1

m
∑
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rj − pk

)s
+ 1

6 s
(
rj − pk

)s−1[(dj + ek
)− (

cj + fk
)]]

s.t. 1
6
√

2

[
n
∑

j=1

(
cj + dj

)
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n1
∑

j=1

m
∑

k=1
xj
(

pk − rj
)t−1(cj + fk + dj + ek

)
+s

n
∑

j=n1+1

m
∑

k=1
xj
(
rj − pk

)s−1(cj + fk + dj + ek
)] ≤ σ

n
∑

j=1
xj = 1

lj ≤ xj ≤ uj, j = 1, 2, . . . , n

(19)

where the lower and upper bounds on the proportion of security j are defined as lj and uj,
respectively. In addition, rj < pk when jth security is the shortage investment; therefore, a

bigger dimension of t implies a smaller value of
(

pk − rj
)t. Furthermore, rj > pk when jth

security is the excess investment; therefore, a bigger dimension of s implies a smaller value
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of
(
rj − pk

)s. Therefore, the bigger value of s or smaller value of t will derive a smaller
objective value of the model (19).

4. Illustrations

4.1. Data Description and Model Explanation

In this study, we use the collected data from April 2002 to January 2004 in
Shanghai Stock Exchange, which are the closed prices for each week [31]. By the
companies’ information offered in the financial reports, there are five securities cho-
sen to formulate the proposed model. The fuzzy return rates for the securities are es-
timated as r̃1 = (0.073, 0.054, 0.087), r̃2 = (0. 105, 0.075, 0.102), r̃3 = (0.138, 0.096, 0.123),
r̃4 = (0.168, 0.126, 0.162), and r̃5 = (0.208, 0.168, 0.213), where the first values in the fuzzy re-
turn rates are central values, and the second and third values are left and right spread values.
In order to range the investment proportion for each security, the lower and upper bounds
of investment proportion for security j are derived as (l1, l2, l3, l4, l5) = (0.1, 0.1, 0.1, 0.1, 0.1),
and (u1, u2, u3, u4, u5) = (0.4, 0.4, 0.4, 0.5, 0.6), respectively.

4.2. Results and Discussions

To clearly describe the proposed model, we select the guaranteed return rates to
group the fuzzy return rate of the securities. In the first group, we select fuzzy number
p̃1 = (0.1, 0.05, 0.05) which is bigger than r̃1; p̃2 = (0.15, 0.1, 0.1) is bigger than r̃1, r̃2, and
r̃3, and p̃3 = (0.2, 0.1, 0.15) is just smaller than r̃5, which are all derived by Theorem 2.
Therefore, we can define the first scenario when we select the guaranteed return rate as
p̃1, where security 1 is set for the shortage investment because its fuzzy return rates are
lower than the guaranteed return rate p̃1, whereas the other securities 2, 3, 4, and 5 are for
excess investment. In the second scenario, securities 1, 2, 3 are the shortage investment
because their fuzzy return rates are lower than the guaranteed rate of return p̃2; by contrast,
the fuzzy return rates of securities 4 and 5 are more p̃2 for excess investment. The third
scenario shows the securities 1, 2, 3, and 4 to be the shortage investments because their
fuzzy return rates are less than the guaranteed return rate p̃3, and then we judge security 5
to be the excess investment. In order to clearly state the proposed model, three experiments
are conducted for illustration.

4.2.1. Experiment 1

In this experiment, we suppose the risk behavior of an investor is risk-seeking, and
he prefers excess investment to shortage investment. The fuzzy portfolio model shown in
model (19) assumed the dimensions of shortage to be bigger than excess investments as
t > s. The fuzzy portfolio selection is proceeded by the following steps.

Step 1: Formulate a linear programming model for the proposed fuzzy portfolio model
First, the guaranteed return rate p̃1 = (0.1, 0.05, 0.05) is used to group the securities

to be shortage or excess investments. Second, the dimension for the shortage investment is
set as t = 2, and the dimension for excess investment is set as s = 1. Third, we formulate
model (19) by the collected data, and security 1 is adopted as the shortage investment, and
thus the lowermost investment proportion is relaxed from 0.1 to 0. Therefore, the fuzzy
portfolio model with t = 2 and s = 1 can be obtained as follows:

Max 0.077474x1 + 0.119x2 + 0.185x3 + 0.248x4 + 0.331x5

s.t. 0.127986x1 + 0.454x2 + 0.538x3 + 0.676x4 + 0.862x5 ≤ 6
√

2σ

x1 + x2 + x3 + x4 + x5 = 1

0 ≤ x1 ≤ 0.4 , 0.1 ≤ x2, x3 ≤ 0.4; 0.1 ≤ x4 ≤ 0.5; 0.1 ≤ x5 ≤ 0.6

(20)

Step 2: Discussion and analysis
After solving model (20), with the constrained risks from 5% to 9%, we can solve the

portfolio selections as shown in Table 1. If the constrained risk is smaller than 5%, then the
portfolio is infeasible. On the other hand, if the constrained risk is bigger than 9%, then its
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optimal portfolio remains the same with the optimal portfolio as x1 = 0, x2 = 0.1, x3 = 0.1,
x4 = 0.2, and x5 = 0.6, and the expected return rate is 27.86%. With the constrained risk
from 5% to 9%, we can find that the investment proportion of security 1 is from its upper
bound 0.4 to the shortage investment proportion 0 because the return rate of security 1 is
lower than the guaranteed return rate p̃1; the investment proportions for securities 2 and 3
are almost the same between the constrained risk from 5% to 9%, and the investment
proportion for security 4 finally reaches 0.2 in the increasing process when the proportion
of security 5 reaches 0.6. Next, we change the selected guaranteed return rates to p̃2 and p̃3,
respectively. In Table 2, with t = 2, s = 1, and the guaranteed return rate p̃2, the risk of the
investment is constrained from 2% to 5%. The optimal portfolio is obtained as x1 = 0, x2 = 0,
x3 = 0, x4 = 0.4, and x5 = 0.6 and the expected return rate is 24.78% under the constrained risk
of 5%. With the constrained risk from 2% to 5%, we can find that the investment proportion
of securities 1, 2, and 3 reach at their lower bounds as 0 in shortage investment because
their return rates are less than the guaranteed return rate p̃2. In addition, we can find that
investment proportions for securities 4 and 5 are increasing between 2% and 5%, because
the return rates are higher than the guaranteed return rate p̃2. Furthermore, in Table 3, by
the constrained risk from 1.5% to 4.5%, we can obtain the optimal portfolio. The optimal
portfolio in the maximal expected returns is obtained as x1 = 0, x2 = 0, x3 = 0, x4 = 0.4, and
x5 = 0.6, in which the expected return rate is 20.285% under the constrained risk of 4.5%.
By the constrained risk from 1.5% to 4.5%, the investment proportions of securities 1, 2,
and 3 reach to their lower bounds as 0 in the shortage investment because their return
rates are less than the guaranteed return rate p̃2. In addition, the investment proportion for
security 4 is also relaxed to the shortage investment but reaches the investment proportion
of 0.4, since the expected return rate of security 4 is bigger than securities 1, 2, and 3. By
contrast, security 5 is in the increasing process between 1.5% and 4.5%, because its return
rate is bigger than the guaranteed return rate p̃3.

Next, we solve the proposed model with t = 3, and s = 2, and the results are shown in
Tables 4–6 under the guaranteed return rate p̃1, p̃2, and p̃3. Since we add one dimension
to the shortage investment and excess investment, by comparing Tables 1–3 to Tables 4–6,
we can find that the pattern to obtain the portfolio selection under the constrained risk is
similar. However, we can observe two differences in the changed dimension. First, with the
increase in the dimension, the maximal expected return rate in the largest constrained risk is
lower than the lower dimension results in different guaranteed return rates p̃1, p̃2, and p̃3.
Second, the proportion for each security in the shortage investment can be found to be 0
quickly; by contrast, the proportion for each security in the excess investment can be found
quickly under the maximum constrained risk.

Table 1. The dimension with t = 2, and s = 1 with a guaranteed return rate p̃1 in the proposed model.

Security Proportions

Constrained Risk
4.5% 5% 5.5% 6% 6.5% 7% 7.5% 8% 8.5% 9%

x1

Infeasible
Solution

0.4 0.4 0.3557 0.2979 0.2401 0.1823 0.1245 0.1245 0

x2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

x3 0.2096 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

x4 0.1904 0.1532 0.1 0.1 0.1 0.1 0.1 0.1 0.2

x5 0.1 0.2468 0.3443 0.4021 0.4599 0.5177 0.5755 0.5755 0.6

Expected Return Rates 0.16198 0.18107 0.19672 0.21138 0.22603 0.4069 0.25534 0.25534 0.27860
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Table 2. The dimension with t = 2, and s = 1 with a guaranteed return rate p̃2 in the proposed model.

Security Proportions

Constrained Risk
1.5% 2% 2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0.3963 0.2718 0.1474 0.0229 0 0 0

x2 0.4 0.4 0.4 0.4 0.2093 0 0

x3 0 0 0 0 0.0907 0.0608 0

x4 0.1 0.1 0.1 0. 1 0.1 0.3392 0.4

x5 0.1037 0.2282 0.3526 0.4771 0.6 0.6 0.6

Expected Return Rates 0.12020 0.14624 0.17229 0.19833 0.22371 0.24441 0.24780

Table 3. The dimension with t = 2, and s = 1 with a guaranteed return rate p̃3 in the proposed model.

Security Proportions

Constrained Risk
1% 1.5% 2% 2.5% 3% 3.5% 4% 4.5%

x1

Infeasible
Solution

0.2925 0.008 0 0 0 0 0

x2 0.4 0.4 0.1417 0 0 0 0

x3 0.2075 0.4 0.4 0.3264 0.1708 0.0153 0

x4 0 0.092 0.3583 0.5 0.5 0.5 0.4

x5 0.1 0.1 0.1 0.1736 0.3292 0.4847 0.6

Expected Return Rates 0.11008 0.13483 0.15429 0.17063 0.18363 0.19662 0.20285

Table 4. The dimension with t = 3 and s = 2 with a guaranteed return rate p̃1 in the proposed model.

Security Proportions

Constrained Risk
2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0 0 0 0 0

x2 0.3827 0.1192 0.1 0.1 0.1

x3 0.4 0.4 0.1776 0.1 0.1

x4 0.1173 0.3808 0.5 0.3357 0.2

x5 0.1 0.1 0.2224 0.4643 0.6

Expected Return Rates 0.14357 0.16199 0.17719 0.19185 0.19854

Table 5. The dimension with t = 3 and s = 2 with a guaranteed return rate p̃2 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0.2465 0 0 0 0 0

x2 0.4 0.2338 0 0 0 0

x3 0.1535 0.4 0.3485 0.1637 0 0

x4 0.1 0.2662 0.5 0.5 0.4660 0.4

x5 0.1 0.1 0.1515 0.3363 0.5340 0.6

Expected Return Rates 0.12427 0.15101 0.17022 0.18450 0.19867 0.20166

4.2.2. Experiment 2

In this experiment, the testing focuses on t = s for risk-neutral. We first solve the pro-
posed model with t = s = 2, and the results are shown in Tables 7–9 under the guaranteed
return rate p̃1, p̃2, and p̃3. By comparing Tables 1–3 to Tables 7–9, we can find that the
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expected return rate under the constrained risk is lower when we add one dimension to
the excess investment. By increasing the dimension in excess investment, the investment
proportions in higher return rate securities 4 and 5 offer more stable results in each con-
strained risk. Next, by comparing Tables 4–6 to Tables 7–9, we can find that the major
difference between (Tables 4 and 5) and (Tables 7 and 8) are Tables 7 and 8 can solve the
portfolio under lower constrained risks 2.5% and 2%, respectively. That is, we can solve
the portfolio under a lower constrained risk when the dimension of shortage investment
is lower. By contrast, compared to Tables 6 and 9, we can find that when we have more
securities in shortage investment, a higher dimension in shortage investment enlarges
the feasible region of model (19); therefore, we derive portfolio selections under a higher
constrained risk than the lower dimension in the shortage investment. On the other hand,
we solve the proposed model with t = s = 3, and the results are shown in Tables 10–12 under
the guaranteed return rate p̃1, p̃2, and p̃3. By comparing Tables 7–9 to Tables 10–12, we can
find that higher dimensions to t and s contribute to the narrower feasible region for the
portfolio selection, and we can solve the portfolio under smaller constrained risks.

4.2.3. Experiment 3

In this experiment, the testing focuses on t < s for the risk-averse. First, we solve
the proposed model with t = 2 and s = 3, and the results are shown in Tables 13–15
under the guaranteed return rate p̃1, p̃2, and p̃3. It shows that our proposed model can
be used to solve model (19) and obtain the efficient portfolio under different constrained
risks. Furthermore, by comparing Tables 7–9 to Tables 13–15, we can find three major
differences when we add one dimension to the excess investment. First, by increasing
the dimension in the excess investment, the maximal expected return rate obtained in the
largest constrained risk is lower than the lower dimension results in different guaranteed
return rates p̃1, p̃2, and p̃3. From experiments 1 to 3, we can find that the higher dimensions
in excess investments derive a lower expected return rate than lower dimensions in excess
investments. Second, the lower guaranteed return rate p̃i can obtain a higher expected
return rate than the higher guaranteed return rate p̃j, i, j = 1, 2, 3, 4, 5. Third, through the
higher dimension in excess investment, we can find that the higher return rate securities
can be quick to reach their maximal investment proportion. On the other hand, we solve the
proposed model with t = 3 and s = 5, and the results are shown in Tables 16–18 under the
guaranteed return rate p̃1, p̃2, and p̃3. By comparing Tables 16–18 to Tables 4–6 (t = 3, s = 2)
and Tables 10–12, (t = 3, s = 3), we can find that too big of an s dimension for excess
investment does not make a significant difference to the portfolio selection. That is, too big
of a dimension of s in excess investment makes almost no change to the objective function
and the constrained risk, and thus, we suggest the values of t and s are, at most, 3.

Table 6. The dimension with t = 3 and s = 2 with a guaranteed return rate p̃3 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5%

x1

Infeasible
Solution

0.044 0 0 0 0

x2 0.4 0.1089 0 0 0

x3 0.4 0.4 0.2351 0 0

x4 0.056 0.3911 0.5 0.4934 0.4

x5 0.1 0.1 0.2649 0.5066 0.6

Expected Return Rates 0.13509 0.15836 0.17754 0.19504 0.19892
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Table 7. The dimension with t = 2 and s = 2 with a guaranteed return rate p̃1 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0.3978 0 0 0 0 0

x2 0.3022 0.3827 0.1192 0.1 0.1 0.1

x3 0.1 0.4 0.4 0.1776 0.1 0.1

x4 0.1 0.1173 0.3808 0.5 0.3357 0.2

x5 0.1 0.1 0.1 0.2224 0.4643 0.6

Expected Return Rates 0.11918 0.14357 0.16199 0.17719 0.19185 0.19854

Table 8. The dimension with t = 2 and s = 2 with a guaranteed return rate p̃2 in the proposed model.

Security Proportions

Constrained Risk
1.5% 2% 2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0.3228 0.1273 0 0 0 0 0

x2 0.4 0.4 0.3569 0.2332 0.1095 0 0

x3 0 0 0.1 0 0 0 0

x4 0.1772 0.3727 0.5 0.5 0.5 0.466 0.4

x5 0.1 0.1 0.1431 0.2668 0.3905 0.5340 0.6

Expected Return Rates 0.11889 0.13898 0.15693 0.17086 0.18480 0.19867 0.20166

Table 9. The dimension with t = 2 and s = 2 with a guaranteed return rate p̃3 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0.4 0.3924 0.2931 0.1938 0.0944 0

x2 0.315 0 0 0 0 0

x3 0 0 0 0 0 0

x4 0 0.0076 0.1069 0.2062 0.3056 0.4

x5 0.285 0.6 0.6 0.6 0.6 0.6

Expected Return Rates 0.11854 0.15540 0.16633 0.17726 0.18819 0.19858

Table 10. The dimension with t = 3 and s = 3 with a guaranteed return rate p̃1 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4%

x1

Infeasible
Solution

0.1996 0 0 0

x2 0.4 0.1725 0.1 0.1

x3 0.2004 0.4 0.1496 0.1

x4 0.1 0.3275 0.5 0.2

x5 0.1 0.1 0.2504 0.6

Expected Return Rates 0.127134 0.154601 0.173614 0.190217
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Table 11. The dimension with t = 3 and s = 3 with a guaranteed return rate p̃2 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5%

x1

Infeasible
Solution

0.0045 0 0 0 0

x2 0.3955 0.0525 0 0 0

x3 0.4 0.4 0.4 0.0867 0

x4 0.1 0.4475 0.1337 0.3133 0.4

x5 0.1 0.1 0.4663 0.6 0.6

Expected Return Rates 0.139588 0.162187 0.180877 0.196336 0.199067

Table 12. The dimension with t = 3 and s = 3 with a guaranteed return rate p̃3 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4%

x1

Infeasible
Solution

0.2001 0 0 0

x2 0 0 0 0

x3 0.4 0.3029 0.0783 0

x4 0.2990 0.5 0.5 0.4

x5 0.1 0.1971 0.4217 0.6

Expected Return Rates 0.145973 0.172565 0.189003 0.19889

Table 13. The dimension with t = 2 and s = 3 with a guaranteed return rate p̃1 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4%

x1

Infeasible
Solution

0.3155 0 0 0

x2 0.1 0.1741 0.1 0.1

x3 0.3845 0.4 0.1523 0.1

x4 0.1 0.3259 0.5 0.2

x5 0.1 0.1 0.2477 0.6

Expected Return Rates 0.12935 0.15463 0.17362 0.19030

Table 14. The dimension with t = 2 and s = 3 with a guaranteed return rate p̃2 in the proposed model.

Security Proportions

Constrained Risk
1.5% 2% 2.5% 3% 3.5% 4% 4.5%

x1

Infeasible
Solution

0.2768 0.0647 0 0 0 0

x2 0.4 0.4 0.4 0.2759 0.0442 0

x3 0 0 0 0 0 0

x4 0.2232 0.4353 0.2003 0.1241 0.3558 0.4

x5 0.1 0.1 0.3997 0.6 0.6 0.6

Expected Return Rates 0.12309 0.14480 0.16393 0.18060 0.19611 0.19907
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Table 15. The dimension with t = 2 and s = 3 with a guaranteed return rate p̃3 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5% 5%

x1

Infeasible
Solution

0.4 0.3784 0.2791 0.1798 0.0804 0

x2 0.2902 0 0 0 0 0

x3 0 0 0 0 0 0

x4 0 0.0216 0.12 0.2202 0.3196 0.4

x5 0.3098 0.6 0.6 0.6 0.6 0.6

Expected Return Rates 0.12137 0.15691 0.16784 0.17877 0.18970 0.19855

Table 16. The dimension with t = 3 and s = 5 with a guaranteed return rate p̃1 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4%

x1

Infeasible
Solution

0.1682 0 0 0

x2 0.4 0.1369 0.1 0.1

x3 0.2318 0.4 0.1064 0.1

x4 0.1 0.3631 0.5 0.2

x5 0.1 0.1 0.2936 0.6

Expected Return Rates 0.128984 0.156726 0.176392 0.189312

Table 17. The dimension with t = 3 and s = 5 with a guaranteed return rate p̃2 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4% 4.5%

x1

Infeasible
Solution

0 0 0 0 0

x2 0.3960 0.0460 0 0 0

x3 0.4 0.4 0.4 0.0474 0

x4 0.104 0.4540 0.1038 0.3526 0.4

x5 0.1 0.1 0.4962 0.6 0.6

Expected Return Rates 0.139961 0.162579 0.18199 0.197406 0.198901

Table 18. The dimension with t = 3 and s = 5 with a guaranteed return rate p̃3 in the proposed model.

Security Proportions

Constrained Risk
2% 2.5% 3% 3.5% 4%

x1

Infeasible
Solution

0.2 0 0 0

x2 0 0 0 0

x3 0.4 0.3028 0.0781 0

x4 0.3 0.5 0.5 0.4

x5 0.1 0.1972 0.4219 0.6

Expected Return Rates 0.145982 0.172575 0.189023 0.19889

Finally, we list two figures under the guaranteed return rate p̃2 in different dimensions
of s and t. In Figure 1, we find that when t = 2 is fixed, the increasing dimension of excess
investment forms 1 to 3, where s = 1 implies under the same risk, and t = 2, s = 1 have the
biggest expected return rate. Therefore, the risk-seeker should select lower dimension s.
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Next, in Figure 2, with a guaranteed return rate p̃2, we would like to show that when we
increase t and fix it to 3, the dimension of excess investment is increasing from 2 to 5, and
too big of a value of s cannot offer any useful information for the expected return rate under
the same constrained risk, that is, when we adopt s = 5 whose results are almost the same
as s = 3. Therefore, we suggest the values of s and t be smaller than or equal to 3.
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Figure 1. The dimension t = 2 with different s under guaranteed return rate p̃2.
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Figure 2. The dimension t = 3 with different s under guaranteed return rate p̃2.

5. Conclusions

Fuzzy portfolio models have led to a continual increase in the field of single-period
or multi-period topics, indirectly resulting in many researchers focusing on the issue of
the risk preferences of investors. Some investors might have the challenge of evaluating a
better portfolio selection based on the profitable selecting security. Therefore, a method
for selecting the most appropriate portfolio based on the guaranteed return rate would
be extremely beneficial to these investors, in which any security whose expected return is
bigger than the guaranteed return rate will be assumed for excess investment to this security.
On the other hand, any security whose expected return is smaller than the guaranteed
return rate will be assumed for shortage investment to this security. The present study
included different degrees of dimensions to the securities in excess investment or shortage
investment that investors expect of maximization of expected return rate and developed a
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novel decision-making procedure for portfolio selection under the constrained risk. Based
on risk preferences, including risk-seeking, risk-neutral, and risk-averse, three kinds of
fuzzy portfolio selections comprising different degrees of dimensions in excess investment
and shortage investment were established for most of investors. Analysis results indicated
that, when using the proposed model, a defuzzy method is required for the ranking
between the expected return of each security and the guaranteed return rates. Subsequently,
we can decide some securities are for excess investments, and the other securities are for
shortage investments. A comparison of the degree of dimensions for the excess investment
and shortage investment indicates that a risk-seeker would like to have excess investment
for securities whose return rates are bigger than the guaranteed return rates; therefore,
a lower value of s is suggested. Then he reduces the security investments whose return
rates are lower than the guaranteed return rates; therefore, a bigger value of t is suggested.
Next, a risk-seeker will adopt t > s, and we suggest the values of s and t to be smaller
than or equal to 3. By contrast, for the risk-neutral investor, we suggest s = t; and t < s
is suggested to the investor who is risk-averse. Lower dimensions in s and t indicate
a bigger objective value and feasible region in the linear programming model from the
proposed fuzzy portfolio model, and thus we can derive bigger expected return rates
from the invested securities. The results suggest that the proposed fuzzy portfolio model
can clearly distinguish the relative importance from the ranking results compared to the
guaranteed return rate. Finally, using the proposed model, investors could individually
select the portfolio for the subjective risk preference, and easily evaluate and analyze the
optimized portfolio with ease and convenience, without having to query the experts.

In this study, we expect more investors can be recruited to participate in evaluating and
comparing the effects for the dimensions of excess investments and shortage in-vestments.
Because risk preferences and standards may differ depending on the perceived risk in the
investment, a collaborative discussion involving numerous experts is required to include in
the evaluation and selection process for establishing the guaranteed return rate. Therefore,
future research should focus on (1) expanding the number of investors, and (2) establishing
comprehensive guaranteed return rates according to various experts’ opinions on economy
trends and business cycling. Furthermore, (3) an investor has a different risk attitude to
select a portfolio in a different time period; therefore, multi-period fuzzy portfolio selection
in different time periods should be considered with our proposed model.
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Abstract: The increased demand for this form of food delivery has been expected to drastically
alter restaurant patrons’ dining habits. As people have been forced to stay indoors to prevent the
virus from spreading, food delivery services over the internet are in high demand. As established in
this study, the planned ideal is a good executive implementation for online meal delivery services.
Food delivery services are rapidly growing in India, opening up several opportunities for a wide
range of online food delivery (OFD) platforms while also generating a competitive commercial sector.
Following that, the fuzzy technique for order performance by similarity to ideal solution method
(FTOPSIS) is used to rank online food delivery (OFD) enterprises based on the characteristics chosen.
In this paper, we study the present multi-criteria decision-analysis (MCDA) paradigm based on the
fuzzy analytic hierarchy process (FAHP) and the fuzzy technique for order performance by similarity
to ideal solution (FTOPSIS) method to achieve the goal. After that, a hierarchy multiple criteria
decision-analysis (MCDA) model based on fuzzy sets theory is introduced to deal with the online
food delivery Service in the chain system. The fuzzy analytic hierarchy process (FAHP) is a fuzzy set
theory technique for generating criteria weights, which are then used to interpret expert phonological
evaluation statements.

Keywords: online food delivery; multi-criteria decision-analysis; fuzzy analytic hierarchy process;
fuzzy technique for order performance by similarity to ideal solution method

MSC: 90C29; 90C31; 91A35; 91B06

1. Introduction

With the advancement of internet technology, the general trend toward e-commerce,
rising urbanisation, and shifting social norms since the middle of the 2000s, the online
food delivery (OFD) market has been booming and is predicted to reach USD 200 billion
in worldwide output value by 2025. Prior to the alarming COVID-19 becoming widely
publicised, online food delivery was already benefiting from increased digitalisation and a
plethora of delivery apps. While millions of companies, particularly those in the aviation,
tourism, and hospitality sectors, were severely impacted by the COVID-19 crisis and
faced the real possibility of significant revenue declines, the global turnover of the online
food delivery (OFD) industry increased by about 140 percent as a result of the pandemic.
Since the start of the pandemic, contactless delivery has been widespread. Food delivery
services are now more swift and quick to acquire momentum among customers thanks to
technological advancements.

In India, online food delivery (OFD) has been a popular choice due to a rise in demand
for a significant period of time. The COVID-19 pandemic was one of several causes that
contributed to the market’s expansion, but it also served as an important catalyst for the
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explosive development of online food delivery (OFD) use during the previous year throughout
the nation. These businesses are making significant investments in order to attract retailers
and customers. However, as more customers choose to order food online, the expanding
business is quickly becoming extremely competitive and difficult for the landscape’s current
competitors. The four pillars of sustainability-financial, facility value, expertise, societal impact,
and environmental friendliness have significant consequences for this.

Analytic hierarchy process is a strategy that may be easily understood and simplifies
even complex circumstances, weighting utilising pairwise comparisons that are simple to
understand. Analytic hierarchy process also gives the decision-maker the ability to evaluate
the consistency of their choices. Analytic hierarchy process is more applicable than other
methods in a range of circumstances because of all these advantages. The Analytic hierarchy
process also uses fuzzy set theory to address the numerous uncertainties and ambiguities
in expert judgement, which are described by linguistic variables.

Fuzzy technique for order performance by similarity to ideal solution method (FTOP-
SIS) is a novel method that was recently introduced and has enhanced consistency and
accuracy for prioritising the options. Additionally, the fuzzy technique for order perfor-
mance by similarity to ideal solution method (FTOPSIS) turns into a suitable multi-criteria
decision-making method for assessing options.

In this paper, we study a methodology based on multi-criteria decision-making
(MCDM) to evaluate the long-term growth of the online food delivery (OFD) market
in India. First, through a review of the literature and the opinions of experts, evaluation of
financial norms (supply rate, operating skill, and risk managing), expertise criteria (network
strategy, instantaneous, and e-commerce), societal and environmental criteria (health and
living conditions, communication safety, and ecological influence), and facility value (order
satisfaction, supply speed, handiness of expense, virtual/offline facility level, and customer
response) have been identified. Four significant firms in the OFD market in India-Zomato,
Swiggy, Domino’s, and Uber Eats are taken into consideration in the assessment to show the
applicability of the suggested approach. Here we used the multi-criteria decision-making
technique that includes the fuzzy technique for order performance by similarity to ideal
solution method (FTOPSIS) and analytic hierarchy process (AHP) employing triangular
fuzzy sets. Also, we discussed the analytic hierarchy process method, which is frequently
used to calculate the weights of the criterion. In order to produce more accurate findings
and weights, the expert opinions were transformed into triangular fuzzy numbers. These
triangular fuzzy numbers were then normalised, weighted, and finished in the weighted
normalised fuzzy decision matrix. We used a technique that combines the fuzzy analytic
hierarchy process (FAHP) with the fuzzy technique for order performance by similarity to
ideal solution method (FTOPSIS), as suggested and employed in this paper. The results of
this study could serve as a guide for stakeholders and decision-makers in the online food
delivery (OFD) and other sectors.

To the best of the authors’ knowledge, the online food delivery (OFD) market in India
has not been thoroughly evaluated utilising the suggested methodology as previously
described. The following goals are set for the case study that is presented in order to
close the research gaps. First, the evaluation standards for online food delivery (OFD)
are examined, focusing in particular on the Indian market. The weights assigned to the
online food delivery (OFD) evaluation criteria are then determined. Third, the online food
delivery (OFD) enterprises performing the best in terms of sustainable development are
indicated using the deduced weights of the criterion. Finally, a discussion of the suggested
work’s managerial ramifications follows. The originality of this study may lie in the aims it
addressed. The thorough construction of the online food delivery (OFD) market evaluation
criteria from the literature and consulting with industry professionals is a significant benefit
of this research. Additionally, this is the first study to examine the online food delivery
(OFD) market using the advantages of the fuzzy analytic hierarchy process (FAHP) and
fuzzy technique for order performance by similarity to ideal solution method (FTOPSIS)
approaches. The validity of the suggested integrated framework is demonstrated through
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a case study from India. Last but not least, the management implications of the employed
approach and its analysis would enlighten those in charge of making decisions in the online
food delivery (OFD) market, not just in India but also on the international stage.

2. Literature Survey

The COVID-19 epidemic induced by SAR-CoV-2 had a massive worldwide impact.
Civic isolates or lockdowns were implemented to limit citizens’ drive and also avoid the
disease after scattering due to a lack of standardised methodologies and licenced therapies
to treat the illness. Whereas the isolation stood vital in halting the increase of COVID-19,
it had a substantial effect on the universal wealth and source chains, with a significance
that was predicted to go beyond nationwide limits [1]. The restaurant business is one of the
pandemic’s hardest devastated industries. Lockdowns have seen a significant decline in
restaurant patronage, possibly contributing to the closure of a number of eateries [2]. Food
delivery has become a standard feature of city life. Since the mid-2000s, the food delivery
over the internet, online food delivery (OFD), business has been booming, thanks to the
advancement in internet skills and total tendency towards e-marketing, more metropolitan
existence, in addition to fluctuating societal behaviours [3]. Since the financial crisis, the
endemic has had further effects on the restaurant industry, including changes in food
preferences [4]; eating behaviour, and a preference for using digital platforms. Customers
can buy meals from a number of restaurants and have them delivered to their door with
just a single tap of their phone on online meal delivery services that provide a variety of
options and convenience, as well as cashback benefits, rewards, great deals, and savings [5].
Demand for Online food delivery services rose with each fixed fresh case of COVID-19
in Taiwan, for example, with trades and buyers growing by 5.7% and 4.9%, respectively,
during the outbreak [6]. Restaurants now have an additional delivery method thanks to
the internet food delivery business and a new revenue source has emerged in the form
of online food delivery (OFD). In this business model, restaurants sign up for a digital
platform that allows clients to order food through an app. The meal will be taken from
the restaurant and delivered to the customer by delivery riders. The analogue policy
takes into account the number of diner’s deals used for each positive transaction. Diners
gain from this industry replica, which then allows them to carry on with work in spite
of lockdowns, bringing down accumulation and eliminating the necessity of spending
on extra labour or bikes/saloons for carters. Global revenues for online food delivery
(OFD) were predicted to reach 91 million dollars in 2018 and 107 million dollars in 2019
according to Statista’s Analogue Emporium View for virtual carter [7]. The lockdowns
might have accelerated buyer and diner approval for this new means of payment as seen
by an estimated 11% increase in virtual food delivery revenue in 2020. When restaurant
operations transition to a larger focus on meal delivery, more takeout containers and
packing are necessary. Unfortunately, this also means more of an ecological problem [8]. As
a result of the quick rise of info-communication tools (ICT) and mobiles, wise technologies
and software have become widespread in a significant part of routine life [9]. Apps for
smartphones and other mobile platforms are developed and designed with the intention
of being downloaded and used (e.g., for iPads and tablets). In the first quarter of 2017,
there were roughly 178.1 billion apps available for download on mobile devices, with that
number is expected to rise to 258.2 billion by 2022 [10,11]. Patron demand for online food
delivery (OFD) services has risen dramatically in recent years and is expected to continue
to climb steadily in the future. The whole income of the global online food delivery (OFD)
service industry is estimated to reach $107.4 billion in 2019 and $182.3 billion by 2024 [12].
Furthermore, due to its contactless ordering and delivery mechanism, the online food
delivery (OFD) market has gained even more global interest since the COVID-19 outbreak,
and it is expected to continue to attract new customers [13]. Researchers developed a model
based on the contingency framework and extended model of IT continuance to find the
primary reasons for customers’ continuous desire to use online food ordering systems [14].
Customers see such online food ordering systems as making their lives easier as long as they
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also perceive them to be interesting and engaging, according to researchers, and are thus
further expected to obtain additional progressive approaches and inclined to continue. The
epidemic has a significant influence on the use of plastic in restaurants. Because of concerns
regarding COVID-19 transmission, restaurant guests choose single-use plastic silverware
and food containers [15]. The study’s objective is to discuss an integrated model based
on the fuzzy analytic hierarchy process (FAHP) for evaluating and prioritising selection
criteria and the fuzzy technique for order performance by similarity to ideal solution
(FTOPSIS) for choosing and developing a reverse logistics partner. With an integrated
approach to show how the proposed framework is applied, this study aims to showcase a
real problem in the Indian electronics sector. While achieving efficiency and effectiveness
in reverse logistics practises, this study seeks to significantly assist electronics businesses
in the evaluation and selection of third-party reverse logistics partners [16]. In order to
understand the relationships and significance of risks in the development of new products,
we developed a research framework for this study based on pertinent literature and expert
interviews. We then used the decision-making trial and evaluation laboratory (DEMATEL)
and the analytic network process (ANP). The outcomes of a case study demonstrate that
the six main risks of product development projects are the following: project completion
time, mastery of key technical capabilities, controlling the project’s progress, uniqueness
and complexity, ability to control the market, and functional integrity of the product [17].
To cope with this assessment process in the fuzzy environment, a novel hybrid multi-
criteria decision-making (MCDM) approach is put forth in this paper. For establishing
the subjective and objective weights of criteria, we offer fuzzy versions of the SWARA
(step-wise weight assessment ratio analysis) and CRITIC (criteria importance through
inter criteria correlation) approaches. A new hybrid strategy is suggested based on these
extended methodologies and the fuzzy EDAS (evaluation based on distance from average
solution) method. In this method, the weights of the subjective and objective criteria are
blended to produce more logical weights for the criterion. An evaluation of construction
equipment with a focus on sustainability is used to test the proposed methodology [18].
App design has an impact on consumer preference in online food delivery (OFD) prior to
customer involvement, individual outlooks, and third-party way, according to previously
published studies [19]. The suggested model uses a robust goal programming (RGP) method
based on Shannon entropy to address the uncertain multi-objectiveness. With an analysis
carried out on various levels of uncertainty, the proposed technique has been applied to
a genuine case study from an Iranian green service food production company in order
to confirm its applicability [20]. As a result, it was clear that the increasing amount of
online food delivery (OFD) users will result in augmented plastic practice. The concern of
easily spreading COVID-19 is another issue surrounding the use of online food delivery
(OFD), as a result, disposable utensils and food containers are becoming increasingly
popular. According to experiments, SARS-CoV-2 may persist on a variety of surfaces for
days, including plastic [21]. The odds of getting COVID-19 throughout this pathway are
really quite remote [22]. The influence of online food delivery (OFD) product and service
developments aimed at improving the consumer’s propensity to order food online during
the COVID-19 endemic. COVID-19 users’ concern is measured and used as a mediator
variable [23]. With the use of eight criteria, a model of five cleaner production techniques
for the Libyan manufacturing sector has been developed in a study. A novel interval rough
the SWARA (step-wise weight assessment ratio analysis) method that applies interval
rough numbers to the criteria has been created to assess the significance of the criteria
while taking decision-makers’ preferences into account [24]. The goal of this study is to
present a new, integrated model for creating intellectual capital performance indicators
in order to enhance the current IC process model. The suggested model will be used by
a company that provides financial shared services. The goal of the study is to create an
IC measurement system using IC management and the multi-criteria decision-making
approach and to utilise the best-worst method to determine the values of IC performance
measures to prioritise Key Performance Indicators [25]. The goal of the paper is to suggest
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a multi-criteria decision-making approach for analysing the sustainable third-party reverse
logistics providers assessment problem using data from hesitant fuzzy numbers. In order to
do this, a novel hesitant fuzzy-combined compromise solution strategy is first introduced
by fusing the conventional combined compromise solution method with the hesitant fuzzy
set operators and discrimination measures in hesitant fuzzy set circumstances. Integrating
a proposed discrimination measure-based objective weighting method with a subjective
method suggested by experts, the weights of the criteria have been evaluated [26]. This
study aims to prioritise the knowledge that students enrolled in cooperative education
(co-op) programmes must have, and the findings are used to enhance a study strategy that
is directly responsive to the needs of businesses and to improve the human capital of those
businesses while working within the constraints of academic institutions. In this study, a
rating of the taken-in knowledge is produced using the analytical hierarchy process (AHP).
An easy-to-understand map that takes knowledge importance and study effort into account
shows the determined priorities and improved opportunities [27].

3. Materials and Methods

As shown in Figure 1, the research approach is divided into two phases. First, based
on relevant research and expert interviews, maintainable online food delivery (OFD)
estimation norms and descriptions were created (Table 1). Financial, facility value, expertise,
societal and eco-friendly factors were all taken into account. fuzzy analytic hierarchy
process (FAHP) is a tool that assigns preference weights to criteria using the pairwise
comparison concept. Preference weights and alternative ratings for each criterion were
expressed as phonological phrases in the shape of triangular fuzzy numbers. To rank all of
the alternatives, the fuzzy technique for order performance by similarity to ideal solution
(FTOPSIS) was employed. The toughness and comprehensiveness image for computation,
use of fuzzified judgement approach, and collection of sustainable online food delivery
(OFD) were evaluated through a sensitivity study.

Table 1. Criteria for evaluating and describing sustainable online food delivery.

Main Criteria Sub-Criteria Goal Descriptions

Financial Norms (f 1)

f 11: Supply Rate Minimal Transportation, labour, and administration costs all add up
to a significant amount of money

f 12: Operating Skill Maximal Value propositions offered by the company, as well as the
extension of its operational capabilities

f 13: Hazard Managing Minimal Investor risk management, cash flow statement, and
shareholders’ equity

Facility Value (f 2)

f 21: Order Satisfaction Maximal Order processing time is reduced, order pick-up time is
reduced, and packaged food is kept clean.

f 22: Supply Speed Minimal Arrival of orders in a timely manner

f 23: Handiness of Expense Maximal Payment options are varied.

f 24: Virtual Facility Level Maximal SMS response time and customer service employee
response time

f 25: Offline Facility Level Maximal Delivery personnel’s attitudes, as well as dealers’
responses to consumer concerns

f 26: Patron Response Maximal Customer behaviour intents, online reviews, and
online rating

Expertise (f 3)

f 31: Network Strategy Maximal Platform that is up to date, has visual impacts on the pages,
and is user-friendly

f 32: Instantaneous
tracking systems Maximal Tracking and tracing over the internet, using

cutting-edge technologies

f 33: Marketing Techniques Maximal Digital marketing, as well as digital technologies, are being
used to promote products.
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Table 1. Cont.

Main Criteria Sub-Criteria Goal Descriptions

Societal and Eco-friendly (f 4)

f 41: Health and
Living quarters Maximal Health and safety regulations, food cleanliness, and

contactless delivery

f 42: Communication
Safekeeping Maximal Data security for customers, as well as online

payment security

f 43: Ecological Influence Minimal CO2 emissions from automobiles, solid waste, and
traffic noise are all examples of environmental issues

Figure 1. Evaluation process and Selection of online food delivery.
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3.1. The Analytic Hierarchy Process Method

The analytic hierarchy process (AHP) is a pairwise comparison measuring technique
that creates priority scales based on the opinions of experts. In a multi-criteria decision
issue, the analytic hierarchy process discusses how to assess the comparative prominence
of a group of actions [28]. The method combines qualitative assessments with quantitative
criteria that may be measured [29]. Three principles govern the analytic hierarchy process
technique: model construction, option and criteria comparison, and priority synthesis.
Analytic hierarchy process has been utilised to tackle a wide range of challenging decision-
making situations in the literature [30]. A hierarchy is used to organise a multidimensional
outcome problem. Initially, analytic hierarchy process appears to be a complex multi-criteria
decision-making problem that may be broken down into a hierarchy of interconnected
choice measures and judgement substitutes. The Analytic hierarchy process organises the
ideas, principles, and options into a family-tree-like ordered arrangement. There is an order
in place at least three stages: top-level goal line of the delinquent, various tiers of criteria in
the middle that identify options, and choice substitutes at the end [31]. The comparison of
the substitutes and gages is the next phase. After the issue has already been dissected and
the hierarchies have indeed been built, the prioritising approach continues by evaluating
the significance of the criterion at each level. The paired judgement begins at the second
level and continues until the lowest level, which is an alternative. The parameters were
evaluated separately at each level based on the upper-level criteria and their influence
levels [31]. In the analytic hierarchy process, a nine-level standardised comparison scale is
used to make many pairwise comparisons (Table 2).

Table 2. Important scale of nine points of intensity.

Scale Rating Meaning

1 Equally vital

3 Moderately Crucial

5 Crucial

7 Imperative

9 Very Important

2, 4, 6, 8 Between binary neighbouring decisions, there are values in the middle

The set of criteria is C = Cj, j = 1, 2, . . ., n. A (n,n) assessment matrix A can be
used to express the results of pairwise comparisons on n criteria, where each member
aij (i,j = 1, 2, . . ., n) is the quotient of the criteria’s weights, as shown:

A = [a11 a12 . . . a1n a21 a22 . . . a2n . . . . . . . . . . . . an1 an2 . . . ann ]; aii = 1, aji =
1
aij

; aij = 0 (1)

In the final phase, the mathematical procedure begins to normalise each matrix and
identify the relative weights. The eigenvector (w) corresponding to the greatest eigen value
(λmax) determines the relative weights.

(λmax)w = Aw (2)

The matrices A have ranking 1 whereas if assessments are entirely consistent and
λmax = n if they are not. Weights are obtained by normalising any of A’s columns or
rows [32]. It is important to note that the reliability of the pair-wise comparison assessments
is strongly tied to the accuracy of the analytic hierarchy process output. An association
of the entries of A: aij × ajk = aik defines the consistency. The CI (consistency index) is
designed as follows:

CI =
λmax − n

n − 1
(3)
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As shown, the total reliability of a measure (CR) is measured as the proportion of the
rate constant (CI) to the randomised indices (RI).

CR =
CI
RI

(4)

The highest value of CR is 0.1. If the final consistency ratio is higher than the target, the
review procedure must be used again to increase consistency. Consistency measurement
can be used to assess decision-makers’ consistency as well as the overall hierarchy [32].

3.2. The Fuzzy Analytic Hierarchy Process Method

The fuzzy analytic hierarchy process is frequently recommended in conjunction with
other multi-criteria decision-making approaches. When addressing ambiguity and vague-
ness in the given weights to evaluate options, the fuzzy analytic hierarchy process is
utilised in conjunction with the multi-criteria decision-making approach. The modelling
of decision-making processes based on imprecise and hazy information, such as decision-
makers’ judgement, has been carried out using fuzzy set theory [33]. Qualitative qualities
are represented by linguistic variables, which are qualitatively conveyed by linguistic
phrases and quantitatively expressed by a fuzzy set and corresponding membership func-
tion in the universe of conversation.

• Establishing fuzzy number

The concepts that follow are involved in operations between linguistic variables. Sets
with degrees of membership are called fuzzy sets. As an extension of the traditional concept
of set, fuzzy sets have been proposed. In traditional set theory, a recombinant criterion
determines the inclusion of elements in a collection [33]. A member will either be a member
of the set or not a member of the set.

If the membership functions of a fuzzy number A on R is a triangular fuzzy number,
then μ

∼(x)
A : R → [0, 1] is equal to the following Equation (5). (l, m, u) is a triangular fuzzy

number (TFN), where (l, m, u) are the lowest, mean, and higher values, respectively, as
shown in Figure 2.

μ
∼(x)
A =

⎧⎪⎨⎪⎩
x−l
m−l , l ≤ x ≤ m
u−x
u−m , m ≤ x ≤ u

0, Otherwise

(5)

Figure 2. The triangular fuzzy number’s Function of Membership.
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In Equation (5), The lower and upper boundaries of the fuzzy number A are denoted by
the letters l and u, respectively, and m denotes Ã’s modal value (as Figure 2). Ã = (l, m, u) is
used to represent the triangular fuzzy number. Triangular Fuzzy Number Ã1 = (l1, m1, u1)
and Ã2 = (l2, m2, u2) possess the following operating laws: Equations (6)–(9).

Addition of the fuzzy number ⊕

Ã1 ⊕ Ã2 = (l1, m1, u1) ⊕ (l2, m2, u2) = l1 + l2, m1 + m2, u1 + u2 (6)

Multiplication of the fuzzy number ⊗

Ã1 ⊗ Ã2 = (l1, m1, u1) ⊗ (l2, m2, u2) = l1l2, m1m2, u1u2

for l1, l2 > 0; m1, m2 > 0; u1, u2 > 0 Equations (2)–(6)
Subtraction of the fuzzy number

Ã1 � Ã2 = (l1, m1, u1) � (l2, m2, u2) = l1 − u2, m1 − m2, u1 − l2 (7)

Division of a fuzzy number ∅

Ã1 ∅ Ã2 = (l1, m1, u1) ∅( l2, m2, u2) = l1/u2, m1/m2, u1/l2 (8)

for l1, l2 > 0; m1, m2 > 0; u1, u2 > 0.
Reciprocal of the fuzzy number

Ã
−1

= (l1, m1, u1)
−1 =

(
1

u1
,

1
m1

,
1
l1

)
for l1, l2 > 0; m1, m2 > 0; u 1, u2 > 0 (9)

• Identifying phonological variables

Phonological variables yield the values well-defined by their term set, which is a
collection of phonological relations. Language words are phonological variables’ personal
categorisation. A phonological variable is one whose values are words or phrases in natural
or artificial languages. This type of statement is used to compare nine basic phonological
concepts, such as “Flawless”, “Complete”, “Brilliant”, “Decent Enough”, “Decent”, “Better”,
“Average”, “Less benefit”, and “Equivalent” with respect to nine equal gauges. The fuzzy
numbers mentioned in Table 3 were used to compute the results in this paper by [34]. Each
membership function has three symmetric triangular fuzzy number parameters that specify
the left, middle, and right points of the range within which the function is defined (scale of
fuzzy number).

Table 3. Membership role of phonological gauge.

Fuzzy Numeral Phonological Variables Gage of Fuzzy Numeral

9 Flawless (9, 9, 9)

8 Complete (7, 8, 9)

7 Brilliant (6, 7, 8)

6 Decent Enough (5, 6, 7)

5 Decent (4, 5, 6)

4 Better (3, 4, 5)

3 Average (2, 3, 4)

2 Less Benefit (1, 2, 3)

1 Equivalent (1, 1, 1)
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• Fuzzy analytic hierarchy process

Then, in the following parts, we go over how to perform the fuzzy analytic hierarchy process.
Step 1: Make pairwise comparison matrices for all elements/criteria in the hierarchy

system’s dimensions. Assign linguistic labels to pairwise comparisons by deciding which
of the two dimensions is more important, as shown in matrix Ã below.

Ã =

⎡⎢⎢⎣
1 ã12 . . . ã1n

ã21 1 . . . ã2n
. . . . . . . . . . . .
ãn1 ãn2 . . . 1

⎤⎥⎥⎦ =

⎡⎢⎢⎢⎣
1 ã12 . . . ã1n
1

ã21
1 . . . ã2n

. . . . . . . . . . . .
1

ãn1

1
ãn2

. . . 1

⎤⎥⎥⎥⎦ (10)

where ãij=

{
9̃−1, 8̃−1, 7̃−1, 6̃−1, 5̃−1, 4̃−1, 3̃−1, 2̃−1, 1̃−1, 9̃, 8̃, 7̃, 6̃,5̃, 4̃,3̃,2̃, 1̃, i = j

1, i = j
.

Step 2: The fuzzified geometrical means and fuzzified weight with each parameter
were calculated using the geometric mean approach.

r̃i =
(
ãi1 ⊗ . . . ⊗ ãij ⊗ . . . ⊗ ãin

) 1
n

w̃i = r̃i ⊗ [̃r1 ⊕ . . . ⊕ r̃i ⊕ . . . ⊕ r̃n]
−1

where ãij: the dimension i to criteria j has a fuzzy comparison value, ri: the geometric mean
of each criterion’s fuzzy comparison value and wi: the ambiguous importance of the ith
criterion, which is represented by the triangular fuzzy number, w̃i = (lwi, mwi, nwi). The
inferior, medium, and superior ideals of the indistinct encumbrance of the ith element are
denoted by the letters lwi, mwi and nwi.

Several research studies have used the fuzzy analytic hierarchy process method to han-
dle a variety of managerial issues. To analyse subjective expert judgments made through
perception, use an analytical structure with the fuzziness procedure and then a crispy
judgement matrix [35]. According to the analytical hierarchical procedure with fuzziness,
present an inventory arrangement structure [36]. To create a pairwise comparison matrix
that has an additive reciprocal attribute and is consistent, use fuzzy language preference
relations [37]. Then calculate the micro and essential factors for an ISO 14001-based envi-
ronmental management system’s successful implementation, as well as the advantages [38].
In this paper, the analytic hierarchy process method is used to optimise delivery network
design selection and then make appropriate decisions for home plus distribution centre
decision-making [39]. Here, the authors debated over a consequence in the primacy variable
derived from the analytic hierarchy process major eigenvalue technique [40]. To provide a
judgement-making aid with an intentional collection of choices that combined the analytic
hierarchy process and to tackle the issues, use a zero-one optimisation model assortment
problematic derived with perspective from a single investor [41]. Here, it is explained how
the analytic hierarchy process technique determines priority vectors [42]. In a fuzzy envi-
ronment, suggested cluster management is founded on a technique for order performance
by similarity to ideal solution approach models for the locality sector [43]. Fuzzy analytic
hierarchy process and the technique for order performance by similarity to ideal solution
are used to evaluate hazardous waste transportation companies [34]. Researchers have
created an analogue apparatus for prototyping and small-batch manufacturing processes
of industrial goods [44]. The decision-making framework based on an analytic hierarchy
process has also been provided with a fuzzy analytic hierarchy process method to estimate
the level of risk of mistaken behaviour in work systems [45]. In a multi-criteria judgement
setting with fuzziness employed, the fuzzy analytic hierarchy approach was used to estab-
lish the weight of the particular/perceptual assessments for each criterion, as well as the
generation of fuzzy synthetic utility values for alternatives [46]. To aid designers in iden-
tifying customer needs/requirements and design characteristics, as well as achieving an
effective evaluation of the final design solution for achieving the desired levels, an outline
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that combines the analytical hierarchy process and the method for directive inclination by
correspondence to perfect elucidation was proposed [47].

3.3. The Fuzzy Technique for Order Performance by Similarity to Ideal Solution Method

The technique for order performance by similarity to ideal solution is commonly
utilised in real-world scenarios to solve ranking challenges. This strategy is frequently
chastised for failing to account for the inherent ambiguity and imprecision that comes with
mapping a decision-perspective maker to precise numbers. Crisp values are used to reflect
personal judgments in the conventional technique for order performance by similarity to
ideal solution formulation. However, the human preference model is unreliable in many
situations, and decision-makers may be hesitant or unwilling to assign precise values
to comparison judgements [30]. One of the most difficult aspects of the crisp evaluation
process is to employ crisp values. One reason is that decision-makers are more comfortable
giving interval assessments than single number values. Because some factors are difficult
to quantify with precise numbers, they are frequently overlooked throughout the review.
Another factor is the usage of mathematical models that are based on precise values. These
approaches are incapable of dealing with the ambiguities, uncertainties, and vagueness
that decision-makers face that also cannot be accompanied by a number of explicit values.
Judgment can incorporate undefinable information, incompleteness, semi-information,
and partly uninformed data in the judgement systems using fuzzy numbers [33,48]. As
an outcome, the fuzzified technique for order performance by similarity to ideal solution
and its expansions have been created to handle ranking and justification difficulties [49–54].
For the fuzzy technique for order performance by similarity to ideal solution, this paper uses
triangular fuzzy numbers. The justification for choosing a Triangular Fuzzy Number is that it
is intuitively simple to use and calculate for decision-makers. Furthermore, modelling with
triangular fuzzy numbers has proven to be an excellent technique for expressing decision
issues where the given knowledge is subjective and inaccurate [55–58]. The triangular form of
the membership function is most commonly used in practice to represent fuzzy numbers [59].

Some key fuzzy set definitions are given below.

Definition 1. A membership function μ
∼(x)
A assigns a real number in the interval [0, 1] to each

element x in X in a fuzzy set Ã in a universe of discourse X. The grade of membership of x in Ã is
denoted by the function value μ

∼(x)
A .

Definition 2. A linguistic variable is a variable with linguistic terms as values. The concept of
a linguistic variable comes in handy when dealing with situations that are too complicated or ill-
defined to be adequately expressed using traditional quantitative phrases. “Weight” is a phonological
variable with values of little, small, average, huge, elevated, and so on. Fuzzy numbers can be
expressed using these phonological values.

Definition 3. The vertices approach is used to calculate the route between two triangular fuzzy
numbers, ã = (a1, a2, a3) and b̃ = (b1, b2, b3).

d
(

ã , b̃
)
=

√
1
3

[
(a1 − b1)

2 + (a2 − b2)
2 + (a3 − b3)

2
]

(11)

Definition 4. The weighted normalised fuzzy-decision matrix is generated as follows, taking into
account the varied relevance levels of each criterion.

Ṽ = [̃Vij]n×j , i = 1, 2, . . ., n, j = 1, 2, . . ., J (12)

where, Ṽij = x̃ij × Wi.
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A set of Aj = (j = 1, 2, . . ., j) performance ratings in terms of criterion Ci = (i = 1, 2, . . ., n)
called x̃ = x̃ij, i = 1, 2, . . ., n , j = 1, 2, . . ., J.

A list of each criterion’s importance weights Wi = i = 1, 2, . . ., n.
A fuzzy technique for order performance by similarity to ideal solution phase is

outlined as follows based on the preceding quickly explained fuzzy theory [53]:

Step 1: For criteria alternatives, choose the phonological values x̃ij, i = 1, 2, . . ., n ,
j = 1, 2, . . ., J. The property of normalised triangular fuzzy integers belonging to [0, 1]
is preserved by the fuzzy linguistic rating x̃ij; consequently, no normalisation is required.
Step 2: Determine the fuzzy-decision matrix’s weighted normalised weights. Equation (12).
Calculates the weighted normalised value Ṽij.
Step 3: Determine if the solution is beneficial-perfect (A*) or deleterious-perfect (A−). The
fuzzy beneficial-perfect solution (FBPS, A*) and the fuzzy deleterious-perfect solution
(FDPS, A−) is depicted.

The formulas are as follows:

A∗ = {ṽ∗
1, ṽ∗

2, . . ., ṽ∗
i} =

{(
max

j
vij| i ∈ I′

)
,
(

min
j

vij| i ∈ I′′
)}

,

i = 1, 2, . . ., n , j = 1, 2, . . ., J
(13)

A− =
{

ṽ−
1, ṽ−

2, . . ., ṽ−
i
}
=

{(
min

j
vij| i ∈ I′

)
,
(

max
j

vij| i ∈ I′′
)}

,

i = 1, 2, . . ., n , j = 1, 2, . . ., J
(14)

where I′ denotes benefit criteria and I′′ denotes cost criteria.

Step 4: Using the equations below, calculate the distance between A* and A for each alternative:

D∗
j = ∑n

j=1 d
(
ṽij , ṽ∗

i
)

, j = 1, 2, . . ., J (15)

D−
j = ∑n

j=1 d
(
ṽij , ṽ−

i
)

, j = 1, 2, . . ., J (16)

Step 5: Compare your results to the optimum solution.

CCj =
D−

j

D−
j + D∗

j
= 1 − D∗

j

D−
j + D∗

j
, j = 1, 2, . . ., J (17)

where
D−

j

D−
j+D∗

j
= CC−

j is a hazy level of satisfaction and
D∗

j

D−
j+D∗

j
= CC∗

j is an indistinct

break step that demonstrates how indistinct openings are corrected to meet decision-makers’
target levels.

Figure 3 depicts the membership functions of these linguistic values, as well as the
triangular fuzzy numbers associated with these variables (Table 4).

Figure 3. Linguistic values for criteria rating.
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Table 4. Phonology grade level substitutes.

Linguistics Rating Level Allocated Triangular Fuzzy Number

Low (1, 1, 3)

Below Average (1, 3, 5)

Average (3, 5, 7)

Good (5, 7, 9)

Excellent (7, 9, 9)

4. Case Study

The efficacy of the suggested approach is examined in this paper using a case study of
online food delivery (OFD) platform companies in India. Three specialists worked together
to select the top four online food delivery services (OFDs) after conducting preliminary
analysis. These firms are Uber Eats, Domino’s, Zomato, and Swiggy. The Fuzzy analytic
hierarchy process was employed to ascertain the relative preference weight of each criterion.
The decision hierarchy for the evaluation and selection of online food delivery (OFD) is
shown in Figure 4. It consists of 15 criteria in total, with four main ones being financial
norms (supply rate, operating skill, and hazard managing), expertise criteria (network
strategy, instantaneous, and e-commerce), societal and eco-friendly criteria (health and
living quarters, communication safekeeping, and ecological influence), and facility value
(order satisfaction, supply speed, handiness of expense, virtual/offline facility level, and
patron response). After ranking all possibilities, a score line of the fuzzy technique for order
performance by similarity to ideal solution model is prepared to demonstrate the model’s
resilience and comprehensiveness.

Figure 4. Evaluation and Selection of online food delivery using a decision hierarchy.
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5. Results Analysis

With the analytic hierarchy process, a pairwise comparison matrix is created to com-
pare the properties of several food delivery services. Analytic hierarchy process is used
to estimate the weights of the main criteria and sub-criteria that take into account the
decision-makers’ subjective judgements. Four specialists in the field of online food services
were recruited to construct the decision matrix.

Normalisation was accomplished using Equation (1) after constructing the evaluation
matrix of the primary standards. The primacy vector was worked out. The eigenvalue was
calculated with Equations (2) and (3). Equation (4) was used to calculate the consistency
indicator and ratio.

The following primary categories are ordered based on estimated weighted values:
Financial Norms, Facility Value, Expertise, and Societal and Eco-friendly factors (Table 5).
When the same procedure was used to calculate the sub-criterion—Supply Rate, Oper-
ating Skill, Hazard Managing, Order Satisfaction, Supply Speed, Handiness of Expense,
Virtual/Offline Facility Level, Patron Response, Network Strategy, Instantaneous Tracking
Systems, Marketing Techniques, Health and Living Quarters, Communication Safekeeping,
and Ecological Influence from the highest to lowest values—the results were as follows.
The sub-criteria performance of online food services, on the other hand, was prioritised
in the following order. The ranking of online food services ranged from excellent to poor.
Table 6 displays the total findings.

Table 5. AHP ranked the main criteria.

Criteria Weight

Financial Norms (f 1) 0.4649

Facility Value (f 2) 0.2086

Expertise (f 3) 0.2341

Societal and Eco-friendly (f 4) 0.0924

Table 6. AHP ranked the sub-criteria.

Sub Criteria Weight Sub Criteria Weight

f 11 0.0728 f 26 0.0684

f 12 0.0659 f 31 0.0842

f 13 0.0559 f 32 0.0776

f 21 0.0789 f 33 0.0590

f 22 0.0775 f 41 0.0581

f 23 0.0678 f 42 0.0499

f 24 0.0726 f 43 0.0469

f 25 0.0645
f 11: Supply Rate; f 12: Operating Skill; f 13: Hazard Managing; f 21: Order Satisfaction; f 22: Supply Speed;
f 23: Handiness of Expense; f 24: Virtual Facility Level; f 25: Offline Facility; f 26: Patron Response; f 31: Network
Strategy; f 32: Instantaneous Tracking Systems; f 33: Marketing Techniques; f 41: Health and Living Quarters;
f 42: Communication Safekeeping; f 43: Ecological Influence.

In the fuzzy analytic hierarchy process, the outcome is significantly influenced by
checking the consistency ratio; the following fuzzy analytic hierarchy process technique
shows an example of how to calculate the four main criteria. Initial assessments were
conducted by a group of specialists to rate the execution of these norms, which include
Financial Norms (f 1), Facility Value (f 2), Expertise (f 3), and Societal and Eco-friendly (f 4).
Tables 7 and 8 show the fuzzy analytic hierarchy process model’s initial comparison matrix
as well as the aggregated fuzzy comparison matrix.
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Table 7. The initial comparison matrix.

Main Criteria (7,8,9) (6,7,8) (5,6,7) (4,5,6) (3,4,5) (2,3,4) (1,2,3) (1,1,1) (1,2,3) (2,3,4) (3,4,5) (4,5,6) (5,6,7) (6,7,8) (7,8,9) Main Criteria

f 1 * f 2

f 1 * f 3

f 1 * f 4

f 2 * f 3

f 2 * f 3

f 2 * f 4

f 3 * f 4

Where * represents the values of combined fuzzy judgment matrix.

Table 8. Combined fuzzy judgment matrix.

Criteria Financial Norms (f1)
Facility Value

(f2)
Expertise

(f3)
Societal and Eco-Friendly (f4)

Financial Norms (f 1) (1,1,1) (1,2,3) (2,3,4) (3,4,5)

Facility Value (f 2) (1/3,1/2,1/1) (1,1,1) (1,1,1) (1,2,3)

Expertise (f 3) (1/4,1/3,1/2) (1,1,1) (1,1,1) (3,4,5)

Societal and Eco-friendly (f 4) (1/5,1/4,1/3) (1/3,1/2,1/1) (1/5,1/4,1/3) (1,1,1)

To transform the phonological terms, the indistinct judgement matrix’s sceptical
(inferior bound) and expectant (superior bound) assessments were applied. To determine
the quality evaluation score’s reliability coefficient (CR), convert (i.e., triangle fuzzy number)
to crisp values. Table 9 displays the primary criteria’s non-fuzzy comparison matrix.

Table 9. Non-fuzzy comparison matrix.

Criteria Financial Norms (f1)
Facility Value

(f2)
Expertise

(f3)
Societal and Eco-Friendly (f4)

Financial Norms (f 1) 1 1.7321 2.8284 3.8730

Facility Value (f 2) 0.5774 1 1 1.7321

Expertise (f 3) 0.3536 1 1 3.8730

Societal and Eco-friendly (f 4) 0.2582 0.5774 0.2582 1

Sum 2.1892 4.3095 5.0866 10.4781

Divide each unique value in a cell of the matrices by the column’s average to create the
normalised pairwise comparisons. This yields the prominence vectors of the fuzzy analytic
hierarchy process model’s four fundamental standards. As shown in Table 10, the prominence
vectors were calculated from the average of the standardised matrix’s row members.

Table 10. Normalised judgment matrix.

Criteria
Financial

Norms (f1)
Facility

Value (f2)
Expertise (f3)

Societal and
Eco-Friendly (f4)

Priority Vector

Financial Norms (f 1) 0.4568 0.4019 0.5561 0.3701 0.4462

Facility Value (f 2) 0.2638 0.2321 0.1966 0.1652 0.2144

Expertise (f 3) 0.1615 0.2321 0.1966 0.3701 0.2400

Societal and Eco-friendly (f 4) 0.1179 0.1339 0.0507 0.0954 0.0994

Sum 1.0000 1.0000 1.0000 1.0000 1.0000
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The gauge of integrity (CI), the indices at selection (RI), and the measure of depend-
ability (CR) were calculated in this phase by calculating the greatest eigenvector (λmax).

[1.8813 0.8842 0.9971 0.4003 ]/[0.4462 0.2144 0.2400 0.0994 ] = [4.2163 4.1240 4.1548 4.0278 ]

Four important factors were considered in this research. As a result, we get n = 4. The
following formulas were used to calculate λmax and CI.

λmax = 4.1307
CI = 0.04357

RI = 0.9 was obtained when n = 4 and the consistency ratio (CR) is determined as follows:

CR =
CI
RI

= 0.0484

CR = 0.0484 < 0.1, according to the findings. As a result, the fuzzy analytic hierarchy
process model’s results are satisfactory, and the pair-wise comparison matrices are totally
consistent. The same approach was then used to calculate the remaining criteria. Table A1
displays the combined fuzzy comparison matrix with all criteria (Appendix A).

Table 11 illustrates the results of the fuzzy weights computed using the fuzzy geometric
mean approach for all criteria in the fuzzy analytic hierarchy process model. Suspicious
(lowermost weight), most likely (central weight), and expectant (uppermost weight) are
three values in each fuzzy weight (the highest weight). In the fuzzy weight of norms
superiority, the suspicious value is 0.0556, the most likely value is 0.0720 and the most
expectant value is 0.0928. The remaining conditions are demonstrated in the same way.
The subsequent step is the fuzzy technique for order performance by similarity to ideal
solution model; these fuzzy preference weights were then applied.

Figure 5 depicts the levels of criterion influence. With 8.3433 percent, 7.9733 percent,
7.81 percent, 7.5466 percent, and 7.4066 percent, respectively, the categories “Network
Strategy”, “Instantaneous tracking systems”, “Order Satisfaction”, “Supply Speed”, and
“Virtual Facility Level” have the biggest influence percentages. The findings reveal that
“Network Strategy” is more essential to experts than other cost and quality concerns
when it comes to influencing the selection of online food services in the e-commerce
industry. Network Strategy is a significant predictor of when managers should replenish
stocks in e-commerce businesses, thus it is crucial to consider it while developing an
inventory management strategy. It is also important to think about when you are adding
new product lines to your online store. In order to survive and grow in India’s burgeoning
e-commerce sector, e-commerce businesses are focusing more on economic aspects. On
the other side, green and resilient development methods have gained popularity. In order
to strengthen Indian enterprises’ competitiveness, the management inspires them to join
successfully in the universal assessment sequence by adopting and assimilating defensible
corporate schemes. Thus, financial criteria were highly valued, and other criteria from the
three pillars of defensible growth (Societal and Eco-friendly challenges) are also relevant.
Among 15 eco-friendly variables, “Supply Rate” and “Patron Response” are placed sixth
(7.3466 percent) and seventh (7.2366 percent), respectively. These graphs show how social and
environmental elements, in addition to economic considerations, play a considerable effect.

We define CC−
j as the degree of satisfaction in the jth alternative and CC∗

j as the
degree of gap in the jth alternative. We can figure out which gaps should be closed and
how they should be closed in order to meet aspirational goals and choose the greatest
win-win approach from a hazy collection of viable options. In the fuzzy technique for
order performance by similarity to ideal solution model, the intuitionistic fuzzy ratings
of criterion are generated using the fuzzy analytic hierarchy process model. According to
the fuzzy technique for order performance by similarity to ideal solution process, the hazy
normalisation decision problem and hazy weight normalisation decision table are reported
in Tables 12 and 13. The satisfaction degrees of each organisation can be determined using
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the data in Table 14. Uber eats, Domino’s, Zomato, and Swiggy’s satisfaction degree values
are 0.2844, 0.5202, 0.8474, and 0.6196, respectively. Figure 6 shows the online food services,
which are, Zomato, Swiggy, Domino’s, and Uber Eats, ranked first, second, third, and
fourth with scores of 0.8474, 0.6196, 0.5202, and 0.2844, respectively.

Table 11. Fuzzy weights for each criterion.

Major Indicators Parameters Goal
Uncertain

Parametric Means
Fuzzy Weights

Financial Norms (f 1)

f 11: Supply Rate Minimal (0.9548, 1.0968, 1.2545) (0.0556, 0.0720, 0.0928)

f 12: Operating Skill Maximal (0.9117, 1.0193, 1.1437) (0.0531, 0.0669, 0.0846)

f 13:Hazard Managing Minimal (0.8473, 0.9293, 1.0273) (0.0493, 0.0610, 0.0760)

Facility Value (f 2)

f 21:Order Satisfaction Maximal (0.9733, 1.1659, 1.3663) (0.0567, 0.0765, 0.1011)

f 22: Supply Speed Minimal (0.9293, 1.1268, 1.3299) (0.0541, 0.0739, 0.0984)

f 23: Handiness of Expense Maximal (0.8874, 1, 1.1268) (0.0517, 0.0656, 0.0834)

f 24: Virtual Facility Level Maximal (1.0472, 1.1268, 1.1801) (0.0610, 0.0739, 0.0873)

f 25:Offline Facility Level Maximal (0.9548, 1, 1.0472) (0.0556, 0.0656, 0.0775)

f 26:Patron Response Maximal (1.0759, 1.0968, 1.1132) (0.0627, 0.0720, 0.0824)

Expertise (f 3)

f 31:Network Strategy Maximal (1.0968, 1.2698, 1.3928) (0.0639, 0.0833, 0.1031)

f 32: Instantaneous
tracking systems Maximal (1.0675, 1.1978, 1.3299) (0.0622, 0.0786, 0.0984)

f 33:Marketing Techniques Maximal (0.7664, 0.9117, 1.1268) (0.0446, 0.0598, 0.0834)

Societal and
Eco-friendly (f 4)

f 41: Health and
Living quarters Maximal (0.7519, 0.8874, 1.0759) (0.0438, 0.0582, 0.0796)

f 42:Communication
Safekeeping Maximal (0.6277, 0.7267, 0.8705) (0.0365, 0.0477, 0.0644)

f 43:Ecological Influence Minimal (0.6158, 0.6754, 0.7725) (0.0358, 0.0443, 0.0571)

f 11: 7.3466%; f 12: 6.82%; f 13: 6.21%; f 21: 7.81%; f 22: 7.5466%; f 23: 6.69%; f 24: 7.4066%; f 25: 6.6233%; f 26: 7.2366%;
f 31: 8.3433%; f 32: 7.9733%; f 33: 6.26%; f 41: 6.0533%; f 42: 4.9533%; f 43: 4.5733%.
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Figure 5. Influence level of FAHP model criterion.
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Table 12. Fuzzy normalised decision matrix.

Financial Norms
(f1)

Facility Value (f2) Expertise (f3)
Societal and Eco-Friendly

(f4)

Uber Eats 0.1111, 0.3333, 0.7777 0.1111, 0.6296, 1 0.3333, 0.6296, 1 0.3333, 0.5294, 1

Domino’s 0.3333, 0.7777, 1 0.5555, 0.8518, 1 0.3333, 0.7037, 1 0.3333, 0.3600, 0.6

Zomato 0.5555, 0.8518, 1 0.3333, 0.7777, 1 0.5555, 0.8518, 1 0.3333, 0.4736, 1

Swiggy 0.3333, 0.6296, 1 0.3333, 0.7777, 1 0.3333, 0.6296, 1 0.3333, 0.4736, 1

Table 13. Fuzzy weighted normalised decision matrix.

Financial Norms
(f1)

Facility Value (f2)
Expertise

(f3)
Societal and Eco-Friendly (f4)

Uber Eats 0.3333, 1.6665, 5.4439 0.7777, 5.6664, 9 2.3331, 5.6664, 9 1.6665, 3.7058, 9

Domino’s 0.9999, 3.8885, 7 3.8885, 7.6662, 9 2.3331, 6.3333, 9 1.6665, 2.52, 5.4

Zomato 1.6665, 4.259, 7 2.3331, 6.9993, 9 3.8885, 7.6662, 9 1.6665, 3.3152, 9

Swiggy 0.9999, 3.148, 7 2.3331, 6.9993, 9 2.3331, 5.6664, 9 1.6665, 3.3152, 9

Table 14. Closeness coefficient of each alternative.

Alternatives D−
j D*

j Level of Satisfaction Rank

Uber Eats 2.1883 5.5055 0.2844 4

Domino’s 4.1327 3.8111 0.5202 3

Zomato 6.6815 1.2023 0.8474 1

Swiggy 5.5606 3.4128 0.6196 2

 

Figure 6. Score line of the FTOPSIS model.

6. Discussion

In the research work that is presented, a hybrid multi-criteria decision-making frame-
work for the evaluation of the online food delivery market in India is established in
consideration of a wide range of criteria, including financial norms (supply rate, operat-
ing skill, and hazard managing), expertise criteria (network strategy, instantaneous and
e-commerce), societal and eco-friendly criteria (health and living quarters, communication
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safekeeping, and ecological influence), and facility value (order satisfaction, supply speed,
handiness of expense, virtual/offline facility level, and patron response). The combination
of the fuzzy analytic hierarchy process and fuzzy technique for order performance by simi-
larity to ideal solution method has been initially proposed in the current research to tackle
the problem in light of the discussion by thoroughly reviewing the literature. Triangular
fuzzy sets in the analytic hierarchy process can translate expert opinions into language
terms to get more precise and scientific attribute weights for the criterion. The reliability
of the suggested integrated framework is shown by the fact that the offered case study is
successfully addressed. The outcomes show that the model in use is able to rank common
green online food delivery companies. According to the fuzzy analytic hierarchy process
results, the top five online food delivery evaluation factors are Order Satisfaction, Supply
Speed, Network Strategy, and Virtual Facility Level.

To meet the customer’s needs in the first place, it is crucial in India that online shopping
be convenient for payment. The vast majority of Indians still favour cash-on-delivery
payment over online transactions, despite the advantages of cashless payment methods
like credit or internet banking being established, which include cost savings and numerous
conveniences for customers and businesses. Other than that, developing cutting-edge
technology solutions that guarantee more efficient order fulfilment while keeping costs
down is a competitive edge for online food delivery companies. One way for online
food delivery firms to stay alive and attract clients is by merging orders, offering many
delivery choices using robotics and drones, and utilising cloud kitchens. Figure 6 shows
that Zomato (0.8474), Swiggy (0.6196), Domino’s (0.5202), and Uber Eats (0.2844) are in
order of top performing online food delivery companies in the current online food delivery
market in India according to the chosen evaluation criteria. The outcomes can be used as
a benchmark for online food delivery executives and decision-makers as they evaluate
their companies’ performance while taking into account a wider range of factors and
identifying key industry determinants. The current study’s chosen evaluation criteria will
all aid online food delivery enterprises in overcoming a variety of obstacles and motivate
them to consider sustainable development initiatives. The assessment of the online food
delivery market in India and other markets has concentrated on a number of variables,
including service quality, economic factors, and technology, but it is still difficult to keep in
mind social and environmental issues.

7. Conclusions

There are limitations and possible extensions to this study. The author offered a brand-
new methodology to offer a quick strategy for evaluating several online food delivery
companies and assisting the decision-maker in choosing the finest one. The pairwise com-
parison procedure is made intuitively by combining enhanced analytic hierarchy process
(AHP) with fuzzy set theory, which also helps to lessen or completely eliminate evaluation
bias. In order to assist online food delivery services, this paper also introduces a strategy
that combines improved analytic hierarchy process (AHP) with technique for order perfor-
mance by similarity to ideal solution (TOPSIS). To ensure sustained development in this
cutthroat industry, it is crucial for online food delivery enterprises to adopt a number of
actions and take pertinent factors into account. The managerial implications of the used
approach and its analysis would enlighten decision-makers in the online food delivery
industry not only in India but also in the international market. The approach put out in this
research can be connected to further cutting-edge market influences in subsequent investi-
gations. Multi-criteria decision-making approaches like VIseKriterijumska Optimizacija I
Kompromisno Resenje, Preference Ranking for Organisation Method for Enrichment Eval-
uation, Data Envelopment Analysis, and combinations of these, among others, can be used
methodologically. To test the overall validity of the conclusions, additional studies might
apply the suggested strategy or relevant approaches to particular situations of industries,
particularly those connected to e-commerce.
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In this paper, we discussed the fuzzy analytic hierarchy process and fuzzy technique
for order performance by similarity to ideal solution methods together and summarised the
results as follows. In the first part, we discussed the construction of the online food delivery
market evaluation criteria using replies from industry experts that are explained in Figure 4
and Table 1. Next, we discussed a case study to evaluate the online food delivery enterprises
in India by using the fuzzy analytic hierarchy process, which is explained with the help
of Tables 5–10 and finally executed in Table 11. Also, we discussed the influence level of
fuzzy analytic hierarchy process model criteria, which is shown in Figure 5 and the fuzzy
technique for order performance by similarity to ideal solution method, which is explained
with the help of Tables 12 and 13 and finally executed in Table 14. The final ranking order of
online food delivery services from the fuzzy technique for order performance by similarity
to ideal solution method is visualised in Figure 6.
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Appendix A

Table A1. Fuzzy logic combined judgement matrix of 15 criteria.

Parameters f 11 f 12 f 13

f 11 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 12 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 13 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 21 1.00 1.00 1.00 1.00 1.05 1.08 1.00 1.05 1.08

f 22 1.00 1.00 1.00 1.05 1.08 1.10 1.05 1.08 1.10

f 23 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 24 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 25 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 26 1.08 1.10 1.11 1.00 1.00 1.00 1.00 1.00 1.00

f 31 1.00 1.05 1.08 1.00 1.00 1.00 1.00 1.00 1.00

f 32 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 33 0.93 0.95 1.00 1.00 1.00 1.00 0.93 0.95 1.00

f 41 0.91 0.93 0.95 0.93 0.95 1.00 1.00 1.00 1.00

f 42 0.90 0.91 0.93 1.00 1.00 1.00 1.00 1.00 1.00

f 43 1.00 1.00 1.00 0.90 0.91 0.93 1.00 1.00 1.00

304



Mathematics 2022, 10, 2930

Table A1. Cont.

Parameters f 21 f 22 f 23

f 11 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 12 0.93 0.95 1.00 0.91 0.93 0.95 1.00 1.00 1.00

f 13 0.93 0.95 1.00 0.91 0.93 0.95 1.00 1.00 1.00

f 21 1.00 1.00 1.00 0.93 0.95 1.00 0.91 0.93 0.95

f 22 1.00 1.05 1.08 1.00 1.00 1.00 0.93 0.95 1.00

f 23 1.05 1.08 1.10 1.00 1.05 1.08 1.00 1.00 1.00

f 24 1.00 1.00 1.00 1.05 1.08 1.10 1.00 1.05 1.08

f 25 1.00 1.00 1.00 1.00 1.00 1.00 1.05 1.08 1.10

f 26 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 31 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 32 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 33 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 41 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 42 0.89 0.90 0.91 0.93 0.95 1.00 1.00 1.00 1.00

f 43 0.91 0.93 0.95 1.00 1.00 1.00 1.00 1.00 1.00

Parameters f 24 f 25 f 26

f 11 1.00 1.00 1.00 1.00 1.00 1.00 0.91 0.93 0.95

f 12 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 13 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 21 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 22 0.91 0.93 0.95 1.00 1.00 1.00 1.00 1.00 1.00

f 23 0.93 0.95 1.00 0.91 0.93 0.95 1.00 1.00 1.00

f 24 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 25 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 26 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 31 1.00 1.00 1.00 1.05 1.08 1.10 1.00 1.00 1.00

f 32 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 33 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 41 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 42 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 43 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Parameters f 31 f 32 f 33

f 11 0.93 0.95 1.00 1.00 1.00 1.00 1.00 1.05 1.10

f 12 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 13 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.05 1.10

f 21 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 22 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 23 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 24 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
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f 25 0.91 0.93 0.95 1.00 1.00 1.00 1.00 1.00 1.00

f 26 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 31 1.00 1.00 1.00 1.00 1.05 1.10 1.05 1.08 1.10

f 32 0.93 0.95 1.00 1.00 1.00 1.00 1.00 1.05 1.10

f 33 0.91 0.93 0.95 0.93 0.95 1.00 1.00 1.00 1.00

f 41 1.00 1.00 1.00 0.91 0.93 0.95 0.93 0.95 1.00

f 42 1.00 1.00 1.00 1.00 1.00 1.00 0.91 0.93 0.95

f 43 1.00 1.00 1.00 0.89 0.90 0.91 1.00 1.00 1.00

Parameters f 41 f 42 f 43

f 11 1.05 1.08 1.10 1.08 1.10 1.11 1.00 1.00 1.00

f 12 1.00 1.05 1.10 1.00 1.00 1.00 1.08 1.10 1.11

f 13 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 21 1.00 1.00 1.00 1.10 1.11 1.13 1.05 1.08 1.10

f 22 1.00 1.00 1.00 1.00 1.05 1.10 1.00 1.00 1.00

f 23 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 24 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 25 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 26 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 31 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

f 32 1.05 1.08 1.10 1.00 1.00 1.00 1.10 1.11 1.13

f 33 1.00 1.05 1.10 1.05 1.08 1.10 1.00 1.00 1.00

f 41 1.00 1.00 1.00 1.00 1.05 1.10 1.05 1.08 1.10

f 42 0.93 0.95 1.00 1.00 1.00 1.00 1.00 1.05 1.10

f 43 0.91 0.93 0.95 0.93 0.95 1.00 1.00 1.00 1.00
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