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Design and Analysis of a High Power Density Permanent
Magnet Linear Generator for Direct-Drive Wave Power
Generation
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2 Power Plant Division, Shanghai Marine Diesel Engine Research Institute, Shanghai 201108, China
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Abstract: Wave energy is a new type of clean energy. Aiming at a low wave energy density and small
wave height in China’s coastal areas, a tubular permanent magnet linear generator (PMLG) with a
short stroke, small volume, and high power density is designed for wave power generation. Firstly,
the generator’s electromagnetic parameters are analyzed by the analytical method, and the magnetic
circuit topology and basic structure of the generator are analyzed by the equivalent magnetic circuit
method (EMCM). Then, the finite element method (FEM) is used to analyze the influence law of the
generator’s basic structural parameters on the output electromotive force (EMF) and its sinusoidal
characteristics. The multi-factor and multi-level analysis is carried out based on the orthogonal test
method to study the size parameters of the above analysis, and the optimal structure parameter
combination for the generator is obtained. Finally, the prototype is trial-produced and tested for
steady-state and transient performance to confirm the accuracy of the simulation calculations, and
the output performance under no-load and load conditions is examined. The results show that both
the optimized prototype’s power density and the output EMF’s sinusoidal properties have been
improved under the proposed scheme.

Keywords: wave power; permanent magnet linear generator; total harmonic distortion; optimiza-
tion design

1. Introduction

With the worsening of world’s energy crisis, wind, solar [1,2], wave [3], and other
new energy sources have become research priorities in recent years. The wave energy
is a kind of energy formed by the wind blowing across the sea surface [4]. The marine
areas in different geographical locations have different wave characteristics [5]. The novel
direct-drive wave power system with a simple structure and an improved efficiency adopts
a linear generator [6,7] as the energy converter, which can directly match the up and
down reciprocating motion of the wave [8,9]. Among the existing studies, the main linear
generators applied to wave power generation are hybrid magnetic field modulated linear
generators (HMFMLG) [10], switched reluctance linear generators (SRLG) [11,12], and
permanent magnet synchronous linear generators (PMSLG) [13,14], etc.

Although HMFMLG has a superior output performance and a higher use efficiency of
permanent magnets (PM), its complicated construction is a big disadvantage that is hard
to overcome. The SRLG’s structure is simple and inexpensive to produce, but it produces
a lot of noise and has poor stability. The PMSLG [15–17] has the benefits of high power,
a compact structure, and high efficiency. Liu et al. [18] proposed a two-body direct-drive
wave energy converter, in which the translator and stator of the PMLG were mounted on
two buoys to extract energy from the relative motion between two oscillating buoys. Zhang
et al. [19] and Jang, S.M. et al. [20] studied a PMLG of the Halbach PM array to improve the
air gap magnetic field of the generator, in which the effects of different slot and pole pitches
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Actuators 2022, 11, 327

on the detent force were analyzed, but the waveform of the EMF was not analyzed. Zhou
et al. [21] proposed a calculation model based on the EMCM and used it to analyze the
magnetic circuits corresponding to the stator core, PM, and air gap, respectively. Finally,
the partial magnetic circuits were combined to obtain a complete equivalent magnetic
circuit model for this motor. Arslan et al. [22] analyzed the correlation between the variable
structure parameters of the motor and the efficiency and volume based on the effect surface
optimization method and multi-objective genetic algorithm. Finally, the comprehensive
performance of the motor was improved, and the optimal value of the motor was obtained.

This paper designed a high power density PMLG based on the Halbach array, which
is suitable for operation in the near coastal environment of China. The PMLG is designed
preliminarily by the analytical method and its electromagnetic parameters are determined.
In order to increase power density, improve power production efficiency, and decrease the
THD of the EMF, the variation law of induction EMF’s peak and the THD under various
parameters from the perspectives of yoke thickness, tooth width, and PM thickness was
examined in depth by the FEM. The multi-parameter optimization is carried out based on
the orthogonal design method to obtain the optimal parameter combination. Finally, the
steady-state and dynamic performance of the protype are tested. The results show that the
optimized PMLG has the advantages of high power density, high generation efficiency, and
a small THD of the EMF.

2. Analytical Calculation of PMLG

Aiming at a low wave energy density and small wave height in China, this study
develops a small Halbach array PMLG that uses the fundamental structure of a long
secondary and short primary. As a wave generator, the primary is relatively fixed, and
the secondary is directly connected to the wave collecting apparatus. The secondary is
driven by the wave to perform reciprocating linear motion to produce electricity. Based
on the wave characteristics, the generator performance requirements are shown in Table 1.
According to the generator design index, the electromagnetic properties of the generator
are calculated and analyzed using the analytical method.

Table 1. Performance requirements of PMLG.

Parameter Value Parameter Value

Rated voltage UN/V 25 Stoke H/mm ≤40
Rated speed V/m/s 0.5 Outer diameter Ds_out/mm ≤100

Rated frequency fN/Hz 10 Phase m 1

2.1. Electromagnetic Calculation of PMLG

The main dimensions of the rotary motor are the armature diameter and the axial
effective length. The linear motor evolves from the rotary motor and its corresponding
main dimensions are the primary effective length and the inner diameter.

The primary effective length le f is denoted as:

le f = 2Pτ (1)

Speed:
V = 2τ fN (2)

According to the characteristics of small wave power in summer, taking V = 0.5
m/s, the polar distance τ = 25 mm can be calculated. In this paper, the PMLG based on
the Halbach PM array [23–26] adopts the structure of three slots and four poles, so the
primary effective length of the generator can be obtained. Generally, the calculated power
is determined by the rated index of the generator:

P′ = mEI (3)

2
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Phase electromotive force:

E = 4.44 f NKdpΦδKΦ (4)

E = (1 + ΔU)UN (5)

Rated power:
PN = mUN I cos ϕ (6)

Air gap magnetic flux:
Φδ = BδαiπDs_inτ (7)

Electric load:
A =

2mNI
2Pτ

(8)

Tidy up bring in:

2PτDs_in =
P′

13.94αiKdpKΦ ABδV
(9)

where, P’ is the calculated power, E is the phase EMF, I is the phase current, N is the
number of winding turns, Kdp is the fundamental winding coefficient, KΦ is the air gap
flux waveform coefficient, Bδ is the air gap magnetic density, αi is the calculated pole arc
coefficient, P is the pole logarithm, ΔU is the voltage regulation, Ds_in is the stator’s inner
diameter and ϕ is the power factor.

It is clear that the generator’s primary dimensions are dependent on the calculated
power, electromagnetic load, and air gap magnetic density.

2.2. Stator Design

According to the above formula, the stator’s effective length can be calculated. To de-
termine the turns per coil turns, the generator’s EMF and fundamental winding coefficient
are used as guides, and their relationship is as follows:

N =
E

4.44 f ΦδKdpKΦ
(10)

According to the diameter of the coil, the area occupied by the coil can be calculated,
and the size of the teeth and grooves can be further determined.

The crack ratio KS is defined as the ratio of the stator inner diameter Ds_in to outer
diameter Ds_out, and the size of the primary outer diameter is determined by the crack ratio.
Current research indicates that when KS = 0.45, the output power and power density of
the generator are the maximum. The preliminary design parameters of the PMLG can
be derived using the aforementioned analytical procedure, and its structure is shown in
Figure 1.

 
Figure 1. PMLG’s structure.

3. Analysis of Equivalent Magnetic Circuit Model

The distribution of the magnetic field inside the motor is determined by converting the
calculation of the motor magnetic field into the calculation of the magnetic circuit using the

3
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EMCM. The magnetic circuit corresponding to the model is shown in Figure 2. The air gap
allows the magnetic force lines produced by the radially magnetized PM to penetrate the
stator teeth and yoke before moving on to the adjacent PM. Finally, the axial magnetized
PM returns to the initial PM to form a closed loop. The magnetic circuit includes the
magnetomotive force source Fc, the PM reluctance Rm, the air-gap reluctance Rg, the stator
tooth reluctance Rc, the stator yoke reluctance Ro, and the translator yoke reluctance Ri.

Figure 2. Equivalent magnetic circuit method.

Where, the magnetomotive force is generated by the PM:

FC = HCl =
Brl

μ0μr
(11)

HC is the PM’s coercivity, l is the length of the PM along the magnetization direction,
Br is the PM’s remanence, μ0 is the vacuum permeability, and μr is the relative permeability
of the PM.

The Carter coefficient kδ is introduced, and its computation follows. It takes into
account how stator slotting affects the effective air gap length:

kδ =
(ws + wt)(5g + wt)

(ws + wt)(5g + wt)− wt2 (12)

The air gap reluctance Rg is obtained from the reluctance equation as:

Rg =
∫ r

r2

kδdr
2πrμ0ws

=
kδ(ln r − ln r2)

2πμ0ws
(13)

The magnetoresistance of PM is:

Rmr =
∫ r2

r1

dr
2πrμ0μrτr

=
ln r2 − ln r1

2πμ0μrτr
(14)

Rma =
τa

μ0μrπ(r22 − r1
2)

(15)

The internal resistance of the yoke and stator teeth is negligible in comparison to the
air-gap resistance. According to the magnetic circuit theorem, the PM’s magnetic flux in
the air gap can be expressed as follows:

Φ =
FC

2Rg + Rmr + Rma
=

HC(r2 − r1) + HCτa
kδ(ln r−ln r2)

πμ0ws
+ ln r2−ln r1

2πμ0μrτr
+ τa

πμ0μr(r2
2−r1

2)

(16)

Bδ =
Φ

2πrτr
=

HC(r2 − r1) + HCτa
2rτrkδ(ln r3−ln r2)

μ0ws
+ r(ln r2−ln r1)

μ0μr
+ 2rτrτa

μ0μr(r2
2−r1

2)

(17)

where ws is the tooth width, wt is the notch width, g is the air gap length,r is the radius of
air gap, r1 is the inside radius of the PM, r2 is the outside radius of the PM, r3 is the inside
radius of the stator teeth, τr is the length of the radial magnetized PM, and τa is the length
of the axial magnetized PM.

4



Actuators 2022, 11, 327

The EMCM is used to investigate the PMLG’s magnetic circuit topology and analyze
the rationality of the magnetic circuit structure, which has certain theoretical guiding
significance. Meanwhile, EMCM explains the relation between the air-gap magnetic density
and reluctance, and analyzes the forming mechanism of high power density, providing a
guiding reference for the subsequent finite element analysis and optimization.

4. Finite Element Analysis and Structure Optimization of PMLG

4.1. Model Establishment and Result Analysis

The three-dimensional finite element model of PMLG is established in electromagnetic
simulation analysis software, which is used to analyze the electromagnetic characteristics
of the generator. The translator yoke, stator yoke, and stator teeth are all made of steel-08
with high permeability. The PM array adopts high-performance NdFeB material (model:
N45SH); the coil skeleton adopts high strength engineering plastic, and the coil is copper
core enameled wire. The whole model uses tetrahedral automatic mesh, and the mesh is
encrypted around the model air gap to improve the accuracy of the simulation calculation.
Figures 3 and 4 show the static magnetic induction intensity cloud diagram and the static
air gap magnetic density curve of the PMLG, respectively.

Figure 3. Cloud diagram of magnetic flux intensity.

Figure 4. Static air gap magnetic density curve of PMLG.

The traveling wave magnetic field produced by the Halbach array moves relative to
the coil at a constant speed when the translator moves at a speed of 0.5 m/s. According to
Faraday’s law of electromagnetic induction, the induced EMF is generated in the coil. Even
while the entire waveform is sinusoidal, there are some localized distortions in the site
where the peak and trough are more noticeable. The waveform’s examination using the
fast Fourier transform (FFT) reveals that the EMF’s peak is 20.22 V and its THD is 4.01%.

4.2. Translator Structure Analysis

The theoretical analysis was conducted to make preliminary determinations of several
important motor dimensions. In order to maximize the use of the PM and subsequently
enhance the performance of the motor, it is typically required to study the impact of various
structural dimensions on the EMF [27]. This paper analyzes the influence rule of PMLG’s
size change by taking the EMF’s peak and THD as the targets, in order to improve the
power density and facilitate the subsequent work of grid connection.

5
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The translator yoke is a component of the generator secondary, which is repeatedly
examined in various thicknesses. Figure 5a demonstrates that the EMF’s peak steadily rises
as yoke thickness increases, but the rising amplitude is getting smaller. The THD of the
EMF gradually drops until it settles at a constant value of 3.62%. The generator’s translator
yoke is made of the magnetically conductive steel-08 material when it uses the Halbach
array, which can increase the generator’s power density.

 
(a) 

 
(b) 

 
(c) 

Figure 5. Effect of translator on EMF. (a) Translator yoke thickness. (b) PM thickness. (c) τz/τr

The influence of the PM’s thickness on the performance of the generator was analyzed.
The PM’s thickness is taken as 3 mm, 4 mm, 5 mm, 6 mm, 7 mm, and 8 mm in turn. As
can be seen in Figure 5b, the EMF increment is steady on the whole but exhibits a very
minor downward trend. With the increase of PM thickness, the product of its volume
and magnetic energy increases. However, due to the magnetic saturation occurring in
ferromagnetic material, the increment of the EMF is steadily reducing. As PM thickness
increases, the THD of the EMF steadily declines until it stabilizes eventually.

6
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The generator performance is analyzed by setting τz/τr to 5:20, 7.5:17.5, 10:15, 12.5:12.5,
15:10, and 17.5:7.5, respectively. As shown in Figure 5c, the EMF’s peak drops as the length
of the radial magnetized PM decreases, since the magnetic induction line created by the
radial magnetized PM in a Halbach array runs perpendicularly to the direction of motion.
The magnetic field line produced by the axial magnetized PM is parallel to the direction of
motion. That is, the radial magnetized PM plays a major role in the Halbach array. The
THD of the EMF first falls and subsequently increases as the length of the axial magnetized
PM increases. When τz = τr, the THD is at its lowest level. It can be seen that the THD will
decrease with a decrease in size difference between radial and axial magnetization.

4.3. Stator Structure Analysis

The tooth is separated into edge teeth and middle teeth based on their distinct posi-
tions, the edge teeth are found at both ends of the linear generator, one side of which forms
a groove with the stator yoke and the other side of which is broken; the middle teeth have
grooves on both sides.

As shown in Figure 6a, the peak and THD of the EMF initially increase and then
decrease as the width of the middle teeth increases. The THD is greater when the width
between the middle teeth is near to 12.5 mm. When the size of the middle tooth is closer to
the size of the PM, the EMF’s peak is larger. A portion of the PM’s magnetic field line will
leak into the air if the middle tooth’s size is too small, which reduces the main magnetic
flux and, consequently, the EMF’s amplitude. As can be seen in Figure 6b, with a 1.5 mm
increase in the edge teeth, the EMF’s peak increases by around 2 V. However, the rise in the
EMF is slightly mitigated by the wider edge tooth spacing. The THD steadily decreases as
edge tooth width increases.

 
(a) 

 
(b) 

Figure 6. Effect of tooth width on EMF. (a) Middle tooth width; (b) edge tooth width.

7
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4.4. Orthogonal Design Optimization Analysis

The above analysis process was conducted under a single factor, and the optimal
parameters of the generator were not obtained. The orthogonal test was carried out to
assess and research several factors of the stator and translator simultaneously. In orthogonal
design, partial tests are used instead of full tests, with the results of the partial tests
being analyzed to comprehend the full tests and ultimately to determine the ideal set of
parameters. The thickness of the PM, the ratio of τz/τr, and the width of the edge teeth
have a greater impact on the EMF according to the aforementioned single factor analysis.
Next, the three-factor and three-level orthogonal design analysis was conducted, as shown
in Table 2. This method has the advantages of having a more simple operation and a
higher efficiency.

Table 2. Values of structural parameters.

Parameter Code Name Level Value 1 Level Value 2 Level Value 3

hM A 5 6 7
τz/τr B 11.5/13.5 12.5/12.5 13.5/11.5

Edge tooth width C 8 9.5 11

Table 3 shows the results of the orthogonal design, the data are processed and analyzed
using the visual analysis approach in accordance with the previous orthogonal design
results. The effect curve method is utilized in this research to more clearly visualize the
outcomes of the aforementioned optimization analysis.

Table 3. Orthogonal design results.

Operation Number Combination Amplitude of EMF (V) THD

1 A1B1C1 19.94 2.62%
2 A1B2C2 21.23 2.30%
3 A1B3C3 22.21 2.28%
4 A2B1C2 24.09 2.06%
5 A2B2C3 25.51 1.85%
6 A2B3C1 21.04 3.06%
7 A3B1C3 28.48 1.64%
8 A3B2C1 23.68 2.35%
9 A3B3C2 25.38 2.11%

According to the variation amplitude of each curve in Figure 7a, it can be shown
that the PM thickness has the greatest influence on the EMF’s peak, followed by the edge
tooth width and the ratio of τz/τr. The EMF’s peak displays an increasing trend when PM
thickness and edge teeth width increase, and the EMF’s peak shows a decreasing tendency
as the length of the axial magnetized PM in the Halbach array increases. As can be seen in
Figure 7b, the THD of the EMF steadily rises with the increase of the length of the axial
magnetized PM, but falls with the increase of PM thickness and edge tooth width. In
combination with Figure 7a,b, the optimal combination of PM thickness, τz/τr ratio, and
edge tooth width is hM = 7 mm, τz/τr = 11.5/13.5, and an edge tooth wide of 11 mm. The
optimized PMLG size parameters are shown in the Table 4.

8
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(a) 

 
(b) 

Figure 7. Effect curve of orthogonal design results. (a) Effect curve of EMF; (b) Effect curve of THD.

Table 4. PMLG structure and dimension parameters.

Parameter Symbol Value

Stator

Outer diameter Ds_out (mm) 90
Length lef (mm) 100

Edge tooth width ωs (mm) 11
Groove width ωt (mm) 19
Winding turn N 660

Winding resistance Rr (Ω) 2.82

Translator

PM thickness hM (mm) 7
Length lr (mm) 175

Outer diameter Dr_out (mm) 38
Radial magnetized PM τr (mm) 13.5
Axial magnetized PM τa (mm) 11.5

5. Experimental Analysis

A single-phase winding unit is created by connecting the three coils in series, and the
outside surface of the stator teeth is grooved to arrange the connection of the coils to one
another. In the Halbach array, the axial magnetized PM is processed into a ring, and the
radial magnetizing PM is spliced into a ring by using eight magnetic tiles to achieve radial
radiation magnetization. Anaerobic glue is used to adhere the PM and the translator yoke
together as a whole, as shown in the Figure 8.

5.1. Experimental Analysis of Steady State Performance

Detent force, as a performance index of a linear motor, includes end force and cogging
force. The end force is produced by the linear motor’s limited length, and the cogging
force is caused by the different magnetic conductance of the teeth and the grooves. A large

9
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detent force will produce vibration and noise during motor operation, thus affecting the
motor’s performance. Stator edge teeth with an inner step structure can greatly reduce the
detent force. The detent force is tested at various locations within 20 mm on the left and
right sides of the initial position, with the middle axial magnetized PM in the middle stator
slot serving as the initial position.

 
Figure 8. Winding unit and Halbach array of PMLG.

The detent force of the prototype is measured using the static displacement method.
Using a ball screw slide to adjust the position of the translator, the translator’s precise
position is measured by the laser displacement sensor (optoNCDT2300). When the position
of the translator is shifted by 1 mm, the measurement signal of the force sensor (T320A-S)
is collected by the integrated controller (TMS320F2812), and the operation of the control
system, as well as the processing of the measurement data, are carried out on the upper
computer. Through point-by-point measurement, the detent force of the translator at
different positions can be measured. As shown in Figure 9, the trend of the measurement
results is consistent with that of the simulation results, which verifies the accuracy of
the simulation.

Figure 9. Detent force diagram of the prototype.

5.2. Dynamic Experimental Analysis under No Load Condition

Figure 10 is a photo of the experimental device. In the dynamic experiment, a simple
harmonic motion is generated by using a rotating motor and an eccentric shaft connecting
rod to simulate the motion law of ocean waves. The connecting rod is attached to the left
side of the prototype translator, which is used to drive the reciprocating linear motion. The
translator displacement function is:

x = A sin(ωt + ϕ) (18)

where A stands for the translator’s motion stroke, which is determined by the eccentric
distance of the eccentric shaft, and ω stands for the translator’s motion frequency, which is
determined by the rotational speed of the rotary motor.
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Figure 10. Prototype test system diagram.

When the motion frequency is 5 Hz, the prototype’s EMF is evaluated using various
motion strokes, and the strokes are 20 mm, 30 mm, and 40 mm, respectively. It can be
seen from Figure 11, as the stroke increases, that the peak and the THD of the EMF tend to
increase, while the waveform period remains unchanged. When the stroke increases, the
motion speed of the translator increases, so the EMF’s peak increases. The pole distance
of the prototype PM array is 25 mm and the THD of the EMF, which is 8.07% when the
stroke is 20 mm, is minimal. The THD of the EMF is 26.29% for a 40 mm stroke, which
clearly shows distortion. Thus, it can be concluded that the sine characteristics of the
EMF waveform are better when the translator moves within a pole distance range, and the
waveform will be slightly distorted when the motion stroke surpasses the pole distances.
By FFT of the EMF’s waveform, the proportion of the fundamental wave and harmonic
wave can be obtained. Based on 100% fundamental wave analysis, as shown in Figure 12,
the second harmonic makes up nearly half of the entire harmonic, occupying the biggest
percentage in the harmonic. The proportion of the second harmonic steadily rises as the
motion stroke increases, although the change in the other harmonics is minimal. It is
concluded that the THD of the EMF waveform is mainly related to the proportion of the
second harmonic. By comparison, it can be seen that the simulated value of the EMF is
basically consistent with the experimentally measured value, indicating the feasibility of
the scheme.

Figure 11. EMF curve of PMLG under different strokes.

Under the condition that the motion stroke is 20 mm, the EMF of the prototype is
evaluated under various motion frequencies. The prototype is driven by the rotating
motor through the eccentric shaft connecting rod mechanism, the prototype reciprocates
motion once while the rotating motor circles around. The output speed of the rotating
motor is adjusted by the frequency converter so as to adjust the movement frequency of the
prototype. The exercise frequencies are set as 2.5 Hz, 3.3 Hz, and 5 Hz for the test. According
to the EMF waveform in Figure 13, the EMF’s peak steadily declines as the movement
frequency reduces. The waveform period grows as the motion frequency declines, which is
in fact 0.5 times related to the motion period. The THD of the EMF changes insignificantly
at different frequencies. According to the waveform’s FFT in Figure 14, second harmonic
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makes up the majority of the EMF waveform at varied frequency, with the proportions of
the other harmonics essentially remaining unchanged.

Figure 12. Harmonic distribution of EMF under different strokes.

Figure 13. EMF curve of PMLG under different periods.

Figure 14. Harmonic distribution of EMF under different periods.

Therefore, it is clear that the prototype’s EMF peak is influenced by the motion stroke
and frequency. When the frequency is constant, EMF’s peak increases with the increase of
the motion stroke, when the stroke is constant, EMF’s peak increases with the increase of
the movement frequency. The EMF waveform period increases with the decrease of the
motion frequency, which is actually 0.5 times related to the motion period, independent of
the motion stroke. The THD of the EMF rises as the stroke rises, but it is independent of
the frequency.

5.3. Dynamic Experimental Analysis under Load Condition

Load analysis is an essential link of motor performance testing. The output perfor-
mance of PMLG is analyzed by simulation and experiment under different loads and
movement frequencies with a motion stroke of 40 mm. PMLG’s output characteristics are
shown in Table 5.

As shown in Figure 15 and Table 5, when the movement frequency is constant, the
power first increases then decreases as the load increases; when the external load equals to
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the PMLG’s internal resistance, the power reaches its maximum level. The circuit’s resistance
increases as a result of the increased external load, leading to the decrease in the circuit’s current
and output power; the amount of voltage that the load separates increases as the external
load increases relative to the internal resistance of the motor, leading to a gradual increase
in the EMF output. When the load is constant and combined with the prior examination of
the no-load characteristics, it is evident that, as the frequency reduces, the movement speed
decreases, the EMF created lowers, and the output EMF and power steadily decline.

Table 5. The output characteristics of PMLG under different frequency and loads.

Load
(Ω)

Frequency
(Hz)

Simulation
EMF RMS (v)

Test EMF
RMS (v)

Simulation Output
Power (W)

Test Output
Power (W)

2.5
5 8.21 7.26 26.86 21.03

3.3 5.66 4.92 12.76 9.73
2.5 4.25 3.56 7.16 5.06

5
5 11.52 10.35 26.46 21.35

3.3 7.84 6.89 12.18 9.53
2.5 5.83 4.75 6.62 4.54

10
5 14.34 13.70 20.53 18.71

3.3 9.67 8.68 9.26 7.54
2.5 7.26 5.86 5.21 3.52

15
5 15.55 15.16 16.09 15.28

3.3 10.45 9.63 7.36 6.31
2.5 7.85 6.68 4.06 2.93

20
5 16.50 16.12 13.49 12.91

3.3 10.82 10.17 5.81 5.15
2.5 8.15 7.18 3.19 2.52

 
(a) 

 
(b) 

Figure 15. Output performance of simulation and test. (a) Output EMF and current; (b) output EMF
and power.
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The experimental value of PMLG’s output is lower than the simulation value, because
the iron loss is not calculated during the simulation process. When the external load
is small, the split voltage ratio inside the generator is higher, and the loss accounts for
a considerable portion of the PMLG’s total electric energy. Therefore, the discrepancy
between the measured value and the simulated value is large. With the increase of external
load, the split voltage ratio inside the generator decreases, the proportion of loss decreases,
and the deviation between simulation and measurement decreases. Figure 15a,b show the
variations of the power, voltage, and current with load. When the load is small, the power
deviation between measured results and simulation results is large, because the errors
of the voltage and current are large. When the load is set to 20 Ω, the errors of the EMF,
current, and power are 2.6%, 9.2%, and 5.6%, respectively, and the experimental results are
essentially identical to the simulation results.

6. Conclusions

In this study, a high power density PMLG is proposed and its electromagnetic design
and optimization are studied. The changes in EMF magnitude and waveform under various
strokes and frequencies are investigated using a simulation and experiment. The main
research conclusions are as follows:

1. The thickness of the PM, the width of the edge tooth, and the axial length ratio of
the axial and radial magnetized PM have a greater influence on the peak and the
THD of the EMF. With the increase of PM thickness and edge tooth width, the EMF’s
peak increases proportionally, and the THD decreases gradually. In the Halbach array,
when the length of the radial magnetized PM is closer to the length of the intermediate
tooth, the peak of the EMF is larger. The smaller the axial size difference between the
axial and radial magnetized PM, the smaller the THD will be. The THD will be the
smallest when the axial and radial magnetized PM are equal in size.

2. The orthogonal design method is used to study the influences of three factors, includ-
ing the thickness of the PM, the width of the edge teeth, and the ratio of the axial
length of the axial and radial magnetized PM. The ideal structural parameters are
hM = 7 mm, τz/τr = 11.5/13.5, and an edge teeth width of 11 mm. Finally, the optimal
combination of PMLG structural parameters is obtained.

3. The EMF’s peak is related to the movement stroke and frequency; in fact, it increases
as the movement stroke and frequency increases. The EMF waveform period increases
with the decrease of the motion frequency, which in fact is 0.5 times related to the
motion period. The EMF’s THD is correlated with the stroke, that is, the THD is
low, and the sine characteristic of the waveform is better when the motion stroke is
less than the PM pole distance. The waveform will show some distortions when the
motion stroke is greater than the pole distance.
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Abstract: An electromagnetic variable valve (EMVV) system can significantly reduce pumping loss
and discharge loss of the engine by enabling variable valve timing and variable valve lift. However,
the valve seat easily produces a larger impact collision with the engine cylinder head because of
fast valve seating velocity, greatly decreasing engine life. Therefore, in this paper, a valve seating
buffer (VSB) is designed to solve the problem of large electromagnetic valve seating impact. Firstly, a
scheme of an EMVV system with embedded buffer is proposed, the collision model is established to
resolve the problem of the soft landing of the valve and the effectiveness of the model is verified by
experiment. In addition, the structure, material and dimension parameters of the proposed buffer
are designed, and some key parameters of the buffer are optimized by the Nelder–Mead (N–M)
algorithm. Finally, a co-simulation model of the actuator and the buffer is built, and the valve seating
performance is analyzed. The co-simulation results show that the valve seating velocity and rebound
height of the EMVV system with the designed buffer are reduced by 94.8% and 97%, respectively,
which verifies the advantages of the designed VSB.

Keywords: electromagnetic variable valve; seating buffer; soft landing; design and optimization

1. Introduction

Due to the rapid development of new energy vehicles, improving the performance of
traditional internal combustion engine vehicles can greatly ease the competition within the
automotive industry and the crisis of energy form change. Variable valve trains significantly
reduce pumping loss and discharge loss of engine by enabling a continuously variable phase
and lifting of the valve. At present, a variable valve train mainly includes either an electro-
hydraulic drive, electric drive or an electromagnetic drive [1]. Compared with the first two,
the electromagnetic variable valve (EMVV) system does not need a transfer medium, and
it has a simple structure and high power density. There have been many related research
cases in the world, and it has become a research hotspot in related fields [2,3]. Although an
EMVV system can realize the continuous adjustment and movement of the valve opening
and closing, the external force easily interferes with valve opening and closing because
of its structural characteristics, and the control accuracy is also affected. In addition, due
to the fast velocity of the valve seating, it is easy to have a large impact collision with the
engine cylinder head, and it can produce a large noise; it also has a greater impact on the
engine life. Therefore, the scheme of the valve seating buffer (VSB) is extremely important
for an EMVV system.

Currently, the scheme of the VSB of an electromagnetic drive valve train mainly
includes control strategy research and an external mechanism. Yang et al. [4] designed an
energy compensation control for an optimized engine electromagnetic valve; valve “zero”
seating velocity was achieved by neutralizing positive and negative work in the armature
stroke. Paden et al. [5] proposed a new type of EMVV structure, and the rapid response
of the valve between opening and closing state was realized through the implementation
of a control strategy while ensuring low valve seating velocity and power consumption.
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Compared to traditional, complex control strategies, the method of using external buffers
has lower difficulty and does not require study of sophisticated control strategies; it can
achieve valve seat buffering in the most simple and reliable way. Tu et al. [6] used a one-way
throttle valve to buffer the electro-hydraulic drive valve mechanism; the best buffer effect
was achieved by changing throttling area and throttling stroke of the throttle valve, and the
seating velocity was reduced, and the dynamic response of the valve was improved in this
way. Pan et al. [7] added a one-way valve to the upper end of the valve plunger to buffer
the valve seating; the valve was simultaneously subjected to the oil pressure and spring
force of the valve system during seating, which effectively decreased the valve seating
velocity. Xu et al. [8] introduced the disc spring into the EMVV system, so that it acted
between the valve and the coil, which could store most of the kinetic energy of the coil and
effectively reduced the impact stress by about 50%. The faster the seating velocity, the more
obvious the effect. Nowadays, most of the solutions for valve seating buffer are realized by
control methods, but, because the valve seating is fast, and the time is short, the control is
really a difficult method.

Buffering, as an important part of shock absorption, is often used in vehicles, bridges,
aerospace and other fields. Magnetorheological buffers have attracted much attention in
recent years due to their low energy consumption, fast response and large output damping
force. The working principle of magnetorheological fluid is to control the magnetic induc-
tion intensity in the flow channel by adjusting the current intensity of the coil and then
changing the shear yield strength of the magnetorheological fluid, affecting the pressure
drop at both ends of the buffer flow channel so as to achieve the purpose of outputting
the buffer force. It has the advantages of stable performance, low input voltage and large
yield stress. David Case et al. [9] designed a small magnetorheological buffer for upper
limb orthosis and model building, and experimental verification of the buffer was carried
out, and the feasibility of applying small magnetorheological buffer to tremor motion
attenuation was discussed. T.M. Gurubasavaraju et al. [10] proposed a scheme applying
a magnetorheological buffer to a semi-active suspension system; a quarter of the vehi-
cle models were analyzed under different road conditions. The results showed that the
semi-active suspension with magnetorheological buffer had better regularity and road
stability. Alan Sternberg et al. [11] proposed a large magnetorheological buffer for reducing
the vibration of high-rise buildings; the design, manufacture and testing of the buffer
prototype were completed. The test results were in good agreement with the established
finite element model. In the actual design of magnetorheological buffers, most researchers
often obtain some key parameters through experience, such as the size of the flow channel
gap, the piston, etc. Therefore, it is necessary to optimize the structural parameters of
the magnetorheological buffer after the structural design. Mao et al. [12] proposed an
optimistic method of the structuring of a magnetorheological buffer by using a nonlinear
flow model; the test showed that the performance of the optimized prototype was greatly
improved. Guan et al. [13] used a multi-objective genetic algorithm, selected the output
buffer force and adjustable multiple of the buffer as the optimization objectives, optimized
the seven key variables of the magnetorheological buffer and, finally, obtained a large
buffer force and highly adjustable multiple. Wu et al. [14] optimized the magnetic circuit of
a magnetorheological buffer through the APDL parametric language built-in ANSYS and
achieved the expected requirements. Yang et al. [15] proposed a novel structure of the an-
nular multi-channel magnetorheological valve, designed its magnetic circuit and improved
the pressure drop performance of the annular multi-channel magnetorheological valve.

In this paper, a scheme for adding a VSB is proposed to solve the problem of the
large seating impact of electromagnetic valve, and the VSB is designed and optimized. An
EMVV can effectively improve the power and fuel economy of an engine, but the existing
integration layout of the system cannot meet the problem of limited setting space during
actual installation, and the traditional modeling method cannot fully show the complex
coupling structural characteristics of the EMVV system. Therefore, this paper firstly
proposes a new structure for an EMVV system and then a collision model is established
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for the problem of soft landing, and the model is verified by Zheng’s [16] test bench. The
structure, material and size parameters of the proposed buffer are designed in detail, and
some key parameters of the buffer are optimized by the Nelder–Mead (N-M) algorithm.
Finally, a co-simulation model is built based on the coupling relationship between the
actuator and the buffer of the EMVV system; the effectiveness and advantages of the
designed VSB are verified by analyzing the valve seating performance of the system.

2. System Scheme

2.1. Overall Scheme

The structure of EMVV system, shown in Figure 1, mainly includes EMVA, VSB
and valve components. The EMVA is the component that drives the valve opening and
closing, and the performance of the EMVA determines whether the system can achieve
rapid opening and closing. The valve seating buffer (VSB) is the component that reduces
the valve seating velocity when the valve is seated. It needs to be able to output a larger
buffer force and a faster response speed, so that it can reduce the velocity in a very short
time and achieve valve seat buffering. The working principal of the EMVV system is: when
the valve is opening, the coil of the actuator is activated. The coil is driven by the axial
electromagnetic force and moves in the magnet field generated by the permanent magnet;
thus, the valve is controlled to open. Continuously adjustable valve lift and transition
time can be achieved by controlling the current of the coil. When the valve is seated,
the coil of the buffer is soon activated. The buffer produces a controllable buffer force
opposite to the direction of motion of the valve, thus, realizing the deceleration and the soft
landing of the valve. In Figure 1, the VSB designed in this paper is shown; it consists of a
magnetorheological fluid, piston, cylinder and coil, etc.

Figure 1. The structure of EMVV system.

2.2. System Design Scheme

Zheng et al. [16] proposed a parallel structure of EMVV, as shown in Figure 1. The
scheme has a larger deficiency. On the one hand, the maximum buffer force that the buffer
can output is 35 N, which cannot meet the needs of valve seating. On the other hand, the
scheme needs greater setting space and aggravates the engine burden. Therefore, a new
scheme is proposed in this paper, as shown in Figure 2. As the core components of the
whole system, the actuator and the buffer adopt an integrated layout scheme. The buffer is
placed in the hole pulled out by the inner yoke of the actuator. The piston rod is connected
with the coil of the actuator and the valve components. The scheme greatly reduces the
volume of the whole system, which is a tremendous boost for the engine in its limited
setting space.
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Figure 2. New structure of EMVV system.

2.3. System Modeling
2.3.1. Collision Modeling

The coil of the EMVA is driven by electromagnetic force. When the coil moves to
the upper and lower ends of the stroke, it collides with the upper and lower yokes and
produces a rebound. This phenomenon causes the valve to have a greater impact and noise
on the engine cylinder head during valve seating and affects the engine life. In order to
establish a complete simulation model with collision module of the system, it is necessary
to identify the collision parameters between the coil skeleton and the yoke. According
to collision theory [17], when two objects collide, the stiffness coefficient and damping
coefficient are the main parameters affecting collision velocity and rebound height. The
specific collision model is shown in Figure 3. The combination of spring and damper can
be used to represent the collision model of the coil skeleton and yoke during collision.
Among them, R represents that the slider moves in the track X with upper and lower
boundaries. Kp and Kn represent the contact stiffness coefficients of the upper and lower
boundaries, respectively. Dp and Dn represent the damping coefficients of the upper and
lower boundaries, respectively. Gp and Gn represent the distances from the slider to the
upper and lower boundaries. The coil stroke in the actuator is (Gp + Gn).

Figure 3. Collision model.

Based on the collision model, the stiffness coefficient and damping coefficient are used
to establish the rebound module in the multi-physics finite element model of the system. In
this paper, the recursive least-squares method is used to identify the collision parameters
between the coil and the yoke. Compared to the traditional least-squares method, the
inversion accuracy of the matrix in the recursive least-squares method does not affect the
final identification results, and it can predict and update the data, significantly reducing
computation. The main steps of collision parameter identification are as follows:

1. Analyze the dynamic principle during coil collision with yoke and establish the
dynamic equation and finite element model of collision;
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2. Build datasets of the stiffness coefficient and damping coefficient according to the
calculation results of the dynamic equation;

3. Run 10 groups of different parameter combinations on the established, transient finite
element model and collect velocity and rebound height and average them;

4. Compare the processed velocity and bounce height with test results to verify the
correctness of the parameters;

5. Check whether the theoretical collision velocity and rebound height match the test; if
not, check whether the finite element model and parameter equation are correct and
identify again until the results meet the requirements.

According to the above steps, the stiffness coefficient is 5 × 107 N/m, and the damping
coefficient is 1000 N·s/m. The finite element modeling of EMVA is carried out by using the
identified collision parameters.

2.3.2. Model Simulation and Verification

Based on the above collision model, a sinusoidal current with an amplitude of 10 A
and a frequency of 20 Hz is applied to the actuator. The motion state of the actuator coil is
shown in Figure 4. As can be seen from the figure, the coil originally in the center of the air
gap begins to move upwards under the action of electromagnetic force and collides with
the upper yoke. The velocity at contact is 1.97 m/s, and the rebound height is 0.4 mm. Half
a cycle later, the direction of the electromagnetic force becomes downward, and the coil
moves downward (a stroke is 8 mm) and collides with the lower yoke; the collision velocity
is 3.3 m/s, and the rebound height is 0.66 mm.

Figure 4. Displacement and velocity curves of coil.

The simulation model and the test bench of the valve seating buffer build by Zheng
et al. [16] are used to verify the effectiveness of the collision model. The valve seating test of
the EMVV system is carried out according to the established control strategy; the buffer is
closed. The comparison results of simulation and experiment are shown in Figure 5; when
the valve lift is 8 mm, the valve seating velocity is 0.71 m/s and 0.58 m/s, and the rebound
height is 0.7 mm and 0.25 mm, respectively. The experiment verifies the effectiveness of the
established collision model by simulating the impact on the cylinder head of the engine
when the valve is quickly seated. Tests have found that reducing the impact can greatly
reduce mechanical noise and extend the engine life. Therefore, the valve seating buffer is
very important.
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Figure 5. Comparison curves of the valve between experiment and simulation.

3. Design of Valve Seating Buffer

3.1. Structure Design

The magnetorheological buffer consists of a piston, piston rod, cylinder, cover, coil
and magnetorheological fluid. When the buffer works, the piston rod drives the piston
to move, the magnetorheological fluid with increased viscosity under the action of the
magnetic field generated by the coil is squeezed, forms pressure difference and generates
buffer force. In general, the magnetorheological buffer can be divided into a damping unit
and a damping cylinder.

3.1.1. Channel Form

The flow channel of the damping unit is a channel that, through the magnetorheologi-
cal fluid, affects the output buffer force. The main channel forms of the magnetorheological
fluid are annular channel and disc channel. The annular channel has a simple structure and
convenient installation, and it can decrease the volume of the buffer effectively. As for the
disc channel, although the structure is relatively complex, its special structure can improve
the utilization rate of the magnetic field and buffer force. Therefore, the annular channel
and disc channel are combined as a mixed channel in this paper. Figure 6 is the structure of
the mixed channel; it not only ensures small volume of the buffer, but also improves the
performance of the buffer by promoting the utilization rate of the magnetic field.

 

Figure 6. Mixed-channel structure.
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3.1.2. Coil Number

As the input source of the buffer, the number of the electromagnetic coil has an
important influence on the buffer performance. The coil has had single circle and multiple
circles in recent research. A single circle is suitable for the magnetorheological buffer, which
has a small volume; it can reduce control difficulty and improve space utilization. Although
multiple circles have higher control difficulty, the diversity of the control strategies and
the error-tolerant rate of the buffer are promoted. Because the VSB designed in this paper
should have small volume and brief structure, the single circle is selected.

Coil turn is also a factor that has an effect on buffer force. In this paper, the coil turn is
defined as the ratio of the area at the coil to the cross-sectional area of the single-turn coil.
However, in the actual process of winding coil, a gap is generated between the coils, which
leads to the actual turn number to be less than the calculated value. Thus, η is defined
as a gap coefficient to eliminate the effect of the gap between coils on coil turn. The gap
coefficient depends on coil diameter. The larger the wire diameter selected for the coil,
the larger the gap and the greater η. After correction, the calculation formula of the coil
turns is:

N = η · CoilR · CoilH
S

(1)

where N is coil turns, CoilR is the groove depth at the coil, CoilH is the groove width at the
coil and the product of the two is the area at the coil. S is the cross-sectional area of wires. η
is taken as 0.78 in this paper.

3.1.3. Combination of Damping Unit and Damping Cylinder

The combination modes of the damping unit and damping cylinder include embedded
type and bypass type. Bypass type occupies a large volume, but it is more convenient to
install and replace parts, and the piston neutral problem does not affect the buffer force.
Embedded type is a piston with a coil moving in a sealed damping cylinder, changing
the magnetic field of the magnetorheological fluid in the cylinder and squeezing the
magnetorheological fluid to produce buffer force. An embedded buffer has a compact
structure, small occupied volume and high magnetic field utilization, so the embedded
scheme is selected as the combination of damping unit and damping cylinder in this paper.

3.2. Material Design
3.2.1. Magnetorheological Fluid

As the core material of magnetorheological buffer, the performance requirements
of magnetorheological fluid mainly include low zero-field viscosity and high maximum
shear yield strength. The viscosity of magnetorheological fluid increases and transforms
into Bingham fluid in a very short time when it is affected by magnetic field, and it is a
Newtonian fluid without a magnetic field. The typical Bingham model can be described as:

{
τ = μ0γ + τy , τ > τy
γ = 0 , τ ≤ τy

(2)

where τ(Pa) is the shear stress of magnetorheological fluid. μ0(Pa·s) is the zero-field
viscosity of magnetorheological fluid, an important parameter to measure the performance
of magnetorheological fluid. τy(Pa) is the shear yield strength of the magnetorheological
fluid. γ(s−1) is the shear rate of the magnetorheological fluid, that is:

γ =
du
dy

(3)

In the Bingham model, the magnetorheological fluid in the plug flow area is non-
differentiable, which makes it difficult to solve in practical calculation. Therefore, through
consulting the literature, this paper uses the approximate Bingham plastic model proposed
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by David Case [18]. The model becomes continuously differentiable by decomposing the
plug flow area into continuous tiny regions, which can be described as:

τ =

(
τytanh(δγ)√

ε2 + γ2
+ μ0

)
· γ (4)

where ε is a constant used to eliminate discontinuities, usually approaching 0 in this model.
δ is the proportional term of the slope, usually approaching infinity. The dynamic viscosity
of the magnetorheological fluid obtained by deformation of Equation (4) is:

μ =
τytanh(δγ)√

ε2 + γ2
+ μ0 (5)

MRF-122EG magnetorheological fluid produced by the American LORD Company is
adopted in this paper. Its specific performance parameters are shown in Table 1.

Table 1. MRF-122EG performance parameters.

Parameter Value Unit

Density 2.28~2.48 g/cm3

Zero-field viscosity 0.042 Pa·s
Mass fraction 72.00 %
Temperature −40~130 ◦C

Color Black gray

In order to couple the electromagnetic field with the flow field, the relationship
between the yield stress τ (kPa) and the magnetic induction B (T) of MRF-122EG is obtained
by curve fitting:

τ = 89.26B4 − 237.1B3 + 165.6B2 + 17.22B − 0.31 (6)

3.2.2. Valve Core Material

Valve core material is soft magnetic material that is prone to magnetization and
demagnetization processes and has low coercive force. Industrial pure iron is one of the
most widely used soft magnetic materials [19]; the performance of saturation magnetic
induction and magnetic permeability in soft magnetic materials is excellent, but high
conductivity also leads to high loss. Soft magnetic materials affect the response time
of magnetorheological buffers through conductivity. According to the current research
status of soft magnetic materials, new composite material has a large magnetic saturation
induction intensity, so it does not reach the magnetic saturation in practical application
and does not affect the maximum buffer force. Therefore, in order to improve the dynamic
response velocity of the buffer, this paper chooses new composite material as the soft
magnetic material of the valve core.

3.2.3. Cylinder Material

The cylinder body is one of the most important parts of the magnetic circuit of magne-
torheological buffers; its magnetic property plays a key role in the magnetic performance.
As for the selection of cylinder material, on the one hand, the material should have good
magnetic properties. On the other hand, due to the diameter of the designed buffer being
very small, the cylinder material should have better processing performance, which has the
ability to maintain strength while being machined to a small diameter and small thickness.
At present, the most widely used cylinder material is industrial pure iron, which has good
magnetic properties but is not easy to process. Therefore, this paper chooses No. 10 steel as
the cylinder material of the buffer, which has similar magnetic properties to industrial pure
iron but has better machinability and lower price.
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3.3. Dimension Design

After selecting the mixed-channel, embedded VSB structure scheme, the key dimen-
sions need to be structurally designed; the structure of the design buffer is shown in
Figure 7. The buffer is connected to the magnetic disk and the valve core is moved up
and down by a piston rod. The magnetorheological fluid flows in the mixed channel.
After the coil is energized, the magnetorheological effect occurs, so the viscosity of the
magnetorheological fluid increases and outputs the controllable buffer force. According to
the design requirements, the designed buffer can output buffer force of about 100 N with a
maximum current of 2.5 A and a damping unit velocity of 0.5 m/s. The selected design
variables and their ranges are shown in Table 2.

Figure 7. Structure parameters of the VSB.

Table 2. The range of designed variables for the VSB.

Variable Physical Meaning Range (mm)

D2 Outer diameter of spool 3~6

D3 Diameter of circular tube
channel 1~3

ta Gap of annular channel 0.1~0.3
tr Gap of disc channel 0.5~2

CoilR Depth of coil slot 0.5~2
CoilH Width of coil slot 30~35

3.4. Optimization Design

At present, the most commonly used optimization algorithms in structural opti-
mization include the multi-objective optimization algorithm [20], bound optimization BY
quadratic approximation (BOBYQA) algorithm [21], Nelder–Mead (N-M) algorithm [22–24]
and so on. In the actual optimization process, different optimization objectives cannot
achieve the optimal value at the same time. Both BOBYQA and N-M optimize targets
based on established finite element models. The optimization object of this paper is the
buffer, and the optimization parameter is the dimension parameter of the buffer. The ad-
justable coefficient of buffer force is taken as the objective function of optimization, which
is single-objective optimization. The ultimate goal is to make the adjustable coefficient of
the buffer reach the maximum value. Because the modeling software used in this paper
and the co-simulation platform COMSOL Multiphysics have a built-in N-M algorithm, the
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optimization can be directly processed after modeling, which can greatly improve efficiency
and save time. Therefore, this paper uses the N-M algorithm to optimize the dimension of
the buffer. The workflow of the N-M algorithm is shown in Figure 8.

 
Figure 8. Workflow of N-M optimization algorithm.

1. Build an initial triangle based on the given data points. The best point x(k)1 is B (Best);

the other two points x(k)2 and x(k)3 are G (Good) and W (Worse), respectively; k is
current iteration times;

2. Generate point x(k)r by reflecting the W (Worse):

x(k)r = x(k) + α
(

x(k) − x(k)3

)
(7)

where α is reflection coefficient, usually taken as 1. x(k) is the center of figure:

x(k) =
1
n

n

∑
i=1

x(k)i (8)

In two-dimensional space, n is 2. If f
(

x(k)1

)
≤ f

(
x(k)r

)
≤ f

(
x(k)3

)
, the direction of

reflection is correct to the target value, then the iteration is terminated. If f
(

x(k)1

)
> f

(
x(k)r

)
,

turn to the third step. Otherwise, take the fourth step;

3. Construct expansion point x(k)e in the same direction of the reflection point:

x(k)e = x(k) + β
(

xr
(k) − x(k)

)
(9)

where β is the expansion coefficient, usually taken as 2. If f
(

x(k)e

)
< f

(
x(k)r

)
, replace

x(k)3 with x(k)e and terminate iteration. Otherwise, replace x(k)3 with x(k)r and terminate
iteration;

4. Choose shrinkage mode. If f
(

x(k)2

)
≤ f

(
x(k)r

)
≤ f

(
x(k)3

)
, point x(k)c is generated:

x(k)c = x(k) + γ
(

x(k)r − x(k)
)

(10)
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where γ is shrinkage coefficient, usually taken as 0.5. If f
(

x(k)c

)
≤ f

(
x(k)r

)
, replace

x(k)3 with x(k)c and terminate iteration. Otherwise, take the fifth step.

If f
(

x(k)r

)
≥ f

(
x(k)3

)
, iterate to obtain the point x(k)cc :

x(k)cc = x(k) − γ
(

x(k)r − x(k)
)

(11)

If f
(

x(k)cc

)
< f

(
x(k)3

)
, replace x(k)3 with x(k)cc and terminate iteration. Otherwise, take

the fifth step;

5. Shrink point:

x(k+1)
i = x(k)1 + δ

(
x(k)i − x(k)1

)
(12)

where the range of shrinkage coefficient δ is 0~1, usually taken as 0.5, ∀i ∈{2,..., n +
1}. Repeat steps 1 to 5 until the termination condition of the iteration is reached or the
maximum number of iterations is reached. The final approximate solution of the unknown
target value x is represented by the optimal solution x̂.

According to the above-selected objective function, optimization variables and op-
timization algorithm, the multi-physics finite element model of the designed buffer is
established, and the relevant settings are carried out in COMSOL software. It is found that
the adjustable coefficient reaches a stable value of about 24.76 after about 280 iterations.
The optimized variables and the rest key parameters of the buffer are shown in Table 3.

Table 3. Main structure parameters of the buffer after optimization.

Optimization
Variable

Value (mm) Rest Parameter Value (mm)

D2 4 Dm 8.5
D3 1.25 D0 4.5
ta 0.25 D1 7.5
tr 1 tw 2

CoilR 1 L 50
CoilH 34 L0 5

The diameter of the optimized buffer is negligibly small, and the space of coil is small,
so it is necessary to select the diameter of the copper winding to be as small as possible
when the maximum current is 2.5 A. By querying the related information of varnished
wire, the varnished wire of type QY-2/2200.100GB6109.6-88 is selected. According to the
optimized structural parameters and Equation (1), the coil turns of the designed buffer are
136, and the optimized coil has two radial winding layers and 63 axial winding laps.

4. Simulation and Analysis

4.1. Simulation of the Designed VSB

Through the above design and dimension optimization of the VSB, the 3D structure
of the designed buffer is as shown in Figure 9. Meanwhile, the geometric model and the
magnetic field distribution of the designed VSB are as shown in Figure 10. The left side
is the established 2D axisymmetric geometric model of the buffer, and the right side is
the distribution of its magnetic field. It can be seen that the magnetic induction line of
the buffer is evenly distributed, showing a symmetrical shape relative to the midpoint of
the valve core, and the maximum value of the magnetic induction intensity appears at
the place of valve core. Above all, the magnetic circuit and structural design of the buffer
are reasonable.
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Figure 9. 3D structure of the designed VSB.

Figure 10. Geometric model and the magnetic field distribution of the designed VSB.

After establishing the multi-physics finite element model of the buffer, it is solved
statically. When the current of coil is 2.5 A, the motion curve of the damping unit is a
sine curve with an amplitude of 4 mm and a period of 0.05 s; the relationship between the
output buffer force and the piston displacement is shown in Figure 11, and the relationship
between the output buffer force and the velocity is shown in Figure 12. It can be seen
that the output buffer force is positively correlated with the velocity of the piston and the
current of the coil. The buffer force is 3.4 N when the coil does not have applied current,
and the adjustable coefficient is 24.76. When the maximum input current is 2.5 A, the
maximum buffer force reaches 84.2 N.

Figure 11. Curve between buffer force and displacement of the VSB.
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Figure 12. Curve between buffer force and velocity of the VSB.

In order to improve the response time of the designed buffer, transient simulation is
needed. The stable current of the coil is set to 2.5 A, and the moving velocity of the damping
unit is 0.1 m/s. The response time of the buffer force is shown in Figure 13. As can be seen
from the figure, after optimizing the buffer dimension parameters, not only does the buffer
force have a significant increase, but also the response time is improved from 9 ms to 1.3 ms.
It is indicated that the work of structural optimization provides omni-bearing promotion
for the overall performance of the buffer.

Figure 13. Buffer force curves of the designed VSB.

4.2. Construction of Co-Simulation Platform

In this paper, the coupling relationship of the designed EMVV system is studied,
and a co-simulation platform is built to lay the foundation for studying the valve seating
performance. At the macro level of the entire system, the EMVA and VSB have a complex
coupling relationships, as shown in Figure 14. It can be seen that, in addition to the coupling
relationship between the actuator and the buffer, they are also coupled to each other by
the buffer force and the velocity of the coil. The buffer force output by the buffer and the
electromagnetic force generated by the actuator are added together to drive the coil, and
the velocity of the coil is also the input condition of the buffer for the piston motion.

The default data transfer channel between COMSOL and MATLAB/Simulink can real-
ize the function of real-time data transmission. The latest version of COMSOL implements
real-time transmission between the data and command by COMSOL Multiphysics with
Simulink. Based on the data channel, the steps of building the co-simulation are:

1. Build the finite element models of the actuator and the buffer in COMSOL;
2. Set the input and the output of the actuator and the buffer in COMSOL. The input

of the actuator is the voltage of the coil and the buffer force, and the output is the
velocity and the displacement of the coil. The input of the buffer is the voltage of the
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coil and the velocity of the piston, and the output is the buffer force. Then, save the
finite element models as .slx files, recognizable by MATLAB/Simulink;

3. Import the .slx files of the actuator and the buffer to MATLAB/Simulink. Build the
co-simulation model based on the coupling relationship between the actuator and the
buffer;

4. Set the input and the output of the system and set calculation time and time step;
5. Solve to obtain the calculation results.

 
Figure 14. Coupling relationship of EMVV system.

The co-simulation of the EMVV system is carried out based on the above steps.
Figure 15 is the co-simulation model of the entire system. After building the model, it is
necessary to set the input voltage of the actuator and the buffer and adjust the computing
time and step in MATLAB/Simulink. The solution process of the whole co-simulation is
carried out in COMSOL. After each step of calculation, the data are transmitted to MAT-
LAB/Simulink in real time, then the calculation is carried out according to the coupling
relationship of the model. Finally, the calculated data are post-processed in MATLAB.

 

Figure 15. Co-simulation model of EMVV system.

4.3. Analysis of Valve Seating Performance

The electromagnetic valve seating is simulated under specific conditions based on
the established co-simulation platform. The EMVA applies a sinusoidal current with an
amplitude of 10 A and a frequency of 5 Hz, where the valve is at the top at the beginning
of the simulation. The input excitation of the buffer is a pulse current with an amplitude
of 0.5 A, a frequency of 10 Hz and a duty cycle of 5%, which ensures that the buffer can
output stable buffer force during the period from the valve seating to the valve stability.
In the meantime, through the dynamic analysis of the buffer, its response time is 1.3 ms,
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so opening the buffer 1.5 ms before valve seating is enough to make the buffer output a
constant buffer force to reduce the valve seating velocity. The simulation results are shown
in Figure 16. The lift of the valve is 8 mm. Before and after the opening of the buffer, the
valve seating velocity decreases from 0.58 m/s to 0.03 m/s, and the valve rebound height
decreases from 0.67 mm to 0.02 mm. Therefore, it is indicated that the design buffer can
obviously reduce the seating velocity and the rebound height of the valve and achieve
good valve seating performance.

Figure 16. Co-simulation results of EMVV system.

5. Conclusions

In this paper, an external buffer is proposed, aiming to resolve the problem of large
impact and noise of EMVV landing. The structure, material and dimension design process
of the VSB rdescribed in detail, and the key size parameters of the buffer are optimized
based on the N-M algorithm. Meanwhile, the coupling relationship between the actuator
and the buffer in the EMVV system is studied; a scheme where the VSB is embedded in
the EMVA is proposed. In addition, a COMSOL and MATLAB/Simulink co-simulation
platform and co-simulation model are built based on the scheme. Finally, the results of the
co-simulation are compared, and the valve seating performance is analyzed.

The integration scheme proposed in this paper not only improves the integration of
the system, but also greatly reduces the volume of the whole system, which is a tremendous
boost for the engine in its limited setting space. Furthermore, the valve seating velocity
and the valve rebound height are reduced from 0.58 m/s and 0.67 mm to 0.03 m/s and
0.02 mm, and the reduction ratios are 94.8% and 97%, respectively. The co-simulation
results show that opening the designed buffer before the valve seating can obviously
relieve the valve seating impact, overwhelmingly improve the valve seating performance of
the EMVV system and prolong the engine life. However, due to the small radial dimension
of the designed buffer, machining accuracy and assembling mode are strongly required in
processing. Therefore, it is necessary to further optimize the combination of the damping
unit and the damping cylinder and the assembling mode of the damping unit of the buffer.
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Abstract: In this study, a type of direct-drive gearshift system integrated into a motor-transmission
coupled drive system is introduced. It used two electromagnetic linear actuators (ELAs) to perform
gearshift events. The adoption of ELAs simplifies the architecture of the gearshift system and
has the potential to further optimize gearshift performance. However, a number of nonlinearities
in the gearshift system should be investigated in order to enhance the performance of the direct-
drive gearshift system. An active disturbance rejection control (ADRC) method was selected as the
principal shifting control method due to the simple methodology and strong reliability. The nonlinear
characteristics of the electromagnetic force produced by the ELA were subsequently reduced using
the inverse system method (ISM) technique. The ADRC approach also incorporated an acceleration
feedforward module to enhance the precision of displacement control. The extended state observer
(ESO) module used a nonlinear function in place of the original function to improve the ability to
reject disturbances. Comparative simulations and experiments were carried out between the ADRC
method and improved ADRC (IADRC) method. The outcomes demonstrate the effectiveness of the
designed control method. The shift force fluctuates less, and the shift jerk decreases noticeably during
the synchronization procedure. In conclusion, combined with the optimized IADRC method, the
direct-drive gearshift system equipped with ELAs shows remarkable gearshift performance, and it
has the potential to be widely used in motor−transmission coupled drive systems for EVs.

Keywords: electromagnetic linear actuator; direct−drive; active disturbance rejection control; gearshift
system; nonlinear; motor−transmission coupled drive system

1. Introduction

The electromagnetic linear actuator (ELA) can output linear movement without any
intermediate motion converter mechanism such as gearings. Because of this, it can directly
drive the controlled objects, which is usually known as direct−drive technology. Less
components, quicker dynamic performance, improved driving efficiency, and reliability
are some benefits of using direct−drive technology. Hence, the direct−drive technology
is widely applied recently in robotics, machine tools, wind electricity and wheel drive of
electric vehicles [1–4]. ELA is one of the most important components of the direct−drive sys-
tem. Recent studies focus on several areas, including parametrization structure design [5,6],
precise motion control [7,8] and elimination of nonlinear disturbance [9,10].

Additionally, the ELAs’ application fields now include the automotive industry area.
In the reference [11], a fully variable valve system for a high−performance engine was built
using ELAs. Li adopted linear motors as the actuating device of an electromagnetic active
suspension system [12]. In order to obtain high precision servo control, Li created a sort of
direct−drive−type AMT equipped with ELAs and investigated the servo dynamic stiffness
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of the ELAs [8,13]. The authors also employed two ELAs to actuate the gearshift events of
automated manual transmission (AMT) in reference [14]. However, there is no discussion
of the precise displacement control in the shifting process that takes nonlinearities and
disturbances into account.

The applications of ELAs in AMT gearshift systems are explored in references [13]
and [14], especially for electric vehicles (EVs). The reason for this is that multi−speed
transmission−equipped EVs are considered as an appropriate and competitive solution
for extended−range EVs and can also can enhance the EVs’ capacity for accelerating and
climbing. In addition, the size and cost of the driving motor for the can be reduced with
the use of multi−speed transmission.

In comparison to other types of transmission such as automatic transmission, contin-
uous variable transmission and dual clutch transmission, AMT has a superior dynamic
performance, a simpler structure, and lower cost. Therefore, researchers prefer to integrate
driving motors with AMT to extend the driving range for EVs. Power interruption prob-
lems during the gearshift process are one of the most fatal drawbacks of AMT. However, the
capacity of the electric motor to quickly change its rotational speed and torque is useful to
reduce the impact of power interruption on the gearshift performance. In order to minimize
the rotational speed difference that must be synchronized during the gearshift process, the
driving motor rotational speed is swiftly adjusted to the desired value. As a result, the
power interruption time, which also serves as the gearshift time, noticeably decreases. The
rotational speed difference can typically be minimized to 50−300 r/min depending on the
operating conditions.

The applications of AMT in EVs and HEVs have been widely investigated. Experimen-
tal and theoretical studies on coordinated control of AMT and driving motor, structural
innovation and control parameters optimization of passenger cars have been conducted
more frequently recently. In reference [15,16], additional power delivery paths were at-
tempted in an effort to structurally innovate a solution to the torque interruption problem.
In reference [15], a brand-new dual input multi−speed AMT was designed for electric cars
in order to implement power−on shifting. A low−speed driving motor was employed as
the assisting motor installed on the final shaft to supply power during the gearshift process.
A high−speed driving motor was used as the primary power source that directly linked
to AMT. Song et al. develop a kind of seamless two-speed AMT. It consisted of a single
planetary gear system, a disk friction clutch and a drum brake. According to simulation
and test data, the transmission considerably increased the electric motor efficiency, vehicle
dynamics, and energy consumption [16]. It also completely eliminated power interruption.
A novel two−speed inverse AMT with an overrunning clutch was proposed in their further
research for light electric vehicles [17]. Torque interruption was prevented by employing a
controllable overrunning clutch mechanism while the synchronizer and shift−fork were
removed. In addition, a novel inverse actuator using a worm gear and camshaft were
developed for the clutch control [18]. The synchronizer was cancelled by using active
motor control to produce a zero-speed difference. Furthermore, Walker et al. replaced the
traditional cone clutch synchronizer with a harpoon−shift synchronizer to optimize the
engagement process so that the driving comfort was improved [19].

In addition, researchers also use optimization methods to obtain better shift quality of
motor−AMT coupled drive systems. This usually includes shift schedule optimization [20],
matching optimization [21] and comprehensive optimization [22]. The motor−AMT cou-
pled drive system for electric vehicles made noticeable advancements in both performance
and structure. However, thorough, and deep, investigations are still required and to opti-
mize the performance in order to match the higher standards for transient behavior and
overall characteristics in EVs.

The majority of automotive systems exhibit nonlinearity. It is hard to obtain the an-
alytic solution of the nonlinearity. Nonetheless, it compromises the effectiveness of all
control systems. Therefore, it is important to identify the cause of nonlinearity in order
to develop an effective control strategy. The nonlinearity in a motor−AMT coupled drive
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system typically manifests itself in a number of ways, including actuator characteristics,
gearing mechanism, shaft vibration, segmented control schemes and disturbances. Specifi-
cally, as the driving motor attaches to the transmission input shaft directly, the nonlinear
characteristics increase considerably. Wang took the nonlinear contact backlash of the gear
and synchronizer into account to create the dynamic model of the shifting process [23].
In reference [24], the sliding mode control strategy was employed to lessen the impact
of the nonlinearity in the position control due to the multistage shift process. Moreover,
nonlinear dynamic characteristics of gear systems are usually neglected when researchers
are developing a model. Demonstrated by references [25,26], the impact of the sleeve and
gear ring, clearance, the bending-torsion coupling response and mesh stiffness of the gear
system vary and present nonlinearity, and these factors have an impact on the dynamic
performance during the gear engagement process. Gear vibration caused by pos five
kinds of various engaging conditions of the sleeve and gear ring was investigated through
simulations in reference [26]. Meanwhile, Song et al. developed and compared the linear
and nonlinear multi−freedom torsional vibration models of a clutchless AMT in electric
vehicle applications [27]. The results show that the nonlinear torsional vibration of gear
system will increase shift time, shift jerk and friction work. Furthermore, reference [28]
demonstrated the existence of nonlinear stiffness in a half−shaft by experiments since
the half−shaft transmits the torque amplified by transmission. A bifurcation theory was
adopted to analyze the drive-shaft model, and it was evident that the nonlinear stiffness
may lead to fold bifurcation, which will cause resonance response instability.

Shift force is an important factor to shift quality. However, the nonlinearity of the
shift force, which is usually produced by the shift actuator, is always ignored in gearshift
systems. Due to the working principle of the ELA, it is almost inevitable that the output
characteristics appear nonlinear. In reference [9], the emphasis is on the efficient compensa-
tion of the nonlinear electromagnetic field effect, allowing the linear motor to be used at
higher accelerations or larger loads without compromising control performance. Li et al.
studied the effect of nonlinearities including nonlinear friction force, ripple force, magnetic
saturation of linear motors on electromagnetic active suspension performance, and the
results indicated the electromagnetic nonlinearities of the linear motor reduce the effective
force output and active suspension performance [12]. The literature [29] emphasizes the
nonlinearity of the industrial linear motor caused by external disturbances, and a neural
network learning adaptive robust controller is synthesized to achieve good tracking per-
formance and excellent disturbance rejection ability. Obviously, the nonlinearities exist in
ELAs exactly, and they have a distinct influence on the control performance. However,
the nonlinearities of the direct-drive gearshift system have not been explored yet, and it is
essential to develop effective control methods to weaken the effect of nonlinearities.

The aim of this study was to analyze the nonlinear problems of the motor−AMT
coupled drive system, and design effective control methods to reduce or eliminate the
influence of the nonlinearities to the shift quality and gearshift performance. To achieve this,
a detailed dynamic model that considers nonlinearities such as the nonlinearity of gearshift
system including ELAs, nonlinearity of control methods and nonlinear disturbances was
constructed, and the mechanisms of the nonlinearities were analyzed. Then, an improved
active disturbance rejection control method which considers the precise motion control and
robustness was designed. Comparative simulation and experiment were carried out to
verify effectiveness.

2. The Direct-Drive Gearshift System

DC motors are usually used to actuate the gearshift events in electric AMT shift
system. Nevertheless, motion converter and intermediate mechanisms are necessary to
transmit and amplify the shift force, which makes the gearshift system complicated. By
using direct−drive technology which adopts electromagnetic linear actuators (ELAs) can
optimize the structure of the gearshift system. Less components, less moving mass and
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more reliable driving system are all advantages of the application of ELAs. What is more,
the dynamic response of the gearshift system will be improved.

In most cases, the motor-AMT coupled driving system usually uses two−speed AMT
so that one DC motor is in charge of two gear ratios. In this work, two ELAs are employed,
and each ELA can handle one or two gear ratios. With this gearshift system, two, three
or four−speed AMT schemes are available for motor−AMT coupled driving system. In
addition, the gear selection process, which is essential in a DC motor gearshift system,
is cancelled, and hence, the total shift time decreases. Figure 1 shows the novel direct-
drive gearshift system. It includes two ELAs, and the output shafts connect with the shift
fork directly. Two−way movement of the ELAs will drive the synchronizer through the
shift fork to engage a target gear or disengage with the current gear. The intermediate
mechanisms such as motion converter and reduction gears which is necessary for a DC
motor driven AMT are no longer required. Obviously, the direct−drive gearshift system
equipped with ELAs is simpler, and it is beneficial for rapid and precise displacement
control. Moreover, Figure 2 presents the inner structure of the ELA prototype.

Figure 1. The direct drive gearshift system.

 

Figure 2. The structure of the ELA.

The test bench of motor−AMT coupled drive system is presented in Figure 3. It
consists of ELAs, driving motor, 4−speed AMT, flywheel, torque and speed sensors,
adjustable inertia plate and displacement sensors. Each side of the AMT has ELA attached,
and 0.01 mm accurate displacement sensors are mounted on the ELAs.
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Figure 3. The test bench of motor-AMT coupled drive system.

3. Nonlinear Analysis and Modeling of Motor-AMT Coupled Drive System

Nonlinearities exist in numerous complex and integrated systems. However, the
nonlinear feature of the motor−AMT coupled drive system has not been studied extensively
and comprehensively yet. The output characteristics are frequently nonlinear regardless
of the kind of motor−induction motor or permanent magnet synchronous motor. ELAs
should be taken into account while modeling the coupled system because they are a source
of nonlinearities because of their operating theory and technology limitations. It is also
important to study the nonlinearities that will manifest in an AMT’s gearings, shafts,
and shift forks when enormous or rapidly fluctuating power is applied. Additionally,
because the AMT shifting process is discrete, researchers have divided it into a number
of steps in order to develop various control strategies [30]. As a result, the nonlinearities
might be produced during the switch of different control strategies and transferring of
control parameters.

3.1. Nonlinear Analysis of the ELA

Three subsystems−the electric, magnetic, and mechanical subsystems−can be used to
characterize the ELA. Figure 4 displays the mathematical representation of ELA. Transfer
lines are another way to show how the three subsystems are coupled. Obviously, the
relationship between the input parameter voltage U and output parameter electromagnetic
force Fm is nonlinear.

 

Figure 4. Coupled mathematical model of the ELA.

The permanent magnets inside the ELA are arranged using Halbach magnetized topol-
ogy. Halbach magnetized topology is recognized that it can diminish the saturation of the
magnet yoke to enhance the magnetic flux density so that the output electromagnetic force
will be enlarged, and it is used to design the ELA. Figure 5a shows the topological structure.
The magnetization direction of permanent magnets is represented by the arrowheads.
In the space between the permanent magnets, the energized coil moves back and forth.
Nevertheless, due to movements, such as those in positions 2 and 3, as shown in Figure 5b,
the activated coil would not stay at a constant magnetic field. Hence, the electromagnetic
force’s characteristics are variable.
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Figure 5. The Halbach structure of the ELA: (a)Halbach array of the actuator; and (b) Possible position
of the coil.

Experiments are performed to examine the output characteristics of ELA. The experi-
ments were implemented as follows,

1. Maintain the ELA shaft stationary in the middle and use a force sensor to detect the
electromagnetic force as the coil current increases from 0 A to 30 A, increasing by
0.5 A each time;

2. Move the ELA shaft forward by 0.5 mm, then uses a force sensor to measure the
electromagnetic force while the coil current increases from 0 A to 30 A, with each
increment of 0.5 A;

3. Using the procedure described above, move the ELA shaft forward by 0.5 mm incre-
ments until the displacement reaches 10 mm. Then, measure and record all of the
electromagnetic force data;

4. Using the procedure described above, move the ELA shaft back to the center position
and then backward by 0.5 mm at a time until the displacement reaches 10 mm. Then,
record all the electromagnetic force data.

Figure 6 shows the discovered correlations among current, position and electromag-
netic force. The static force−displacement−current characteristics are indicated by electro-
magnetic force and electromagnetic force constant. The ELA has a 20 mm stroke. Obviously,
the ELA force characteristics are nonlinear. The electromagnetic force varies with the
change of displacement value while the current remains unchanged. The maximum force
is produced when the ELA shaft remains in the middle and the displacement value is
10 mm. Additionally, when the current increases, the degree of nonlinearity increases.
When the input current I is 10 A, the variation range of the km is between 40.1 and 43.4 N/A;
when I is 20 A, the km is between 39.8 and 42.3 N/A; when I is 30 A, the km is between
38.9 and 41.7 N/A. In brief, the nonlinear characteristics of the ELA are influenced by not
only the relative displacement of the ELA shaft, but also the variable current. Hence, the
nonlinearity of the ELA would affect the precise displacement control during the gearshift
process, and proper control method should be designed to eliminate the influence.
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Figure 6. Static force-displacement−current characteristics: (a) static characteristics among current,
displacement and electromagnetic force; and (b) static characteristics among current, displacement
and electromagnetic force constant.

3.2. Gearshift Synchronization Process Analysis

Early in 2006, the eight phase equations for the gear engagement procedure of a
Borg-Warner synchronizer were explored in reference [30]. The relative position of the
spline chamfers and the required turning force were revealed by a thorough investigation
of the second-bump and stick−slip phenomena. However, it concentrated on a manual
transmission since it has distinct, noticeable characteristics when utilized with an EV’s
clutchless motor−AMT coupled drive system. It is necessary to explore the detailed
gearshift synchronization process of the motor-AMT coupled drive system. In addition, the
gearshift stroke is typically less than 10 mm, making it challenging to develop the proper
control strategy for each of the eight distinct stages.

The shifting process is divided into four parts in the author’s earlier work [14], as
indicated in Figure 7, and a corresponding control mechanism was developed in accordance
with the unique characteristics of each step. For example, the proportion−differentiation
approach was developed to accomplish simple, quick, and no-overshot motion control
in the first stage, which is to eliminate the gap between the sleeve and the synchronizer
ring. However, switching control methods during various stages will result in a hazy
transmission of control variables.

For instance, at the end of the first phase, the shift force is not zero, and it would be
transmitted to the second phase. Such a transmit of control variables occurs during each
of the four phases. Hence, the piecewise control method should be improved to obtain
better shift quality. Wang et al. divide the gearshift process into two stages according
to the movement state of the sleeve [24]. An integrated position and force switching
control scheme including sliding mode control method for nonsynchronous stage and
force control for synchronization is developed. Chen et al. use hybrid system theory to
analyze the influence of various shifting force, relative rotational position, and speed of
synchronization components to shift quality [31]. In fact, the gearshift synchronization
process can be viewed as a nonlinear system since the process is discrete while the control
variables and the control target are greatly different, and linearization theory should be
employed to optimize the control performance.
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Figure 7. Four phases of the gearshift synchronization process: (a) the first phase, eliminate the gap;
(b) the second phase, synchronization process; (c) the third phase, turn and cross the teeth of the
synchronizer ring; and (d) the fourth phase, cross the teeth of the target gear and mesh with the
target gear.

3.3. Shift Fork Deformation Analysis

The shift fork, which directly transmits the shift force to the synchronizer ring, may
deform because the ELA designed for gearshift in this work can output more than 1000 N
of electromagnetic force. To assess the influence, it is crucial to measure the shift fork’s
deformation values under various shift forces. The finite element model of the shift fork
is built with ABAQUS, and two kinds of shift force 500 N and 1000 N are applied on the
connection place with ELA shaft.

Figure 8 displays the mesh model and analysis outcomes. With values of 0.26 mm and
0.52 mm, respectively, and shift forces of 500 N and 1000 N, the shift fork’s MAX labeled
location experiences the greatest deformation. The distortion is minor when compared
to the 9.5 mm space between gearshifts. Compared with the gearshift distance value
9.5 mm, the deformation is nonnegligible. Meanwhile, a larger shift force will result in
greater deformation, thus it is best to carry out gearshift events when the rotational speed
difference is small, which means that small shift force is transmitted to the shift fork so
that the deformation will be negligible. However, it is contradictory to use a greater shift
force to achieve a quicker gearshift. As a result, while gear shifting, the shift fork will
continue to deform, intensifying the nonlinear properties of the shift force delivered to the
synchronizer ring.

 

Figure 8. Analysis results of the shift fork deformation.

3.4. Modeling of the Powertrain System

Shift qualities usually include shift time, shift jerk, friction work and shaft torsional
vibration. The shift jerk J is described as follow

J =
da(t)

dt
=

r
Jw

d(Tsid − TL)

dt
(1)
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where a is the accelerate speed of vehicle, r is the radius of wheel, Jw is the equivalent
rotational inertia of the vehicle on wheel, Ts is the synchronizing torque, id is the gear ratio
of main reducing gear, TL is the load torque.

Apparently, the shift jerk J is mainly influenced by the Ts. Due to the nonlinear
characteristics of the shift force, deformation of shift fork and variable control parameters,
the value of J will vary fiercely. Moreover, there are two nonlinear components gear
pairs and half shaft which the nonlinearities are usually neglected while analyzing the
gearshift performance. The nonlinearity of gear pairs happens during the gear mesh
process. According to the analysis of literature [27], the nonlinear dynamic characteristics
of gear pairs will lower the shift quality, and the torsional vibration of gear pairs will also
change the gear ratio. In fact, it is almost impossible to eliminate such influence by using
effective method. Nevertheless, with appropriate robust control method, such influence
can be weakened. In addition, due to the amplification of the transmission, the transmitted
torque on the output shaft of the transmission and half shaft enlarges evidently. As a result,
the shafts will show nonlinear vibration feature and it has been verified by He [28]. Such
nonlinear vibration feature is more obvious in an EVs since the drive motor has faster
torque regulation ability. Hence, the nonlinear feature of shafts should be considered in the
simulation model of motor−AMT coupled drive system.

The improved powertrain model of a multi-speed motor−AMT coupled powertrain
system is shown in Figure 9. Without the clutch, the powertrain model is simpler without
clutch. For the motor, it can be described as

Jm
..
θm = Tm − Tin − cm

.
θm (2)
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Figure 9. The vehicle model with motor-AMT coupled drive system.

For the AMT,
Jt

..
θt = Tinig − ct

.
θt − Tout (3)

where Jm is the rotational inertia of the motor, θm is rotational angel, cm is damping co-
efficient, Tin is the input torque of AMT, Jt is rotational inertia of AMT, θt is rotational
angle of the AMT output shaft, ct is damping coefficient, Tout is output torque of AMT, and
θm = θt ig.

Meanwhile, the Tout can be described as

Tout = k2(θt − θdid) + c2

( .
θt −

.
θdid

)
(4)

For the final driver,

Jd
..
θd = id

[
k2(θt − θdid) + c2

( .
θt −

.
θdid

)]
− cd

.
θd − k4(θd − θw)− c4

( .
θd −

.
θw

)
(5)

θd is the rotational angle of the final driver, and with θd = θm/(itid), the equation can
be transformed into

40



Actuators 2023, 12, 40

Jd
..
θm = i2dit

[
k2(θt − θdid) + c2

( .
θt −

.
θdid

)]
i2dit − cd

.
θm − itid

[
k4(θd − θw)− c4

( .
θd −

.
θw

)]
(6)

θw is the rotational angle of the wheel. For the wheel, the influence of the tire is
neglected to simplify the model. Hence, the wheel can be described as

(Jw + Jv)
..
θw = k4(θd − θw) + c4

( .
θd −

.
θw

)
− Tload = k4

(
θm

itid
− θw

)
+ c4

( .
θm

itid
−

.
θw

)
− Tload (7)

And the Tload is

Tload = [Mvehicleg sin(α) + f Mvehicleg +
1
2

Cd AFρr2
.
θv

2] (8)

Suppose three state variable x1, x2, x3 are

x1 =
θm

itid
− θw, x2 =

.
θm, x3 =

.
θw (9)

And the state space equation is obtained,

⎡
⎣

.
x1.
x2.
x3

⎤
⎦ =

⎡
⎢⎢⎢⎣

0 1
itid

−1

kd
Jeqitid

c4+
cd
i2t
+

2cd
i2t i2d

Jeq
c4

itid
k4
Jw

c4
Jwitid

− c4
Jw

⎤
⎥⎥⎥⎦
⎡
⎣x1

x2
x3

⎤
⎦+

⎡
⎣0 0 0

0 1 0
0 0 1

⎤
⎦
⎡
⎣ 0

Tm
Tload

⎤
⎦ (10)

where
Jeq =

Jd

i2t i2d
+ Jm +

Jt

i2t
(11)

The damping coefficient and stiffness coefficient of the shafts are usually considered
as constant in the model. However, the study results of references [28] prove that the
nonlinearity of stiffness and damping exist in the shafts, and since the half shaft trans-
mits the maximum torque among the shafts, it should consider the nonlinearity of the
half shaft while study the dynamic performance of motor−AMT integrated powertrain
system. Hence, the parameters k4 and c4 should be replaced by functions fk and fc [32].
Nonetheless, although it is a compromise way to take the nonlinearity into account, it is
hard to implement analyzed results into practical application.

Obviously, several nonlinear influence factors which are neglected commonly exist in
the motor−AMT coupled drive system, and according to the above analysis, such factors
might cause damage to the gearshift performance. Hence, appropriate control strategy is
essential to weaken or even eliminate the effect of nonlinearities.

4. Control Strategy Design

In the author’s previous work, a kind of piecewise control method which contains
four different control methods was proposed since the gearshift process can be divided
into several phases and each phase has different feature [33]. Nonetheless, the switch of
control methods and the transmit of variables among different control methods makes the
process disordered and imprecise, and the integration of precise motion control and robust
control makes the system complicated.

Afterwards, the piecewise control is replaced with the active disturbance rejection
control (ADRC) approach. The basic topology is shown in Figure 10. It includes a tracking
differentiator (TD), a nonlinear state error feedback law (NLSEF) and an extended state
observer (ESO). It could be thought of as an improved PID approach with disturbance
rejection. For the ELA gearshift system, which is influenced by linearities, it is difficult to
establish quick and accurate motion control while yet guaranteeing robustness.
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Figure 10. Basic topology of the ADRC.

Therefore, the ADRC approach needs to be enhanced to meet the control requirements.
There are several improvements described as follows. First, the inverse system method
(ISM) was used to minimize the nonlinear characteristics of the ELA output force. Second,
an acceleration feedforward (AFF) module was introduced to the standard ADRC method
to control the displacement of the gearshift process, since it can increase displacement
control accuracy [34]. It can partially compensate the disturbance. Furthermore, it is
challenging to calculate the compensation value because the shift fork’s deformation varies
with the shift force. As a result, the deformation of shift fork is considered as disturbance
in this work. Similarly, the nonlinearity of gear pairs will lead to the variation of rotational
speed of shafts, and it also can be regarded as external disturbance so that the ESO module
can reject such disturbance. In order to enhance the disturbance rejection ability of the
controller, the ESO module is modified to improve the rejection ability of the controller.

4.1. Basic Topology of ADRC

The typical form of TD is usually described as
⎧⎨
⎩

g = f (v1 − v, v2, r, h)
.
v1 = v1 + hv2.
v2 = v2 + hg

(12)

v1 is a transitional trajectory, v2 is the differential of v, and h is the sampling period, g is an
intermediate variable. Parameter r influences the dynamic response of v1, and the larger
value of r will shorten the time which is taken by the v1 of a specific v. The function f (v1-v,
v2, r, h) is a time−optimal function, which is defined as [34,35]

f (v1 − v, v2, r, h) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d = r·h, d0 = h·d, y = v1 − v + h·v2
a0 =

√
d2 + 8r·|y|

a =

{
v2 + (a0 − d)· sgn(y)

2 , |y| > d0
v2 +

y
h , |y| ≤ d0

f =

{ −rsgn(a), |y| > d0
− ra

d , |y| ≤ d0

(13)

Function f al(e, α, δ) is defined as

f al(e, α, δ) =

{
e · δ1−α, |e| ≤ δ
|e|α · sgn(e), |e| > δ

(14)

where α should satisfy α < 1, δ = kp·h, kp is a positive integer.
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The function of NLSEF is to generate the intermediate input variable u0. It is de-
scribed as ⎧⎨

⎩
e1 = y1 − z1
e2 = y2 − z2
u0 = β11 · f al(e1, α1, δ) + β12 · f al(e2, α2, δ)

(15)

where e1 and e2 are estimate errors, z1 and z2 are estimated values, β11 and β12 are control
parameters, y1 and y2 are the output values of the TD module, α1 and α2 satisfy the
condition 0 < α1 < 1 < α2.

ESO module is kernel module of the ADRC since it can estimate the internal and
external disturbances according to the analysis of output variables. The discrete time form
of the ESO module is ⎧⎪⎪⎨

⎪⎪⎩
e = z1 − y
z1 = z1 + h(z2 − β01 · e)
z2 = z2 + h(z3 − β02 · f al(e, α, δ) + b0 · u
z3 = z3 − h · β03 · f al(e, α, δ)

(16)

z1, z2 and z3 are estimated values of the output variable y, e is estimate error, h is the
sampling time, and any disturbance information is included. β01, β02 and β03 are observer
gains and they are usually selected as

β01≈1/h , β02≈1/1.6h1.5 , β03≈1/(8.6h2.2) (17)

4.2. Design of Inverse System Method

Designing a suitable and reliable control system for a nonlinear system is more chal-
lenging than for a linear one. In order to construct a controller for a nonlinear system that
will achieve the control aims, the inverse system method is utilized to build a pseudo-linear
system for the nonlinear system. A pseudo−linear contains an inverse system and an
original system, and the first step is to build the inverse system.

The coupled mathematics shown in Figure 4 allows the mathematical representation
of the gearshift system to be rewritten as⎧⎪⎨

⎪⎩
.
I = − R

L I − km
m v + u

L.
v = km

m I − c
m v

.
S = v

(18)

where I is coil current, R is coil resistance, L is coil inductance, km is force constant, v is
sleeve’s velocity, m is moving mass, c is viscous friction damping coefficient, S is displace-
ment of the sleeve. The state variables are chosen as

x =
[
x1 x2 x3

]T
=
[
I v S

]T (19)

Consequently, the state equation is written as

⎡
⎣

.
x1.
x2.
x3

⎤
⎦ =

⎡
⎣− R

L km 0
km
L − c

m 0
0 1 0

⎤
⎦
⎡
⎣x1

x2
x3

⎤
⎦+

⎡
⎣ 1

L
0
0

⎤
⎦u, y =

[
0 0 1

]⎡⎣x1
x2
x3

⎤
⎦ (20)

where y is the system output.
According to the inverse system theory, the under equations

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

y = x3.
y =

.
x3 = x2

..
y =

.
x2 = km

m I − c
m

.
y

...
y =

..
x2 = − c

m
..
y + km

m

(
− R

L x1 − km
L

.
y + u

L

) (21)
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are obtained. The input variable u specifically only appears in the expression y, hence the
inverse system is a third order system with a dimension equal to the state vectors. The
system is hence reversible. One solution to the inverse system is

u =
ml
km

...
y +

cl
km

..
y + km

.
y + Rx1 (22)

The chosen state variables for the pseudo linear system are

w =
[
w1 w2 w3

]T
=
[
y

.
y

..
y
]T (23)

and the pseudo−linear system’s state space equations are derived as

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

⎡
⎣

.
w1.
w2.
w3

⎤
⎦ =

⎡
⎣ 0 1 0

0 0 1
0 0 0

⎤
⎦
⎡
⎣ w1

w2
w3

⎤
⎦+

⎡
⎣ 0

0
1

⎤
⎦ϕ = Aw + Bϕ

y =
[

1 0 0
]⎡⎣ w1

w2
w3

⎤
⎦ = Cw

(24)

State feedback controllers are made to characterize the dynamic properties of control
input and output for pseudo−linear systems. The target equation is created as

yk(t) + ak−1yk(t) + . . . + a1y′(t) + a0y(t) = r(t) (25)

where a0, a1, . . . , ak−1 are real number, and r(t) is reference input.
The following control law can be established using state feedback control theory

because the pseudo linear system’s state variables are three

{
ϕ = r − y f
y f = a0y + a1

.
y + a2

..
y

(26)

where r is the desired value and y f is the feedback value. The transfer function can be
deduced as

Y(s)
R(s)

=
1

s3 + a2s2 + a1s + a0
(27)

Consequently, the transfer function’s characteristic equation is(
s2 + 2ςωn + ω2

n

)
(s + ςωn) = 0 (28)

where ς is the damping coefficient, ωn is the natural frequency. The transition time can be
calculated by equation ts ≈ 4/ςωn, and the standard damping coefficient is chosen to be
0.707. The natural frequency is 282.88 since the transition period is calculated to be 20 ms.
Put ς and ωn into the characteristic Equation (28), the following equation are obtained

s3 + 600s2 + 160021.1s + 16004218.9 = 0 (29)

By applying Ackermann formula, a2 = 600, a1 = 160021.1, a0 = 16004218.9 is obtained.

4.3. Improvement of ESO Module

The observation and estimation performance of the ESO is mainly decided by the
nonlinear function fal(e, α, δ). Function fal(e, α, δ) is widely used due to its simple structure.
However, the continuity and flatness of the fal function has potential to be improved
especially near the original point [36]. A higher error feedback gain will improve the ESO
module’s ability to observe and convergence rate, but it will also amplify signal noise and
other disturbances that threaten the stability of the control system [37]. As a result, a kind
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of novel nonlinear function faln(x, σ)vis employed to solve the problem. The faln(x, σ) is
designed as

f aln(x, σ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x
σ2 e−

x2

2σ2 , |x| 	 1
1

σ2 e−
1

2σ2 , x > 1

− 1
σ2 e−

1
2σ2 , x < −1

(30)

where σ is the regulation parameter. According to the analysis in literature [34], the faln
function, which only has one parameter as opposed to the fal function’s two, is superior to
the fal function in terms of observation and noise rejection. Obviously, the control system
design is simplified and the performance of ESO is enhanced. The designed controller is
presented in Figure 11.
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Figure 11. Improved topology of ADRC.

4.4. Comparative Simulation and Analysis

Comparative simulations were carried out to verify the performance of the designed
method. First, displacement control performance of the ADRC method is simulated and
meanwhile PID method is employed as a comparison group to realize the same displace-
ment control. Figure 12 shows the comparative results. There are three different target
displacement values chosen: 2 mm, 4 mm and 9.5 mm. When the displacement value is
4 mm, the control parameters of the two controllers are regulated and established, and
they remain constant when the displacement value changes. It can be discovered that both
controllers can reach the target displacement value quickly, however the ADRC controller
is noticeable quicker than the PID controller. Furthermore, when the target value is 9.5 mm,
the displacement of the PID technique is greater than the target value. Obviously, the
ADRC controller has superior parameter-dependent stability than the PID controller. On
the other hand, every displacement curve reaches the desired value in less than 25 ms,
demonstrating the actuator’s quick dynamic performance.

Figure 13 displays the disturbance rejection ability of three different types of controllers,
including IADRC, ADRC and PID controllers. An external load torque is injected at 11 ms
to observe the performance of the three controllers. PID controller presents the most distinct
variation among the three controllers, and stead−state error of the displacement control
is also produced. Only a little change in the displacement curve is observed when using
the ADRC and IADRC controllers, which appear to have higher disturbance rejection
capabilities. Additionally, IADRC controller has quicker adjusting ability than ADRC
controller. Obviously, the AFF module enhances the IADRC controller’s quick dynamic
performance, and the modified ESO strengthens its capacity to reject disturbances.
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Figure 12. Comparison of displacement control.
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Figure 13. Comparison of disturbance rejection performance.

Figure 14 shows the displacement tracking performance. The target displacement
curve is designed and divided into four stages as the real displacement variation of the
gearshift process. Obviously, the IADRC tracks the target curve best both on the time and
precision indexes. In brief, the IADRC controller presents faster dynamic performance,
more accurate displacement control and better stability to the parameter variations and
external disturbances.

 s

t

Figure 14. Comparison of displacement tracking performance.
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5. Experiments and Analysis

Figure 3 displays the test bench in detail. The motor-transmission coupled drive
system and the direct drive gearshift system that are proposed in this work are primarily
for EVs. Since the drive motor is often under active speed regulation control, the speed dif-
ference is less than with regular AMT. As a result, two types of speed differences−100 and
300 r/min−are chosen to verify the gearshift performance of the direct drive gearshift sys-
tem. As it is known, shift time, jerk, and friction work make up the majority of the gearshift
performance indices. Due to the rapid development of the material and manufacturing
technique, the service life of the synchronizer ring is distinctly extended. Meanwhile, the
friction work apparently decreases since the speed difference is smaller in EVs. Friction
work is therefore not the primary focus of this work. In earlier research, the performance of
the ADRC approach was found to be superior to the PID method overall in terms of both
the accuracy of displacement control and the capacity to reject disturbances. Therefore, in
this work, the IADRC method and the ADRC approach are compared.

Figure 15 shows the gearshift displacement, shift force and jerk of the gearshift process
when the speed difference is 100 r/min. It can be seen from the Figure 15a shows that the
gearshift time for the two control methods is less than 100 ms, and the values are 93.4 ms
and 100.1 ms respectively. One of the important reasons is that the IADRC approach
performs dynamically more quickly, which reduces a few shift times during stage (a)(c)(d)
that include displacement increments.
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Figure 15. Gearshift experiment results (speed difference 100 r/min): (a) Displacement; (b) Shift
force; (c) Amplified shift force during the synchronization process; (d) Degree of jerk.

Additionally, the partial enlarged drawing in Figure 15a illustrates the fluctuation of
the displacement during the synchronization process. The fluctuation is mainly produced
by the nonlinear of shift force, deformation of shift fork, accuracy error of displacement
sensor and external disturbances including vibration, and it will influence the friction
torque loaded on the synchronizer mechanisms so as to slow the synchronization process.
All these disturbance factors lead to the fluctuation of the displacement. Apparently, the
displacement fluctuation of the IADRC method is smaller than that of the ADRC method.
Although the disturbance rejection ability of the ADRC method is excellent [34–36], the
improved IADRC method can suppress the disturbances better.
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In addition, the four stages described in Figure 7 are not very clear on the displacement
curve of IADRC method in Figure 15a. The reason is that the teeth of the sleeve pass by the
teeth of the target gear without distinct contact so that the displacement increases smoothly.
On the contrary, there is a tiny standstill of the displacement on the curve of ADRC. It
usually costs several seconds for the sleeve to revolve at just the right angle so as to cross
the teeth of the target gear.

The shift force suggests that the two controllers are performing similarly. The ampli-
fied drawing of the synchronization process is presented in Figure 15c. Since the speed
difference is comparatively small, the shift time will be small too. To achieve the proper
shift jerk, the maximum shift force is therefore restricted to a certain value. The maximum
shift force usually happens in the synchronization process. It is clear that both of the two
curves in Figure 15c exhibit variance. However, the fluctuation amplitude of the of the
shift force is smaller when the IADRC technique is adopted which let the ELA output force
have better linear properties. For the ADRC approach, the fluctuation range is 362 to 373 N,
whereas for the IADRC method, it is 363 to 370 N. Also, it is beneficial to decrease shift
time. The shift force curve clearly shows the four steps. The second stage ends when the
shift force starts to rapidly fall after the first stage, which takes over 20 ms. In the third
stage, it usually needs a bump force to turn the sleeve so as to cross the teeth of the target
gear. After that, the teeth of the sleeve will come into contact with those of the target gear,
necessitating another bump force to cause the sleeve to turn at a slight angle once more
in order to mesh with the gear. Therefore, there are two bump force existing on the shift
force curve.

The degree of jerk is shown in Figure 15d. Due to the limitation of maximum shift
force, the degrees of jerk are all acceptable for both methods. For the IADRC method and
the ADRC method, the maximum degrees of jerk are 2.31 m/s3 and 3.13 m/s3, respectively.
The shift jerk is directly caused by the drastic contact of two components, however, the
deformation of shift fork, fluctuation of displacement, control parameter variations and
external vibrations will also result in unpredictable shift jerk. The improve ESO module of
IADRC method can estimate such factors from the output variables, and proper adjustment
will produce to limit the influence of those disturbances to the shift fork. Moreover, the
linearization of the ELA output force is also helpful to reduce the shift jerk. Apparently,
it appears that the IADRC can restrain the jerk to a better degree than ADRC approach,
and it demonstrate the better disturbance rejection ability and the effectiveness of the
IADRC method.

Figure 16 depicts the gearshift displacement, shift force and jerk of the gearshift
process when the speed difference is 300 r/min. The limitation of shift force increases to
600 N to guarantee small shift time and degree of jerk. For the IADRC method and the
ADRC approach, the shift times are 121 ms and 137 ms, respectively. Both curves exhibit
displacement fluctuation, however it is less evident when the IADRC approach is used.
The displacement value during the synchronization process is nearly 4.1 mm while it is
nearly 4 mm when the speed difference is 100 r/min. It is caused by the increase of the shift
force during the synchronization process. Larger force will produce slight deformation of
the shift fork, and the deformation will transfer to the displacement sensor. In addition,
the amplitude of fluctuation of the shift force becomes bigger since the nonlinear output
characteristics will be more obvious with the increase of shift force. Similarly, the IADRC
method has better performance than ADRC method in terms of restraining the nonlinear
output characteristics of the ELA. Although the degrees of jerk appear slight increase with
the values presented in Figure 15, they are still acceptable since all the values are smaller
than 4 m/s3. The specific values of shift time, synchronization time and degrees of jerk are
all given in Table 1.
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Table 1. Gearshift indexes of 30 times gearshift events.

Speed Difference
(r/min)

Inertia
(kgm2)

Control
Method

Gearshift
Time (ms)

Synchronization
Time (ms)

Maximum
Jerk(m/s3)

100

0.03 IADRC 90~94 39~42 2.31
0.03 ADRC 95~101 44~48 3.13
0.05 IADRC 121~130 65~71 2.70
0.05 ADRC 127~143 66~75 3.48

300

0.03 IADRC 120~127 68~73 2.57
0.03 ADRC 128~145 74~82 3.91
0.05 IADRC 165~180 111~119 2.79
0.05 ADRC 169~188 112~126 3.96
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Figure 16. Gearshift experiment results (speed difference 300 r/min): (a) displacement; (b) shift force;
(c) amplified shift force during the synchronization process; and (d) degree of jerk.

Another inertia value 0.05 kgm2 is chosen to perform gearshift events in order to fur-
ther confirm the effectiveness and advantages of the designed method, and the outcomes
of 30 times of gearshift events are presented in Table 1. When the speed differential or
inertia value grows, the gearshift time also grows. Similar change rules are presented by
the maximum jerk and synchronization time. Meanwhile, the maximum values of friction
work per unit during these gearshift events is 0.13 J/mm2, which is smaller than the per-
mission value 1.2 J/mm2 evidently. It can be concluded that the IADRC method has better
comprehensive control performance than ADRC method. The ISM technique can linearize
the output force characteristics of the ELA so that both the shift jerk and fluctuation of
displacement is smaller, and the optimized ESO module improve the disturbance rejection
ability compared with that of the ADRC method. In short, the IADRC method can achieve
better gearshift performance than ADRC method from Table 1, and the effectiveness of the
IADRC method is also proved by experiments.

6. Conclusions

This paper introduced a type of direct−drive gearshift system that used two electro-
magnetic linear actuators (ELAs). The direct-drive gearshift system, which gains from the
ELAs’ powerful drive capabilities and the system’s direct-drive design, has the potential to
enhance shifting performance, including gearshift time and jerk. The gearshift system’s
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nonlinear properties were taken into account and examined in order to build the best
control strategies to lessen the impact of the nonlinearities.

A kind of improved active disturbance rejection control (IADRC) method was de-
signed. It is derived from the ADRC method, and it has the advantages of a simple structure
and strong robustness. The ELA’s nonlinear output characteristics are lessened when the
inverse system method (ISM) is used, and the IADRC method’s ability to reject distur-
bances is improved by optimizing the ESO module. In addition, the use of an acceleration
feedforward module improved the dynamic response of the controller.

Comparative simulations and experiments were conducted, and the findings indicated
the effectiveness and improvement of the designed IADRC method. In conclusion, the
IADRC method has better gearshift performance than the ADRC method. Moreover, with
the application of the IADRC method, the direct-drive gearshift system employing two
ELAs has excellent gearshift performance. Further studies will focus on the coordinated
control of the motor−transmission coupled drive system to achieve a fast, comfortable and
seamless EV drive system.
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Abstract: Natural gas has emerged as one of the preferred alternative fuels for vehicles owing to its
advantages of abundant reserves, cleaner combustion and lower cost. At present, the gas supply
methods for natural-gas engines are mainly port fuel injection (PFI) and direct injection (DI). The
transient injection characteristics of a gas fuel injection device, as the terminal executive component
of the PFI or DI mode, will directly affect the key performance of a gas fuel engine. Therefore, gas fuel
injection devices have been selected as the research object of this paper, with a focus on the transient
injection process. To explore the impacts of valve vibration amplitude, period, frequency and velocity
on transient injection characteristics, one transient computational fluid dynamics (CFD) model for
gas fuel injection devices was established. The findings thereof demonstrated that there is a linear
relationship between the instantaneous mass flow rate and instantaneous lift during the vibration
process. However, this relationship is somewhat impacted when the valve speed is high enough. A
shorter valve vibration period tends to preclude a shorter period of flow-hysteresis fluctuation. The
near-field pressure fluctuation at the throat of an injection device, caused by valve vibration, initiates
flow fluctuation.

Keywords: gas fuel; gas fuel injection device; valve vibration; transient injection characteristics;
flow hysteresis

1. Introduction

The need for alternative fuels for conventional internal combustion engines (ICEs) has
grown as a result of depletion of crude oil reserves, global warming and more rigorous
emission regulations. Natural gas (NG), generally containing more than 90% methane, is
considered one of the most promising alternative fuels owing to its advantages of abundant
reserves, cleaner combustion and lower cost [1]. According to the International Energy
Agency, the importance of NG can be compared with that of gasoline in terms of power
generation, transportation, etc. [2]. Driven by current sustainability development policies,
over one-quarter of global power generation is provided by NG [3]. In terms of road
transport, NG has replaced other alternative fuels as the preferred choice for vehicles [4].

In recent years, natural-gas vehicles (NGVs) have been vigorously developed and
employed around the world [5]. Until 2019, there were more than 28.5 million NGVs
worldwide (including all land-based motor vehicles, from two-wheeled to off-road). Asian
countries led the world in this respect with 20.5 million NGVs, followed by Latin American
countries with 5.4 million NGVs [6]. In particular, NG is the main alternative fuel for
long-haul and heavy trucks, such as long-distance transport vehicles and fleets that require
centralized refueling [4].

The fuel supply system plays an important role in the performance of NG-fueled
engines. Based on the supply mode, fuel supply systems can be classified as out-cylinder
premixed method, port fuel injection (PFI) and direct injection (DI). The premixed method,
which is the oldest NG supply method, works through the incorporation of a Venturi
tube [7]. NG is premixed with air in the Venturi tube, and then the mixture is drawn
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into the cylinder because of the in-cylinder subatmospheric pressure during intake. This
method leads to great power reduction, although it has the best mixing uniformity. The PFI
mode can be divided into single-point injection (SPI) and multipoint injection (MPI). For
the former mode, NG is injected near the intake manifold near the gas injector, while for
the latter, NG is injected into the intake port of each cylinder, closer to the cylinder than
in SPI. At present, the PFI mode is the most common fuel supply system for compressed
natural gas (CNG) spark-ignition engines. However, it will lead to torque cutting due to
reductions in volume efficiency. In contrast, for the DI mode, this problem can be avoided
via injecting gaseous fuel after the intake-valve closing time (IVC).

The transient injection characteristics of a gas fuel injection device, as the terminal
executive component of the PFI or DI mode, will affect the key performance of an NG
engine directly. One outward-opening NG injector, driven with a piezo actuator, was
developed by Siemens under support from the New Integrated Combustion System for
Future Passenger Car Engines project (during the period of 2004 to 2012) [8,9]. Considering
that the piezo actuator’s stroke was rather small, a hydraulic stroke amplifier unit was
designed to achieve the desired needle lift (about 200 μm) and mass flow rate. Based
on this injector, Baratta et al. [10] used planar laser-induced fluorescence (PLIF) and the
computational fluid dynamics (CFD) method to investigate the differences of transient
NG jet patterns between different engine cycles. The NG jets were identified as having
“cloud-like” and “umbrella-like” shapes.

In recent years, research of NG injectors (or NG injection devices) mainly focused
on electromagnetic characteristics, structural design and structural optimization based on
steady internal-flow characteristics [11–14]. A novel cascade control algorithm was used by
Tan et al. to achieve multiobjective optimization of control parameters for electromagnetic
linear actuators [11]. One new sensorless electronic closed-loop antibounce solution was
proposed by Glasmachers et al. to effectively reduce bouncing and provide robust, soft
landing for fuel injectors [12]. Single-shot X-ray radiography was used by Swantek et al.
to investigate the steady-state behavior of an outward-opening gas injector [13]. Several
CFD simulations of steady-state gas flow through various poppet-valve geometries were
performed by Kim et al. to suggest design improvements for obtaining more efficient
poppet valves with reduced stagnation pressure loss [14].

The transient injection characteristics of the gas fuel injector have, however, received
little attention. The transient gas flow development of one outward-opening injector
was studied by Deshmukh et al. [15,16] with the large eddy simulation (LES) method.
The research results showed that an NG jet’s features (such as axial penetration length,
maximum jet width and volume) and subsequent mixture-formation process would be
seriously affected by the transient motion process of an injector. In addition, there would
be about a 30% disparity between the data of an LES simulation and the corresponding
experiment if the motion process of an NG injector was ignored. One high-pressure NG
injector was developed by Rogers et al. [17], based on BOSCH’s gasoline injector, and
the transient injection process of this NG injector was studied with the particle image
velocimetry method. It was found that the injector would have a large degree of seating
bounce when its valve was seated at the valve seat or the upper stop position because
of the undesirable force characteristics of a traditional solenoid. A solenoid is generally
characterized with greater force at both ends of the stroke, and it is difficult to achieve
accurate displacement control with it. The maximum bouncing lift was almost 80% larger
than the expected stable lift. In addition, the duration of the seating bounce was about 16%
of the whole injection-pulse width of the NG injector [17]. It is obvious that these on/off
transition processes of NG injectors will play a vital role in the process of gas fuel injection
and subsequent in-cylinder mixture formation.

However, this research of the effects of transient valve motion on gas jet patterns is not
comprehensive enough because the effects of key factors (such as injector-valve vibration
magnitude, period and vibration time) have not been analyzed. As had been discussed
in the literature cited above [11–14], researchers were accustomed to trying to reduce the
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seating impact of the nozzle valve in order to improve the control accuracy of the fuel
supply of the gas fuel engine. Problems such as how much impact the valve-seating-bounce
process has on the transient injection mass flow rate and which factor among vibration
magnitude, period and vibration time has the greatest impact on jet pattern have not been
discussed. In this paper, the affecting laws of these factors will be given focus. In order to
explore the effects of injector-valve transient vibration on transient injection characteristics,
one transient CFD model of an NG fuel injection device of the DI mode is proposed. Factors
such as valve vibration amplitude, period, frequency and velocity are discussed. Finally, the
CFD model is validated in both the aspects of transient gas fuel jet pattern and cumulative
mass flow rate. The research results of this paper will provide guidance for future research
on seating control of gas fuel injection devices.

2. CFD Model and Validation

2.1. Cases and CFD Model

At present, most gas fuel (mainly hydrogen, NG) injectors are driven with sole-
noids [11–17], resulting in valve seating problems, even if a piezo actuator is used [8–10].
One new type of NG injector [18] was designed by authors in previous studies to solve
the seating problem of traditional gas fuel injectors. A moving-coil electromagnetic linear
actuator (MCELA) was used as the driving aspect. It has a longer stroke, higher power
density and better controllability than does a solenoid. Therefore, in theory, this new NG
injector could achieve less rebound during seating process.

However, a softer seating advantage is usually achieved through closed-loop control,
and the control signal is usually given via a displacement sensor. The scheme (working with
a displacement sensor) may not be suitable for the DI supply mode because the installation
volume limitation for injectors with the DI mode is very strict. Therefore, open-loop control
was still used for the NG injector with the DI mode, but without the displacement sensor.
In addition, a new sensorless soft-landing control strategy for improving the dynamic
performance and fatigue life of NG injectors was proposed [19], as shown in Figure 1a. It
was found that there was still a certain seating vibration even with the soft-landing control
strategy.
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Figure 1. (a) Seating vibration of an injector driven with an MCELA (under the sensorless soft-landing
control strategy). (b) Seating vibration of an injector driven with a solenoid [20].

On the other hand, the typical needle (or valve) lift curve of a conventional solenoid-
driven injector, given by Bosch GmbH, is shown in Figure 1b [20]. In addition, the gas mass
flow rate of this injector was calculated using the equation from Saint-Venant.

In this study, the effects of injector-valve lift-vibration amplitude, period and cycle
time on the transient outflow rate and jet pattern are presented using three-dimensional
CFD simulation software Fluent, based on the structure of the new NG injector proposed in
our previous study [21]. The main dimensions of the NG injector and the applicable large-
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bore NG engine operating conditions are listed in Tables 1 and 2, respectively. Vibration
amplitude is defined as the maximum vibration lift, the vibration period is the time in
which the valve experiences one vibration cycle after seating or reaching the maximum lift
and vibration-cycle time is the number of vibrations experienced before the valve stabilizes.
Considering the measured lift data of an injector driven with an MCELA and an injector
driven with a solenoid, case 2 was taken as the base case when the vibration lift was half of
the maximum valve lift (1.4 mm), the vibration period was 0.4 ms and the vibration-cycle
time was 1. In order to discuss the effect of vibration amplitude, amplitudes were taken as
25%, 50%, 75% and 100% of the maximum lift, respectively. In addition, in order to discuss
the effect of the vibration period, periods were taken as 0.2 ms, 0.4 ms, 0.6 ms and 0.8 ms,
respectively. Finally, based on case 2, the cycle times were set as 1, 2, 3 and 4, respectively,
to discuss the effect of vibration-cycle time, as shown in Table 3 and Figure 2. The on/off
process of the NG injector needed transition time, which was set at 1 ms for every case.

Table 1. Specifications of NG injector.

Injector Parameter Value

Outlet Diameter (mm) 7
Valve Lift (mm) 1.5

Injection Pressure (MPa) 1.0
Injection Duration (CA) 54.5◦CA (at 255 kW and 1900 rpm) [21]

Table 2. Specifications of engine.

Parameter Value

Bore (mm) × Stroke (mm) 131 × 155
Displacement Volume (L) 12.53

Compression Ratio 11.5
Rated Power (kW)/Speed (rpm) 255/1900

IVO/IVC(CA) 30◦BTDC/46◦ABDC
EVO/EVC(CA) 78◦BBDC/30◦ATDC

Table 3. Parameters of each case.

Vibration Amplitude Vibration Period Vibration Cycle

Case 1 25% 0.4 ms 1
Case 2 50% 0.4 ms 1
Case 3 75% 0.4 ms 1
Case 4 100% 0.4 ms 1
Case 5 50% 0.2 ms 1
Case 6 50% 0.6 ms 1
Case 7 50% 0.8 ms 1
Case 8 50% 0.4 ms 2
Case 9 50% 0.4 ms 3
Case 10 50% 0.4 ms 4

The transient CFD model of the NG injector is shown in Figure 3. The inlet and
outlet boundaries of the model were both set as pressure boundary conditions. The
injection pressure was set as 1.0 MPa to reduce the manufacturing-accuracy requirement
of the injector and to make full use of the gas fuel in the tank [21]. A value of 1.0 MPa
was determined according to the stagnation state formula and the in-cylinder pressure
calculated from the engine model built in the authors’ preliminary study, and this pressure
could ensure that the injection flow rate was independent from the in-cylinder pressure
(back pressure) [21]. The outlet pressure was set as the standard atmospheric pressure.
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The natural gas used in this article was assumed to be 100% ideal methane for simplicity.
Considering the characteristics of a supersonic jet and the great pressure/velocity gradient
near the injector’s throat position, the near-field meshes were refined. The minimum mesh
size was 0.05 mm. In addition, considering the CFD calculation cost, the mesh size was
gradually increased at the position farthest from the throat. In addition, the maximum
mesh size was about 1 mm. The whole domain was assumed to be initially quiescent. The
RNG k–ε turbulence model and the nonequilibrium wall function were used in this study.
The turbulent Schmidt number took the fixed default value of 0.7. The coefficient C1ε,
used in the ε equation, took the value of 1.42; coefficient C2ε took the value of 1.68; and
coefficient Cμ took the value of 0.0845. This program was based on the pressure-correction
method and used the PISO algorithm. The first-order upwind differencing scheme was
used for the momentum, energy and turbulence equations.

Figure 2. Lift curve of each case.

56



Actuators 2023, 12, 102

Figure 3. CFD calculation domain and mesh.

2.2. Transient CFD Model Verification
2.2.1. Verification with Cumulative Flow Rate

In order to test the steady volumetric flow rate of an NG injection device, one steady
flow measurement bench, as shown in Figure 4, had been established previously by the
authors of this paper [18]. In addition, the simulation accuracy of the steady CFD model of
an NG injection device was verified based on this bench. However, its measuring pressure
range was just 0.02–0.05 MPa, which is much lower than the injection pressure of the injector
for the DI mode (gas fuel supply pressure is usually higher than 1 MPa). In order to meet the
need for higher pressure, the spring of the pressure relief valve in the bench was replaced
with a stronger spring, and the measured pressure range was expanded to 0.1–0.28 MPa.
The measurement accuracy of the vortex flowmeter was ±1.0% of the measurement range.
What is more, it was impossible to directly measure the cumulative flow rate of a single
working cycle (from opening time to closing time) because the installation position of
the flowmeter was far from the NG injection device. Therefore, the converted measured
cumulative flow rate of a single cycle was taken to compare to the simulated results of a
transient CFD injection model. This converted value comes from the measured cumulative
flow rate during several injection cycles (for example, 5 min). To eliminate the effects of
the selected number of injection cycles, both the 5 min and 12 h cases were discussed. For
the sake of safety and convenience, compressed air rather than NG was used as the fluid.
The gas supply pressure of the bench was adjusted to 0.1, 0.12, 0.14, 0.16 and 0.2 MPa
respectively. The flow measurement was carried out at about 293 K, and the compressed air
could be guaranteed to be gaseous under pressures lower than 0.2 MPa. The working-cycle
durations of 40 ms, 60 ms and 120 ms were taken into consideration, corresponding to the
engine speeds of 3000 RPM, 2000 RPM and 1000 RPM, respectively. The injection duration
time was set as one quarter of the working-cycle duration.

 

Figure 4. Flow measurement bench of the injector.
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The simulated single-cycle flow rate was compared with the converted experimental
one, as shown in Figure 5. It was easily found that the difference between the long-term
(12 h) converted experimental flow rate and the simulation results was less than that be-
tween the short-term (5 min) rate and the simulated one. The authors’ expectation was that
the difference (caused by some random factors, such as upstream pressure fluctuation and
data acquisition errors) between the converted experimental flow rate and the simulation
results would be reduced as the cumulative injection time was extended. There was no
obvious rule in the relationship between calculation errors and the upstream pressure of
the injector. The maximum error, which was about 6.1%, appeared at an engine speed of
1000 RPM and an inlet pressure of 1.0 bar. In summary, the flow rate characteristics of the
transient injection CFD model of the NG injector were verified from the perspective of
cumulative single-cycle flow.

 
Figure 5. Comparison of single conversion and single-cycle transient volume flow.

2.2.2. Verification with Gas Jet Pattern

For the CFD simulation of the NG injector’s transient injection process, it was most
important to verify the calculation accuracy of the gas jet development process downstream
of the injector’s throat, although the accuracy of the jet flow rate was also rather important.
To verify the ability to calculate the gas jet pattern downstream, the gas jet imaging results
from Yosri et al. [22] were compared with the results of the corresponding transient CFD
model in this paper, as shown in Figure 6. An NG injector prototype provided by the
Continental company was used in the literature. The simulation results were postprocessed
with the density gradient method. The valve lift curve took the measured valve lift when
the pressure of the constant volume cavity (CVC) was 0.1 MPa [22]. The injector valve’s
vibration amplitude was about 25% of the maximum lift (0.4 mm) at the maximum lift
position. In addition, the vibration amplitude was about 10% at the zero-lift position. The
inlet pressure of the injector was set to 2.0 MPa, and the inlet temperature was 298 K.
Methane (a surrogate for NG) was injected into the CVC with quiescent, nonreacting ni-
trogen. The CVC had an initial pressure of 0.1 MPa and an initial temperature of 298 K.
Considering that accurate calculation of the jet development process requires the arrange-
ment of 10–15 layers of grids on the cross-section of the throat [12], the mesh size was as
small as 0.03 mm near the valve throat and up to 1 mm in other areas. It was found that the

58



Actuators 2023, 12, 102

simulation results were rather consistent with the experimental gas jet imaging results both
during the lifting process (222 μs after start of injection (ASOI)) and during the landing
process (370 μs ASOI and 481 μs ASOI).

Figure 6. Instantaneous injection flow features during the injection, shown with Schlieren imag-
ing [22] (first row) and simulation results using the density gradient method (second row).

3. Results and Discussion

The flow fluctuation after the end of the valve lift vibration (called delayed flow
fluctuation (DFF), as shown in Figure 7a) is the most important focus of this study. DFF
caused by lift vibration would have a serious impact on the calibration quantity of gas
fuel under certain engine working conditions because DFF is usually uncontrollable. In
order to facilitate a comparison, the ending times of the valve vibration processes for all
discussed cases (as shown in Table 3 and Figure 2) were normalized to the ending times
(1.4 ms) of the valve vibrations for cases 1–4. Only the DFF near the maximum valve lift
will be discussed in this study, because there was no DFF near the zero-lift position.

Firstly, the effect of vibration amplitude was discussed as cases 1–4 were compared,
and the NG flow-rate fluctuation processes through the injection device’s throat in these
four cases are presented in Figure 7. It was found that there was an almost linear correlation
between the transient flow rate and instantaneous lift vibration during the lift-vibration
process (from 1.0 ms to 1.4 ms), as shown in Figure 7a. Case 4 had the strongest DFF, and
the strengths of the DFFs for case 3, case 2 and case 1 showed a gradual downward trend,
as shown in Figure 7b. The cycle periods of the DFF for cases 1–4 were all the same. For a
more comprehensive comparison, a case with no valve lift vibration (called no vibration in
figure) was also taken into consideration. It was easily found that the case with no vibration
had the weakest DFF and the shortest cycle period when compared with cases 1–4. It is
obvious that higher vibration amplitude brings stronger DFF.
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Figure 7. Effect of valve lift-vibration amplitude on the mass flow rate of the NG injector ((b) is the
partial enlargement of (a)).

Secondly, the effect of the vibration period was discussed as cases 2 and 5–7 were
compared, and the NG flow-rate fluctuation processes of these four cases are presented in
Figure 8. The raw data during the lift-vibration process (for example, case 7: from 0.6 ms to
1.4 ms (normalized)) were almost the same as those when the vibration-amplitude factor
was concerned. The linear relationships between the transient flow rate and instantaneous
lift vibration still existed for case 6 and case 7. However, for case 5, which had the shortest
vibration period, this linear relationship was somewhat broken, as shown in Figure 8a. It is
obvious that the transient developing process of the supersonic gas jet was influenced by
the faster velocity of valve vibration in case 5, and the transient mass flow rate was affected
in turn.

When the vibration-period factor was considered, case 5 (period: 0.2 ms) had the
strongest DFF, and the strengths of the DFFs for case 2 (period: 0.4 ms), case 7 (period:
0.8 ms) and case 6 (period: 0.6 ms) showed a gradual downward trend, as shown in
Figure 8b. Case 5 had the longest DFF period, case 2 took the second place, case 7 took the
third place and case 6 had the shortest value, as shown in Figure 8c. There seems to be
some correlation among them: cases 2 and 5–7, which had shorter lift-vibration periods,
had stronger DFFs and longer DFF periods. This rule is not applicable to case 6 or case 7,
however. Actually, case 6, case 7 and the case with no vibration had some crossing areas
when the case with no vibration was taken into consideration, as shown in Figure 8c. Their
DFF strengths and periods were almost the same. Therefore, it can be concluded that the
effect of valve vibration period on DFF will be rather little if the vibration period is long
enough (the boundary was about 0.6 ms (case 6) in the example presented in this paper).
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Figure 8. Effect of the valve lift-vibration period on the mass flow rate of the NG injector ((b,c) are
the partial enlargements of (a)).

At last, the effect of vibration-cycle time was discussed as cases 2 and 8–10 were
compared, as shown in Figure 9. It was found that the DFF of case 2 (cycle time: 1) was
the strongest, and the DFFs of cases 8–10 were almost the same. What is more important is
that the DFF strengths of the last three cases were slightly weaker (about 1.2‰ at the peak
point of the flow rate) than that of case 2, as shown in Figure 9b. It can be concluded that
more vibration time tends to bring weaker DFF, although the influence is quite little.

By now, the influences of injector-valve lift-vibration amplitude, period and cycle time
on transient gas jet have been discussed in cases 1–10, above. It was interesting to find
that case 4 had the same valve vibration speed (slope of valve lift-vibration curve) as case
5, as shown in Figure 2. This situation also existed for case 1 and case 7. Therefore, it is
necessary to discuss these two cases further. Their valve lifts and corresponding mass flow
rates are presented in Figures 10 and 11, respectively. It can be seen that case 5, which had
a smaller lift-vibration amplitude, shows a stronger DFF than case 4, and that case 1, which
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had a smaller lift-vibration amplitude, shows a weaker DFF than case 7. These seem to lead
to quite different conclusions. However, it is worth noting that the DFF strengths of case 1
and case 7 are actually almost the same as each other. The biggest difference between case
1 and case 7 is smaller than 4‰, and these two cases’ DFFs were almost the same as that of
the case with no vibration, as shown in Figures 7 and 8, because their lift-vibration speeds
were rather slow (that is: their vibration periods were long enough). Shorter vibration
tends to cause greater DFF when the vibration speed is the same.

 
Figure 9. Effect of cycle time of valve lift vibration on the mass flow rate of the NG injector ((b) is the
partial enlargement of (a)).

 
Figure 10. Valve lift vibrations and mass flow rates of case 4 and case 5 (they had the same valve
vibration speed).
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Figure 11. Valve lift vibrations and mass flow rates of case 1 and case 7 (they had the same valve
vibration speed).

According to the mass-flow-rate formula of one-dimensional isentropic flow [17], the
flow fluctuation of a jet nozzle generally results from pressure-ratio (ratio of pressure
downstream of the nozzle throat and pressure upstream of the nozzle throat) fluctuation.
Therefore, in order to reveal the reason for DFF in this paper, the pressure fluctuation
situations downstream and upstream of the NG injection device’s throat are presented in
Figure 12. Based on the mass flow-rate fluctuation curves (Figures 7–9) after the end the
of valve lift vibration, three peak points and three valley points of each fluctuation curve
were selected as the inner pressure analyzing points. Firstly, the throat near-field pressure
of the case with no vibration was presented because the DFF of this case could not come
from valve lift vibration. The analyzing points were 1.009 ms, 1.082 ms, 1.162 ms, 1.239 ms,
1.320 ms and 1.400 ms. Secondly, as discussed above, case 2 was used as a base case for
comparison, and its near-field pressure needed to be presented. The analyzing points were
1.430 ms, 1.492 ms, 1.580 ms, 1.657 ms, 1.741 ms and 1.820 ms.

 
(a) (b) 

Figure 12. (a) Throat near-field pressure distribution of the case with no vibration (left). (b) Throat
near-field pressure distribution of cases with vibration (case 2, for example; right).
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It could be intuitively obtained from the near-field pressure distribution that a smaller
pressure-concentration zone is formed on the back face of an injector’s valve for the valley
point (for example: case with no vibration, 1.162 ms-valley) when compared with that for
the nearby peak points (for example: case with no vibration, 1.082 ms-peak and 1.239 ms-
peak). In addition, the volume of the pressure concentration area tends to increase as
injection time goes by. On the other hand, for the peak point (for example: case 2, 1.657 ms-
peak), a larger-pressure concentration area is formed when compared with that for nearby
valley points (for example: case 2, 1.580 ms-valley and 1.741 ms-valley), and the volume
tends to decrease. In addition, the differences of pressure distribution between nearby
valley and peak points tend to be gradually smaller. For example, the difference between
the 1.320 ms point and the 1.400 ms point was much smaller than that between the 1.162 ms
point and the 1.239 ms point. This rule existed for both the case with no vibration and case
2. This gradually decreased pressure difference leads to a smaller amplitude of DFF, and so
the gas jet would finally be stabilized. It was also found that the difference between the
nearby valley and peak points of the case with no vibration was smaller than that of case 2,
resulting in a lower amplitude of DFF in the former case, as shown in Figure 7b.

4. Conclusions

The transient CFD model of a DI NG injector’s transient injection process was estab-
lished in this paper. Based on this CFD model, the influences of injector valve vibration
amplitude, period, cycle time and velocity on transient injection characteristics were in-
vestigated. Flow fluctuation after the end of valve lift vibration was a focus. The main
conclusions are as follows:

There is an almost linear correlation between the transient flow rate and instantaneous
lift vibration during the lift-vibration process (from 1.0 ms to 1.4 ms for cases 1–4), and this
linear correlation will be somewhat broken if the valve’s vibration velocity is high enough
or the vibration period is short enough.

A higher value of vibration amplitude tends to bring stronger DFF. In studying the
seating control of gas fuel injectors, efforts should be made to reduce valve lift-vibration
amplitude because it has a significant impact on flow during and after the injection period.

Under the condition of the same amplitude, a shorter valve vibration period means
stronger DFF and a longer period of DFF. In addition, the effect of the valve vibration
period on DFF is rather little if the vibration period is long enough (the boundary was
about 0.6 ms in the example presented in this paper).

The influence of vibration-cycle time on DFF is quite little. More vibration time tends
to bring weaker DFF. When studying the seating control of gas fuel injectors, we should try
to avoid too-fast valve lift-vibration speed. However, vibration-cycle time does not need
too much attention when only DFF is considered.

The throat near-field pressure fluctuation caused by valve lift vibration results in DFF.
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Nomenclature

ASOI After start of injection
CFD Computational fluid dynamics
CNG Compressed natural gas
CVC Constant volume cavity
DFF Delayed flow fluctuation
DI Direct injection
ICE Internal combustion engine
IVC Intake-valve closing time
LES Large eddy simulation
MCELA Moving-coil electromagnetic linear actuator
NG Natural gas
NGV Natural-gas vehicle
PFI Port fuel injection
PLIF Planar laser-induced fluorescence
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Abstract: In order to meet the increasing demand for high-performance and high-efficiency vehicles,
this paper proposes a novel electromagnetic linear energy-reclaiming suspension technology based
on the McPherson independent suspension, and analyzes its core component—ELA-ERD (Electro-
magnetic Linear Actuation Energy-Reclaiming Device). ELA-ERD, taking a shock absorber piston rod
as the inner yoke, has a compact structure and reasonable layout by integrating the structural features
of the suspension. In this paper, the design process of ELA-ERD is elaborated in detail. Aiming at
the problem of over-saturation of the inner yoke magnetic density, this paper proposes a method to
optimize the magnetic circuit by increasing the size of the inner yoke within the effective working
area of the moving coil, thus effectively improving the electromagnetic characteristics of ELA-ERD.
Moreover, the effect and potential of energy reclaiming on ELA-ERD were studied by using finite
element software. The study on the energy-reclaiming law of ELA-ERD was carried out from the
perspective of the changes in vibration frequency and amplitude. In addition, the internal relationship
between the energy-reclaiming voltage and the vibration velocity was revealed in this work, and
the energy-reclaiming voltage coefficient Ke was defined. Through calculation of a large amount of
model data, the Ke value applicable to the designed ELA-ERD in this paper was approximately set to
4.5. This study lays an important theoretical foundation for the follow-up studies.

Keywords: energy reclaiming; ELA-ERD; McPherson independent suspension; electromagnetism;
finite element

1. Introduction

The suspension system is the key part of the vehicle as well as an important device
to ensure smooth running and stable operation of the vehicle. However, traditional sus-
pension can only passively reduce vibration, which is far from meeting the increasing
demand of high performance and high energy efficiency in the vehicle industry with rapid
development momentum. To this end, active suspension and energy-reclaiming suspension
technology is gradually becoming a research hotspot [1–3].

Active suspension has the advantages of controlling the height of the vehicle body,
improving the vehicle passability, and guaranteeing the operation smoothness and stability
of the vehicle [4,5]. However, active suspension requires extra energy input, which brings
additional energy consumption to the vehicle and is not conducive to the improvement
of vehicle energy efficiency. Under the current development of the electric-driven vehicle
industry, the improvement of battery and charge-discharge technologies, as well as the
vehicle energy efficiency, is of great importance. Professor Yu fan from Shanghai Jiao Tong
University and his team conducted an in-depth study on the energy consumption of passive
suspension and active suspension, which confirmed the high energy consumption of active
suspension, and indicated the necessity of the research on energy-reclaiming suspension
technology [6].
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Energy conservation and environmental protection have become important themes in
the development of vehicle technology. In this context, the energy-reclaiming technology of
suspension has attracted more and more attention [7,8]. An energy-reclaiming suspension
collects and stores kinetic energy during suspension vibration so as to improve the efficiency
of vehicles. In addition, combining with active suspension, energy-reclaiming suspension
can reduce the energy loss of active suspension while satisfying active control, thus further
improving the comprehensive performance of the vehicle [9–11].

Since the 1970s, energy-reclaiming suspension technology has been developed from
theoretical research to product application. This technology is becoming increasingly
mature and the product has become diversified, but there is still a long way to go before
realizing actual popularization and application of this technology [12–14]. Currently, there
are several different types of energy-reclaiming suspension, including the piezoelectric
energy storage type, the hydraulic energy storage type and the electromagnetic energy
storage type. With the continuous improvement of the electromagnetic theory and the
improvement of the performance of permanent magnet materials and high-power electronic
devices, the electromagnetic energy storage type has become the most promising one.
Dr. Amara G Bose, the founder of Bose Corp, MA, USA., studied the optimization of
the suspension system as early as 1980, and demonstrated by theoretical analysis that
electromagnetism was an effective way to achieve the desired suspension performance [15].

For the electromagnetic energy storage type, although the linear motor has less sat-
isfactory energy-reclaiming power than rotary motor [16], it has compact structure and
great advantages in motion transformation [17]. At present, the research of electromagnetic
linear energy-reclaiming suspension mainly focuses on the energy-reclaiming device, con-
troller, energy-reclaiming circuit and structure arrangement, etc. The research goal is to
improve the energy efficiency and comprehensive performance of the suspension system
as much as possible. Among them, the research on the energy-reclaiming device is the
core, and the quality of the energy-reclaiming device will directly affect the performance of
the electromagnetic linear energy-reclaiming suspension. Some scholars have put forward
various working modes for electromagnetic linear energy-reclaiming device and achieved
outstanding results, such as professor Gysen from Eindhoven University of Technology in
the Netherlands [18–20], professor Vijayakumara, P B from India [21], professor Zhaoxiang
Deng from Chongqing University [22,23], etc. However, there are actually few studies on
the electromagnetic linear energy-reclaiming device. Even for the Bose suspension system,
a successful model of electromagnetic linear energy-reclaiming suspension, the data related
to its actuator have not been published yet.

It can be seen that the technical research of the electromagnetic linear energy-reclaiming
suspension is still in the preliminary exploration stage, and there is still a certain distance
from the actual application. Nevertheless, it still has high research value and a broad
application prospect owing to its high-efficiency motion conversion, compact structure
arrangement and the relatively light weight of the electromagnetic linear motor.

In view of the above studies, this paper proposes a new-type electromagnetic lin-
ear energy-reclaiming suspension technology scheme based on McPherson independent
suspension. It embeds the electromagnetic linear actuation—energy-reclaiming device
(ELA-ERD) device to realize active control and passive energy feed of suspension, showing
advantages of compact structure, easy modification and high reliability. This paper focuses
on the design, simulation and optimization of ELA-ERD. Through analysis and comparison
of simulation data, this study deeply explores the energy-feeding characteristics and laws
of ELA-ERD, providing an important theoretical and practical basis for the development of
electromagnetic suspension technology.

2. Overall Design of the New Suspension

The new electromagnetic linear energy-reclaiming suspension proposed in this paper
is based on the McPherson independent suspension structure, which has the advantages of
simple structure, high reliability and low cost [24]. The design based on the McPherson
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independent suspension structure is beneficial to the application and promotion of the new
suspension scheme.

2.1. Suspension Scheme

Figure 1 shows the structure of the new energy-reclaiming suspension. Unlike the
traditional passive suspension, the electromagnetic linear energy-reclaiming suspension
is equipped with an ELA-ERD at the upper end of the shock absorber to achieve active
control and passive energy reclaiming. Compared with other similar active or energy-
reclaiming suspension [25,26], the new suspension scheme proposed in this paper retains
the shock absorber, and realizes the excellent damping effect of the whole suspension by
controlling the output size and direction of the electromagnetic force of the ELA-ERD. In
this way, the features and advantages of the McPherson independent suspension can be
maintained. Because the shock absorber is retained, the suspension system can operate as a
traditional suspension device even if the ELA-ERD does not work or fails, thereby ensuring
the reliability of the suspension.

 

Figure 1. The new energy-reclaiming suspension structure.

The electromagnetic linear energy-reclaiming suspension can realize passive energy
reclaiming and active control while maintaining the advantages of the McPherson indepen-
dent suspension, which is mainly attributed to the ELA-ERD. It can be seen from Figure 1
that ELA-ERD is mounted on a suspension shock absorber, in series with the shock absorber,
and in parallel with the spring. The piston rod of the damper is fixedly connected with
the coil skeleton of the ELA-ERD. The piston rod also plays a role of inner yoke. When
the shock absorber moves, the coils of ELA-ERD will move synchronously with the shock
absorber piston rod. Such layout realizes organic integration of ELA-ERD and suspension
structure, which is more compact and reasonable.

For existing electromagnetic energy-reclaiming suspension technology [27], the elec-
tromagnetic energy-reclaiming actuator is usually arranged inside the shock absorber,
which increases the difficulty in assembly and later maintenance repair and leads to shock
absorber jamming, as the permanent magnet easily falls off during vibration. The technical
scheme proposed in this paper can effectively solve this problem without hollowing out
the shock absorber piston rod, thus avoiding the reduction in piston rod strength.

2.2. Parameters Determination

The design of suspension should be based on vehicle parameters and application
requirements. An existing commercial available model is adopted in this paper, whose
basic parameters are shown in Table 1.
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Table 1. Basic parameters of selected vehicle model.

Parameters Value Parameters Value

Unladen mass 1220 kg The load distributed by the front
axle under no-load condition 60%

Wheelbase 2610 mm Wheel specification 205/55 R16
Max power 81 kw Max speed 188 km/h
Max torque 155 N·m Displacement 1598 mL

After determining the vehicle parameters, the design and calculation of the suspension
parameters is the basis for “Vehicle Design”, which will not be presented in this paper.

The two main components of the McPherson independent suspension are the shock
absorber and the spring. On the basis of determining the basic parameters of the vehicle,
the dimensions and materials of the two components can be defined through calculation,
model selection and verification. Figure 2 shows the size marking of the shock absorber
and spring in suspension. The specific dimensions of the shock absorber and spring are
shown in in Tables 2 and 3, respectively.

 

Figure 2. Size marking of the shock absorber and spring in suspension.

Table 2. Parameters of shock absorber.

Parameters Value

Diameter of working Cylinder Da0 20 mm
Base length la 80 mm

Oil tank diameter Da1 34 mm
Piston stroke sa 100 mm

Outer diameter of dust Cover Da2 40 mm
Diameter of piston rod da 10 mm

Table 3. Parameters of spring.

Parameters Value

Pitch diameter Dsm 112 mm
Steel wire diameter ds 14 mm

Number of active coils ns 10
Unsupported height Hs0 420 mm

Pitch of teeth ts 39.2 mm
Max deflection λsmax 201.6 mm
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The working cylinder diameter Da0 of the shock absorber can be determined by
Equation (1), prior to which the max unloading force Fa0 must be calculated by Equation
(2). From Equations (1) and (2), it can be known that the selection of the working cylinder
diameter of the shock absorber is closely related to the vibration status and sprung mass of
the vehicle.

Da0 =

√
4Fa0

π[p](1 × λ2
a)

(1)

where [p] is the maximum allowable pressure of the working cylinder, which is set to
3.5 MPa; λa is the ratio of the connecting rod diameter to the cylinder diameter, which is
set to λa = 0.4 for telescopic shock absorber.

Fa0 = δva0 = δA
√

c/ms cos α (2)

where va0 is the unloading velocity, δ is the damping coefficient of shock absorber, A is the
vibration amplitude of vehicle body, which is set to ±40 mm, c is the suspension stiffness,
ms is the sprung mass, and α is the arrangement angle of shock absorber.

In order to meet the actual strength demand, the spring steel wire diameter ds
should meet:

ds ≥ 1.6

√
Fs1KC

τs
(3)

where τs is the allowable stress of spring, τs = 471MPa. Fs1 is the axial load on the spring;
C is the spring index, which is set to C = 8 in this paper; K is the curvature correction factor,
and the relation between K and C is shown as follow:

K =
4C − 1
4C − 4

+
0.615

C
(4)

After calculation and verification, the dimension parameters of the suspension deter-
mined in this paper meet the requirements of vehicle suspension design.

3. Design of ELA-ERD

ELA-ERD is a key component to realize passive energy reclaiming and active control.
The design of ELA-ERD is the core of electromagnetic linear energy-reclaiming suspension.

3.1. Basic Structure and Working Principle

Based on the previous study on ELA [28,29], this paper proposes ELA-ERD technology
scheme combining the characteristics of suspension structure and long stroke, as shown in
Figure 3. Considering that the moving coil type is easier to be controlled and the mover
mass is smaller than the moving iron type, the ELA-ERD in this paper adopts the moving
coil type.

As shown in Figure 3, ELA-ERD is mainly composed of external magnetic yoke,
permanent magnets, moving coils and inner core. The piston rod of the shock absorber
is used as the inner yoke of the ELA-ERD. The coil skeleton is fixedly connected with the
piston rod. When the suspension vibrates and the shock absorber piston reciprocates, the
coil of ELA-ERD moves synchronously, cutting the magnetic induction line to generate
induction current.
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Figure 3. Schematic diagram of ELA-ERD structure.

The mechanism of generating magnetic induction voltage by moving coils cutting the
magnetic induction line can be expressed by Equation (5):

U = BLv (5)

where U is the induced voltage, B is the magnetic induction intensity, L is the effective coil
length for cutting magnetic line, and v is the cutting speed of the coil. To meet Equation (5),
B, L, v must be perpendicular to each other, which is an ideal state. However, angle
deviations will be inevitably caused in the actual process. The mechanism of energy
reclaiming is analyzed according to Equation (5).

As can be seen from Equation (5), higher induction voltage requires stronger magnetic
induction intensity. For ELA-ERD, it is necessary to increase the magnetic induction
intensity in the radial direction of the working domain of the mover as much as possible.
Therefore, the Halbach array pattern is adopted for the permanent magnet of ELA-ERD,
which is conducive to enhancing one side’s magnetic field while weakening the other
side’s magnetic field [30]. The working principle of the Halbach array pattern is shown in
Figure 4.

 

Figure 4. Working principle of Halbach array pattern.
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3.2. Determination of Dimension and Material

In order to achieve reasonable layout and avoid motion interference, the overall
dimension and motion stroke of the ELA-ERD are limited by the size of the McPherson
independent suspension.

In order to avoid the impact failure in the compression process, the height He of
ELA-ERD should be lower than the height of the suspension spring when compressed to
the bottom, i.e.,

He ≤ Hs0 − λsmax (6)

Through calculation, it can be known that He ≤ 218.4 mm, in this paper He = 200 mm.
The outer diameter De of ELA-ERD is identical to that of the shock absorber dust

cover, both of which are set to 40 mm in this study. In order not to interfere with the normal
operation of the suspension shock absorber, the motion travel of the ELA-ERD should be
slightly larger than that of the shock absorber. As the shock absorber travel is 100 mm, so
the motion travel of ELA-ERD se is set to 110 mm.

Air gap thickness δ is an important parameter affecting the electromagnetic perfor-
mance of the ELA-ERD, a too big or too small value of δ will be inconducive to the full
utilization of magnetic energy and performance improvement of ELA-ERD. The determi-
nation of air gap thickness is based on the magnetic circuit design of ELA-ERD, which
is closely related to the magnetic circuit structure, permanent magnets size and working
point of the magnets, as shown in Equation (7).

Bg
2 = (−HmBm)

Vm

Vg

μ0

K f Kr
(7)

Where Bg is the gap flux density. HmBm is the magnetic energy product at working
point of permanent magnet, Vm is the permanent magnet volume, Vg is the air gap volume,
μo is the permeability of vacuum, K f is the magnetic leakage coefficient, and Kr is the
magnetic reluctivity.

In the design of magnetic circuit, the air gap thickness is determined through multiple
calculations. According to previous design experience on the linear motor, current struc-
tural features of ELA-ERD, the layout pattern of permanent magnets and materials, the air
gap thickness δ is preliminarily set to 0.15 mm in this study. After the air gap thickness δ is
determined, the permanent magnets thickness dm and the external magnetic yoke thickness
dy in the radial direction of ELA-ERD can be determined successively.

In the axial direction, ELA-ERD is in a symmetrical arrangement, so there is

He = hm + 2hc (8)

where hm is the overall axial height of the permanent magnet, hc is the axial thickness of
end cover.

At this point, the structural dimension of ELA-ERD has been basically determined,
and the specific parameters are shown in Table 4.

Table 4. Basic dimensional parameters of ELA-ERD.

Parameters Value Parameters Value

Height He 200 mm Air gap thickness δ 0.15 mm

Outer diameter De 40 mm Radial thickness of
permanent magnet dm

5.5 mm

Stroke se 110 mm Radial thickness of the
outer yoke dy

1.5 mm

Inner yoke diameter
(diameter of piston rod da) 10 mm Axial thickness of end

cover hc
9 mm
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The material of each component of ELA-ERD is shown in Table 5. To obtain better
magnetic effect, steel-1008 with high strength and good magnetic property was selected
for the outer cover, end cover and inner yoke of ELA-ERD. The permanent magnets are
made of the sintered NdFeB N45 H with high remanent magnetism and high temperature
resistance, which can provide a powerful magnetic field for ELA-ERD. The coils are made
of copper-core enameled wire, which can maximize the winding coverage.

Table 5. Material of each component of ELA-ERD.

Component Material Component Material

Outer cover Steel-1008 Permanent magnets N45 H
End cover Steel-1008 Coil skeleton Teflon

Inner yoke (piston rod) Steel-1008 Coils Copper-core
enameled wire

3.3. Winding Design

According to the ELA-ERD structure shown in Figure 3, the height hsk of the moving
coil skeleton is affected by the device stroke. In this paper, the height of the moving coil
skeleton can be calculated by Equation (9).

hsk = hm − se (9)

The arrangement of windings is closely related to the array and dimension of perma-
nent magnets. As can be seen from Figure 5a, as the coil skeleton height span consists of
three radial permanent magnets, three groups of windings were arranged in order to realize
maximum energy-reclaiming effect. Further research can be carried out on the winding-
permanent magnet arrangement, which will be of great significance to the performance
improvement of ELA-ERD, and will not be discussed in this paper.

 
Figure 5. Winding arrangement and coil winding: (a) ELA-ERD; (b) Winding.

The moving coils are winded enameled wire. In order to improve the current density
of the winding as much as possible, the coils should be winded as tightly as possible, and
the winding state is shown in Figure 5b, from which we can see that the winding meets the
following relationship:

dw = (2 +

√
3(n − 1)

2
)rc (10)

Nc =
hw

2rc
× n (11)
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According to Equations (10) and (11), given the height hw and thickness dw of the
winding, enameled wire radius rc and the winding number Nc can be obtained, where n
is the number of enameled wire winding layers, which is set to n = 4 in this paper. After
determining the enameled wire radius rc, the maximum current or current density can be
defined by referring to the characteristic parameter table of enameled wire, and reverse
design of the ELA-ERD windings can be realized according to the maximum current limit.

After the winding parameters are determined, the resistance value Rc of the windings
of the ELA-ERD can be obtained according to the resistance formula (12) of copper.

Rc =
ρlc
Sc

=
6grwNc

rc2 (12)

where ρ is the copper resistivity, lc is the total length of enameled wire in the windings, Sc
is the cross-sectional area of a single-stranded copper-core enameled wire, and rw is the
effective median diameter of the windings.

3.4. Improvement of Magnetic Circuit

Magnetic circuit design directly determines the performance of the motor. In the
magnetic circuit design process, the magnetic circuit needs to be modified and improved
continuously. The magnetic circuit of the ELA-ERD designed in this paper needs to be
analyzed and optimized as well. The traditional calculation method is very inefficient.
Finite element simulation software is an important tool for rapid and accurate evaluation
and feedback of motor magnetic circuit design, based on which we can simulate and
calculate many complex problems.

In this paper, Ansoft Maxwell was used to model and simulate the ELA-ERD. Figure 6
shows the cloud diagram of magnetic induction intensity distribution obtained by simulation.

Figure 6. Finite element model and magnetic induction intensity distribution cloud map of ELA-ERD.

As can be seen from Figure 6, the magnetic induction intensity at the inner yoke (i.e.,
piston rod) position is seriously saturated, while the magnetic density in the working area
of the moving coils is far from the ideal value. This indicates that the inner yoke is too
small, which leads to the waste of a large part of magnetic energy, thus damping the output
performance. Therefore, the magnetic circuit needs to be improved. Since the diameter of
the piston rod has already been determined at the time when the selection design of shock
absorber type is carried out, its size is not changeable. If the overall size of the ELA-ERD
is reduced to match the small inner yoke, it is not conducive to maximizing the use of
suspension layout space, and the overall performance of the ELA-ERD will be greatly
reduced. Under the premise of keeping the current inner yoke size unchanged and not
reducing the overall external diameter of ELA-ERD, the permanent magnet size is bound
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to be larger so as to achieve a more ideal working domain magnetic density, and the work
domain thickness will be compressed. This will only aggravate the over-saturation of the
inner yoke magnetic density, resulting in a large amount of magnetic energy waste.

Based on the above analysis, it can be known that a too small inner yoke is the root
cause. Aiming at this problem, this paper adopts an improvement scheme, as shown in
Figure 7. A part of the same material is added at the junction of the moving coils and the
inner yoke, which can form a good magnetic circuit within the effective working range of
the moving coils, increasing the magnetic density at the position of the moving coils, and
effectively alleviating the over-saturation of the inner yoke magnetic density.

 

Figure 7. The structure diagram of improved ELA-ERD.

Similarly, with the help of Ansoft Maxwell software, the finite element model of the
improved ELA-ERD was reconstructed and simulated. The magnetic induction intensity
distribution of the improved scheme can be obtained, as shown in Figure 8.

 

Figure 8. Distribution of magnetic force lines and magnetic induction intensity of ELA-ERD after
improvement: (a) Distribution of magnetic force lines; (b) Distribution of magnetic induction intensity.
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As shown in Figure 8, the magnetic induction intensity at the improved moving
coils working area is significantly enhanced and in a more uniform distribution, and the
magnetic density saturation of the inner yoke is significantly alleviated as well. In addition,
as the inner yoke of ELA-ERD is replaced by the shock absorber piston rod, which runs
through the whole device, certain magnetic leakage will be inevitably resulted. It can be
seen from Figure 8 that the magnetic leakage situation at both ends of the inner yoke of the
improved ELA-ERD has been significantly improved.

4. Analysis of Energy-Reclaiming Characteristics of ELA-ERD

After completing the design of ELA-ERD, it is necessary to carry out in-depth analysis
of its energy-reclaiming characteristics. This paper mainly studies the ELA-ERD from
energy-reclaiming effect and the law of energy reclaiming.

4.1. Analysis of Energy-Reclaiming Effect

First, the energy-reclaiming effect of the designed ELA-ERD needs to be verified. With
the help of Ansoft Maxwell, modeling, mesh generation and excitation setting of ELA-ERD
were carried out, in which the excitation was based on motion as input, and the simulation
results of the model were obtained through post-processing.

The energy reclaiming of ELA-ERD was analyzed by taking the motion of the moving
coils as input. However, the vibration is irregular in the actual operation of the vehicle. In
order to facilitate the research and subsequent regular analysis, this paper takes the simple
harmonic motion as the vibration input in the simulation process. The kinematic equation
of the ELA-ERD moving coils is shown in Equation (13):

y(t) = A sin
(
ωt + a

)
(13)

where A is the vibration amplitude, and the vibration frequency f = ω/2π. The offset
frequency of the front suspension is kept at 1–1.6 Hz when full load is required for passenger
vehicles. Under actual working conditions, slight jolt will increase the vibration of the
vehicle suspension. In this paper, the simple harmonic vibration with vibration frequency
of 2 Hz and vibration amplitude of 50 mm was preliminarily selected as the motion inputs
of the model. The output characteristic curve can be obtained through simulation, as shown
in Figure 9.

 
Figure 9. The vibration and energy-reclaiming voltage curve of ELA-ERD under vibration frequency
of 2 Hz and vibration amplitude of 50 mm.

As can be seen from Figure 9, the output curve of energy-reclaiming voltage of ELA-
ERD shows a periodical change. The peak value of the energy-reclaiming voltage reached
4 V under the simple harmonic input with vibration amplitude of 50 mm and vibration
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frequency of 2 Hz. Combining the resistance Rc of the windings of ELA-ERD, the energy-
reclaiming power under the current vibration condition was calculated to be about 42 W,
which is also the energy-reclaiming power of the single side suspension. In the actual
operation process, slight unevenness of road will increase the vibration of vehicle, and four
wheels will all vibrate, so the electromagnetic linear energy-reclaiming suspension has a
considerable potential for energy reclaiming.

4.2. Study of Energy-Reclaiming Law

The change of vibration input is a key issue that should be taken into consideration
when studying the energy-reclaiming law of ELA-ERD. According to Equation (13), ampli-
tude A and frequency f are the two most important parameters affecting the state of simple
harmonic vibration. The parametric analysis of the motion input of ELA-ERD was carried
out, and the change of energy-reclaiming voltage under two different vibration frequencies
and vibration amplitudes was observed, as shown in Figures 10 and 11.

Figure 10. Vibration and energy-reclaiming voltage curve of ELA-ERD under different vibration
amplitudes.

 
Figure 11. Vibration and energy-reclaiming voltage curve of ELA-ERD under different vibration
frequencies.
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As can be seen from Figures 10 and 11, the energy-reclaiming voltage of ELA-ERD
changes periodically, and the curve shapes are almost identical, indicating stable output
of the energy-reclaiming voltage. As can be seen from Figure 10, the energy-reclaiming
voltage increases significantly with the increase in vibration amplitude. As can be seen from
Figure 11, the increase in vibration frequency can increase the energy-reclaiming voltage
in terms of both intensity and amplitude. In conclusion, the vibration frequency increase
or vibration amplitude increase leads to the increase in energy-reclaiming voltage, as
evidenced by the relationship between the absolute average value of the energy-reclaiming
voltage and vibration frequency and vibration amplitude as shown in Figure 12.

 
Figure 12. Relationship between the absolute average value of the energy-reclaiming voltage and
vibration frequency and vibration amplitude.

The change of vibration frequency and amplitude eventually leads to the change of
vibration velocity. However, the magnitude of vibration velocity is the real factor affect-
ing the energy-reclaiming voltage according to ELA-ERD’s energy-reclaiming principle
Equation (5) that is established under an ideal state. In ELA-ERD, the magnitude B and
direction of the magnetic induction at the moving coils working area vary from position
to position. In the process of reciprocating motion of the moving coils, both B and L are
difficult to determine. Therefore, it is necessary to carry out studies from other perspectives.

Under working conditions, the vibration velocity curve can be obtained by taking the
derivative of the vibration displacement curve. The curves of vibration velocity and energy-
reclaiming voltage are compared, as shown in Figure 13a. Due to the varying direction
of the moving coil when cutting the magnetic induction line as well as the changing
direction of the magnetic field, the direction of energy-reclaiming voltage is also changing,
which cannot be observed from Figure 13a. Figure 13b shows the curve after taking the
absolute value of vibration velocity and energy-reclaiming voltage with consideration on
the influence of direction. It is obvious from Figure 13b that the overall curve trend of
energy-reclaiming voltage is well consistent with that of vibration velocity.

Figure 13 shows the working condition where the vibration frequency is 2.5 Hz and the
vibration amplitude is 50 mm, which is of no universal significance. Through conducting
the above process under other working conditions, the relationship shown in Figure 14
can be obtained. Figure 14 mainly lists four working conditions, and it can be clearly seen
that the above regular features are presented regardless of the vibration frequency and
vibration amplitude.
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Figure 13. The relation between the curve of energy-reclaiming voltage and the curve of vibration
velocity under vibration frequency of 2.5 Hz and vibration amplitude of 50 mm: (a) The curves of
vibration velocity and energy-reclaiming voltage; (b) The curve after taking the absolute value of
vibration velocity and energy-reclaiming voltage.

 
Figure 14. The relation between the curve of energy-reclaiming voltage and the curve of vibration
velocity under four working conditions.
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As can be seen from the relation between the curve of energy-reclaiming voltage and
the curve of vibration velocity, there is a certain proportional relation between the absolute
value of the vibration velocity and the energy-reclaiming voltage. To explore the numerical
relationship between them, we averaged the absolute value of the energy-reclaiming
voltage and the vibration velocity, and calculated the ratio of the two, i.e., |U|/|V|. Table 6
shows the ratio |U|/|V| under different vibration frequencies and vibration amplitudes.

Table 6. The ratio |U|/|V| under different vibration frequencies and vibration amplitudes.

Vibration Frequency Vibration Amplitude |U|/|v|
1 Hz 35 mm 4.47
1 Hz 40 mm 4.56
1 Hz 45 mm 4.46
1 Hz 50 mm 4.49

1.5 Hz 35 mm 4.41
1.5 Hz 40 mm 4.53
1.5 Hz 45 mm 4.59
1.5 Hz 50 mm 4.47
2 Hz 35 mm 4.22
2 Hz 40 mm 4.45
2 Hz 45 mm 4.58
2 Hz 50 mm 4.38

2.5 Hz 35 mm 4.42
2.5 Hz 40 mm 4.40
2.5 Hz 45 mm 4.45
2.5 Hz 50 mm 4.30

To find the rule and avoid the accidental factors, Table 6 shows the values of |U|/|V|
under 16 different working conditions. It can be found that no matter how the vibration
frequency and amplitude change, the value of |U|/|V| under different conditions basically
remains around 4.5. In this paper, Ke is defined as the energy-reclaiming voltage coefficient
of ELA-ERD.

|U| = Ke|V| = Ke ×
∣∣∣∣dy(t)

dt

∣∣∣∣ (14)

where |U| is the mean absolute value of the energy-reclaiming voltage, |V| is the mean
absolute value of the vibration velocity, y(t) is the displacement function of the vibration of
ELA-ERD moving coils. From Table 6, it can be known that the energy voltage reclaiming
coefficient of ELA-ERD designed in this paper is Ke ≈ 4.5.

According to Equation (14), it can be known that the energy-reclaiming voltage of
ELA-ERD is proportional to the vibration velocity. According to Equation (14), as long
as the time-domain data y(t) of the vibration amplitude of shock absorber piston of the
electromagnetic linear energy-reclaiming suspension can be obtained, the magnitude of
the energy-reclaiming voltage of ELA-ERD can be estimated, which lays a theoretical
foundation for further study of ELA-ERD.

5. Conclusions

The following conclusions are drawn from this paper:

1. A novel electromagnetic linear energy-reclaiming suspension based on the McPherson
independent suspension is proposed in this study. The suspension has the advan-
tages of compact structure, easy modification, and high reliability. Even if ELA-ERD
fails, the normal operation of the suspension will not be affected, showing obvious
advantages over other electromagnetic energy-reclaiming suspension.

2. The ELA-ERD applied to the novel suspension was designed to realize passive energy
reclaiming and active control. This device adopts the piston rod of the shock absorber
as the inner yoke and organically integrates the structural characteristics of the sus-
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pension. The permanent magnets are arranged in Halbach array pattern to enhance
the magnetic density within the work field.

3. To solve the problem of magnetic density oversaturation of the inner yoke in the initial
design phase, the magnetic circuit of ELA-ERD is optimized by increasing the size
of the inner yoke in the effective working area of the moving coils. The simulation
results show that this measure effectively improved the electromagnetic performance
of ELA-ERD.

4. The simulation analysis showed that the energy-reclaiming power of ELA-ERD
reached 42 W under vibration amplitude of 50 mm and vibration frequency of 2 Hz.
Therefore, the electromagnetic linear energy-reclaiming suspension with ELA-ERD
has considerable potential for energy reclaiming.

5. The factors influencing the energy-reclaiming law of ELA-ERD were analyzed from
the perspectives of the changes of vibration amplitude and vibration frequency, and
then the most fundamental influencing factor, vibration velocity, was further explored.
According to Equation (14), the energy-reclaiming voltage coefficient was defined.
Through comparison of a large number of data, the energy-reclaiming voltage coef-
ficient Ke ≈ 4.5 of the ELA-ERD designed in this paper was derived, which lays a
theoretical foundation for the subsequent research of ELA-ERD.

Although achieving progress and conclusions, the research on electromagnetic linear
energy-reclaiming suspension is still in the preliminary stage. Further research should be
carried out on the improvement of suspension energy-reclaiming power and reclaiming
efficiency as well as on the implementation of active control, so as to promote the application
of electromagnetic linear energy-reclaiming suspension and enhance the development of
vehicle suspension technology.

Author Contributions: Conceptualization, J.D. and L.C.; methodology, J.D., L.C. and Y.Q.; software,
formal analysis and investigation, J.D., Y.Q., C.W. and J.Z. (Jianhui Zhu); resources, J.D., L.C. and
C.W.; data curation, J.D., J.Z. (Jun Zhu) and J.Z. (Jingxuan Zhu); writing—original draft preparation,
J.D., Y.Q., J.Z. (Jianhui Zhu) and J.Z. (Jun Zhu); writing—review and editing, J.D., L.C. and Y.Q. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China (Grant
No. 51605183, 51975239), and the Natural Science Foundation for Jiangsu Colleges and Universities
(Grant No. 21KJB480005).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Abdelkareem, M.A.; Xu, L.; Ali, M.K.A.; Elagouz, A.; Mi, J.; Guo, S.; Liu, Y.; Zuo, L. Vibration energy harvesting in automotive
suspension system: A detailed review. Appl. Energy 2018, 229, 672–699. [CrossRef]

2. Zheng, P.; Gao., J.; Wang, R.; Dong, J.; Diao, J. Review on the Research of Regenerative Shock Absorber. In Proceedings of the 2018
24th International Conference on Automation and Computing (ICAC), Newcastle upon Tyne, UK, 6–7 September 2018; pp. 1–12.

3. Zhang, Y.; Guo, K.; Wang, D.; Chen, C.; Li, X. Energy conversion mechanism and regenerative potential of vehicle suspensions.
Energy 2017, 119, 961–970. [CrossRef]
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Abstract: In order to enhance compressor efficiency and meet the requirements of energy conservation
and environmental protection, this study designed a direct-drive compressor with an electromagnetic
linear actuator. Starting with the structural design and performance analysis of the linear compressor,
the working process of the moving-coil linear compressor was analyzed. The basic performance of
the designed moving-coil linear motor was simulated and analyzed using the Maxwell software,
while the overall performance of the linear compressor was simulated and analyzed using the
Simulink software to verify the feasibility of controlling a linear compressor via the direct drive of a
linear motor.

Keywords: linear compressor; simulation analysis; linear motor; moving coil

1. Introduction

Compressors play an important role in modern machinery. Currently, compressors
extensively used in production and daily life include crankshaft connecting rod type,
reciprocating type, and rotary type, among others. Despite the mature technology and
a complete industrial chain, such compressors have a low mechanical efficiency [1]. By
using an electromagnetic actuator to directly drive the piston, a linear compressor conducts
reciprocating linear motion in the cylinder, with the mechanical efficiency increasing
by 15~25%, thus greatly contributing to energy conservation [2]. In addition, a linear
compressor has the advantages of small volume, long service life, low noise, controllable
piston stroke, and almost zero lateral force [3]. Nonetheless, research on linear compressors
is mainly carried out by large technology companies and scientific research institutes in
Japan, South Korea, the United States, etc. Sunpower of the United States, LG of South
Korea, and Panasonic of Japan have attained remarkable achievements in this respect [4].

Compared to foreign countries, domestic research on linear compressors in China is
disadvantageous in both theory and technology. With the advancement of science and
technology, domestic scholars have started to study linear compressors after being aware
of their importance. Since the 1980s, China has introduced foreign linear compressor
technology and carried out extensive experimental research and product development on
this basis. However, due to the weak theoretical foundation and backward manufacturing
technology, domestic production of compressors has low mechanical efficiency and high
cost, and cannot replace traditional compressors [5].

Based on the Redlich moving-magnet linear motor structure, Gao Yao et al. designed
a linear compressor using the vector analysis method, which has the advantages of low
weight and high efficiency [6]. Fang Xueliang et al. studied a new oil-free linear compressor
system and proposed a thermodynamic compressor model [7]. Zhang Kai et al. from the
Kunming Institute of Physics studied flexible springs in linear compressors, which provided
guiding significance for the design of stacked components for flexible springs [8]. Chen
Hongyue et al. from the Liaoning Technical University studied E-type electromagnetic
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structure of moving-magnet linear compressors and found a way to improve the efficiency
of these linear compressors [9]. Chen Xinwen et al. studied the moving-magnet linear
motor of linear compressors, with certain results achieved [4].

China has continued its research and exploration of linear compressors. Various
research institutes and universities have carried out related research, and experts are
engaged in continuous innovation and optimization. Nonetheless, there is insufficient basic
theory and practical application of linear compressors, so further exploration and practice
are needed before the commercialization stage [10].

Compared with general-purpose compressors, small direct-drive compressors with an
electromagnetic linear actuator are more demanding in structure and performance. Thus, a
direct-drive linear compressor should meet the following requirements:

(1) Good refrigeration performance to ensure good refrigeration effect under different
working conditions.

(2) Greater mechanical efficiency on the basis of an existing compressor to meet the
requirements of energy conservation and environmental protection.

(3) Compact structure, small size, and low weight, so that installation and fixture in the
limited space of the engine room are possible.

(4) The compressor should run smoothly, especially in the working conditions of startup
and stop, to reduce noise and vibration.

2. Structure of Direct-Drive Compressor with Electromagnetic Linear Actuator

According to different types of driving parts, linear compressors can be divided into
the following three types: the first type is electromagnetic vibration type of compressors, the
second type is linear electric type of compressors; and the third type is linear stepping motor-
driven compressors. According to different electromagnetic drive patterns, electromagnetic
vibration type of compressors can be further divided into moving-coil type, moving-iron
type, and moving-magnet type [3]. Compared to a moving-coil linear compressor, a
moving-iron linear compressor easily generates radial force, so the piston significantly rubs
the cylinder wall, while a moving-magnet linear compressor has a heavy promoter, which
requires a greater elasticity of the resonant spring and makes the resonance difficult to
control. Hence, a moving-coil linear compressor is preferred [11].

A moving-coil linear compressor is mainly composed of a power unit (moving-coil
linear motor), an engine body, a connecting rod, cylinder block parts, piston parts, intake
and exhaust pipelines, bolt screw holes, and other accessories, as shown in Figure 1. The
power unit mainly includes the motor and related support parts. The main power source
of the linear compressor is the internal moving-coil linear motor, which directly drives
the piston to reciprocate in the cylinder and can maintain the stability of the direction of
movement to complete subsequent cycle processes. The body mainly plays a bearing role
in the structure of the linear compressor, including the two major structures of the fuselage
and the base. There are various moving parts inside the fuselage that provide positioning
and guiding for each transmission part. A cylinder formed by the base is installed on the
base, and the linear motor is fixed to the base by fasteners [12].

In a linear compressor, the cylinder block is an important structure for compressing
refrigerants. The main components include the cylinder block, the cylinder head, etc. The
cylinder parts have a more complex structure than other parts because they bear a heavy
air pressure. The cylinder is provided with an intake and exhaust chamber at one end, with
an air inlet and exhaust port arranged on both sides of the cylinder. The two are connected
to the intake and exhaust chamber through the ventilation pipe, and a piston is placed in
between. The piston parts mainly include the piston, the piston ring, etc. The piston is
connected to the piston rod, the other end of which is connected with the promoter of the
linear motor by fasteners. A 3D model is shown in Figure 2 [13].
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Figure 1. Structure diagram of a moving-coil linear compressor: 1. piston; 2. air pipe; 3. exhaust
port; 4. open hole; 5. screw; 6. promoter; 7. permanent magnet; 8. boss; 9. Fixing bolt; 10. iron core;
11. connecting rod; 12. air inlet; 13. cylinder; 14. intake valve; 15. exhaust valve; 16. intake and
exhaust chamber; and 17. cylinder head.

 

Figure 2. Three-dimensional model of the moving-coil linear compressor.

3. Modeling of Direct-Drive Compressor with Electromagnetic Linear Actuator

In the design of a moving-coil linear motor, the priority should be size design and
material selection according to its intended use. The next stage is the stator and promoter
structure design, magnetic circuit analysis, and coil structure design. Finally, the structure
and function of the moving-coil linear motor should be determined as a whole to achieve
the best results through parameter adjustment and structure optimization.

3.1. Mathematical Model of the Moving-Coil Linear Motor

The running equation of a linear motor is composed of a balance among the circuit
system, the magnetic field system, and the mechanical system [14].

The circuit system converts voltage in the moving coil into current, which can be
equivalent to a resistor and an inductor in series, and the moving coil moves in a magnetic
field, generating a back EMF. The coil voltage balance equation [15] is as follows:

Uin = Ri + L
di
dt

+ Eemf (1)

The counter electromotive force Eemf can be expressed as follows:

Eemf = BlNv = Kev (2)

where Uin is the supply voltage; i is the coil current; R is the coil resistance; L is the
coil inductance; Eemf is the counter electromotive force during moving coil motion in the
magnetic field; Ke is the counter electromotive force constant; v is the promoter motion
velocity; B is the magnetic flux density; and N is the turns per coil.
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The magnetic field system enables the linear motion of the promoter through the
electromagnetic force generated in the interaction between the circuit system and the
magnetic field. According to the Lorentz force on the energized coil in the magnetic field,
the electromagnetic force balance equation is as follows:

Fe = kbBlNi = kei (3)

where kb is the structural coefficient; Bis the magnetic flux density of the coil; l is the
effective length of each coil in the magnetic field; and ke is the driving force constant of the
linear motor.

During operation, the moving-coil linear motor needs to overcome friction force and
inertia force in motion. In addition, there is a load force; thus, the mechanical balance
equation [15] is as follows:

Fe = m
d2x
dt2 + kv

dx
dt

+ FL (4)

where Fm is the electromagnetic force; m is the mass of the coil assembly; x is the promoter
displacement; kv is the damping force coefficient of the moving component in the magnetic
field; and FL is the load force.

3.2. Parameter Design and Material Selection of the Moving-Coil Linear Motor

In the design of a moving-coil linear motor used in a direct-drive compressor with an
electromagnetic linear actuator, there are the following requirements:

(1) The driving force and the working stroke of the linear motor should be increased
within the limited installation range;

(2) The thrust performance of the linear motor should be increased to reduce fluctuation
during motor operation;

(3) The electromagnetic density and the magnetic circuit should be properly designed to
reduce temperature rise during motor operation;

(4) The mechanical efficiency and energy utilization efficiency of the motor should be
increased to reduce the working energy consumption as much as possible;

(5) It is necessary to meet the requirements of small size, compact structure, reliable
operation, and high space utilization rate.

Therefore, the basic parameters and sizes of the moving-coil linear motor are designed
as shown in Tables 1 and 2 below:

Table 1. Basic parameters of a moving-coil linear motor.

Item Name Parameter Requirement

Rated voltage/V 12 (V)
Maximum current/A 10 (A)

Rated power/kw 3 (kw)
Maximum thrust/N 450 (N)

Maximum stroke/mm 20 (mm)

Table 2. Basic size of a moving-coil linear motor.

Structure Name Size

Stator outer diameter (mm) 84
Stator inner diameter (mm) 24

Permanent magnet internal diameter (mm) 38
Motor length (mm) 194

Moving-coil length (mm) 185
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3.3. Mathematical Model of the Moving-Coil Linear Compressor

The mechanical motion system of a moving-coil linear compressor is dominated by
the reciprocating motion of the promoter, so it can be simplified to a model of a forced
damping vibration system with a single degree of freedom and a single mass [16]. For a
sample machine of the moving-coil linear compressor, the specific parameters are shown in
Table 3. By studying the principle of the linear compressor, it is possible to simplify the
mechanical subsystem into a damping vibration system with a single degree of freedom if
thermodynamics factors are ignored.

Table 3. Basic parameters of the linear compressor.

Parameter Name Value

Promoter mass 0.74 kg
Piston diameter 0.025 m

Linear motor force constant 40 N/A
Intake pressure 0.84378 MPa

Exhaust pressure 1.0166 MPa
Piston stroke 20 mm

Self-inductance coefficient 1.1 mH
Coil loop resistance 0.66 Ω

Damping factor 20 N·s/m
Spring rate 22,950 N/m

The mechanical subsystem of the moving-coil linear compressor is dominated by the
reciprocating linear motion of the promoter of the linear motor, which is now simplified as
forced damped vibration with a single degree of freedom and a single mass. The promoter
is taken as the research object, which is subjected to an electromagnetic force Fe(t), a
gas load force Fg(t), a friction force Fm(t), a spring force Fs(t), an inertia force, and a
damping force. These forces form the force balance equation of the mechanical subsystem
of the moving-coil linear compressor. According to the mechanical subsystem model of
the permanent-magnet moving-coil linear compressor, its force balance equation can be
obtained as follows [17]:

m
d2x(t)

dt2 + c
dx(t)

dt
+ K[x(t)− Xs] = Fe(t) + Fg(t) (5)

where m is the promoter mass; x(t) is the promoter motion displacement; t is the working
time; Xs is the static equilibrium position of the promoter; K is the spring stiffness coefficient;
c is the damping coefficient of the mechanical subsystem; Fe(t) is the electromagnetic
driving force; and Fg(t) is the gas load force.

The gas load force Fg(t) is the force acting on the piston under the pressure difference
between the interior and exterior of the cylinder, which size is proportional to the area and
the pressure difference of the piston:

Fg(t) = A[Pc(t)− Pb] (6)

where A is the cross-sectional area of the piston; Pc(t) is the gas pressure in the cylinder;
and Pb is the exhaust back pressure outside the cylinder, which is the atmospheric pressure
under normal situations.

In the calculation of the electromagnetic force Fe(t) generated by the driving linear
motor, the turns per coil N, the air-gap magnetic induction intensity B, and the effective
length l of the single-turn coil are all constant values; only current i is a variable. Thus, the
electromagnetic driving force Fe(t) can be expressed as follows:

Fe(t) = Kei (7)
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Because of the constant reciprocating motion of the piston in the cylinder, the gas
pressure Pc(t) in the cylinder changes constantly. A reciprocating linear motion of the
piston involves four processes: intake, compression, exhaust, and expansion. The gas
pressure in the cylinder can be expressed using a piecewise function [18]:

Pc(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ps Air intake process

Ps

[
S+S0
x(t)

]n
Compression process

Pd Exhaust process

Pd

[
S0

x(t)

]n
Expansion process

(8)

where Ps is the intake pressure of the air inlet, which is the atmospheric pressure under
normal circumstances; Pd is the exhaust pressure of the exhaust port; S is the stroke of the
linear compressor piston; S0 is the distance from the piston apex to the valve assembly at
the end of the exhaust process, i.e., the clearance; and n is the polytropic exponent.

The movement pressure diagram of the compressor [19] is shown in Figure 3. The
figure shows the following: one to two is the compression process; two to three is the
exhaust process; three to four is the expansion process; and four to one is the intake process.

Figure 3. Compressor pressure diagram.

Due to the use of suction and exhaust valves to control the flow of working fluids, a
linear compressor for refrigeration has an ideal working process, as shown in Figure 3, and
the process is a nonlinear process.

Due to the existence of gap volume, the gas in the cylinder will exchange heat with the
wall in contact during the expansion process; thus, the expansion process is not a straight
line as shown by the theoretical cycle, but a curve, as shown in Figure 3.

During the actual operation, because of the influence of the spring force, flow re-
sistance, heat exchange, etc., of the gas valve, the suction and exhaust valve is delayed
in opening, and the pressure and temperature of the actual suction and exhaust process
change, which is not according to the linear process shown by the theoretical cycle, but a
curve process with fluctuations that slightly convex up and down; however, its fluctuations
and changes are small, and it is still regarded as the linear process shown by the theoretical
cycle when analyzed.

The intake and exhaust valves are based on the LG compressor which model is
LA95LAEM. The exhaust mechanism collects compressed gas in the cylinder to reduce
exhaust noise and introduce the gas to the next place of use, as shown in Figures 4 and 5.

The intake mechanism can suck low-pressure gas into the body, which is screened by
the intake valve and then fed into the working chamber to compress air in the piston to
complete the compression of the gas. This is shown in Figures 6 and 7.
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Figure 4. Vent valve disc and seat.

 

Figure 5. Connection diagram of each exhaust part.

 

Figure 6. Inlet valve plate.

 

Figure 7. Connection diagram of each component of the intake valve.

R134a is selected as the compressor refrigerant. According to the pressure enthalpy
diagram, the exhaust pressure is 1.016 MPa and the intake pressure is 0.08437 MPa. The
dividing points of the linear compressor during the compression, exhaust, expansion, and
intake processes are obtained from Equation (8).

According to the equivalent circuit diagram of the electromagnetic subsystem of the
moving-coil linear compressor, the voltage balance equation can be obtained as follows [20]:

Rei(t) + Bele
dx(t)

dt
+ L

di(t)
dt

= U(t) (9)

where Re is the effective resistance of the moving coil; i is the current in the moving coil; Be
is the magnetic field intensity in the air gap; le is the effective total length of the moving
coil; L is the self-inductance coefficient of the moving coil; and U(t) is the voltage at both
ends of the moving coil.

The linear motor efficiency η of the permanent-magnet moving-coil linear compressor
can be expressed as follows:

η =
W1

W0
=

∫
Fevdt∫
Uidt

(10)
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where η is the linear motor efficiency of the permanent-magnet moving-coil linear compres-
sor; W1 is external work performed by the permanent-magnet moving-coil linear compres-
sor; and W0 is the input energy of the permanent-magnet moving-coil linear compressor.

4. Results

4.1. Simulation Analysis of the Moving-Coil Linear Motor under Maxwell

For an axially symmetric moving-coil linear motor, only half of the two-dimensional
motor model needs to be built, as shown in Figure 8. The two-dimensional model of the
moving-coil linear motor mainly consists of an inner magnetic yoke, an outer magnetic yoke,
a bottom plate, a coil, a coil former and a permanent magnet, among other components.
Hence, after the establishment of the two-dimensional model for the motor, material
selection and distribution is carried out for the above parts, with the materials of each part
shown in Table 4 [21].

Figure 8. Two-dimensional model of the moving-coil linear motor under Maxwell.

Table 4. Materials for each part of the moving-coil linear motor.

Item Name Material Name

(inner) inner magnetic yoke Steel_1008
(outer) outer magnetic yoke Steel_1008

(under) bottom plate Steel_1008
(coil) Cooper

(former) coil former Teflon
(PM) Permanent magnet NdFeB35

For axisymmetric moving-coil linear motors, only half of the 2D motor model needs
to be created. Using the Maxwell 2D module, the coordinates are established so that the
Z-axis is the axis of rotational symmetry, and a model is created, as shown in Figure 9,
according to the specified motor parameters. Among them, Figure 9a–c show the magnetic
contour distribution diagram, the magnetic vector distribution diagram, and the magnetic
flux distribution diagram of the linear motor.

According to the simulation results, the maximum magnetic field line is
4.7422 × 10−4 Wb/m, and the maximum magnetic induction intensity is about 2.25 T.
According to Gauss’s law, each magnetic field line is closed, and the size of the magnetic
field line gradually decreases from the inside to the outside due to the mutual repulsion of
the magnetic field lines, resulting in each magnetic field line being independent and not
intersecting with other magnetic field lines.
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(a) (b) (c) 

Figure 9. Magnetic distribution diagram of the linear motor. (a) Magnetic contour distribution
diagram of the linear motor; (b) Magnetic vector distribution diagram of the linear motor; (c) Magnetic
flux distribution diagram of the linear motor.

Through simulation, it is possible to know the thrust fluctuation, the promoter motion
velocity variation, and the promoter position change of the moving-coil linear motor, with
the specific simulation results shown in Figures 10–12.

 

Figure 10. Positioning thrust fluctuation diagram of the moving-coil linear motor.

When the linear motor begins operation, its thrust is negative and increases rapidly.
With the passage of time, the thrust gradually decreases, with the direction turning from
negative to positive. At about 13 ms, the thrust reaches the maximum value of about 800 N,
which satisfies the expected design requirements. The thrust then gradually decreases and
hovers around 0 N.

The designed moving-coil linear motor has a maximum stroke of 20 mm. According
to the variation curve of its motion position with time, the promoter of the moving-coil
linear motor completes two reciprocating motions within 40 ms, reaching the maximum
stroke of 20 mm at about 5 ms and 23 ms, respectively.
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Figure 11. Linear motion position diagram of the moving-coil linear motor.

 

Figure 12. Velocity fluctuation diagram of the moving-coil linear motor.

At the beginning, the promoter velocity first increases and then decreases. When the
maximum motion stroke is reached, that is, after about 5 ms, the velocity is 0. Then, the
promoter motion velocity increases in the opposite direction. In the meantime, the promoter
performs a counter motion and returns to its origin with a velocity of 0 at about 15 ms.
Afterward, the motion velocity increases in the positive direction. When the maximum
stroke is reached again, the velocity slows to 0 at about 23 s. Then, it accelerates in the
reverse direction, and the promoter returns in the opposite direction, with its velocity
decreases to zero at the end of the motion.

The above simulation results show that, when the linear motor starts operation, the
thrust increases in a reverse direction under the system interference, and both the velocity
and motion stroke of the moving coil are 0 mm. Over time, the thrust changes from negative
to positive, and the motion velocity of the moving coil also increases, with the motion
stroke curve presenting an upward trend. When the maximum stroke is nearly reached,
the linear motor current provided by the system decreases, with the motion velocity and
thrust of the moving coil also decreasing. The velocity slows to 0 m/s when the moving
coil stroke is 20 mm. During the return of the moving coil, the velocity increases in the
reverse direction, and the thrust decreases slowly with the decrease in the stroke until it
reaches 0 mm. At about 15 ms, the moving coil restores the initial state in terms of thrust,
velocity, and stroke.
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4.2. Dynamic Simulation and Analysis of the Moving-Coil Linear Compressor under Simulink
4.2.1. Dynamic Modeling Simulation

According to the working principle of the moving-coil linear compressor, a model of
air pressure under the four working conditions can be established in Simulink. When the
piston moves, the piston movement needs to be exchanged between the four states, and the
corresponding conditions need to be set to change the state. This can be achieved with the
help of the chart module in Stateflow, as shown in Figure 13. In order to bring the simulation
closer to reality, special cases must be considered, including when the electromagnetic force
is too small, so that the displacement does not reach 0.003471 m during expansion and the
speed is already less than 0 m/s, which causes the expansion state to jump directly into the
compression state. Similarly, during the compression process, when the displacement does
not reach 0.006050 m, the speed is already greater than 0 m/s, causing the compression
state to jump directly into the expansion state. The Simulink model of the gas load force is
built; the input signals are the displacement and velocity, and the output signals are the gas
load force and the gas pressure in the cylinder, as shown in Figure 14.

 

Figure 13. Stateflow model diagram of piston movement.

Figure 14. Simulink model diagram of gas load force.

After the gas load force Simulink model is built, according to Equation (5), the me-
chanical subsystem of the Simulink model could be obtained, and the output signals of this
model are the displacement x, velocity v, current I, and electromagnetic driving force Fe(t),
as shown in Figure 15.
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Figure 15. Power system model diagram of the moving-coil linear compressor.

According to Equation (9), the electromagnetic subsystem of the Simulink model could
be obtained. The input signals of the electromagnetic subsystem of the Simulink model are
the motion speed v of the piston and the current i in the moving coil, and the output signal
is the voltage U in the moving coil, as shown in Figure 16.

Figure 16. Model diagram of electromagnetic subsystem.

According to Equation (10), the calculation model of the efficiency of the direct-
drive compressor [22] with an electromagnetic actuator in Simulink could be obtained,
as shown in Figure 17. The input signals of this model are the electromagnetic driving
force, the speed v of the moving coil, the voltage U across the moving coil, and the
current i in the moving coil. The output signal is the efficiency of the permanent-magnet
moving-coil linear compressor. As can be seen from Figure 18, the Simulink model for
this efficiency continuously accumulates the instantaneous power value of the permanent-
magnet moving-coil linear compressor and the instantaneous power value of the energy
of the permanent-magnet moving-coil linear compressor’s external input, and divides
the two; then, the efficiency of the permanent-magnet moving coil linear compressor is
obtained. With an increase in simulation time, the efficiency value tends to a stable value,
which is the efficiency value of the linear motion of the permanent-magnet moving-coil
linear compressor.
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Figure 17. Efficiency calculation module’s model diagram.

Figure 18. Simulink model diagram of the linear compressor.

The dynamic linear compressor in the Simulink model is composed of the mechani-
cal subsystem, electromagnetic subsystem, and compressor cooling capacity calculation
module. The refrigeration capacity is the product of the unit refrigeration capacity and the
mass flow; the refrigeration capacity is linearly related to the mass flow, as the refrigeration
capacity is proportional to the mass flow. Therefore, a linear function module is established,
and the refrigeration capacity of the linear compressor [23] could be obtained. The Simulink
model of the moving-coil linear compressor is shown in Figure 18. The efficiency of the
linear motor currently reaches more than 80%, and there is still room for improvement in
the motor efficiency after further control.

4.2.2. Dynamic Simulation Analysis

According to the above Simulink linear compressor model, the simulation results
obtained using the trial method are as follows:

The push-to-push control strategy [24] is used to set the magnitude of the current in
the coil. By feeding periodic DC power to the armature linear compressor, the DC generates
periodic electromagnetic forces in different directions and is accompanied by damping
forces. It has been calculated that the linear motor compressor requires at least a 450 N
electromagnetic driving force. The working process of the direct-drive compressor with an
electromagnetic actuator is shown in Figure 19.

 

Figure 19. Signal input diagram of electromagnetic force current.
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When the direct-drive compressor with an electromagnetic actuator is energized and
starts working, the moving coil is first given a positive excitation current of 14 A. When
the piston moves from the initial displacement of 11 mm to the displacement of 15 mm,
the current in the moving coil becomes zero. Then, the piston moves under the action of
inertia to a displacement of 20 mm. The piston then begins to move in a negative direction
into the compression process. When the piston moves to a displacement of 19 mm, the
current in the moving coil becomes −19 A until the piston moves to a displacement of
14 mm. When the current in the moving coil becomes zero, then the piston moves under
the action of inertia to a displacement of 6.050 mm, and the compression process ends.
The piston then enters the exhaust process under the action of inertia until it moves to a
displacement of 1 mm, at which point the velocity is zero and the exhaust process ends.
Under the action of the spring, the piston begins to move in a positive direction into the
expansion process. When the piston moves to a displacement of 4 mm, the current becomes
14 A, and when the piston moves to 3.471 mm, the expansion process ends. Then, the
piston still moves positively under the action of the electromagnetic force and enters the
suction process; when the piston moves to a displacement of 7 mm, the current becomes
zero. Then, the piston moves to 21 mm under the action of inertia. At this point, the speed
is zero and the intake process ends. Then, the piston moves in a negative direction to enter
the compression process, and the cycle begins again.

Using the trial method, each group of current is simulated in the whole system to
obtain the appropriate current parameters, that is, this set of current data allows the linear
compressor to work continuously to prove the feasibility of the compressor’s control
strategy accordingly. The data obtained by the trial method can be input into the system,
and the simulation results of the direct-drive compressor with an electromagnetic actuator
can be obtained, as shown in Figures 20–22.

Figure 20. Dynamic linear compressor displacement simulation waveform.

Figure 21. Dynamic coil linear compressor speed waveform diagram.

The piston carries out periodic movement in the cylinder. The amplitude of the piston
is kept at about 20 mm, and there is a slight fluctuation, with a maximum amplitude
between [−0.01, 0.020]. This error is within the allowable range. The result is fully in line
with the working requirements of the moving-coil linear compressor.
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Figure 22. Current waveform diagram.

From the waveform diagram of the motion speed of the linear compressor piston, it can
be seen that the simulation results of speed are kept within the [−6, 6] range, the movement
speed of the piston is kept within the allowable maximum speed of the compressor, and
the movement speed is reasonable and meets the working requirements of the compressor.

The coil current is the input signal, and it can be seen from Figure 16 that the change
law of the input coil current setting is specified when setting the model. Due to the unstable
working state of the compressor at start-up, the input of the coil current fluctuates slightly,
but as the compressor operates, the working state gradually stabilizes, and the coil current
remains periodically changing between −19 A and 14 A. The electromagnetic force drives
the compressor to work normally, and the current flow meets the basic requirements of
the compressor.

According to the efficiency calculation principle of the linear compressor motor and
Equation (10), from the output waveform diagram, it can be seen that the efficiency value
increases rapidly, until it reaches 80.93%, and slowly becomes stable, which is in line with
the basic requirements of compressor work, as shown in Figure 23.

Figure 23. Linear motor efficiency waveform diagram.

In the figures below, Figure 24a–e shows the simulation results of the compressor motor
efficiency under different strokes, different compression ratios, different coil resistance and
damping, different mover masses, and different piston diameters, respectively.

By changing the piston stroke, for example, we set the piston stroke to 15 mm and
25 mm, we can see that the stroke has almost no effect on the efficiency of the motor. In
subsequent work, we will control the model more accurately through a control algorithm
to observe the factors influencing efficiency more clearly. Three sets of displacements are
listed, which are 15 mm, 20 mm, and 25 mm, and the efficiency comparison chart is shown
in Figure 24a.

98



Actuators 2023, 12, 185

  
(a) (b) (c) 

  

 

(d) (e)  

Figure 24. Efficiency under different conditions. (a) The efficiency of the compressor at different
strokes; (b) The efficiency of the compressor at different compression ratios; (c) The efficiency of
the compressor under different resistance and damping; (d) The efficiency of the compressor under
different mover masses; (e) The efficiency of the compressor at different piston diameters.

It can be seen from Figure 24b that with an increase in the compression ratio, the
compressor efficiency gradually increases, and the compression ratio has a greater impact
on the compressor efficiency. However, it is not the case that larger compression ratio is
better; the choice of compression ratio should be considered comprehensively in order to
reduce energy consumption as much as possible, and the compression ratio should not be
too large.

As shown in Figure 24c, the simulation curve of compressor efficiency under different
coil resistances is comparable, and the influences of resistance and damping on efficiency
are comparable. It can be seen from the figure that as the coil resistance increases, the
compressor efficiency decreases. This is because the coil resistance directly affects the size
of the driving current, which in turn affects the supply voltage, resulting in a decrease in
compressor efficiency. The magnitude of the damping directly affects the acceleration of
the system, thereby affecting the efficiency of the compressor. Therefore, in the design and
manufacturing process of dynamic linear compressors, the damping friction between the
piston and the cylinder and the coil resistance should be reduced as much as possible.

The mover mass of the linear compressor is an important factor affecting the efficiency
of the compressor, as shown in the simulation curve of the compressor efficiency under
different mover masses (Figure 24d). As the quality of the piston increases, the compressor
becomes less and less efficient. This is because the greater the mass of the piston, the more
energy the system loses and, thus, the lower the efficiency.

The piston diameter is also an important factor affecting the efficiency of the motor
and the compressor, as shown in the simulation curve of the compressor efficiency under
different piston diameters (Figure 24e). This is because as the piston diameter increases, the
gas load force also increases, and the greater the force that the motor needs to overcome,
the lower the compressor efficiency is.

5. Discussion and Conclusions

In this paper, a direct-drive compressor with an electromagnetic linear actuator is
designed, and the moving-coil linear motor and linear compressor are simulated by the
Maxwell software and Simulink software, respectively. This paper establishes a mathemati-
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cal model for the direct-drive compressor with an electromagnetic actuator. However, there
are still areas for improvement, such as the stepless adjustment of refrigeration capacity
through control strategies, so that the efficiency of the compressor is further improved,
so as to improve the refrigeration efficiency and reduce energy consumption. The main
conclusions are as follows:

1. Based on the analysis of the working principle of moving-coil linear compressors,
a direct-drive compressor with an electromagnetic linear actuator was designed.
Compared to a traditional compressor, this paper adopts the direct-drive mode of
high-performance electromagnetic linear actuator, which simplifies the structure, has
no friction, reduces energy consumption, realizes the miniaturization and intelligent
needs of the compressor, and improves the compressor efficiency.

2. The Maxwell and Simulink software were used to simulate the kinematics of the
moving-coil linear compressor. The “push-to-push” control strategy was used to
control the compressor current. The piston velocity displacement and electromagnetic
force current exhibit periodic changes and meet the design requirements. Although
the established design requirements are met, further experiments and improvements
are needed in practical applications. This verifies the feasibility of a direct-drive
compressor with a linear electromagnetic actuator.

3. Through the method of multiple trials, a set of data could be obtained to make the
compressor work continuously, and the efficiency of the linear motor could reach 80%.
In future work, through employing a control algorithm, the efficiency of the linear
motor and the cooling efficiency can be improved.

4. Through simulation, the efficiency of the compressor under different strokes, different
mover masses, different resistance and damping, different compression ratios and
different piston diameters is obtained, which further verifies the feasibility of using
electromagnetic actuators to directly drive compressors.
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Abstract: Shorter available development times and fewer available vehicle prototypes have in-
creased the subsystem-based investigation on test rigs within the automotive development process.
Steering systems exhibit a direct interface to the driver, therefore, posing high requirements to
the control performance of a test bench, especially for the perception of steering feel. This work
proposes three approaches to improve the force control performance of permanent magnet linear
motors incorporated on a steering test bench. The first method improves control accuracy when a
harmonic force signal is introduced into the steering system by adjusting the reference force signal
based on the identified peak values of the measured and reference forces. The second method
allows the inclusion of the actuator’s inertia and the occurring ratios between steering wheel
angle and rack displacement into the control scheme to reduce performance deterioration due to
inertia. The third approach considers delay time in the actuator control and estimates its future
position for delay compensation. A validation of the proposed methods is conducted, displaying
an improvement for all three applications. The proposed methods extend the applicability of a
steering test bench within the automotive development process by enabling more accurate and
reproductible control performance.

Keywords: steering system test bench; permanent magnet linear synchronous motor (PMLSM);
electric power steering (EPS); steering feedback; steering guidance behavior

1. Introduction

Modern steering systems for passenger vehicle cars possess an electric motor, which
provides the necessary servo force to support the driver during steering maneuvers. During
the automotive development process, the steering feel is improved, often in full vehicle
tests. An alternative to road tests is the utilization of a steering system test bench, which
allows the objective investigation of the steering system, without the requirement of a
vehicle prototype.

Typical tests on steering test benches range from measurements of mechanical charac-
teristics, such as the friction force of the steering gear, to approximations of full vehicle tests.
Since electric power steering (EPS) systems exhibit large servo forces during parking, steer-
ing test benches for the investigation of such systems are required to provide sufficiently
large actuator forces to imitate the wheel–road contact for real word applications. Currently,
this goal is achieved by the usage of one or two permanent magnet linear synchronous
motors (PMLSM).

Due to the high-power requirements, the utilized PMLSMs exhibit non-neglectable
moving masses, deteriorating the dynamic behavior of the system. This is especially
relevant when rapid steering wheel angle inputs are present. Furthermore, EPS systems
represent nonlinear characteristics with friction, backlash, and natural frequencies within
the investigated frequency range, which negatively influence the control performance,
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exemplarily when harmonic rack forces are introduced into the steering system. These
shortcomings limit the applicability of steering test benches along the development process
and require optimization.

Common approaches utilized to improve the dynamic control of regulated systems
incorporate the inverse plant model into the control scheme [1,2]. In [3,4], a combined
offline and online estimated transfer function is utilized to adapt the reference signal to the
dynamics of the system under test, which is represented as a shaking table. For the online
implementation, a recursive extended least square algorithm is used. A similar approach is
described in [5], wherein an online recursive extended least square algorithm adaptively
alters the transfer function for acceleration, force and position control of a shaking table.
Another force control approach is introduced in [6], where the inverse model approach was
successfully implemented within a flight simulator.

The estimation of a control transfer function on a steering test bench is connected
to high efforts. Since the steering system represents an active component with friction,
backlash and a variable driver input, steering systems are nonlinear systems. Consequently,
the transfer function is only valid for one system state. Due to a great variety of variations
in the system, transfer function-based approaches are not applicable for this purpose.

Similar, but alternative, approaches to control harmonic reference signals on a shaking
table were introduced in [7,8]. Both methods utilize a least mean square filtering approach
to weigh or adapt the input signal to compensate phase and amplitude deviation in the
system response. Here, the adaptation occurs due to a comparison of the resulting and
measured signals of the shaking table, without the explicit knowledge of the transfer
function. Therefore, a similar approach can also be used on a steering test bench, where
harmonic excitations are inserted into the steering rack.

Alternative approaches for the improvement of the dynamic characteristics of control
systems are the usage of feedforward control signals based on velocity or acceleration
information. In the discipline of hard disc drive control, there exist high requirements for
the dynamic control performance, since the distance between a storage and the write/read
pin needs to be small, but physical contact must not occur, even in the presence of external
disturbances. For this purpose, [9] introduced an acceleration feedforward control (AFC),
which detects external disturbances to improve the control performance. In [10], a similar
approach was utilized to reduce the impact of external shocks to the drive system by an
AFC in combination with a double disturbance observer, which successfully enhanced the
control quality.

Within machining control applications, feedforward control approaches are exposed to
changing boundary conditions, introduced by the workpiece characteristics, tool degrada-
tion and travel speed. Therefore, [11] implemented an adaptive feedforward control based
on the reference position signal and the occurring error together with friction compensation
to reduce the resulting position error. Approaches for inertia compensation by a feedfor-
ward control are even further restricted since the workpiece and direction of excitation
vary over time. Consequently, [12] developed a velocity and AFC in combination with a
jerk disturbance observer to compensate for varying inertia during the machining process.
Similar approaches were conducted in [13–15], where observers and artificial intelligence
are implemented to estimate the current inertia of the system.

Previously described approaches for enhanced dynamics are implemented for position
or velocity control and for predefined reference signals. A torque control application
with feedforward control for friction and inertia compensation was proposed in [16] on
a rehabilitation device. The compensation is based on the currently measured angular
velocity and the motor inertia, which successfully improves the control performance. A
similar approach is also applicable for the implementation on a steering test bench, where
the PMSLM is normally operated in force control mode.

Since steering system test benches are required to function within real-time applica-
tions, exemplarily together with a vehicle model, there are not only dynamic requirements
in terms of magnitude accuracy but also concerning the time delay between the reference
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and measured signal. Such effects originate from dead time and the dynamic properties of
the PMLSM control. A common method to deal with and improve the control performance
of systems with dead time is the implementation of a Smith predictor [17]. Here, a model
of the process is utilized to derive a mathematical formulation without a delay in the
system, enabling the use of standard PID control tuning processes for systems without
dead time. The work in [18] proposed an adaptation of a Smith predictor in combination
with a fuzzy-PI controller on a brushless DC motor to account for modelling uncertainties,
while an approach with an automatic dead time calculation is introduced in [19].

Another method to improve the dynamic behavior of a brushless DC motor incorpo-
rates time-shifting the voltage signal according to the electrical characteristics of the motor
in terms of inductance and resistance [20]. The identification of the shifting time for the
voltage signal is performed for different goals, such as performance [20] or acoustics [21].
A similar approach is proposed in [22], wherein a phase delay compensation is utilized to
improve the efficiency of the electric motor and its generated torque. Here, the optimum
shifting time is estimated based on a Fourier series. These approaches utilize information
of the current system state to alter the control strategy to improve performance. The basic
principle is also applicable for steering test bench applications in real-time operation.

For PMLSMs implemented in steering system test benches, the prevailing operation
mode is force control, which can be subdivided into two categories, based on the origin of
the reference force signal. First, a reference force signal is provided in advance of the test to
the PMLSM for the excitation of the steering system. This setup is exemplarily utilized for
the harmonic force excitation of the steering rack. Second, the force is calculated based on a
vehicle model, where the rack displacement measured within the PMLSM functions as the
input for the reference rack force calculation. For the most basic case, the PMLSM operates
as a virtual spring and, therefore, provides a reference force proportional to the measured
rack displacement.

In this paper, drawbacks of the control performance occurring for both control cate-
gories are identified, and associated improvement approaches are proposed. For a previ-
ously known harmonic reference signal, a similar methodology as in [7] is implemented to
calculate a weighing factor to adapt the reference signal. Two additional methods, which
are applicable for real-time testing, exemplarily combined with a vehicle model, use the
steering wheel angle and steering rack-velocity information to provide the PMLSM control
with a compensation signal for inertia and time delay.

The remaining article is structured as follows: Section 2 gives an overview of the
steering system and the relevant steering test bench, followed by a problem formulation
and the proposal of compensation approaches in Section 3. Results of the implemented
control improvements are displayed and discussed in Section 4. Section 5 summarizes the
conducted investigations.

2. Steering System and Test Bench

This section introduces both the structure and function of electric power steering
systems as well as the steering system test bench used for the investigations.

2.1. Electric Power Steering System

Modern steering systems in vehicles are equipped with an electrical motor to assist
the driver during driving maneuvers. Depending on the positioning of the electric motor,
different variations of EPS exist [23]. In this work, the motor of the steering system is located
parallel to the rack of the system, representing an axle parallel (apa) EPS. A simplified
sketch of the system is displayed in Figure 1.
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Figure 1. Axle-parallel electric power steering system. Adapted from [24].

The rotational driver input is introduced through the steering wheel into the steering
column. Within the adjacent torsion bar, a sensor detects the applied steering torque.
Universal joints in this path allow adjustment of the steering wheel position. Within the
contact between the pinion and the steering rack, the rotational movement of the pinion is
transformed into a translatory displacement of the steering rack. The ratio of the steering
gear can be variable over the whole stroke, where the center range is generally less direct
compared to larger steering wheel angles. This allows the reduction of steering angle
demand during parking, while maintaining high stability under high-speed driving [23].
The translatory movement of the steering rack is then transferred by the tie rods to the
wheel carrier, introducing a wheel rotation. Based on the measured steering torque at the
steering systems torsion bar sensor and by different steering functions, a servo torque is
calculated within the ECU and supplied by the electric motor. A belt drive and ball screw
gear convert the assistance torque into an assistance force on the steering rack.

Due to the occurring inertia of the electric motor and the ball screw gear in combination
with its elastic connection, the steering system exhibits a low-pass character for external
excitations, originating from the tie rods [25,26]. In addition to the reduction of relevant
road feedback to the driver [25], investigations also showed that this combination leads
to a dominant natural frequency [26,27], complicating the force control during tests on a
steering test bench.

2.2. Steering System Test Bench

Within this investigation, an electromechanical steering system test bench by dSPACE
is utilized, which is described in [28], and consists of two PMLSMs for the introduction of
road excitations to the steering rack and one steering wheel actuator (SWA) representing the
driver input. Both PMLSMs are named according to their side of implementation, namely
rod left actuator (RLA) and rod right actuator (RRA). The technical data are displayed in
Table 1.

Table 1. Characteristics of the steering system test bench.

PMLSM SWA

Characteristic Unit Value Characteristic Unit Value

max. Force kN 20 max. Torque Nm 50
max. Velocity m/s 1 max. Velocity ◦/s 3000

max. Frequency Hz 30

The PMLSM can be operated in position, velocity and force control. Here, only force
control is considered. The SWA provides similar operation modes as position, velocity and
torque control. These control tasks in addition to the relevant signal measurements are
performed by a dSPACE Hardware-in-the-Loop (HiL) simulator [28]. A matlab/Simulink
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model allows the operator to adapt and extend the implemented control structures to match
the requirements. Within this work, the Simulink model interface is utilized to implement
the dynamic optimization methods.

Measurements on the steering system test bench range from the evaluation of the
occurring friction in the passive system to HiL tests on full vehicle level, including a real-
time vehicle dynamic model [26,27]. The setup of the test rig for HiL testing is shown in
Figure 2.

Figure 2. Setup of the steering system test bench for operation in combination with a vehicle model.

Based on the selected driving maneuver, the reference steering wheel angle δRe f ,SWA
is provided to the SWA. Further maneuver information, such as the surface geometry and
pedal position, are sent to the vehicle model. The residual bus simulation provides the
steering system with the necessary bus communication signals, such as vehicle speed vveh,
for a proper function, such as within the actual vehicle.

As a response to the reference steering wheel angle, the SWA excites the steering
column and induces a steering maneuver. Angle, velocity and torque sensors adjacent to
the SWA detect the relevant quantities. Sensors incorporated within the PMLSMs measure
the occurring rack displacement of the steering system, xmeas,RLA as well as xMeas,RRA,
and send this information to the vehicle model. Based on the rack displacement, the
vehicle dynamic model calculates the wheel carrier rotation and the associated tire and
rack forces. The latter are then utilized as the reference force signals Fre f ,RRA and Fre f ,RLA
for the RRA and RLA, respectively. A load cell within the force path between the steering
rack and the PMLSM detects the contact force for the closed-loop control. As a result,
the required steering torque for the SWA to reach the reference angle, measured by an
additional torque and angle sensor of the test rig close to the SWA, coincides with the
steering torque perceived by a driver in a vehicle test.

Since the required rack forces for the previously described setup may originate from
a vehicle model, the reference force signal is not known in advance to the test because
it is derived from the occurring rack displacement, vehicle speed and surface condition.
Alternative investigations, exemplarily the characterization of the feedback behavior of
the steering system as explained in [26,27], utilize reference force signals with specific
characteristics, which are defined as a time sequence before the test. Therefore, the reference
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force is not dependent on the steering system behavior and other surrounding conditions.
Therefore, in this case, the displacement of the steering rack does not influence the desired
reference force. The setup from Figure 2 remains similar, but the vehicle model is replaced
by a time dependent signal generator, which provides a predefined reference force signal
without incorporating the steering system behavior.

3. Problem Formulation and Compensation Approaches

In this section, two applications for the investigation of steering systems on a test
bench are introduced, where dynamic insufficiencies deteriorate the measurement result.
The first application describes the identification of the feedback behavior of the steering
system, wherein a previously defined harmonic reference force signal is introduced into
the steering rack. Due to the steering system’s characteristics, the measured force exhibits
deviation from the reference force. A second application investigates the guidance behavior
of the steering system, where both the magnitude as well as the phase delay between
the reference signal and the measured force do not adhere to the requirements. Solution
approaches for both applications are motivated and derived.

3.1. Steering System Feedback

This subsection describes the feedback investigation test, motivates the occurring
deviations and introduces a compensation approach.

3.1.1. Test Description

For the investigation of the feedback behavior of the steering system, only one PMLSM
(the RLA) is connected to the steering rack, while the steering wheel is either swinging freely
or locked at a constant angle, controlled by the SWA. Due to the high control performance
of the SWA, the steering wheel is approximately fixed at its position and not rotating.
Oscillations do occur for the case of a freely swinging steering wheel. A sine sweep signal
with constant amplitude and increasing frequency is then used as the reference force signal
for the connected PMLSM [26]. Based on the measured input force Fmeas,RLA and the
steering torque sensed by the torsion bar Mtb, a transfer function GFB,Steer is calculated by
a Fast Fourier Transformation (FFT) [29] of the input and output signal:

GFB,Steer =
FFT(Mtb)

FFT(Fmeas,RLA)
. (1)

An exemplary bode plot of the identification result for a passive steering system is
displayed in Figure 3, where a resonance frequency at 6 Hz is detected.

Figure 3. Bode diagram of the feedback behavior of a passive apa-EPS.
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3.1.2. Motivation and Problem Formulation

Due to the occurring friction and backlash in the system in combination with an
active servo motor, steering systems are nonlinear, which means that the identified transfer
function is only valid for the exact condition of the test. To compare the results of different
applications of whole steering systems, the boundary conditions of the measurement, such
as the force amplitude, need to be held constant, requiring high dynamic performance
control. Extrapolating the results outside the reference state is only valid for linear, time-
invariant systems [29]. This requirement becomes clear when considering the support force
of the servo motor, which does not correlate linearly to the rack force. Therefore, reduced
or increased rack forces lead to different torsion bar torques and, therefore, to varying
assistance forces, which change the share of the required steering torque of the driver.
Consequently, the magnitude of the transfer functions increases or decreases, complicating
a comparison for different rack force amplitudes.

As a result of the steering system characteristics, the resulting rack force amplitude
exhibits deviations from the reference amplitude along the frequency range. An exemplarily
resulting normed rack force course in the time domain is presented in Figure 4. Here, the
reference amplitude indicates the desired amplitude of the input force sine sweep reference
signal from 1 Hz to 30 Hz and ideally coincides with the amplitudes of the measured rack
forces. At 13.8 s, the rack force displays an overshoot of 43.6% compared to the reference
amplitude. For increasing time, which is equivalent to increasing frequency, the amplitude
drops to 81% of the reference signal. These deviations hinder reliable comparison.

Figure 4. Time course of the measured rack force for a feedback behavior investigation on a steering
system test bench.

3.1.3. Solution Approach

As the force control performance is strongly influenced by the characteristics of the
steering system, a transfer-function-based approach, as introduced in [1–4], represents
a valid compensation approach. Since the steering system is a nonlinear component,
a transfer function for the test bench control must be derived for each operating point
of the steering system, which is associated with a large effort. Therefore, an online
approach which solely requires the reference and the measured force signal is proposed.
To allow for wide applicability of the solution approach, an improvement is required for
the following conditions:

• Harmonic signal with constant and/or increasing frequency;
• Harmonic signal with constant and/or varying amplitude;
• Harmonic signal with or without a varying and previously unknown offset value and

their combination.

The latter case is especially important when the steering test bench is used in combina-
tion with a vehicle model and external disturbances are superposed to the rack forces from
the vehicle model.
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The basic principle of the proposed solution approach is, similar to [7], the adaption
of the reference signal to consider the current dynamic properties of the complete control
system. This means that the amplitude of the reference signal is increased for decreased
measured rack force amplitudes and vice versa. The magnitude of the correction factor
depends on the detected difference between the reference and measured rack force ampli-
tudes. Therefore, a real-time capable algorithm is introduced which calculates a correction
factor for the reference signal based on the currently measured force amplitudes, estimated
by a peak value identification (PVID). A visualization of the PVID algorithm to detect a
high point is displayed in Figure 5.

Figure 5. Visualization of the proposed peak value identification algorithm and pseudo code expla-
nation for high point detection. (a) Update of the temporary maximum value; (b) search for further
maximum values; and (c) trigger that a new high point is found for further calculations.
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If the search for a new high point is triggered, a comparison of the current value F(i)
and the stored maximum value Fmax,det is performed for each timestep (see Figure 5a).

An update happens if the current value is larger than the previously stored value,
otherwise the update is suspended (see Figure 5b). Since the force measurement is accom-
panied with measurement noise from the load cell, a threshold value is defined, which
allows a distinction between the discovery of a new high point and noise-induced force
reductions. As soon as the measured force value drops below a threshold, represented as
the value which is Fthres lower than the currently stored maximum, a high point detection
is triggered to update the currently reached force amplitude FHP, as displayed in Figure 5c.
Furthermore, the currently detected minimum value Fmin,det is initialized with the high
point value. Then, the search for a low point is performed identically.

The presented algorithm can be applied to the measured force signal as well as the
reference signal to obtain both the desired LPre f , HPre f and achieved LPmeas, HPmeas force
amplitudes. Here, HPi and LPi stand for the force high point and low point, respectively.
Subsequently, the correction ratio λ(i + 1) for both amplitudes is updated according to

λ(i + 1) =
λ(i)·HPre f

HPmeas
(2)

or

λ(i + 1) =
λ(i)·LPre f

LPmeas
(3)

and used to adapt the reference signal to the current situation (see Equation (4)). Since
this approach adapts the reference signal based on the occurring maximum and minimum
values, it is called peak value control (PVC).

Fharm,re f ,new = Fharm,re f ·λ(i + 1) (4)

Here, Fharm,re f and Fharm,re f ,new stand for the harmonic reference signal and the adapted
harmonic reference signal, respectively.

Note that the harmonic signal without offset Fharm,re f is separated from the reference
offset force Fo f f ,re f . This distinction allows the previously introduced superposition of rack
forces from a vehicle model and the harmonic signal. A block model of the whole algorithm
together with the force control structure of the steering test bench is displayed in Figure 6.

Figure 6. Implementation of the peak value control. (a) Location within the complete control structure
of the steering system test bench. (b) Detailed representation of the algorithm.

The adaption of the reference signal is conducted before the PI control structure of
the test bench and includes information from the measured force Fmeas and the reference
forces Fo f f ,re f and Fharm,re f (see Figure 6a). Figure 6b displays a block diagram of the peak
value control implementation). The harmonic reference signal is a multiplication with the
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currently active correction ratio, directly fed to the PVID algorithm, whereas the measured
force is offset adjusted by subtracting the reference offset value before being analyzed by
the PVID. The correction ratio λ is calculated according to Equation (2) or Equation (3) and
multiplied with the harmonic reference signal. Finally, the adapted harmonic reference
signal is added to the offset reference value, representing the adapted reference signal,
which is fed to the control structure. The separated analysis is conducted to only adapt the
high-frequency inputs, since the low-frequency signals possess high control accuracy.

The advantages of this approach are that no further information other than the
measured and reference force value are required. Furthermore, the calculation can be
performed for any steering system with different applications and boundary conditions
(e.g., vehicle speed). A disadvantage is that the calculation of a correction factor is only
possible when a new peak value is updated. Firstly, this leads to a time delay since the
threshold value must first be undershot. Secondly, it results in a lower limit up to which
amplitudes can be resolved. This value is determined by the measurement noise and the
resulting threshold parameter.

Here, phase correction is not implemented, since only the transfer from the mea-
sured rack force to the measured steering wheel torque is considered. A phase delay
between the measured and reference force signal is, therefore, irrelevant for the feedback
characterization of the steering system.

3.2. Steering System Guidance Dynamics

In this subsection, a description of the test setup and the derived control performance
limitation are explained. The description of two solution approaches, one for magnitude
improvement and another for delay compensation, conclude the subsection.

3.2.1. Test Description

For the investigation of the dynamic guidance behavior of steering systems, one or two
PMLSMs are connected to the steering rack. In contrast to the previously described feedback
investigation, the reference force signal is calculated based on the rack displacement of
the steering system and is not previously defined. For simplicity in the evaluation of the
results, a virtual spring is implemented in the control scheme instead of a vehicle model.
Consequently, the reference force generated is proportional to the rack displacement.

The identification of the guidance behavior of the steering system is adapted from a
standard full vehicle test, the frequency response test as described in ISO 7401 [30]. For
this maneuver, a sine steer input with slowly increasing frequency is introduced into the
steering wheel. For the investigation of the steering system, exemplary relevant objective
parameters are the transfer function from steering wheel angle to lateral acceleration and
from the steering wheel angle to the vehicle yaw velocity [27]. Consequently, the frequency
response test represents a relevant investigation for a steering test bench.

3.2.2. Motivation and Problem Formulation

To demonstrate the occurring control performance deterioration during the test, mea-
surements with a steering wheel angle of 20◦ and an implemented virtual spring stiffness
kvirt of 400 N/mm are conducted. Within 50 s, the frequency is exponentially increased
from 0.1 Hz up to 5 Hz, which lays above the reported frequency input ranges of 2.0 Hz
in [30], 2.8 Hz in [27], 3 Hz in [23,31] and 4 Hz in [32] and is, therefore, considered suffi-
ciently dynamic. Figure 7 depicts the bode plot of the transfer function from measured
rack displacement xmeas,RLA to the measured rack force Fmeas,RLA, introduced by the RLA,
calculated as the feedforward control performance GFF,Per f

GFF,Per f =
FFT(Fmeas,RLA)

FFT(xmeas,RLA)
. (5)
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Figure 7. Bode plot of the control performance for the dynamic guidance evaluation with a steering
wheel angle input of 20◦ and a virtual spring stiffness of kvirt = 400 N/mm.

Ideally, the magnitude course equals the defined spring stiffness, and the phase delay
is zero.

Two deviations from the desired test bench behavior can be observed. First, the
effective stiffness decreases for increasing input frequency. At 3 Hz, a stiffness reduction of
20% is measured which increases up to 50% at 5 Hz. That means that the desired rack forces
are not reached for the setup. Second, the phase delay increases in magnitude over the
frequency range. Consequently, the force applied to the steering system no longer matches
the steering wheel angle and the rack position, which negatively influences the steering
torque buildup and, therefore, the overall impression.

3.2.3. Solution Approach

Since the proposed approach is required for applications where the reference force
signal is not known in advance, adjustments to the reference signal cannot be conducted be-
forehand. To overcome the previously introduced deficits, a two-part approach is presented.
The first method allows an improvement of the magnitude course over the frequency range,
whereas the second solution reduces the occurring time or phase delay.

Inertia Compensation

The basic assumption to improve the magnitude control performance of the PMLSM is
that its moving mass is not incorporated in the control scheme and, therefore, deteriorates
the performance during high-dynamic maneuvers. To improve these dynamic properties,
inertia compensation (IC) is implemented in the control scheme by considering the acceler-
ation of the steering system, similar to [16]. For this purpose, two locations for acceleration
measurement are available. The first is located directly at the PMLSM and detects the
acceleration of the RLA or RRA. A second possibility measures the steering wheel angle
and derives the currently occurring steering wheel angle acceleration. For the investigated
setup, the acceleration of the steering rack represents the result of the steering wheel input.
Due to the elasticity of the torsion bar and the inertia of the steering rack, a time delay
is expected to occur within the transfer path. As the acceleration information should be
available as soon as possible, the steering wheel angle ϕSW and, more concrete, the steering
wheel angle speed

.
ϕSW is selected as the relevant signal.

Since the angular velocity is transformed into a translatory displacement of the steering
rack, the steering ratio as well as the gimbal error due to the universal joints within the
steering column need to be incorporated in the control structure. For this purpose, the
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steering system is steered from the maximum to the minimum steering wheel angle after
the initial setup, and the resulting overall steering ratio is measured and mapped to a
position dependent lookup table.

The measured steering wheel velocity
.
ϕSW is then multiplied with the relevant steer-

ing ratio, resulting in the estimated rack speed
.
x̂RLA or

.
x̂RRA. To receive an estimated

rack acceleration signal
..
x̂RLA and

..
x̂RRA, a derivative transfer function, according to the

recommendation in [33], is utilized as

sKD
1 − sTD

. (6)

KD and TD stand for the gain and time constant of the filter, respectively. For the implemen-
tation, a discrete transfer function for a sample time of 125 μs is derived, setting KD = 1
and TD = 1.25 ms.

To reduce the influence of the PMLSMs inertia, the estimated acceleration is then
multiplied with the mass of the respective motor mRLA or mRRA, resulting in the inertia
compensation force signal Fcomp,in, which is added to the reference force signal from the
spring model Fspring. The overall implementation of the approach is displayed in Figure 8a
and the more detailed representation of the IC in Figure 8b.

Figure 8. Implementation of inertia compensation. (a) Location within the complete control structure
of the steering system test bench. (b) Detailed representation of the algorithm.

In cases of active steering with steer-by-wire systems, as in [34], where rack displace-
ment occurs without steering wheel movement, the rack acceleration signal can be utilized
instead of the steering wheel angle displacement. The rack acceleration is then directly
available without the incorporation of a steering ratio in the control structure. Since EPS
systems with a mechanical link between the steering wheel and steering gear represent the
state of the art, this work focuses on a fixed and predefined ratio between steering wheel
angle and rack displacement.

Delay Compensation

The second approach aims to reduce the phase delay between the rack displacement
and the resulting contact force and is referred to as delay compensation (DC). Therefore, a
similar basic principle, as in [22], is incorporated. To compensate for the resulting delay,
the currently available reference signal is adapted so that the dynamic limitations of the
PMLSMs and the overlying control structure are considered. Therefore, the following
considerations are made exemplarily for a connected RLA.

Assuming the occurring displacement for the investigation of the dynamic guidance
behavior of the steering system can be expressed as a harmonic sine in the form of

xmeas,RLA(t) = smax· sin(2π f t), (7)
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where smax is the amplitude of the excitation, f the current frequency and t is the time. The
phase delay in the resulting measured rack force Fmeas(t) is then

Fmeas(t) = kvirt·smax sin
(

2π f
(

t − tdelay

))
= kvirtxmeas,RLA

(
t − tdelay

)
. (8)

The phase delay is considered here by incorporating tdelay into the formulation. The
goal is to introduce an additional term Δx(t) to the measured position xmeas,RLA(t) to
compensate the delay, so that

Fmeas(t) = kvirt·
(

xmeas,RLA

(
t − tdelay

)
+ Δx

(
t − tdelay

))!
;= kvirtxmeas,RLA(t). (9)

Together with the phase delay ϕdelay

ϕdelay = 2π f tdelay (10)

and the previously introduced definitions, the two right hand terms in Equation (9) can be
written as

smax sin
(

2π f t − ϕdelay

)
+ Δx

(
t − tdelay

)!
;= smax· sin(2π f t). (11)

Adding a zero in the sine term on the right side, it can be reformulated as

smax sin
(

2π f t − ϕdelay + ϕdelay

)
= smax

(
sin

(
2π f t − ϕdelay

)
cos

(
ϕdelay

)
+ cos

(
2π f t − ϕdelay

)
sin

(
ϕdelay

))
(12)

For small delay angles ϕdelay, the approximations sin
(

ϕdelay

)
≈ ϕdelay and cos

(
ϕdelay

)
= 1

can be implemented. For the investigated delay here, a maximum deviation of 1.15% for the sine
term and 3.5% for the cosine term at 15◦ phase delay is observed, which is sufficiently accurate.
Therefore, Equation (11) can be simplified to

smax sin
(

2π f t − ϕdelay

)
+ Δx

(
t − tdelay

)!
;= smax

(
sin

(
2π f t − ϕdelay

)
·1 + cos

(
2π f t − ϕdelay

)
·ϕdelay

)
, (13)

and further to
Δx

(
t − tdelay

)!
;= cos

(
2π f t − ϕdelay

)
·ϕdelay. (14)

Replacing the phase delay by its definition from Equation (10)

Δx
(

t − tdelay

)!
;= smax cos

(
2π f

(
t − tdelay

))
·2π f ·tdelay (15)

with the derivative of the measured rack position

d
dt

.
xmeas,RLA

(
t − tdelay

)
=

d
dt

(
smax sin

(
2π f

(
t − tdelay

)))
= smax cos

(
2π f

(
t − tdelay

))
·2π f (16)

Equation (15) can be rewritten as

Δx
(

t − tdelay

)!
;=

.
xmeas,RLA

(
t − tdelay

)
·tdelay. (17)

Consequently, the additional term from Equation (9) can be introduced by considering
the current velocity of the RLA multiplied with the occurring delay time.

Δx(t)!;=
.
xmeas,RLA(t)·tdelay. (18)

Therefore, the derived term represents an estimation of the future position of the
steering rack. To incorporate a frequency-dependent delay time, a simple frequency
estimation model, which is valid for sinusoidal excitation, is introduced. Since both the
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acceleration
..
xmeas,RLA and position of the PMLSM xmeas,RLA are measured, their ratio is

utilized for frequency estimation

..
xmeas,RLA

xmeas,RLA
=

smax(2π f )2 sin(2π f t)
smax sin(2π f t)

(19)

with a zero-value exception, the frequency is calculated as

festim =

√∣∣∣ ..
xmeas,RLA
xmeas,RLA

∣∣∣
2π

(20)

The approach with a variable delay time is called variable delay compensation and is
abbreviated as DCvar for distinction from the constant delay time solution.

For the DC and DCvar approach, the measured position of the PMLSM is added to the
look ahead term Δx and utilized for the evaluation of the spring force Fspring, as displayed
in Figure 9a. The calculation of the look ahead term is illustrated in detail in Figure 9b for
a frequency-dependent estimated delay time t̂delay. In case of a constant delay time, the
lookup table is replaced by the constant value.

Figure 9. Implementation of delay compensation. (a) Location within the complete control structure
of the steering system test bench. (b) Detailed representation of the algorithm.

Both DC and DCvar can be utilized for steer-by-wire systems, since only rack informa-
tion and no steering wheel information are required. That means that there is no need for a
fixed link between steering wheel angle and rack displacement.

4. Results and Discussion

In this section, the comparison of the proposed approaches and the reference state
is conducted.

4.1. Feedback Control Performance

For the evaluation of the control performance during feedback characterization, the
transfer function from the reference force signal to the measured force is utilized as the
objective criteria. Identical to previously introduced transfer functions, the estimation is
performed with an FFT to receive the feedback control performance GFB,Per f

GFB,Per f =
FFT(Fmeas,RLA)

FFT
(

Fre f ,RLA

) . (21)
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Here, the magnitude of GFC,Per f represents the relevant parameter. For a setup where
the steering wheel is fixed in its position, the vehicle velocity is set to 70 km/h and a
force excitation amplitude of 600 N is defined; the magnitude of the feedback control
performance is displayed in Figure 10. The PVC successfully reduces the deviation from
the desired amplitude, which is indicated by the red horizontal line with a magnitude
of one. To display the improvement for multiple setups, the maximum and minimum
magnitude are identified for all available setups. The relevant values for the displayed
setup are marked with a triangle in Figure 10.

Figure 10. Control performance displayed as the magnitude of the transfer function from the reference
to the measured rack force during steering feedback evaluation.

An overview on the boundary conditions for four investigated setups is displayed in
Table 2. The results in Figure 10 represent S1.

Table 2. Overview of the investigated setups for feedback evaluation.

Setup Abbreviation

Parameter S1 S2 S3 S4

Velocity [km/h] 70 70 120 Passive EPS
Amplitude [N] 600 800 800 600

Offset Value [N] 0 0 1000 0
Steering Lock Blocked Free Steering Angle Control Angle Control

Table 3 summarizes the minimum and maximum occurring magnitudes for the initial
control structure without compensation (noComp) and the PVC for four setups. Addition-
ally, the last row displays the maximum deviation from the reference course. The average
and median for the investigated setups are calculated in the last column. On average, the
PVC is able to maintain the amplitude within a range of ±10.4% deviation compared to the
reference signal. For the reference setup, an average deviation of 26.7% is detected. This
means that the control performance is improved by more than 50%.

Table 3. Resulting maximum and minimum control magnitudes for the investigated setups with the
initial control structure and the PVC.

S1 S2 S3 S4 Average/Median

noComp PVC noComp PVC noComp PVC noComp PVC noComp PVC

Min 0.668 0.930 0.687 0.913 0.810 0.828 0.766 0.915 0.733 0.727 0.896 0.914
Max 1.024 1.035 1.028 1.098 1.028 1.051 1.294 1.052 1.094 1.028 1.059 1.052
Total 0.332 0.070 0.313 0.098 0.190 0.172 0.294 0.085 0.267 0.273 0.104 0.090

Despite the improvement in the average control performance, the maximum mag-
nitudes when PVC is applied are larger compared to the initial control approach. This
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means that the maximum occurring force amplitudes exhibit increased deviation from the
reference signal in comparison to the reference setup. Since the PVC is able to limit the
maximum positive deviations for all applications below 10%, especially for setup S3, where
the reference exhibits overshoot of 30%, the performance of the control scheme is improved
by the application of PVC.

Figures 10 and 11 display the control performance for the feedback investigation for an
alternative steering system with different inertia, friction and application. An improvement
in the control performance for the whole frequency range and the peak values is achieved
by the implementation of PVC. The qualitative deviation of the magnitude course over the
frequency range between Figures 10 and 11 is a result of the altered dynamic behavior of
the new steering system.

Figure 11. Control performance displayed as the magnitude of the transfer function from the reference
to the measured force for an alternative steering system.

To demonstrate the performance of the PVC for time-varying offset values, a low-
frequency sine for the offset force is superposed with a high-frequency sine, representing the
harmonic excitation. The offset force reference signal is a sine function with an amplitude
of 1000 N and 0.5 Hz frequency, while the harmonic signal possesses an amplitude of
600 N and an increasing frequency from 3 Hz to 30 Hz. The time course of the reference
signal displayed in Figure 12a. Figure 12b shows the objective control performance. An
improvement by the PVC control for both maximum and average deviation is achieved.
Consequently, the PVC is also applicable for these investigations.

Figure 12. Control performance for a harmonic signal superposed to a variable offset signal. (a) Time
course of the reference force signal. (b) Resulting magnitude of the transfer functions from reference
to measured rack force.
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After the verification of improved control performance by the PVC, a final experiment
is conducted to demonstrate the importance of the feedback characterization of steering
systems. Figure 13a depicts the identified feedback behavior of a steering system for three
different excitations, while Figure 13b represents the associated control performance.

Figure 13. Comparison of the identified feedback behavior of a steering system with and without PVC.
(a) Derived feedback behavior. (b) Magnitude of the transfer function from reference to measured
rack force.

In Figure 13a, two different feedback magnitudes for the same excitation force ampli-
tude of 600 N are calculated, which mainly differ at 16.5 Hz, where one result exhibits a
resonance phenomenon, while the other solution remains constant. The difference between
the results is the implementation of PVC. An explanation for the deviation can be found
when considering the occurring control performance. At 16.5 Hz, where the peak in the
feedback behavior is located, the measured rack force without PVC is 25% larger than the
reference value. Therefore, instead of 600 N, a force of 750 N is present at the steering rack.
For PVC, the deviation is less than 5%. A second experiment with 800 N amplitude and
PVC is introduced. It displays a similar resonance at 16.5 Hz like the course for 600 N
without PVC, while the control performance is close to one due to PVC implementation.
Consequently, the measured peak without the PVC with an amplitude of 600 N is not a
characteristic of the steering system but a result of the test bench control performance,
because the higher prevailing force amplitude is responsible for the behavior. If we now
consider benchmark investigations with different steering systems where the amplitude
setpoint is derived based on vehicle applications, the importance of the implementation of
an approach, such as PVC, is obvious to avoid unwanted influences.

4.2. Feedforward Control Performance

Since the derived IC, DC and DCvar approaches exhibit various parameters, a param-
eterization process is conducted.

For the selection of an adequate inertia compensation mass, a variation study of the
PMLSMs mass is performed. The experimental setup for the investigation of the dynamic
guidance behavior is utilized. Based on information from the test bench manufacturer, a
physical mass of 200 kg is assumed. Therefore, a range from 150 kg to 250 kg is considered
for identification. Figure 14a displays the sum of the root square error of the resulting
spring stiffness according to Equation (5), from the reference value of 400 N/mm, normed
to the solution without inertia compensation.
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Figure 14. Derivation of the PMLSM inertia value for inertia compensation (IC) approach. (a) Relative
stiffness error for different compensation masses (blue rectangles) and optimal solution (red circle).
(b) Comparison of the resulting control bode plot.

The occurring minimum error from the reference stiffness is obtained for a mass of
210 kg, where the error is reduced by more than 95%. This improvement is also visible
for the resulting stiffness in Figure 14b. Note that the phase delay is still identical to the
initial result, where no compensation is introduced. Consequently, a second identification
is performed to define the relevant delay time Δtdelay for the DC and DCvar approach. The
results of the parameter optimization for a delay time variation between 5.7 ms and 6.2 ms
are displayed in Figure 15.

Figure 15. Derivation of the time delay value for the delay compensation (DC) approach. (a) Relative
phase error for different delay time (blue rectangles) and optimal solution (red circle). (b) Comparison
of the resulting control bode plot.

Based on the results from Figure 15a, the constant delay time Δtdelay is set to 6 ms. The
frequency-dependent lookup table is identified as the inverse phase delay from Figure 14b
and exhibits a reduced error in comparison to the constant time delay compensation. The
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resulting bode plot in Figure 15b now displays good agreement for the desired spring
stiffness due to IC, as well as phase delay for the DC and DCvar approaches. The values
for the phase delay compensation for the frequency-dependent lookup table are displayed
in Table 4.

Table 4. Frequency breakpoints and lookup values for the frequency-dependent delay time.

Breakpoint 1 2 3 4 5 6 7 8 9

Frequency [Hz] 0.52 1.02 1.52 2.02 2.52 3.02 3.52 4.02 4.52
Δtdelay [ms] 5.6 5.7 5.7 5.8 5.8 5.9 6 6.1 6.2

To obtain an objective comparison of the different control performances, Tables 5 and 6
summarize the maximum and average deviations of the control performance magnitude
and phase delay from the desired behavior, respectively. In total, four different setups
for the steering guidance test are investigated where the vehicle velocity vveh, the spring
stiffness kvirt and the steering wheel angle amplitude ϕSW are varied. The setups are
abbreviated as

• V1: vveh = 70 km/h kvirt = 400 N/mm ϕSW = 20◦
• V2: vveh = 70 km/h kvirt = 800 N/mm ϕSW = 20◦
• V3: vveh = 180 km/h kvirt = 800 N/mm ϕSW = 20◦
• V4: vveh = 180 km/h kvirt = 800 N/mm ϕSW = 10◦

Table 5. Summary of the measured magnitudes of the transfer function from rack displacement to
measured rack force and the difference from the spring stiffness for the compensation methods.

Compensation None IC IC + DC IC + DCvar

Test Max Avg. Max Avg. Max Avg. Max Avg.

V1 207.46 74.75 23.47 3.15 10.12 3.43 11.68 3.44
V2 220.9 78.39 25.06 4.24 22.56 8.62 21.74 8.69
V3 229.78 78.82 25.40 8.50 38.23 14.42 36.99 14.5
V4 234.81 84.97 56.72 26.79 79.43 33.12 77.56 32.62

Average 223.24 79.23 32.66 10.67 37.59 14.90 36.99 14.81

Table 6. Summary of the phase delay of the transfer function from rack displacement to measured
rack force for the compensation methods.

Compensation None IC IC + DC IC + DCvar

Test Max Avg. Max Avg. Max Avg. Max Avg.

V1 12.32 5.62 11.35 5.53 1.11 0.21 0.74 0.17
V2 10.84 5.72 11.94 5.85 0.97 0.34 1.28 0.36
V3 10.97 5.74 11.45 5.50 1.00 0.15 0.89 0.17
V4 10.83 5.47 10.79 4.89 2.93 1.23 2.97 1.14

Average 11.24 5.64 11.38 5.44 1.50 0.48 1.47 0.46

Table 5 demonstrates that the IC approach successfully reduces the resulting devia-
tions between the measured magnitude and the reference spring stiffness. The best solution
concerning the magnitude accuracy is derived for IC without phase compensation. In-
corporating the DC and DCvar approach leads to an increase of 15% and 13.3% for the
maximum deviation, respectively. On average, the phase compensation exhibits a 50%
increase compared to IC alone. Still, all three approaches reduce the maximum occurring
stiffness error by at least 83% and on average by 81.2%, demonstrating the improved control
performance for the investigated application.

For the phase deviation in Table 6, the same observation as in Figure 14b is valid.
Although the resulting measured spring stiffness is thoroughly improved by the imple-
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mentation of IC alone, the phase delay is maintained at a constant level compared to the
reference measurement without compensation. For the integration of DC and DCvar, the
phase delay is reduced by 86.7% for the maximum and up to 91.5% for the average phase
delays of the measured force signal to the displacement signal. Here, DCvar exhibits
slightly improved performance if compared to DC, but the added value is neglectable.
Therefore, the following comparisons exclude the IC + DCvar approach and concentrate
on the IC and IC methods. Still, both DC and DCvar improve the phase accuracy of the
test bench.

A second experiment is conducted to validate the applicability of the control improve-
ments for applications, wherein their parameters are not optimized. Here, kvirt = 400 N/mm
and vveh = 70 km/h are chosen for the maneuver conditions. Instead of a sine sweep input,
which is utilized for guidance behavior identification, a steering wheel reference signal is
implemented, which is derived from a real driving maneuver from a driving simulator.
The complete reference force signal for the maneuver is depicted in Figure 16a, wherein
the relevant regions are highlighted with the indices “A” and “B”. In “A”, a steering
wheel excitation similar to an impulse is introduced, while region “B” represents a high-
frequency sine excitation. The resulting measured forces for the relevant regions A and
B are displayed in detail in Figure 16b,c to demonstrate the performance of the different
compensation approaches.

Figure 16. Comparison of the compensation approaches for the steering angle signal recorded on a
steering driving simulator. (a) Overview for the complete maneuver. (b) Zoom to an impulse-like
steering input. (c) Zoom to a harmonic steering input.

The contribution of the individual compensation approaches can be understood by
the measured courses. In the case of no implemented compensation approach, the PMLSM
inertia causes deviations at 14.3 s in Figure 16b, where an increase of the contact force
is observed in advance to the rise of the reference force. Here, negative contact forces
represent pressure on the load cell. When the steering maneuver is initiated at 14.3 s, the
steering system moves to the center region, therefore, reducing the rack force. Since the
PMLSM is not able to follow the movement immediately, an overshoot occurs where the
decrease in the rack force is primarily caused by the missing movement due to inertia
of the PMLSM. At the maximum reference force of the time course at 14.4 s, both the
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amplitude and phase deviation of the measured force without compensation are visible.
When incorporating the IC approach, the measured force deviation is reduced for both
previously described points, resulting in a better approximation of the reference signal.
The phase delay, as evaluated earlier, is still present. When IC and DC are implemented
simultaneously, the reference force is represented accurately by the measured force for both
amplitude accuracy and the phase delay. A similar tendency can be observed in Figure 16c.
Here, due to the implemented control improvements, the reference signal and the measured
force with IC + DC are almost indistinguishable. These observations also underline the
improved dynamic performance of the force control for an application where the tuning
parameters were not derived.

For the third comparison, a basic setup is investigated, which is utilized for the
evaluation of the steering power on a test bench (see [27]). For these tests, the steering
wheel angle is defined to obtain a constant steering wheel velocity over a large portion of
the complete steering stroke. The rack force is held at a constant value. For each new test,
the rack force is increased until the torsion bar torque exceeds a predefined limit. At this
point, the steering power limit is reached. For the herein investigated test setup, a constant
force of 0 N is predefined, while the steering wheel maneuvers at 800◦/s. Since the rack
force reference signal is constant over time, no DC is implemented since it has no effect on
the control performance. The time courses of the measured rack force with and without IC
is displayed in Figure 17.

Figure 17. Comparison of the force control performance for steering system power measurement at
800◦/s steering wheel angle velocity and 0 N reference force.

The fluctuations of the measured forces without compensation originate from the
gimbal fault and the steering wheel angle acceleration and deceleration at the beginning and
at the end of the steering wheel movement. Since the IC incorporates both the steering ratio
as well as the gimbal fault and provides an inertia compensation signal, these influences
are successfully reduced.

5. Conclusions

Within this paper, an automotive steering system testbench, consisting of two PMLSMs
and one steering wheel actuator, is examined concerning its dynamic performance. The
study presents three methods, each of which improves one defined use case. The first
approach deals with the situation when a harmonic reference signal is previously known
but the steering system characteristics hinder the PMLSM from reaching the desired force
course. An online real-time capable algorithm uses the peak value information of the
harmonic reference signal and the measured peak forces to calculate a ratio and adapt
the input signal accordingly to receive a good amplitude accuracy. A second approach is
applicable when the steering test bench operates in closed loop operation, meaning that the
rack force is calculated based on the rack displacement. Due to high inertia of the PMLSM,
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the magnitude and phase delay of the PMLSM are deteriorated. Therefore, the steering
wheel angle signal is used to provide an inertia compensation signal, which incorporates not
only the moving mass of the PMLSM but also the occurring steering ratio and gimbal error
in the column. It is demonstrated that the approach successfully improves the dynamic
control performance by reaching the desired force amplitudes. To compensate for the phase
delay in the same setup, a phase delay compensation approach is motivated, which ideally
avoids the occurrence of phase delay between the reference and measured force signal. The
latter approach can be combined with the inertia compensation to significantly improve
the test bench control. Final validation tests demonstrate the applicability of the proposed
methods, also for new applications where the parameterization was not performed. The
introduced methods represent an improvement of the steering test bench control to allow
subsystem-based development, even for the investigation of steering feel, which poses
strict requirements due to the close contact to the human driver. Future improvements in
the dynamic control performance may include model predictive control approaches for the
closed loop operation of the steering system test bench. Additionally, automated, online
transfer function estimation represents an approach to include the system behavior into
the control of previously defined excitation signals. In this method, the representative
transfer function can be selected based on information of the surrounding conditions of the
experiment and used to alter the reference signal accordingly.
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Abbreviations

AFC Acceleration Feedforward Control
Apa Axle Parallel
DC Delay Compensation
DCvar Frequency Variable Delay Compensation
EPS Electric Power Steering
FFT Fast-Fourier-Transformation
HiL Hardware-in-the-Loop
IC Inertia Compensation
PMLSM Permanent Magnet Linear Synchronous Motor
PVC Peak Value Control
PVID Peak Value Identification
RLA/RRA Rod Left Actuator/Rod Right Actuator
S1–S4 Setups for Steering Feedback Investigation
V1–V4 Setups for Feedforward Investigations
SWA Steering Wheel Actuator
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Nomenclature

Fre f ,RLA/RRA Reference Force at RRA/RLA
Fmeas,RLA Measured Rack Force at RLA
ϕSW Steering Wheel Angle
xRLA/RRA Rack Displacement
λ Correction Ratio
GFF Transfer Function of Feedforward Control Performance
GFB Transfer Function of Feedback Control Performance
mRLA/RRA Mass of the RLA/RRA
f Frequency
LPre f /HP_re f Reference Low- and Highpoint Amplitude Value
LPmeas/HPmeas Measured Low- and Highpoint Amplitude Value
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Abstract: In this paper, a control strategy based on the inverse system decoupling method and
μ-synthesis is proposed to control vibration in a rigid rotor system with active magnetic bearings that
are built into high-speed motors. First, the decoupling method is used to decouple the four-degrees-
of-freedom state equation of the electromagnetic bearing rigid rotor system; the strongly coupled and
nonlinear rotor system is thus decoupled into four independent subsystems, and the eigenvalues of
the subsystems are then configured. The uncertain parametric perturbation method is used to model
the subsystem, and the multi-objective ant colony algorithm is then used to optimize the sensitivity
function and the pole positions to obtain the optimal μ-controller. The closed-loop system thus has the
fastest possible response, the strongest internal stability, and the best disturbance rejection capability.
Then, the unbalanced force compensation algorithm is used to compensate for the high-frequency
eccentric vibration; this algorithm can attenuate the unbalanced eccentric vibration of the rotor to
the greatest extent and improve the robust stability of the rotor system. Finally, simulations and
experiments show that the proposed control strategy can allow the rotor to be suspended stably and
suppress its low-frequency and high-frequency vibrations effectively, providing excellent internal
and external stability.

Keywords: active magnetic bearing (AMB); gyroscopic effect; μ-synthesis; D-K iterations; multi-
objective optimization; unbalance compensation

1. Introduction

High-speed motors have advantages that include high efficiency, low volume, and high
power density, and they can be connected directly to high-speed mechanical equipment
without an additional gearbox, which improves efficiency and reduces the overall size
of the machine. These motors are thus widely used in turbo boosters, air compressors,
grinders, and flywheel energy storage devices [1].

An active magnetic bearing (AMB) has notable features such as an absence of me-
chanical friction, zero lubrication, a long service life, and controllable dynamic behavior,
compared with traditional mechanical bearings. Therefore, an AMB has an irreplaceable
position in the application of high-speed rotor systems and has become the most important
rotor support unit for high-speed rotating machinery [2].

Because the air gap between the AMB stator and the rotor is very small, the controller
of the AMB rotor system must be stable enough to withstand vibrations and maintain
system operation. Therefore, when designing this controller, it is necessary not only to meet
the basic requirement of providing a stable rotor system, but also to optimize the controller
as much as possible to achieve high dynamic performance for the rotor system. The design
of this controller thus becomes a key step in AMB engineering design practice.

However, the high-speed motor rotor system is still a strongly coupled system. As
the system’s rotational speed increases, the gyroscopic torque that is coupled between the
system’s four degrees of freedom (4-DOF) will not only destroy the applied control action,
but may even affect the overall stability of the AMB rotor system [3]. Gong [4] used a
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polarity switch tracking filter and a disturbance observer to achieve the active control of
a magnetically levitated rotor system over its full rotational speed range; however, the
core of this method was still based on use of a proportional–integral–derivative (PID)
controller, which has low robustness and stability, and coupling still occurred between
the degrees of freedom of the rotor system, meaning that the closed-loop system could
not achieve accurate decoupling control in the higher speed range. Therefore, to realize
high-precision control at higher speeds, more sophisticated control strategies must be
developed. Zhao [5] used the feedforward decoupling method and a time-optimal tracking
differentiator to realize decoupling of the rotor system at the cost of a minimum calculation
amount, but this method will cause the decoupling subsystem to be not entirely symmet-
rical, and this is not conducive to controller design for high-precision control. Chen [6]
used a combined strategy involving the feedback decoupling method and a 2-DOF PID
controller to realize radial displacement control in the higher speed range. This method
can also realize complete decoupling of the rotor system, but the 2-DOF PID controller
shows a weakly robust performance, and it cannot overcome relatively strong external
disturbance forces.

At present, PID controllers are widely used in AMB rotor systems to provide a ma-
ture control algorithm. Usually, a PID controller can allow the rotor to run stably at
certain speeds, but when the plant parameters change or when the disturbance factors
are uncertain, it is difficult to obtain good control performance, and the system may even
become unstable. To solve the problems described above, Zhang [7] designed an H∞ robust
controller that showed a strong ability to suppress external disturbances and effectively
attenuated a fluid surge disturbance force acting on the impeller of a centrifugal compressor.
However, this method cannot measure and stabilize uncertain parametric perturbations
of the control system itself. Kuseyri [8] modeled the rotor’s eccentric unbalanced dis-
turbance force and the uncertain parametric perturbation structure of the AMB system
and then synthesized an H∞ controller using a linear matrix inequality (LMI) method,
which achieved exciting experimental results. This method suppressed more than 95% of
the unbalanced disturbance vibrations, but it is essentially an empirical selection method
without the multi-objective optimization process. As a rising star of the robust control
family, the μ-controller provides an effective way to solve these problems. The μ-controller
can model an uncertain parametric perturbation structure when it is synthesized, and the
μ-analysis can even measure the stability margin for the uncertain parametric perturbation
system to ensure that the entire closed-loop system remains stable with respect to the
bounded parametric perturbation. At the same time, because of the fast response time of
the μ-controller, the adjustment time required after multi-objective optimization can be less
than 10 ms, and the controller also has a strong ability to suppress disturbances. When the
rotor is disturbed by an external force, the controller will then generate a compensation
force to offset the disturbance, and the bounded disturbance will be attenuated completely
to zero within 10 ms. Therefore, the μ-controller performs particularly rigidly during the
experiments, and regardless of the disturbance or even after a collision with the rotor from
the exterior, the rotor remains perfectly centered. In contrast, the suspension force of the
PID-controlled AMB has a “soft” characteristic, and the anti-interference performance of
the rotor system is weak. Because the “P” parameter that represents rigidity in PID control
cannot be increased without limit, too large a value of “P” will lead to system instability.

In this paper, the major contributions are as follows:

(1) An inverse system decoupling method is used to decompose the radial 4-DOF state
equation of the nonlinear AMB-rigid rotor system into four double-integrator sub-
systems to eliminate the gyroscopic effects that are coupled at high speeds. Pole
reconfiguration of the subsystem is performed to overcome the limitations of the
μ-synthesis DK iteration method. The subsystem is modeled using an uncertain para-
metric perturbation method, and the μ-controller is synthesized via a 6-DK iterative
method. Then, a closed-loop robust system is designed that is not overly conservative
at the expense of its performance.
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(2) To avoid the frequent use of trial-and-error to find a suitable weighting function, this
paper introduces a multi-objective ant colony algorithm to search automatically for
the optimal sensitivity function and pole position. The controller obtained using this
method thus has the fastest response speed possible, the highest stability margin, and
the strongest external disturbance attenuation.

(3) To eliminate the unbalanced eccentric disturbance force that occurs during high-speed
operation, this paper also proposes an unbalanced compensation module that is
added to the current channels of the AMBs. This module searches for the eccentric
position in four directions with high efficiency and can completely compensate for
the unbalanced eccentric vibration.

2. Dynamic Model of Rotor System

As shown in Figure 1, the magnetically levitated high-speed motor studied in this
paper is a horizontal structure. The rotor is supported by two AMBs (AMB-A and AMB-B).
The rotor’s radial positions are measured using a total of four eddy current displacement
sensors on the left and right.

Figure 1. Sketch of the magnetically levitated high-speed motor.

The dynamic model of the high-speed motor rotor system is depicted in Figure 2.
In order to analyze it rigorously, some assumptions are set: due to the rotor’s first-order
bending speed being much higher than its rated speed, the AMB rotor can be regarded
as a rigid rotor; the left and right AMBs are installed at the same axial positions as the
corresponding sensors; the magnetic coupling interaction between the radial and ax-
ial coordinates is ignored. The origin O is the geometric center of the rotor, and the
right-handed spiral stator coordinate system O-XYZ is established. The Z axis is on the
line connecting the two radial AMB geometric centers OA and OB. In addition, the radial
plane AMB stator coordinate systems OAXAYA and OBXBYB are established to describe the
operating state of the rotor at the positions where AMBs are located. The distances from
the left and right radial AMB planes to the origin point are lA and lB, respectively.

During operation, the rotor’s spatial position is described using the translational
displacements x and y of the mass center O along the X- and Y-axes and the rotation
angles θx and θy around the X- and Y-axes. The positive directions for θx and θy are shown
in Figure 2.

Based on the rotor dynamics, the equation for the radial 4-DOF horizontal AMB-rigid
rotor system can be given as:

M
..
Z + G

.
Z = LF + fu (1)

where Z = [θy x θx y]T, and M and G are the mass matrix and the gyroscopic effect matrix
of the rotor, respectively. L and F are the arm coefficient matrix of the rotor and the
electromagnetic force vector, respectively, and fu is the unbalanced eccentric force vector;
these parameters are:
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M =

⎡
⎢⎢⎣

J 0 0 0
0 m 0 0
0 0 J 0
0 0 0 m

⎤
⎥⎥⎦, G =

⎡
⎢⎢⎣

0 0 −Jzω 0
0 0 0 0

Jzω 0 0 0
0 0 0 0

⎤
⎥⎥⎦, F =

⎡
⎢⎢⎣

fxA
fxB
fyA
fyB

⎤
⎥⎥⎦, L =

⎡
⎢⎢⎣

lA −lB 0 0
1 1 0 0
0 0 −lA lB
0 0 1 1

⎤
⎥⎥⎦, fu =

⎡
⎢⎢⎢⎣

muzε(ω2 cos θ +
.

ω sin θ)

mε(ω2 cos θ +
.

ω sin θ)−
√

2
2 mg

muzε(
.

ω cos θ − ω2 sin θ)

mε(ω2 sin θ − .
ω cos θ)−

√
2

2 mg

⎤
⎥⎥⎥⎦

where m is the rotor mass; J is the transverse inertia moment of the rotor; Jz is the polar
inertia moment of the rotor; fxA, fxB, fyA, and fyB are the electromagnetic forces generated by
the radial AMB-A and AMB-B in the x and y directions, respectively; θ is the rotation angle;
θ = ωt + ϕ, where ω is the angular velocity; ϕ is the initial angle; g is the acceleration due to
gravity; ε is the projection of the distance between the mass center and the geometric center
on the OXY surface; and uz is the projection of the distance between the mass center and
the geometric center on the OZ axis.

Figure 2. Model of the AMB-rigid rotor system.

As shown in Figure 3, the AMB stator uses a novel 12-pole coil structure. When
compared with the traditional eight-pole coil structure, its magnetic force distribution is
more uniform, thus producing less electromagnetic noise and vibration, and the maximum
magnetic levitation capacity is improved significantly.

Figure 3. Sketch of the AMB stator coils.

There are a total of four magnetic poles built into the 12-pole AMB stator, where each
magnetic pole includes a main pole yoke and two secondary pole yokes, and the opposing
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pairs of magnetic poles constitute a radial channel. In theory, the four radial channels are
independent of each other; the electromagnetic force for each channel is generated by a
differential current, and the related differential equations are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

fxA = μ0 AN2
(

(I0+ixA)
2

(δ−xa cos α)2 − (I0−ixA)
2

(δ+xa cos α)2

)
cos α + μ0 AN2

(
(I0+ixA)

2

(δ−xa)
2 − (I0−ixA)

2

(δ+xa)
2

)

fxB = μ0 AN2
(

(I0+ixB)
2

(δ−xb cos α)2 − (I0−ixB)
2

(δ+xb cos α)2

)
cos α + μ0 AN2

(
(I0+ixB)

2

(δ−xb)
2 − (I0−ixB)

2

(δ+xb)
2

)

fyA = μ0 AN2
(

(I0+iyA)
2

(δ−ya cos α)2 − (I0−iyA)
2

(δ+ya cos α)2

)
cos α + μ0 AN2

(
(I0+iyA)

2

(δ−ya)
2 − (I0−iyA)

2

(δ+ya)
2

)

fyB = μ0 AN2
(

(I0+iyB)
2

(δ−yb cos α)2 − (I0−iyB)
2

(δ+yb cos α)2

)
cos α + μ0 AN2

(
(I0+iyB)

2

(δ−yb)
2 − (I0−iyB)

2

(δ+yb)
2

)
(2)

where μ0 is the free-space permeability; A is the cross-sectional area of the secondary
magnetic pole; N is the number of turns of the coil; I0 is the bias current; δ is the AMB air
gap length; and ixA, ixB, iyA, and iyB are the control currents of AMB-A and AMB-B in the
x and y channels, respectively.

Let Y and U be the radial displacement vector and the control current vector of the
AMBs, respectively:

Y =
[
xa xb ya yb

]T , U =
[
ixA ixB iyA iyB

]T

The relationship between Y and Z is

Y = LTZ (3)

The electromagnetic force is linearized around the operating point (I0, ix0, iy0,
xa = xb = ya = yb = 0) to give

⎧⎪⎪⎨
⎪⎪⎩

kx = 4μ0 AN2 I2
0+i2x0

δ3 (1 + cos2 α)

ky = 4μ0 AN2 I2
0+i2y0

δ3 (1 + cos2 α)

ki = 4μ0 AN2 I0
δ2 (1 + cos α)

(4)

where kx and ky are the displacement stiffness coefficients of the x and y channels, respec-
tively; ix0 and iy0 are the compensation currents of the x and y channels to cancel the gravity,
respectively; and ki is the current stiffness coefficient of the x and y channels.

The linearized electromagnetic force can then be expressed as

F = KsY + KiU (5)

where Ks and Ki are the force–displacement matrix and force–current matrix of the AMB,
respectively, and are

Ks =

⎡
⎢⎢⎣

ksxA 0 0 0
0 ksxB 0 0
0 0 ksyA 0
0 0 0 ksyB

⎤
⎥⎥⎦, Ki =

⎡
⎢⎢⎣

kixA 0 0 0
0 kixB 0 0
0 0 kiyA 0
0 0 0 kiyB

⎤
⎥⎥⎦

where ksxA = ksxB = kx; ksyA = ksyB = ky; and kixA = kixB = kiyA = kiyB = ki.

3. Inverse Decoupling Method and Eigenvalue Assignment

By combining (1), (3) and (5), the following can be obtained:

M(LT)
−1 ..

Y + G(LT)
−1 .

Y = LF + fu (6)
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The following can be obtained by converting from (6):

..
Y = −LT M−1G

.
Z + LT M−1LF + LT M−1 fu (7)

When only considering the coupling relationship inside the system, the external
disturbance fu can be removed first; then, after the expansion of (7), it can be found that:

..
Y =

⎡
⎢⎢⎢⎣

..
Y1..
Y2..
Y3..
Y4

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

lA Jzω
.
θx

J + ( 1
m + lA

2

J ) fxA + ( 1
m − lAlB

J ) fxB

− lB Jzω
.
θx

J + ( 1
m + lB

2

J ) fxB + ( 1
m − lAlB

J ) fxA
lA Jzω

.
θy

J + ( 1
m + lA

2

J ) fyA + ( 1
m − lAlB

J ) fyB

− lB Jzω
.
θy

J + ( 1
m + lB

2

J ) fyB + ( 1
m − lAlB

J ) fyA

⎤
⎥⎥⎥⎥⎥⎥⎦

(8)

Because F is a function of U,
..
Y can be written as a function of U. Then, the question

is whether U can be written as a function of
..
Y inversely, i.e.,

..
Y also exists if U exists. The

reversibility of (8) is now derived as follows:
Let

D =
∂

..
Y

∂U
=

⎡
⎢⎢⎢⎢⎢⎢⎣

∂
..
Y1

∂U1

∂
..
Y1

∂U2

∂
..
Y1

∂U3

∂
..
Y1

∂U4
∂

..
Y2

∂U1

∂
..
Y2

∂U2

∂
..
Y2

∂U3

∂
..
Y2

∂U4
∂

..
Y3

∂U1

∂
..
Y3

∂U2

∂
..
Y3

∂U3

∂
..
Y3

∂U4
∂

..
Y4

∂U1

∂
..
Y4

∂U2

∂
..
Y4

∂U3

∂
..
Y4

∂U4

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎣

kixA(
1
m +

l2
A
J ) kixB(

1
m − lAlB

J ) 0 0

kixA(
1
m − lAlB

J ) kixB(
1
m +

l2
B
J ) 0 0

0 0 kiyA(
1
m +

l2
A
J ) kiyB(

1
m − lAlB

J )

0 0 kiyA(
1
m − lAlB

J ) kiyB(
1
m +

l2
B
J )

⎤
⎥⎥⎥⎥⎥⎦ (9)

It can be concluded from the above that

det(D) =
kixAkixBkiyAkiyB(lA + lB)

4

m2 J2 �= 0 (10)

The relative order of the system is α = (α1, α2, α3, α4) = (2, 2, 2, 2), which satisfies
α1 + α2 + α3 + α4 = 8 ≤ n, where n is the number of state variables. According to inverse
system theory [9], the system is invertible.

Introducing a new variable V = [V1 V2 V3 V4]T, the new variable and the second
derivative of the output variable are made to satisfy the following relationship:

V1 =
..
Y1, V2 =

..
Y2, V3 =

..
Y3, V4 =

..
Y4 (11)

Then, the transfer function from V to Y is given by

Yi
Vi

=
1
s2 , i = 1, 2, 3, 4 (12)

Equation (12) shows that the nonlinear and strongly coupled AMB-rigid rotor system is
decoupled via the inverse decoupling method, the radial 4-DOF rotor system is decomposed
into four translational radial degrees of freedom, and on each degree of freedom is a pseudo-
linear subsystem with a transfer function of 1/s2.

When designing the controller for the subsystem, the D-K iterations method will indicate
that the μ-controller cannot be synthesized because the plant contains two zero eigenvalues
located on the imaginary axis. To overcome this limitation, it is necessary to configure the
subsystem poles. As shown in Figure 4, the closed-loop negative state feedback is adopted.
Let the configured poles be s1 and s2, and the characteristic equation be D(s) = (s − s1)(s − s2);
then, the coefficients of the state feedback are

c = −(s1 + s2), k = s1 · s2 (13)
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C

K

+

+

+
_

YYVI

2=1/(s-s1)(s-s2)

1=1/s2

Figure 4. Block diagram of second-order subsystem eigenstructure assignment.

4. Uncertainties Model and μ-Synthesis Method

Because the motion equations of the four radial channels of the AMB-rigid rotor system
when decoupled using the inverse system method are symmetrical and are independent
of each other, only the subsystem structure attributed to a single channel is studied here.
The designed μ-controller can be distributed symmetrically for each channel. The motion
equation for one single-channel subsystem after pole configuration can be given as

..
Y + c

.
Y + kY = I (14)

During actual operation, and especially during high-speed operation, the AMB-rigid
rotor system has a high-amplitude sinusoidal noise signal in the output from the displace-
ment sensors, which is attributed to the unbalanced eccentric vibration. This signal will
affect the stability of the decoupled subsystem; equivalently, it can also be regarded as the
main source of the uncertain parametric perturbation structure of the subsystem.

Suppose that during high-speed operation, there is an unbalanced vibration in one
radial channel given by d(t) = r sin(ωt) = pkδkY, where r is the vibration amplitude,
which is generally less than 0.05 mm over the full rotational speed range, and the radial
displacement amplitude Y is less than 0.5 mm of the bearing air gap; thus, we set pk = 10%
and −1 ≤ δk ≤ 1. By introducing the vibration displacement Y = Y + d, we find that

(1 + pmδm)
..
Y + c(1 + pcδc)

.
Y + k(1 + pkδk)Y = I (15)

where Y is the ideal displacement variable when the vibration signal d is not considered in
the total radial displacement Y, pm = pc = pk = 10% and −1 ≤ δm, δc, δk ≤ 1.

Equation (15) can be represented by the upper linear fractional transform (LFT) with
Mm, Mc, Mk, δm, δc, and δk, and its state equation is

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
ym..
Y

]
= Mm

[
um

I − vc − vk

]
, um = δmym[

yc
vc

]
= Mc

[
uc.
Y

]
, uc = δcyc[

yk
vk

]
= Mk

[
uk
Y

]
, uk = δkyk

(16)

where Mm =

[−pm 1
−pm 1

]
, Mc =

[
0 c
pc c

]
, Mk =

[
0 k
pk k

]
The subsystem structure with uncertainties can be described as shown in Figure 5.
From Figure 5, the state equation for the subsystem with structured uncertainty can

be derived, and by eliminating variables vc and vk, the system matrix S, which describes
the dynamic characteristics of the subsystem, is
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ẏ
ÿ

−−
ym
yc
yk
y

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0
−k −c −pm −pc −pk 1
−k −c −pm −pc −pk 1
0 c 0 0 0 0
k 0 0 0 0 0
1 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

y
y

um
uc
uk
I

⎤
⎥⎥⎥⎥⎥⎥⎦

,

⎡
⎣ um

uc
uk

⎤
⎦ =

⎡
⎣ δm 0 0

0 δc 0
0 0 δk

⎤
⎦
⎡
⎣ ym

yc
yk

⎤
⎦, (17)

+

+

+
_

YYI
Mm

m
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uk

Y

vc

vk

Figure 5. Block diagram of subsystem structure with uncertain parameters.

The block diagram of the closed-loop system that shows the feedback structure and
includes elements reflecting the model uncertainty and performance requirements obtained
at this stage is as shown in Figure 6, where P is the plant, K is the controller, and Δ is the
uncertainty matrix. In addition, Wp is the performance weighting function, and Wu is the
control weighting function.

K

 

Wp

-Wu

PAMB
+

S

_

++

d

r=0 u ep

eu

Figure 6. Block diagram of AMB closed-loop system.

The μ-synthesis method was proposed to assort systems with structured uncertainties.
The uncertain behavior of the original system can be described by the LFT representation,
and the controller synthesis is performed with an uncertain closed-loop system model
using the structured singular value μ and the LFT framework. As a result, a μ-control
closed-loop system can be designed that is not excessively conservative at the expense of
performance [10]. The diagram of the μ-control framework for the AMB-rotor system is
shown in Figure 7.

K

WI

Wp

Wu

P

 

M

Figure 7. Block diagram of μ-synthesis method.
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The structure of the matrix Δ is the result of the locations at which each parametric
uncertainty occurs in the system model. The weighting functions Wp and Wu are selected
to constrain the frequency-based performance requirements in closed-loop systems. The
matrix M is the lower LFT of the plant P and the controller K.

M = Fl(P, K) (18)

The μ-synthesis framework can be represented by the upper LFT of the weighted
closed-loop system M and the uncertain perturbation matrix Δ, which maps disturbance
input w to performance response z.

z = Fu(M, Δ)w (19)

The defined structure Δ destabilized the system M, and the stability of the entire
system can be evaluated using the maximum singular value μ.

μ−1
Δ (M) = min

Δ∈Δ
{σ(Δ) : det(I − MΔ) = 0} (20)

If the structured singular value is less than unity, this indicates that a greater perturba-
tion than the set uncertain perturbation is required to destabilize the system. Therefore, the
closed-loop system with the synthesized controller is stable and robust with respect to the
bounded uncertainties [11].

Finding appropriate weighting functions is a critical step in robust controller design
and usually requires many trials. For complex systems, significant effort is thus required.
Therefore, a multi-objective ant colony algorithm is introduced to search automatically
for the optimal sensitivity function. The μ-controller is synthesized using the dksyn
tool integrated in the MATLAB Robust Control Toolbox. In this tool, a 6-DK iterative
algorithm [12] is used. The flow chart of the algorithm is shown in Figure 8.

Output the controller K(s) corresponding to the D(s)

Y

N

Curve fit D(jw) to get a stable, minimum-phase D(s)

arg inf ( , )lK
K F P K

∞
=  

1( ) arg inf [ ( , ) ( )]lD
D j DF P K D jω σ ω−

∈
=   

D

 Initialization Process

Fix D and solve the H  -optimisation for K

Fix K and solve the following convex optimisation 
problem for D over a selected frequency range 

A prespecified convergence 
tolerance is achieved 

Start with an initial guess for D,usually set D=I

D
-K

 iterative algorithm
 flow

 chart

Figure 8. Flow chart of D-K iterations method.
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5. Multi-Objective Optimization of μ-Controller

5.1. Multi-Objective Function

When optimizing the μ-controller, it requires the explicit definition of some targets to
optimize the general performance of the controller. The response time, the tracking error,
and the disturbance attenuation of the controller can be used as one objective function.
The multi-objective optimization process frequently calls several objective functions simul-
taneously. The results of using these single objective functions are usually contradictory,
hence they cannot be simply compared as being superior or inferior. Generally, the better
result for one target will be the worse result for the other target, and enhancement to any
objective value will deteriorate at least another objective value. One such result is called
the Pareto solution [13].

The multi-objective function for μ-controller optimization used in this paper is defined as:

f = a · (Rmax − R)/(Rmax − Rmin) + b · (S − Smin)/(Smax − Smin) + c · (Dmax − D)/(Dmax − Dmin), a + b + c = 1 (21)

where a, b, and c are weight factors that represent the importance of the relevant objectives,
and different ratios will have different effects on the controller performance. R, Rmin, and
Rmax are the settling time of the closed-loop system to a step input and the minimum and
maximum values of this settling time, respectively; S, Smin, and Smax are the stability margin
of the closed-loop system and the minimum and maximum values of this stability margin,
respectively. D, Dmin, and Dmax are the disturbance attenuation of the closed-loop system
and the minimum and maximum values of this attenuation, respectively.

This function includes the step input reference response performance, the robust stabil-
ity, and the robust performance of the μ-controller multiplied by their respective weighting
factors. The essential feature of the ant colony algorithm is that it maximizes the evaluation
value of the objective function. Equation (21) thus shows that the optimization objectives
are the shortest response time, the largest stability margin, and the strongest disturbance
attenuation. In addition, according to ISO standard 14839-3, the penalty constraint set for
the optimization algorithm is that the maximum magnitude of the sensitivity function for
the closed-loop control system should be less than 9.5 dB [14].

5.2. Variable Constraints

It can easily be determined from Figure 6 that:

[
ep
eu

]
=

[
Wp(I + SK)−1

WuK(I + SK)−1

]
d (22)

Therefore, the design criterion for robust performance is that all transfer functions
from d to ep and eu should be small in the sense of H∞ for all possible uncertain transfer
matrices Δ.

‖
[

Wp(I + SK)−1

WuK(I + SK)−1

]
‖

∞

< γ (23)

The weighting functions Wp and Wu are used to reflect the relative significance of the
performance requirements over the different frequency ranges. The performance weighting
function Wp is selected to have a second-order form as follows:

Wp(s) = x1 · s2 + x2s + x3

s2 + x4s + x5
(24)

The value of x1 shows a strong relationship with the response speed and the quality of
the waveform of the closed-loop system relative to the reference input. Both x2 and x4 affect
the turning frequency of the weighting function Wp and thus indirectly and slightly affect
some of the closed-loop system performance characteristics. Equation (24) shows that in the
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low frequency range, the reciprocal of Wp tends toward x5/x3, and the designed controller
sensitivity function will be below the 1/Wp curve; this means that the value of x5/x3 is
related to the disturbance attenuation and the steady-state tracking error. Therefore, x5/x3
is usually set to be equal to 0.001 or less to meet the performance requirements.

The control weighting function Wu is selected simply as the scalar form:

Wu(s) = x6 (25)

Equation (13) shows that the subsystem poles affect the damping c and the stiffness
k of the controlled plant. A low level of system damping will accelerate the controller’s
response. Greater system stiffness leads to a greater bearing control force and a better
active control effect, but the required controller is not easy to synthesize. Therefore, it is
necessary to use a multi-objective optimization algorithm to search for the best parametric
combination. The multi-objective algorithm uses eight variables, as listed in Table 1, with
upper and lower bounds that are selected carefully for the optimization process.

Table 1. Ant variables and bounds.

Variable Description Lower Bound Upper Bound

x1 proportional term of Wp 0.01 1.0

x2
first-order term of the Wp

numerator 0.5 × 103 2 × 103

x3
constant term of the Wp

numerator 1.5 × 104 3 × 104

x4
first-order term of the Wp

denominator 10 20

x5
constant term of the Wp

denominator 0.1 0.5

x6 proportional term of Wu 1 × 10−8 12 × 10−8

x7 positive real pole 450 550
x8 negative real pole −550 −450

5.3. Ant Colony Algorithm and Optimization

The artificial ant colony algorithm, which simulates an ant colony’s intelligence, has
features that include distributed computation, positive feedback, and heuristic searching.
The ant colony algorithm has shown many good performance aspects through use of its
inherent pheromone search mechanism. Its positive feedback and synergy make it suit-
able for use in distributed systems, and its implicit parallelism offers strong development
potential. The problems that it can solve have gradually expanded to include some con-
strained problems and multi-objective problems [15–17]. When the ant colony algorithm
was initially proposed, it was used for discrete domain optimization problems. Therefore,
the μ-synthesis problem, which is a continuous domain optimization problem, requires the
original ant colony algorithm to be modified.

In this paper, a grid scaling method is used for the continuous domain ant colony
algorithm. Each grid point corresponds to a variable space state, and each ant crawls
between the grid points and leaves certain amounts of pheromone information to influence
the action of future generations of ants. When all ants in one generation have finished
crawling, for grid points that satisfy the constraints, the objective function values are
compared, the optimal individual is recorded, and the pheromone matrix is updated. Then,
at the beginning of the next generation, the variable range near the grid point is scaled
down by a ratio r (0.5–0.9), and the new generation of ants is placed to start crawling. By
repeating the above process, until the grid spacing is below the given precision.

When each variable range is divided into N parts, there are N + 1 nodes, and
n variables have (N + 1)n grid points. The calculations of these grid points can become an
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n-level decision process. In the decision process, the calculation of ant transition probability
can use the following formula:

pk
ij(t) =

[
τij(t)

]α[
ηij(t)

]β

∑
k⊂Ak

[τis(t)]
α[ηis(t)]

β
, i f j ∈ Ak (26)

where pk
ij(t) is ant k’s transition probability from the ith to jth node, Ak is the node col-

lection that ant k can reach, τij(t) is determined using the pheromone matrix, and ηij(t) is
determined using the heuristic matrix, i.e., ηij(t) is set as a constant (1.5).

The equation to update the pheromone matrix component is:

τij(t + 1) = (1 − ρ) · τij(t) + Δτij(t) (27)

where ρ is the evaporation rate, and Δτij(t) is determined by the pheromone increment
matrix.

The equation to update the pheromone increments is:

Δτij(t) =
m

∑
k=1

Δτk
ij(t) + Q · f (28)

where Q is set as a constant (0.05), and f is the multiple objective function as in (21).

5.4. Optimization Solution

Figure 9 shows that the multi-objective ant colony algorithm converges fully after
16 iterations, which confirms the high efficiency of the algorithm sufficiently.

Figure 9. Evolution of the multi-objective value.

After the closed-loop system is modeled and the optimization objectives are defined,
it is interesting to observe the results of optimization algorithm execution. Figure 10
depicts the individual sampling process and the iterative evolution of the three targets.
It is known that the optimization objectives are the settling time of the step response
of the closed-loop system, the stability margin of the uncertain perturbation structure,
and the controller design index γ. The settling time can be measured directly using the
stepinfo function. The stability margin is obtained via the frequency sweep method, where
the starp function is used first to connect the controller to form a closed-loop system;
then, the frequency sweep function, frsp, is used to obtain the frequency response of the
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closed-loop system; finally, the pkvnorm function is used to obtain the upper bound of
the μ function of the perturbation structure, and the reciprocal of this bound is the lower
bound of the stability margin. This means that at least the stability margin times of the
perturbation can be tolerated to ensure that the closed-loop system is robust and stable. The
frequency sweep method is conservative to an extent but can be regarded as a fast and stable
evaluation method.

Figure 10. Optimal designs with color plot for the object values.

Smaller settling times give faster control system responses, and a larger stability
margin indicates stronger system robustness to the structured uncertainty. The γ value
is an important index for controller design. A larger γ value means that the controller is
more difficult to synthesize. When the γ value exceeds 1, it means that a stable closed-loop
controller cannot be synthesized. As the value of γ decreases, it becomes easier to design
the controller, and a smaller sensitivity function amplitude for the closed-loop system
indicates stronger system attenuation of external disturbances. The optimization results
show clear consistency between the response speed and the stability margin, and there is
also a clear contradiction between the response speed and γ or between the stability margin
and γ. It is easy to understand that when the controller is faster, it is then more stable, but
it is also more difficult to synthesize.

Finally, the compromise solution that was calculated after the comparison of the object
values is shown in the lower left corner of Figure 10. This solution should provide a
comprehensive optimal performance, and its variables and performance parameters are
listed in Table 2.

Table 2. Optimized ant solutions.

x1 x2 x3 x4 x5 x6 x7 x8 Settling Time Stability Margin γ Object Value

0.5791 1923.5 2.607 × 104 14.076 0.3603 1.3977 × 10−8 452.151 −471.994 8.45 ms 5.1108 0.8821 0.8887

6. Unbalanced Eccentric Vibration Compensation Method

Because of machining technology limitations and assembly tolerances, the mass center
of a rigid rotor is not consistent with its geometric center. During high-speed operation,
unbalanced vibration will be generated by the centrifugal force. The frequency of this
unbalanced vibration is the same as the rotational speed, and the excitation force is pro-
portional to the square of the rotational speed. When the rotational speed increases, the
frequency of this excitation force also increases. Figure 14 (see Section 7.1) shows that
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when the frequency exceeds 100 Hz (6000 rpm), the disturbance suppression force of the
robust controller gradually decreases. This results in saturation of the controller’s control
force, causing the rotor vibration force to increase sharply, and this seriously affects the
operational stability of the high-speed motor rotor system. Therefore, it is necessary to
compensate for this unbalanced force.

6.1. Principle of Unbalanced Vibration Compensation Method

The basic principle of the compensation method proposed in this paper is to extract
the same frequency vibration signal from the rotor, from which a compensation signal can
be generated and injected into the output channel of the controller; then, a compensation
force that is equal and opposite to the rotor’s centrifugal force is generated by the AMB to
compensate for the centrifugal force, and the rotor is forced to rotate around its geometric
axis. The aim of this method is to minimize the rotor vibration amplitude, and it begins
by identifying the position of the rotor mass center. Here, a correlation method in the
signal processing technique is applied that can extract the amplitude of the fundamental
frequency of the vibration signal accurately from the radial channels of the AMBs.

The displacement vibration signal of the radial AMB channel can be given as

f (t) = a1 cos ωt + b1 sin ωt + a2 cos 2ωt + b2 sin 2ωt + · · · (29)

when only the fundamental frequency vibration is considered, and the following can be
obtained by performing a Fourier series expansion:⎧⎨

⎩a1 = ω
π

∫ 2π
ω

0 f (t) cos ωtdt

b1 = ω
π

∫ 2π
ω

0 f (t) sin ωtdt
(30)

Then, according to digital signal processing theory, the sampling period is set as Ts,
and the Fourier coefficient of the same frequency vibration signal at this time is:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
ax = ω

π

2π
ωTs
∑

k=1
f (kTs) cos(kωTs)Ts

bx = ω
π

2π
ωTs
∑

k=1
f (kTs) sin(kωTs)Ts

(31)

The vibration signal amplitude at the rotor A end can be defined as Ea =
√

a2
x + b2

x,
which represents the intensity of the vibration at the rotor A end at the current sampling
time.

As illustrated in Figure 11a, the detailed steps for the quadrangle search method for
the unbalanced mass center position are as follows:

(1) Randomly define a search starting point, usually by selecting the origin point
(α,β)0 = (0,0), r0 = R∠0, where α = εcosϕ and β = εsinϕ;

(2) The kth step, rk−1 = R∠ψk−1, (α,β)k = (α,β)k−1 + rk−1;

(3)
{

ψk = ψk−1, rk = R∠ψk, i f (Ea(k) ≤ Ea(k − 1))
ψk = ψk−1 +

π
2 , rk = R∠ψk, i f (Ea(k) > Ea(k − 1))

;

(4)
{

Output the search result(α, β)k, i f (Ea(k) < Et),
Return to step 2, continue search, k = k + 1, i f (Ea(k) ≥ Et)

.

Iterative searching with a fixed step size can be used to identify unbalanced parameters,
but the identification precision of the algorithm is only R (i.e., one step size). To improve
the algorithm’s convergence precision, the size of R must be reduced, but a reduction in R
will increase the search time. Therefore, the precision and speed of the convergence of the
unbalanced search method with the fixed step size are contradictory. To solve this problem,
a variable step size algorithm is used in this work. In the initial stage of the search, a large
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step size is used, and the step size is then reduced gradually. Finally, the target position is
approached with an infinitely small error to ensure high convergence precision.

The core variable step size algorithm Is

R(k) = R(0)Ea(k) (32)

 
(a) (b) 

Figure 11. Diagrams of fixed and variable step size search processes. (a) Fixed step size search.
(b) Variable step size search.

The actual effect of this algorithm is illustrated in Figure 11b. The simulation shows
that the search path of the quadrangle method is more direct and more efficient than
those of other search methods such as the triangle and pentagon methods. If the starting
threshold is set to zero, it converges fully to obtain the exact unbalanced parameters.

6.2. Realization of Unbalanced Vibration Compensation

From (7) and the inverse system decoupling method, it can be found that

..
Y + c

.
Y + kY = I + K−1

i L−1 fu (33)

It is only necessary to inject the compensation current Iu = −Ki
−1L−1fu into the current

channels, and then, precise compensation of the unbalanced vibration can be achieved.

7. Simulation and Experiments

7.1. Simulation with Simulink
7.1.1. Response Performance Testing of Closed-Loop System

When the AMB-rigid rotor system uses closed-loop control, each radial independent
channel adopts a μ-controller that is tuned using the multi-objective optimal method. When
simulating a rotor that is statically suspended (i.e., n = 0 rpm) at the working point, square
wave signals with amplitudes of 0.1 mm are added to the input of each channel, and the
transient time response at the output of each channel is shown in Figure 12. The simulation
results show that the transient time response to the reference input is relatively fast: the rise
time is less than 1 ms, the settling time is less than 10 ms, and the tracking error is almost
zero. Hence, the target of high-precision control is realized.

7.1.2. Robust Performance Testing of Closed-Loop System

When the rotor is suspended stably in the center position and rotates at its rated
speed (n = 3000 rpm), a sinusoidal signal with a frequency of 50 Hz and eccentricity ε

of 1 × 10−4 m is injected into the control system at t = 0.1 s to test the anti-disturbance
performance of the rotor system. The corresponding output signal waveform is shown in
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Figure 13. The green line represents the equivalent vibration caused by the eccentric force
at the system’s output end, which has an amplitude of 0.1 mm; the red line is the output
waveform of the decentralized PID controller. The design and adjustment of this controller
were achieved by defining the equivalent stiffness and equivalent damping of the AMB
and by analyzing the influences of bias currents on them and on the critical speed of the
rotor system. Then, numerical simulations and experiments were carefully carried out to
tune the PID parameters for this test rig (P = 6500, I = 1000, D = 4.5) [18,19]; the blue line is
the output waveform from the μ-controller. These results show that the μ-controller has a
strong disturbance suppression capability, with a disturbance attenuation rate of 0.21, and
its displacement vibration peak value is 65.8% smaller than that of the PID controller.

Figure 12. Static rotor simulation.

Figure 13. Anti-disturbance simulation of the μ-controller.

In Figure 14, the singular value curve of the optimal μ-controller shows that the
μ-controller has a strong suppression force relative to the external disturbance below a
frequency of 50 Hz, and stronger suppression occurs as the frequency decreases.
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Figure 14. Sensitivity function of the closed loop system.

7.2. Experimental Results

The magnetically levitated high-speed motor rig is shown in Figure 15. The motor is a
75 kW permanent magnet synchronous motor, where the rotor is supported by two AMBs in
the radial direction and by a pair of permanent magnet bearings in the axial direction. The
rig control system consists of a dSPACE controller, a two-level switching power amplifier,
four non-contact eddy current sensors, and a host computer. The parameters used in the
experiments are given in Table 3.

 

Figure 15. AMB-rigid rotor platform.

7.2.1. Static Suspension Test

When the rotor is actually suspended in the central position on the rig (n = 0 rpm), the
transient response of xa is as shown in Figure 16. In the figure, the red line represents the
response waveform of the decentralized PID controller, and the blue line represents the
response waveform of the optimal μ-controller. The figure shows that the overshoot of the
μ-controller is smaller, its settling time is shorter, there is no floating transition time, and its
overall performance is thus better.
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Table 3. Parameters of the experimental platform.

Symbol Description Value

VDC DC-link voltage 100 V
I0 maximum bias current 2.5 A
Pt total available power 500 VA
m mass of rotor 18.09 kg
δ nominal air gap length 0.5 mm
J transverse moment of inertia 0.2 kg·m2

Jz polar moment of inertia 0.0223 kg·m2

lA distance between the AMB-A and geometric center 140 mm
lB distance between the AMB-B and geometric center 120 mm

kx, ky displacement stiffness 542,464 N/m
ki current stiffness 256.872 N/A

Figure 16. Transient response of the static rotor.

7.2.2. Decoupling Performance Test

At 6000 rpm, the reference input of xa stepped up from 0 to 0.1 mm. The radial
displacements of the AMB-rigid rotor system in this case are as shown in Figure 17. These
results demonstrate that the step change in the radial displacement xa does not lead to
variations in the other three radial displacements, i.e., the four radial displacements of
the control system are decoupled completely. These experimental results are consistent
with the theoretical analysis, and thus, the expected goal of the control system design has
been realized.

7.2.3. Active Vibration Control of the AMB-Rigid Rotor System

After decoupling via the inverse system method, the gyro coupling effect in the radial
channels of the closed-loop rotor system is eliminated completely, and there is only the
eccentric disturbance vibration with the same frequency as the speed. As Figures 18 and 19
show, the rotor vibration amplitudes before compensation were slightly less than 0.05 mm
and slightly greater than 0.05 mm at 6000 rpm and 10,000 rpm, respectively.

Figure 18 shows that as a result of the anti-disturbance effect of the μ-controller and the
effect of the compensation algorithm, the unbalanced vibration is effectively suppressed at
6000 rpm, and thus, the rotor motion trajectory after compensation is very small. Figure 19
also shows that even at a higher rotational speed, the unbalanced vibration can largely be
controlled, and active displacement vibration control is achieved.
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Figure 17. Radial displacements at a speed of 6000 rpm.

Figure 18. Rotor trajectories without/with unbalanced vibration compensation at 6000 rpm.

Figure 19. Rotor trajectories without/with unbalanced vibration compensation at 10,000 rpm.
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To test the effectiveness of the proposed compensation algorithm over the full rota-
tional speed range, uniform acceleration running testing of the AMB-rigid rotor system
was performed. During the test, the motor accelerated from 0 rpm to 12,000 rpm with a
constant acceleration of 2π rad/s2, and the results are shown in Figure 20.

Figure 20. Unbalanced response curve of the rotor system over the full rotational speed range.

As Figure 20 shows, μ-control does not have a first-order vibration peak like that of
PID control, and the acceleration curve is both continuous and smooth. With the application
of the compensation algorithm, the rotor vibration is greatly suppressed to within 0.02 mm
and is later close to zero. As the speed continues to increase beyond 12,000 rpm, the
vibration displacement of the rotor tends to show a constant amplitude; this is called the
“self-centering” effect. The rotor rotates around its inertial axis and operates in a true
force-free state. The high-speed motor rotor system has thus achieved active vibration
control over its full rotational speed range.

8. Conclusions

In this paper, a μ-synthesis strategy for AMBs in a high-speed motor is proposed.
The determination of the appropriate weight functions Wp and Wu represents a key step
in the μ-control scheme. By defining a second-order weighting function Wp with higher
degrees of freedom, a multi-objective ant colony algorithm based on this function can be
used to search for the optimal sensitivity function to achieve the fastest possible response
speed, the highest stability margin, and the strongest external disturbance attenuation
for the closed-loop system under study. By using the perturbation method for uncertain
parameters, it is theoretically guaranteed that the control system will be robust and stable
up to its rated speed (n = 12,000 rpm), and the stability margin is 5.11 times (i.e., it is stable
within a vibration amplitude of 0.25 mm). The simulation results also show that the optimal
μ-controller has an excellent disturbance suppression ability, which weakens the unbal-
anced disturbance vibration of the rotor system at low speeds by as much as 65.8% when
compared with the classical PID controller. At higher rotational speeds, a compensation
algorithm based on real-time variable step size iterative searching for eccentric positions is
applied to enhance the disturbance rejection of the controller. Further experiments show
that the algorithm can realize unbalanced displacement vibration compensation over the
full rotational speed range. The entire control strategy can not only ensure stable rotor
suspension but also can suppress the disturbance vibration strongly. The μ-controller’s
response performance is also greatly improved when compared with the PID. The μ-control
strategy performs excellently in both static and dynamic conditions and is the preferred
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choice to replace PID. The realization of an optimal μ-controller also provides effective
information and a reference for AMB engineering design practice.
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Abstract: In the field of signal processing, it is interesting to explore signal irregularities. Indeed,
entropy approaches are efficient to quantify the complexity of a time series; their ability to analyze and
provide information related to signal complexity justifies their growing interest. Unfortunately, many
entropies exist, each requiring setting parameter values, such as the data length N, the embedding
dimension m, the time lag τ, the tolerance r and the scale s for the entropy calculation. Our aim is to
determine a methodology to choose the suitable entropy and the suitable parameter values. Therefore,
this paper focuses on the effects of their variation. For illustration purposes, a brushless motor with a
three-phase inverter is investigated to discover unique faults, and then multiple permanent open-
circuit faults. Starting from the brushless inverter under healthy and faulty conditions, the various
possible switching faults are discussed. The occurrence of faults in an inverter leads to atypical
characteristics of phase currents, which can increase the complexity in the brushless response. Thus,
the performance of many entropies and multiscale entropies is discussed to evaluate the complexity
of the phase currents. Herein, we introduce a mathematical model to help select the appropriate
entropy functions with proper parameter values, for detecting open-circuit faults . Moreover, this
mathematical model enables to pick up many usual entropies and multiscale entropies (bubble, phase,
slope and conditional entropy) that can best detect faults, for up to four switches. Simulations are
then carried out to select the best entropy functions able to differentiate healthy from open-circuit
faulty conditions of the inverter.

Keywords: open-circuit; inverter; brushless motor; entropy; multiscale; fault detection

1. Introduction

One of the most powerful tools to assess the dynamical characteristics of time series
is entropy. Entropy used in several kinds of applications is able to account for vibrations
of rotary machines [1] (electric machines), to detect battery faults [2] (short-circuit and
open-circuit faults), to reveal important information about seismically actives zones [3]
(electroseismic time series), to measure financial risks [4] (economic sciences), to categorize
softwood species under uniform and gradual cross-sectional structures [5] (biology) and to
categorize benign and malignant tissues of different subjects [5] (biomedical).

Various entropy measures have been established over the past two decades. Pincus [6]
proposed the approximation entropy ApEn, which calculates the complexity of data and
measures the frequency of similar patterns of data in a time series. However, ApEn also
has some disadvantages: due to self-matching, the bias of ApEn is important for small time
series and depends on the entropy parameters. To avoid self-matching, Richman [6] defined
the sample entropy SampEn. Since the introduction of ApEn [6], other entropies have been
proposed, such as Kolmogorov entropy K2En, conditional entropy CondEn, dispersion
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entropy DispEn, cosine similarity entropy CoSiEn, bubble entropy BubbEn, fuzzy entropy
FuzzEn, increment entropy IncrEn, phase entropy PhasEn, slope entropy PhasEn, entropy
of entropy Eno f En, attention entropy AttEn and several other multiscale entropies.

Entropy is now widely applied to analyze signals in various fields having universal
applications. A combination of wavelet transformation and entropy is proposed and ap-
plied in power grid fault detection [7]. Wavelet transform is commonly used to extract
characteristic quantities, and to analyze transient signals, while entropy is ideal for the
measurement of uncertainty. The approximate entropy features of a multiwavelet trans-
form [8] combined with an artificial neural network recognizes transmission line faults.
The multi-level wavelet Shannon entropy was proposed to locate single-sensor fault [9].
Guan [10] developed a precise diagnosis method of structural faults of rotating machinery
based on a combination of empirical mode decomposition, SampEn and deep belief net-
work. Entropy measures [11] are used in machine fault diagnosis. In [12], the variational
mode decomposition energy entropy for each phase current cycle is calculated to accurately
diagnose the arc fault: the noise component is removed according to the permutation
entropy. [13] proposed to diagnose multi-circuit faults of three-phase motors. This method
only needs to collect phase currents to diagnose multi-circuit points accurately: it improves
the independence of diagnosis. Based on signal feature extraction, a combination of the
empirical mode decomposition entropy and index energy methods is adopted in [14] to
extract the Draft Tube’s dynamic feature information for a water turbine. Open-circuit
fault diagnosis of a multilevel inverter [15] uses the fast fault detection algorithm based on
two sample techniques and the fault localization algorithm using the entropy of wavelet
packets as a feature. The authors in [16] presented a fast feature extraction technique
including wavelet packet decomposition, an entropy of wavelet packets for fault detection
and classification of IGBT-based converters.

Open-circuit fault diagnosis methods can be divided into voltage-based methods
and current-based methods, according to different fault characteristics. Voltage-based
methods [17,18] can be implemented with external hardware or modeled. Recently, current-
type methods based on current waveform analysis have attracted much attention [19–21].

An effective open-circuit fault diagnosis using the phase current performance of a
brushless motor or inverters is shown in [22]. Other practical current-based diagnostic
algorithms are addressed in [19,23,24]: they identify the reference current errors and the
average absolute value of currents. Then, the average value of the current error and the
average absolute value of the motor phase current are used to realize the diagnostic variable.
A fast approach based on the amplitude of the d-q axis referential currents is proposed
by [21]. The development of intelligent algorithms, such as fuzzy logic [25], sliding mode
observer [26], neural networks [27], machine learning [28], an optimized support vector
machine method [29] and wavelet transform [30], which allows to detect and identify
faulty switches.

A mathematical model of healthy and faulty conditions is developed by [31]: it detects
an open-circuit in interleaved boost converters with the Filippov method. The stable range
of the load variation is extended using an original fault-tolerant strategy based on this
model. In [32], one or a maximum of two open-circuit faults are detected by entropy
functions. Seven entropies are investigated, but only sample and fuzzy entropies are able
to differentiate healthy from open-circuit faulty conditions of the AC-DC-AC converter
considered in [32].

We now propose a fault-detection method for a brushless motor with a three-phase
inverter. The occurrence of faults in an inverter leads to atypical characteristics of phase
currents, specific to the drive circuit. Usual and multiscale entropies are then used to
detect multiple open-circuit faults. In this paper, we broaden the spectrum of investigation
to 52 entropies, to evaluate their ability to differentiate healthy states from open-circuit
faulty conditions. This is why we herein introduce a mathematical model to select the
appropriate entropy functions with an appropriate parameter combination for open-circuit
faults detection. The entropy calculation has several parameters, such as data length N,
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embedding dimension m, time lag τ, tolerance r and scale s. However, the dependence of
the entropy effectiveness on the choice of parameters used for the phase currents analysis
has not yet been investigated for a brushless motor. Moreover, using this mathematical
model, we are able to pick up many usual entropies and multiscale entropies (bubble,
phase, slope and conditional entropy) that can better detect faults for up to four switches.
Our goal herein is to be able to select the appropriate entropy.

The paper is organized as follows. The usual entropies and multiscale entropies are
introduced in Section 2. Sections 3 and 4 present the brushless motor and the dataset we
used of output currents under healty state, with one, two, three and four open-circuit
faults. Then, Section 5 illustrates the evaluation of the different entropies under variation
of the data length, embedding dimension, time lag, tolerance and scale. We end with a
Conclusion in Section 7.

2. Entropy Methods

• Sample entropy SampEn and approximate entropy ApEn are the most commonly used
measures for analyzing time series. For a time series {xi}N

i=1 with a given embedding
dimension m, tolerance r and time lag τ, the embedding vector
xm

i = [xi, xi+τ , . . . , xi+(m−1)τ ] is constructed. The number of vectors xm
i and xm

j , close
to each other, in Chebyshev distance:

ChebDistm
i,j = maxk=1,m{|xm

i [k]− xm
j [k]|} ≤ r (1)

is expressed by the number Pm
i (r). This number is used to calculate the local probabil-

ity of occurrence of similar patterns:

Bm
i (r) =

1
N − m + 1

Pm
i (r). (2)

The global probability of the occurrence of similar patterns is:

Bm(r) =
1

N − m + 1

N−m+1

∑
i=1

Bm
i (r) (3)

with a tolerance r. For m + 1:

Bm+1(r) =
1

N − m

N−m

∑
i=1

Bm+1
i (r). (4)

The approximation entropy is:

ApEn(m, τ, r, N) = ln
Bm(r)

Bm+1(r)
. (5)

• Kolmogorov entropy [33]—K2En is defined as the probability of a trajectory crossing
a region of the phase space: suppose that there is an attractor in phase space and
that the trajectory {xi}N

i=1 is in the basin of attraction. K2En defines the probability
distribution of each trajectory, calculated from the state space, and computes the
limit of Shannon entropy. The state of the system is now measured at intervals of
time. The time series {xi}N

i=1 is divided into a finite partition α = {C1, C2, . . . , Ck},
according to Ck = [x(iτ), x((i + 1)τ), . . . , x((i + k − 1)τ)]. The Shannon Entropy of
such a partition is given by:

K(τ, k) = − ∑
C∈α

p(C) · log p(C). (6)
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K2En is then defined by:

K2En = − sup
α f inite partition

lim
N→∞

1
N

N−1

∑
n=0

(Kn+1(τ, k)− Kn(τ, k)). (7)

• Conditional entropy [34]—CondEn quantifies the variation of information necessary
to specify a new state in a one-dimensional incremented phase space. Small Shannon
entropy values are obtained when a pattern appears several times. CondEn uses
the normalization:

x(i) =
X(i)− av[X]

std[X]
, (8)

where av[X] is the series’ mean and std[X] is the standard deviation of the series.
From the normalized series, the vector xL(i) = [x(i), x(i − 1), . . . , x(i − L + 1)] of L
consecutive pattern is constructed in L dimensional phase space. With a variation in
the Shannon entropy of xL(i), the CondEn is obtained as:

CondEn(L) = −∑
L

pL · log pL + ∑
L−1

pL−1 · log pL−1. (9)

• Dispersion entropy [35,36]—DispEn focuses on the class sequence that maps the
elements of time series into positive integers. According to the mapping rule of
dispersion entropy, the same dispersion pattern results from multiple forms of sample
vectors. The time series {xi}N

i=1 is reduced with the standard distribution function to
normalized series ym

j = [yj, yj+τ , . . . , yj+(m−1)τ ]:

yi =
1

σ
√

2π

∫ xi

− inf
exp

−(s − μ)2

2σ2 ds (10)

where yi∈(0, 1). The phase space is restructured in c class number as zc
i = round(c ·

yi + 0.5) and zm,c
j = [zc

j , zc
j+τ , . . . , zc

j+(m−1)τ ]. Each zc
i corresponds to the dispersion

pattern υ. The frequency of υ can be deduced as:

p =
Number{j|j ≤ n − (m − 1)τ, υ}

n − (m − 1)τ
(11)

where Number{j|j ≤ n − (m − 1)τ, υ} is the number of dispersion patterns υ cor-
responding to zm,c

j . Dispersion entropy can be defined according to information
entropy theory:

DispEn(m, c, τ) = −
cm

∑
υ=1

p · log(p). (12)

• Cosine similarity entropy [37]—CoSiEn evaluates the angle between two embedding
vectors instead of the Chebyshev distance. The global probability of occurrence of
similar patterns using the local probability of occurrence of similar patterns is used to
estimate entropy. The angular distance for all pairwise embedding vectors is:

AngDistm
i,j =

1
π

cos−1

(
xm

i · xm
j

|xm
i | · |xm

j |

)
, i �= j, (13)

where xm
i = [xi, xi+τ , . . . , xi+(m−1)τ ] is the embedding vector of {xi}N

i=1. When
AngDistm

i,j ≤ r, the number of similar patterns Pm
i (r) is obtained. The local and

global probabilities of occurrence are:

Bm
i (r) =

1
N − m − 1

Pm
i (r) and Bm(r) =

1
N − m

N−m

∑
i=1

Bm
i (r). (14)
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Finally, cosine similarity entropy is defined by:

CoSiEn(m, τ, r, N) = −Bm(r) · log2Bm(r)− (1 − Bm(r)) · log2(1 − Bm(r)). (15)

• Bubble entropy [38,39]—BubbEn reduces the significance of the parameters employed
to obtain an estimated entropy. Based on permutation entropy, the BubbEn vectors are
ranked in the embedding space. The bubble sort algorithm is used for the ordering
procedure and counts the number of swaps performed for each vector. More coarse-
grained distributions are created and then compute the entropy of this distribution.
BubbEn reduces the dependence on input parameters (such as N and m) by counting
the number of sample swaps necessary to achieve the ordered subsequences instead
of counting order patterns. BubbEn embeds a given time series {xi}N

i=1 into an m
dimensional space, producing a series of vectors of size N − m + 1: X1, X2, . . . ,
XN , where Xi = (xi, xi+1, . . . , xi+m−1). The number of swaps required for sorting is
counted for each vector Xi. The probability pi of having i swaps is used to evaluate
Renyi entropy:

Bm
2 (x) = − log

m(m−1)
2

∑
i=0

p2
i . (16)

Increasing by one the embedding dimension m, the procedure is repeated to obtain a
new entropy value Bm+1

2 . Finally, BubbEntropy is obtained as for ApEntropy:

BubbEn(x, m, N) =
Bm+1

2 − Bm
2

log m+1
m−1

. (17)

• Fuzzy entropy [40,41]—FuzzEn employs the fuzzy membership functions as triangu-
lar, trapezoidal, bell-shaped, Z-shaped, Gaussian, constant-Gaussian and exponential
functions. FuzzEn has less dependence on N and uses the same step as in the SampEn
approach. Firstly, the zero-mean embedding vectors (centered using their own means)
are constructed qm

i = xm
i − μm

i , where:

xm
i = [xi, xi+τ , . . . , xi+(m−1)τ ] and μm

i =
1
m

m

∑
k=1

xm
i [k]. (18)

FuzzEn calculates the Sm
i (r, η) fuzzy similarity:

Sm
i (r, η) = e

(
ChebDistm

i,j

)η
/r (19)

obtained from a fuzzy membership function, where η is the order of the Gaussian
function. The Chebyshev distance is:

ChebDistm
i,j = maxk=1,m{qm

i [k]− qm
j [k]}, i �= j. (20)

As in the SampEn approach, the local and global probabilities of occurrence are
computed, obtaining a subsequent fuzzy entropy:

FuzzEn(m, τ, r, N) = ln
Bm(r)

Bm+1(r)
. (21)

• Increment entropy [42]: the IncrEn approach (similar to the permutation entropy)
encodes the time series in the form of symbol sequences. For a time series {xi}N

i=1, an
increment series v(i) = x(i + 1)− x(i), (1 ≤ i ≤ N) is constructed and then divided
into vectors of m length V(l) = [v(l), . . . , v(l + m − 1)], 1 ≤ l ≤ N − m. Each element
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in each vector is mapped to a word consisting of the sign sk = sgn(v(j)) and the size
qk, which is:

qk = min(q,
∣∣∣∣ v(i) · q
std(v(i))

∣∣∣∣. (22)

However, the sign indicates the direction of the volatility between the corresponding
neighboring elements in the original time series. The pattern vector w is a combination
of all corresponding sk and qk pairs. The relative frequency of each word wn is defined
as P(wn) = Q(wn)/(N − m), where Q(wn) is the total number of instances of the nth
word. Finally, IncrEn is defined as:

IncrEn = − 1
m − 1

(2q+1)m

∑
n=1

P(wn)logP(wn). (23)

• PhasEntropy [43] quantifies the distribution of the time series {xi} in a two-dimensional
phase space. First, the time-delayed time series Y[n] and X[n] are calculated as follows:

Y[n] = x[n + 2]− x[n + 1] (24)

X[n] = x[n + 1]− x[n] (25)

The second-order difference plot of x is constructed as a scatter plot of Y[n] against
X[n]. The slope angle of θ[n] of each point (X[n], Y[n]) is measured from the origin
(0, 0). The plot is split into k sectors serving as a coarse-graining parameter. For each
k, the sector slope angle Sθ [i] is the addition of the slope angle of points as follows:

Sθ [i] =
Ni

∑
j=1

θ[n] (26)

where i = 1, 2, . . . , k and Ni is the points number of the ith sector. The probability
distribution p(i) of the sector is:

p(i) =
Sθ

∑i
j=1 Sθ

(27)

The estimation of the Shannon entropy of the probability distribution p(i) leads to
PhasEn, computed as:

PhasEn = − 1
log(k)

k

∑
i=1

p(i) · logp(i). (28)

• Slope entropy [44]—SlopEn includes amplitude information in a symbolic represen-
tation of the input time series {xi}N

i=1. Thus, each subsequence of length m drawn
from {xi}N

i=1, can be transformed into another subsequence of length m − 1 with the
differences of xi − xi−1. In order to find the corresponding symbols, a threshold is
added to these differences. Then, SlopEn uses 0, 1 and 2 symbols with positive and
negative versions of the last two. Each symbol covers a range of slopes for the segment
joining two consecutive samples of the input data. The frequency of each pattern
found is mapped into a value using a Shannon entropy approach: it is applied with
the factor corresponding to the number of slope patterns found.
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• Entropy of entropy [45]—EnofEn: the time series {xi}N
i=1 is divided into consecutive

non-overlapping windows wτ
j of length τ: wτ

j =
{

x(j−1)τ+1, . . . , x(j−1)τ+τ

}
. The

probability pjk for the interval xi over wτ
j to occur in state k is:

pjk =
total number ofxioverwτ

j in statek

τ
. (29)

Shannon entropy is used now to characterize the system state inside each window.
Consequently:

yτ
j = ∑

k=1
pjk · logpjk. (30)

In the second step, the probability pl for the interval yj to occur in state l is:

pl =
total number of yτ

j in level l

N/τ
. (31)

Shannon entropy is used for the second time instead of the Sample entropy, to charac-
terize the degree of the state change.

Eno f En(τ) = − ∑
l=1

pl · logpl . (32)

• Attention entropy [46]—AttEn; traditional entropy methods focus on the frequency
distribution of all the observations in a time-series, while attention entropy only uses
the key patterns. Instead of counting the frequency of all observations, it analyzes the
frequency distribution of the intervals between the key patterns in a time-series. The
last calculus is the Shannon entropy of intervals. The advantages of attention entropy
are that it does not need any parameter to tune, is robust to the time-series length and
requires only a linear time to compute.

• Multiscale entropy [5,47,48]—MSEn extends entropy to multiple time scales by cal-
culating the entropy values for each coarse-grained time series. The multiple time
scales are constructed from the original time series {x1, x2, . . . , xN} of length N by
averaging the data points within non-overlapping windows of increasing length. The
coarse-grained time series {y(s)} is:

y
(s)
j =

1
τ

js

∑
i=(j−1)s+1

xi, 1 ≤ j ≤ [N/s]. (33)

MSEntropy is:

MSEn(m, r, s) = −ln
Am

s (r)
Bm

s (r)
(34)

where Am
s (r) and Bm

s (r) represent the probability that two sequences match for m + 1
points and m points, respectively, calculated from the coarse-grained time series at
the scale factor s. Multiscale entropy reduces the accuracy of entropy estimation and
is often undefined as the data length becomes shorter with an increase in scale s.
This is true in the case of SampEn, which is sensitive to parameters (data length N,
embedding dimension m, time lag τ, tolerance r) of short signals. To avoid this, many
variants of the traditional multiscale entropy method, such as composite multiscale
entropy [49,50] and refined multiscale entropy [51,52], are proposed. In the classical
multiscale entropy method, there is only one coarse-grained time series derived from
a non-overlapping coarse-grained procedure at scale s. However, s is the number of
coarse-grained time series in the composite multiscale entropy method. The sliding
windows of all coarse-grained procedures overlap. The mean of entropy values for all
coarse-grained time series is defined as the composite multiscale entropy value at the
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scale s to improve the multiscale entropy accuracy. At a scale factor s, the cMSEntropy
is defined as:

cMSEn(m, r, s) =
1
s

s

∑
k=1

(
−ln

nm+1
k,s

nm
k,s

)
, (35)

where nm
k,s is the total number of m-dimensional matched vector pairs and is calculated

from the kth coarse-grained time series at a scale factor s.
The refined multiscale entropy [51,52], based on the multiscale entropy approach,
applies different entropies as a function of time scale in order to perform a multiscale
irregularity assessment. rMSEn prevents the influence of the reduced variance on the
complexity evaluation and removes the fast temporal scales. Thus, an rMSEn method
improves the coarse-grained process.

3. System Description

Many industrial applications require precise regulation of the speed of the drive
motors. A brushless motor operates under various speed and load conditions and the
knowledge of some physical parameters (speed, torque, current) for proper speed regula-
tion is essential. Figure 1 shows a system implementation for brushless motor control as a
Permanent Magnet Synchronous Machine in Matlab/Simulink. A three-phase inverter is
used to feed the motor phases, thereby injecting currents in the coils to create the necessary
magnetic fields for three phases. The three-phase inverter is modeled as an universal bridge
in Matlab, with three arms and MOSFET/ Diode as power electronic devices (Ti and Bi,
i = a, b, c), controlled by pulse width modulation.

Figure 1. Power circuit structure of a brushless motor.

A simplified model of stator consists of three coils arranged in a, b and c directions. To
ensure the brushless motor movement, the a, b and c stator windings are powered according to
the rotor’s position. The rotor magnetic field position is detected by three Hall sensors (placed
every 120°) and provides the corresponding winding excitation through the commutation
logic circuit. Table 1 summarizes the main specifications of this brushless machine.

In permanent magnet synchronous motors, a physical phenomenon can appear: the
electromagnetic torque oscillations. These oscillations are named the Cogging effect and
are taken in consideration by [53,54]. The Cogging phenomenon is the interaction of
the magnetic field produced by the permanent magnet rotor with the stator teeth. This
interaction can be reduced by the physical modification of the rotor and stator internal
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structure. Another modality to reduce the phenomenon is the control technique introducing
this knowledge directly in the controller design, as in [53,54]. Cogging torque is a significant
problem for high-precision applications where position control is required. In order to
simplify the analysis, the previously mentioned Cogging phenomenon can be neglected.

The brushless motor design and the analysis of various control techniques are dis-
cussed in [55], where double closed loops (speed and current) are considered. The current
loop is used to improve the dynamic performance of the controlled system. Wu [56] used
only one speed control loop as [57]. Nga [58] assumed that the current control loop is ideal,
meaning that the transfer function of the closed current control loop is equal to 1. In the
cascaded control structure, the inner loops are designed to achieve fast response and outer
loop is designed to achieve optimum regulation and stability.

The inner loop also keeps the torque output below a safe limit. Moreover, the controller
should be developed in such a manner that it produces less torque ripple. Torque ripple is
developed from motor control through inefficient commutation strategies and internal gate
control schemes. Ideally, the torque ripple is constant due to the in-phase back electromotive
force and quasi-square wave stator current. In this paper, we consider the dynamics of the
current control loop much faster than that of the speed control loop in order to decouple
both dynamics. Satisfying this condition, the reference value of the inner loop, which
is the output of the outer controller can be considered nearly constant (a simple current
limit closed control loop). To achieve the regulation objective, we are interested by the
steady-state phase currents and not by their dynamic performances. This paper proposes a
simple control structure using only the speed control loop.

The outer loop helps to control the speed of the motor. The speed feedback comes
from the Hall sensor positions. The three-phase control technique for brushless motor uses
a proportional integral (PI) controller. The controller receives the error signal and generates
the control signal to regulate the speed response (referred to the target speed). The PI
controls the duty cycle of the PWM pulses to maintain the desired speed. The proportional
and integral gains of the controller are described in Table 1. The inner loop synchronizes the
inverter gate states of the brushless motor and stator winding excitation as in Table 2. With
this table, the commutation logic can easily control the commutation. The fault gate circuit
is implemented by gains destined to each MOSFET. The gain is zero for an open-circuit
fault, and one if not faulty.

Both single-switch and multi-switch open-circuit faults are classified and studied.

− One open-circuit fault may occur in the switch: Ta or Ba of the first phase a, Tb or Bb
of the second phase b, Tc or Bc of the phase c.

− Open-circuit phase fault can be detected in Ta and Ba, Tb and Bb or Tc and Bc.
− If two upper MOSs faults are detected, the two open-circuit faults can be Ta and Tb,

Ta and Tc or Tb and Tc. The two open-circuit faults, Ba and Bb, Ba and Bc or Bb and Bc,
are the symmetrical faults of the lower arms.

− The cases of two open-circuit faults on the upper and lower arms are Ta and Bb, Ta
and Bc, Tb and Ba, Tb and Bc, Tc and Ba and Tc and Bb.

− The brushless motor is still running even in three fault cases: Ta, Ba, Tb; Ta, Ba, Bb; Ta,
Ba, Tc; Ta, Ba, Bc; Tb, Bb, Ta; Tb, Bb, Ba; Tb, Bb, Tc; Tb, Bb, Bc; Tc, Bc, Ta; Tc, Bc, Ba; Tc, Bc,
Tb; Tc, Bc, Bb; Ta, Bb, Tc ; Ta, Bb, Bc; Ta, Tb, Bc; Ba, Bb, Tc; Ba, Tb, Bc; Ba, Tb, Tc.

− If the upper and lower arms are affected by multiple open-circuits, the open-circuit
faults can be: Ta, Ba, Tb, Bc; Ta, Ba, Bb, Tc; Ta, Tb, Bb, Bc; Ba, Tb, Bb, Tc; Ta, Bb, Tc, Bc; Ba,
Tb, Tc, Bc.

With no loss of generality, this work focuses on the open-circuit fault on the first switch
Ta of the first phase a. Two open switch faults are also considered: on the second switch Ba
of the first phase and on the first switch Tb of the second phase; then, two open-circuit faults
on the first phases Ta, Ba, followed by the case Tb, Tc. The cases of multiple open-circuits
are: Ba, Bb, Tc, then Ba, Tb, Bb and finally Ba, Tb, Bb, Tc.
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Table 1. Mean specifications of the brushless machine.

Specification Parameter Value

Brushless motor

Stator phase resistance 2.8 Ω
Stator phase inductance 8.5 · 10−3 H

Flux linkage 0.175
Inertia 0.8−3 kg/m2

Viscous damping 0.001 Nms
Pole pairs 4

Rotor flux position 90◦

Speed controller

Proportional 0.015
Integral 16

Min output −500
Max output 500

Table 2. Truth table of Hall effect sensors and gate state of the brushless motor.

Hall 1 Hall 2 Hall 3 Ta Ba Tb Bb Tc Bc

1 0 1 1 0 0 0 0 1
0 0 1 0 1 0 0 1 0
0 1 1 0 0 0 1 1 0
0 1 0 0 0 1 0 0 1
1 1 0 0 1 1 0 0 0
1 0 0 1 0 0 1 0 0

4. Datasets

Each inverter phase has two arms, i.e., the upper arm and the lower arm, whose
currents are denoted as ia, ib and ic. The three-phase currents of the brushless motor are
recorded as a one-dimensional time series.

Let us observe the current of phase a under normal operating conditions (i.e., without
any fault on the switches Ta, Ba, Tb, Bb, Tc or Bc of the inverter). Figure 2a shows this
time-series data, sampled with sampling time T = 5 μs and composed of N = 6000 samples.
The currents of phase b and c are similar to phase a’s current. Under healthy conditions,
Table 3 (first line) shows the zero average of the phase currents.

Then, an open-circuit fault occurs in phase a on the Ta switch. The output currents of
phases a, b and c corresponding to an open-circuit fault are shown in Figures 2b and 3a,b.
When an open-circuit fault occurs in phase a, the positive phase current gets distorted and
that phase average current becomes negative; it is positive for the two others. The DC side
of phase a output current can be observed in Table 3 (line 2). The current amplitude of
phases b and c change; their means change too. Similarly, when an open-circuit fault occurs
in phase a on switch Ba, the negative phase current gets distorted and the average current
of that phase becomes positive when it is negative for the two others.

Considering a phase fault in switches Ta and Ba, the phase current waveforms are
illustrated in Figures 4a,b and 5a. Consequently to these faults, the mean of the phase
current ia has a very low amplitude. The currents of the other phases recover the alternating
waveforms. Line 8 of Table 3 presents the current means.

For instance, when two upper open-circuit faults simultaneously occur in Ta and Tb,
the currents in the upper half-bridges are only able to flow in Tc. Figures 5b and 6a,b show
the abnormal distortions of the currents of phases a, b and c, which differ from normal
operating conditions. During this process, the open-circuit faults degrade the system’s
performances, but do not cause a shutdown.
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Figure 2. (a) Current ia during a no−fault case; (b) Current ia during open−circuit faults on Ta.
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Figure 3. (a) Current ib during open−circuit faults on Ta; (b) Current ic during open−circuit faults
on Ta.
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Figure 4. (a) Current ia during open−circuit faults on Ta and Ba; (b) Current ib during open−circuit
faults on Ta and Ba.
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Table 3. Current means of phases a, b and c with no−fault, one open−circuit fault, two open−circuit
faults, three open−circuit faults and four open−circuit faults on the switches for a couple = 3 Nm
and a reference speed = 3000 tr/min.

No. Open-Circuit Fault ia Current Mean ib Current Mean ic Current Mean xyzw

1. No fault 0.00033 −0.00001 −0.00034

2. Ta −1.4164 0.2167 1.1994 abac
3. Tb 1.2017 −1.4161 0.2144 abbc
4. Tc 0.2885 1.1260 −1.4145 acbc
5. Ba 1.4158 −0.2652 −1.1506 abac
6. Bb −1.1234 1.2713 −0.1479 abbc
7. Bc −0.2702 −1.1422 1.4125 acbc

8. Ta, Ba 0.0006 0.2708 −0.2714 abac
9. Tb, Bb -0.2761 0.0007 0.2754 abbc
10. Tc, Bc −0.173 0.1757 −0.0027 acbc

11. Ta, Tb -0.8987 -1.6516 2.5503 acbc
12. Tb, Tc 2.465 −0.8106 −1.6545 abac
13. Ta, Tc −1.6474 2.5753 −0.9278 abbc
14. Ba, Bb 0.9219 1.6456 −2.5675 acbc
15. Bb, Bc −2.4387 0.9258 1.5129 abac
16. Ba, Bc 1.6466 −2.5087 0.8621 abbc

17. Ta, Bb −1.7775 1.3916 0.3858 acbc
18. Ta, Bc −1.3516 −0.4263 1.7779 abbc
19. Tb, Ba 1.9577 −1.5853 −0.3724 acbc
20. Tb, Bc 0.5589 −1.8893 1.3304 abac
21. Tc, Ba 1.5627 0.5331 −2.0958 abbc
22. Tc, Bb −0.6330 2.0175 −1.3846 abac

23. Ta, Ba, Tb 0.0004 −2.6371 2.6367 acbc
24. Ta, Ba, Bb 0.0044 2.9920 −2.9964 acbc
25. Ta, Ba, Tc 0.0025 2.4690 −2.4715 abbc
26. Ta, Ba, Bc −0.0032 −2.8272 2.8304 abbc
27. Tb, Bb, Ta −2.9702 0.0025 2.9678 acbc
28. Tb, Bb, Ba 2.3538 0.0007 −2.3546 acbc
29. Tb, Bb, Tc 2.9561 −0.0022 −2.9538 abac
30. Tb, Bb, Bc −2.3683 −0.0019 2.3702 abac
31. Tc, Bc, Ta −2.5577 2.5564 0.0014 abbc
32. Tc, Bc, Ba 2.2754 −2.2745 −0.0009 abbc
33. Tc, Bc, Tb 2.6707 −2.6692 −0.0015 abac
34. Tc, Bc, Bb −2.9748 2.9760 −0.0012 abac

35. Ta, Bb, Tc −1.6465 2.4144 −0.7679 abac
36. Ta, Bb, Bc −2.5268 0.9357 1.5911 abac
37. Ta, Tb, Bc −0.7666 −1.6462 2.4128 abac
38. Ba, Bb, Tc 0.9229 1.6451 −2.5680 abac
39. Ba, Tb, Bc 1.6455 −2.5318 0.8864 abac
40. Ba, Tb, Tc 2.3986 −0.7597 −1.6389 abac

41. Ta, Ba, Tb, Bc 0.0016 −2.6055 2.6038 abac
42. Ta, Ba, Bb, Tc 0.0041 3.0170 −3.0211 abac
43. Ta, Tb, Bb, Bc −2.8549 0.0023 2.8526 abac
44. Ba, Tb, Bb, Tc 2.6972 −0.0011 −2.6961 abac
45. Ta, Bb, Tc, Bc −2.4336 2.4316 0.002 abac
46. Ba, Tb, Tc, Bc 2.3253 −2.3255 0.0001 abac
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Figure 5. (a) Current ic during open−circuit faults on Ta and Ba; (b) Current ia during open−circuit
faults on Ta and Tb.
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Figure 6. (a) Current ib during open−circuit faults on Ta and Tb; (b) Current ic during open−circuit
faults on Ta and Tb.

If two open-circuit faults occur in Ta and Bb, the phase a current remains positive and
the phase b current remains negative, as shown in Figure 7a,b . The other phase current (ic)
is also affected with unbalance during these fault conditions, as shown in Figure 8a.

Considering three faults in Ta, Ba, Tb, the phase a current is near zero and the phase b
current during the positive cycle is eliminated as shown in Figures 8b and 9a. Consequently,
the phase c current only remains during the positive cycles, as shown in Figure 9b.

Similarly, the effects of Ba, Tb and Bc faults on the phase currents are easy to find out.
When the lower switch Ba is faulty, the current ia flows only Ta, having a positive mean
(Figure 10a). With Tb fault, the positive cycle of phase current ib vanishes, as shown in
Figure 10b. Figure 11a shows ic: when the open-circuit fault of Bc occurs, current ic has a
positive waveform.

In the case of multiple open-circuit faults in several switches (Ba, Tb, Bb, Tc), phase
current waveforms are seriously affected as shown in Figures 11b and 12a,b: phase b current
is near zero according to phase fault, while phase a current and phase c current have a
positive mean and a negative mean, respectively.
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Figure 7. (a) Current ia during open−circuit faults on Ta and Bb; (b) Current ib during open−circuit
faults on Ta and Bb.
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Figure 8. (a) Current ic during open−circuit faults on Ta and Bb; (b) Current ia during open−circuit
faults on Ta, Ba and Tb.

The faults are divided into eight categories: no fault, 6 single-switch faults, 3 double-
switch faults in the same bridge arm, 3 two upper-switch faults and 3 two lower-switch
faults, 6 double faults from crossed half-bridges, 12 triple-switch faults with phase failure,
6 triple-switch faults in different bridge arms and, finally, 6 multiple faults with phase
failure. For a typical three-phase inverter, there are 45 possible open-circuit faults, as shown
in Table 3. For these cases, the mean of the phase currents are calculated and shown in
Table 3.
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Figure 9. (a) Current ib during open−circuit faults on Ta, Ba and Tb; (b) Current ic during
open−circuit faults on Ta, Ba and Tb.
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Figure 10. (a) Current ia during open−circuit faults on Ba, Tb and Bc; (b) Current ib during
open−circuit faults on Ba, Tb and Bc.
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Figure 11. (a) Current ic during open−circuit faults on Ba, Tb and Bc; (b) Current ia during
open−circuit faults on Ba, Tb, Bb and Tc.
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Figure 12. (a) Current ib during open−circuit faults on Ba, Tb, Bb and Tc; (b) Current ic during
open−circuit faults on Ba, Tb, Bb and Tc.

For the first fault case (Ta), the signs of the phase currents (ia, ib and ic) are negative,
positive and positive. Positive, negative and negative values are found, respectively, on
lines 15 (Bb and Bc faults), 17 (Ta and Bc faults) and 36 (Ta, Bb and Bc faults). If a phase is
faulty, for example phase b, the line 9 of Table 3 presents a negative, zero and positive mean
values. However, negative, zero and positive mean values can also be on the other fault
cases: line 27 (Tb, Bb and Ta faults), line 30 (Tb, Bb and Bc faults) and line 43 (Ta, Tb, Bb and
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Bc faults). For the last example with negative, negative and positive mean current values,
there are four fault cases: line 7 (Bc fault), line 11 (Ta and Tb faults), line 18 (Ta and Bc faults)
and line 37 (Ta, Tb and Bc faults).

5. Selection of Entropy Functions

In this part, entropy is employed to characterize the complexity of signals in the open-
circuit case, such as the healthy and faulty waveforms, as in Figures 2a–12b. Phase currents
are directly used as information. A fault is detected, based on the average current. When
the fault occurs in the inverter, the current waveforms vary. MSEn, cMSEn and rMSEn
algorithms can use SampEn, K2En, CondEn, DispEn, CoSiEn, BubbEn, ApEn, FuzzEn,
IncrEn, PhasEn, SlopEn and EnofEn approaches or AttEn, giving 52 entropy functions to
evaluate the signals complexity. For the ease of comparison, the entropy of phases a, b and c
when one open-circuit fault occurs on Ta, is divided by the entropy of phase a under healthy
conditions. Similarly, the entropy of phases a, b and c when multiple open-circuit faults
occur on Ti and Bi i = a, b, c, is divided by the entropy of phase a under healthy conditions.

5.1. One Open-Circuit Fault on Ta on the Phase a

This study investigates the efficiency of different entropies with several parameters,
such as data length N = 6000 samples, embedding dimension m = 2, time delay τ = 1,
tolerance r = 0.2 and scale s = 3. The entropies of the 6000 samples are shown in Figure 13.
The BubbEn entropy of phase a samples (represented in red), where the open-circuit
fault occurs, has larger value than the entropy of phases b and c (represented in black).
Incontestably, they are clearly separated. Even the entropy of phase a is lower than the
entropy of phases b and c for SampEn, K2En, DispEn, ApEn, SlopEn and AttEn. The
separation of the three phases a, b and c is shown in Figure 13: phases b and c have an
entropy very close to each other, and different from that of phase a. Each of these entropies
is able to detect the faulty phase. Figure 13 represents the larger difference between the
entropy of phase a; the entropy of phases b and c is given by BubbEn.
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Figure 13. Entropy evaluation using SampEn (mean of four sample entropies), K2En (mean of
four Kolmokov entropies), DispEn (mean of four dispersion entropies), rMSBubbEn, ApEn, SlopEn
(mean of four slope entropies) and rMSAttEn for one open−circuit fault on Ta: phase a entropy with
an open−circuit fault in red and phases b and c entropies in black.

Many values represented in Figure 13 are an average of two, three or four entropies.
Relevant values of SampEn, MSSampEn, cMSSampEn and rMSSampEn are averaged to
give a mean entropy of phases a, b and c. In the same way, for slope entropy, the same
entropy value is obtained with SlopEn, MSSlopEn, cMSSlopEn and rMSSlopEn functions.
With dispersion entropy also, for DispEn, MSDispEn, cMSDispEn and rMSDispEn, the
same value is obtained. K2En, MSK2En, cMSK2En and rMSK2En give similar entropy val-
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ues. For bubble entropy, a pertinent value is obtained only with rMSBubbEn: unfortunately,
BubbEn, MSBubbEn and cMSBubbEn do not distinguish the open-circuit fault on phase a
from phases b and c. Figure 13 presents the approximation entropy using only ApEn. The
other values of MSApEn, cMSApEn and rMSApEn do not distinguish the open-circuit
fault on phase a. A relevant value of attention entropy is obtained with rMSAttEn. For
the other entropies, such as CondEn, CoSiEn, FuzzEn, IncrEn, PhasEn and EnofEn, the
distance between faulty phase a and phases b or c is nearly zero: the open-circuit fault is
not detected.

The optimal entropy should be searched from all possible combinations, according to
the following rules:

max
(

52
distance

j=1

∣∣∣entropyphase−a − entropyphase−b

∣∣∣) (36)

and

max
(

52
distance

j=1

∣∣∣entropyphase−a − entropyphase−c

∣∣∣). (37)

The objective is to maximise the distance between the phase a entropy, where the
open-circuit fault occurs and the entropy of phases b and c. For a typical brushless motor,
52 possible open-circuit faults can be diagnosed using Equations (36) and (37) according to
the principle shown in Table 4. Normally, the entropy is able to detect the faulty phase: it is
denoted with ‘�’. Otherwise, if the open-circuit fault is not detected (the distance between
faulty phase a and phases b or c is nearly zero), it is pointed out by ‘�’. The neutral mark ‘-’
is employed if the distance between phase a and phases b or c is not zero but not enough to
detect the open-circuit fault. However, the distance is only an approximate measure on the
characteristic plot.

Table 4. Several entropies’ fault-detection capability with one open-circuit fault, two open-circuit
faults, three open-circuit faults and four open-circuit switches faults for a couple = 3 Nm and a
reference speed = 3000 tr/min.

Entropies Ta BaTb TaBa TbTc BaBbTc BaTbBb BaTbBbTc

SampEn � � � � � � �

MSSampEn � � � � � � �

cMSSampEn � � � � � � �

rMSSampEn � � � � � � �

K2En � � � � � � �

MSK2En � � � � � � �

cMSK2En � � � � � � �

rMSK2En � � � � � � �

CondEn - � - � - � �

MSCondEn � � - � - � �

cMSCondEn � � - � - � �

rMSCondEn � � - � - � -

DispEn � � - � � � �

MSDispEn � � - � � � �

cMSDispEn � � - � � � �

rMSDispEn � � - � � � �

CoSiEn - � � � � � �

MSCoSiEn - - � � � � �

cMSCoSiEn - � � � � � �

rMSCoSiEn - � � � � � �

BubbEn � � - � � � �

MSBubbEn � � - � � � �

cMSBubbEn � � - � � � �

rMSBubbEn � - � � - � �
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Table 4. Cont.

Entropies Ta BaTb TaBa TbTc BaBbTc BaTbBb BaTbBbTc

ApEn � � - - � � �

MSApEn � � � � � � �

cMSApEn � � � � � � �

rMSApEn � � � � � � �

FuzzEn - � � � � � �

MSFuzzEn � � � � � � �

cMSFuzzEn � � � � � � �

rMSFuzzEn � � � � � � �

IncrEn � � � � � � �

MSIncrEn � � � � � � �

cMSIncrEn � � � � � � �

rMSIncrEn - � � � - � -

PhasEn � - � - � � �

MSPhasEn � - � - � � �

cMSPhasEn � - � - � � �

rMSPhasEn � - � - � � �

SlopEn � � � � � � �

MSSlopEn � � � � � � �

cMSSlopEn � � � � � � �

rMSSlopEn � � � � � � �

EnofEn - � � � � � �

MSEnEn - � � � � � �

cMSEnEn - � � � � � �

rMSEn � � � � � � �

AttEn � � � � � � �

MSAttEn � � � � � � �

cMSAttEn � � � � � � �

rMSAttEn � - � - � � �

5.2. Two Open-Circuit Faults on Ba—Phase a and on Tb—Phase b

The embedding dimension m, data length N, time delay τ and the choice of tolerance r
remain unchanged. Figure 14 shows the performance of several entropies with two open-
circuit faults: on Ba—phase a and on Tb—phase b. The entropies of faulty phases a and b
are in red, the entropy of phase c is in black.
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Figure 14. rMSSampEn, CosiEn, FuzzEn, EnofEn, ApEn, rMSSlopEn and rMSAttEn for one
open−circuit fault on Ba and Tb: entropy of faulty phases a and b in red and phase c in black.
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The optimal entropy should be searched from all possible combinations, according to
the following rules:

max
(

52
distance

j=1

∣∣∣entropyphase−a − entropyphase−c

∣∣∣) (38)

and

max
(

52
distance

j=1

∣∣∣entropyphase−b − entropyphase−c

∣∣∣). (39)

The objective is to maximise the distance between the entropy of phase a and this
of phase c, as distance between the entropy of phase b and phase c. Relevant results
are obtained with rMSSampEn, CoSiEn, FuzzEn, EnofEn and rMSAttEn. For following
explanations, SlopEn and rMSBubbEn are also represented even if they do not distinguish
as well the open-circuits on phases a and b.

5.3. Two Open-Circuit Faults on Ta and on Ba—Phase a

The entropy parameters are unchanged. We investigate a phase fault: on Ta and on
Ba—phase a. Figure 15 shows the investigation of different entropies: the phase a entropy
with open-circuit is in red, the entropies of phases b and c are in black. The largest distance
between phase a entropy and those of phases b and c are obtained with SampEn, ApEn
and rMSBubbEn. The entropies are selected using Equations (36) and (37). The values of
SampEn, ApEn are for the particular form of the phase current ia. As shown in Figure 4a,
this current has a regular shape with a very small amplitude.
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Figure 15. SampEn, K2En, ApEn, FuzzEn and SlopEn for two open−circuit faults on Ta and Ba:
phase a entropy with open−circuit fault in red and phases b and c entropies in black.

5.4. Two Open-Circuit Faults on Tb—Phase b and on Tc—Phase c

The two open-circuit faults considered in this subsection are on Tb—phase b and on
Tc—phase c. Figure 16 shows the different entropies: the entropy of phase a is in black,
phases b and c entropies are in red. The biggest distance between the phase a entropy and
those of phases b and c is obtained with rMSBubbEn. The entropies are selected using
Equations (36) and (37). For the following explanations, SlopEn is also represented even if
it does not distinguish as well the open-circuits on phases b and c compared with phase a.
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Figure 16. SampEn, K2En, CondEn, DispEn, rMSBubbEn and SlopEn for two open−circuit faults on
Tb and Tc: phase a entropy in black and phases b and c entropies with open−circuits in red.

5.5. Three Open-Circuit Faults on Ba—Phase a, Tb—Phase b and on Tc—Phase c

Three open-circuit faults occur on Ba—phase a, on Tb—phase b and Tc—phase c.
Figure 17 shows the entropies of phases a, b and c with open-circuit faults, in red. The
optimal entropy should be searched from all possible combinations, according to the
following rules:

min
(

52
distance

j=1

∣∣∣entropyphase−a − entropyphase−c

∣∣∣) (40)

and

min
(

52
distance

j=1

∣∣∣entropyphase−b − entropyphase−c

∣∣∣). (41)
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Figure 17. BubbEn and IncrEn with three open−circuit faults on Ba, Tb and Tc: phase a, b and c
entropies in red.

According to Equations (40) and (41), Figure 17 presents BubbEn and IncrEn. The
entropies of phases a, b and c are very closed.
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5.6. Three Open-Circuit Faults on Ba—Phase a, Tb and Bb—Phase b

Three open-circuit faults occur on Ba—phase a, on Tb and Bb—phase b. As we can see
in Figure 18, the entropies of phases a and b with open-circuit faults is represented in red,
and the entropy of phase c is in black. The optimal entropy should be searched from all
possible combinations, according to Equations (38) and (39). This time, only PhasEn is able
to detect the phases where the open-circuit faults occur. For example, this is not the case
with SlopEn. Phase a entropy is too close to phase c entropy.
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Figure 18. PhasEn and SlopEn for three open−circuit faults on Ba, Tb and Bb: phases a and b entropies
with open−circuit faults in red and entropy of phase c in black.

5.7. Four Open-Circuit Faults on Ba—Phase a, Tb and Bb—Phase b and Tc—Phase c

Four open-circuit faults occur on Ba—phase a, on Tb and Bb—phase b and Tc—phase c.
Figure 19 shows the entropies of phases a, b and c with open-circuit faults, in red according
to Equations (40) and (41). Once again, IncrEn presents very good results.
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Figure 19. CondEn, IncrEn and PhaseEn for four open−circuit faults on Ba, Tb, Bb and Tc: entropies
of phase a, b and c with open−circuit faults in red.

6. Optimization of Parameters L, m, r, τ and s

The parameters, data length N, embedding dimension m, time lag τ and tolerance
r, are discussed in the next subsections. The calculated values of entropy depend on the
parameters as embedded dimension m and tolerance r. The scale s may also affect the

167



Actuators 2023, 12, 228

performance of our fault detection method. Finding an optimum set is a major challenge.
The parameter optimization is carried out by the maximization of the distance:

max
(

52
distance

j=1

∣∣∣entropy(L, m, r, τ, s)phase−x − entropy(L, m, r, τ, s)phase−y

∣∣∣) (42)

and

max
(

52
distance

j=1

∣∣∣entropy(L, m, r, τ, s)phase−z − entropy(L, m, r, τ, s)phase−w

∣∣∣). (43)

in the cases of single or two open-circuit faults and three open-circuit faults (two faults on
the same phase). For three and four open-circuit faults on the three phases, the parameter
optimization is carried out by the minimization of the distance:

min
(

52
distance

j=1

∣∣∣entropy(L, m, r, τ, s)phase−x − entropy(L, m, r, τ, s)phase−y

∣∣∣) (44)

and

min
(

52
distance

j=1

∣∣∣entropy(L, m, r, τ, s)phase−z − entropy(L, m, r, τ, s)phase−w

∣∣∣). (45)

All x, y, z and w cases are presented in Table 3. There are five main parameters
for the entropy methods, including length L, embedding dimension m, threshold r, time
delay τ and scale s. The optimal combination of L, m, r, τ and s should be searched.
In order to check the incidence of the parameters variation on the entropy, we present
DispEn rMSBubbEn and rMSAttnEn with one open-circuit on Ta (Figure 13). The values
of CoSiEn and Eno f En are evaluated if two open-circuits occur on Ba and Tb (Figure 14).
rMSSampEn K2En, MSApEn, FuzzEn and SlopEn are studied considering the phase fault
as in Figure 15. Then, we examine CondEn with two other open-circuit faults: Tb and Tc,
as in Figure 14. If there are three open-circuit faults on Ba, Tb and Tc, IncrEn is evaluated
(Figure 17). The last entropy, PhasEn, is considered with three open-circuit fauts Ba, Tb and
Bb, as in Figure 18.

6.1. Varied Data Length (L)

Figure 20 show the analysis for the data length L. The parameter we used are: m = 2,
τ = 1, r = 0.2 and s = 2.

When changing from 1000 samples to 6000 samples, the data lengths are: L1 = 1000 points;
then, the length increases up to L2 = 2000 samples, approximately two periods of the signal,
followed by L3 = 3000 points; L4 = 4000 represents four signal periods; then, 5000 points are
saved of L5 data; and, finally, L6 = 6000 samples, i.e., six signal periods, as in Figures 2b–12b.

rMSSampEn, K2En, CondEn, DispEn, CoSiEn, rMSBubbEn, MSApEn, FuzzEn,
PhasEn, SlopEn, EnofEn and rMSAttEn are performed with a specifier open-circuit fault.
Then, the distance between the healthy phase (represented by a red curve) and the open-
circuit phases (represented by a black curve) is maximal, except for one case: the distance
between the three red curves is minimal for IncrEn, performed with three open-circuit
faults Ba, Tb and Tc.

Figure 20a shows rMSSampEn as function of the data length. In Figure 20a, rMSSampEn,
increases for L1–L2 in the sample range (1000, 2000), decreases for [L2-L3] in the sample
range (2000, 3000) and is followed by an increase in the range L3–L4 in the sample range
(3000, 4000). Then, it slowly decreases to a constant value for L6. K2En rMSBubbEn are
unchanged as L increases, keeping a constant entropy value as in Figure 20b,f. In Figure 20c,
CondEn increases, decreases and increases slowly, keeping a constant distance between the
entropies curves. DispEn of the healthy phase gradually decreases when the data length
increases, as shown in Figure 20d. For DispEn, it is appropriate to choose L1 because the
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entropy values are length independent. To ensure a large difference between phases a and
b entropies and phase c entropy (Figure 20e), it is appropriate to choose L6 for CoSiEn.
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Figure 20. Entropies computed with (a) rMSSampEn, (b) K2En, (c) CondEn, (d) DispEn, (e) CoSiEn,
(f) rMSBubbEn, (g) MSApEn, (h) FuzzEn, (i) IncrEn, (j) PhasEn, (k) SlopEn, (l) EnofEn and (m)
rMSAttEn for the data length L: healthy phase represented by a black curve and the open−circuit
phase represented by a red curve.
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In Figure 20g, MSApEn increases slowly for [L1–L6] in the sample range (1000, 6000).
With regards to the entropy shape, a large length of data ensures a maximum distance
between the healthy and faulty phases. Figure 20h,k show FuzzEn and SlopEn. After an
insignificant variation, the entropies are nearly constant when L is in the range [L5, L6].
A suitable value of data length is L3 for IncrEn: the distance between the three entropies
is minimal. A maximal distance between the healthy phase (red curve) and the open-
circuit phases (black curve) of PhasEn is for L6, as in Figure 20j. The results of EnofEn and
rMSAttEn are shown in Figure 20l,m. Even if these entropies vary (increase or decrease),
the distance between the healthy and faulty phases is constant. It seems better to choose L5
as the data length.

6.2. Varied Embedding Dimension (m)

Let us change m from 2 to 8 to study the effect of m on these approaches (rMSSampEn,
K2En, CondEn, DispEn, CoSiEn, rMSBubbEn, MSApEn, FuzzEn, IncrEn and SlopEn) as
in Figures 21a–j. The functions PhasEn, EnofEn and AttEn do not have an embedding
dimension m.

Results of SampEn, rMSBubbEn and ApEn are shown in Figure 21a,f,g. These en-
tropies decrease faster, ensuring a large difference between phase a entropy and phases b
and c entropies for m = 2. K2En, CondEn, FuzzEn and CoSiEn are constant when m is in
the range [2, 8], as in Figure 21b,c,e,h. In Figure 21d, DispEn gradually decreases when the
embedding dimension m increases, keeping a constant difference between the entropy of
phase a and the entropies of phases b and c, as in Figure 21d.

Figure 21i shows the entropies IncrEn of phases a, b and c (in red), which are very close
to each other. m = 2 is chosen in order to minimise the distance between these entropies. For
the last entropy, SlopEn (Figure 21j): the entropies of the healthy phases b and c decrease
when m increases; the entropy of the open-circuit phase a increases when m increases. It is
appropriate to choose m = 2 for SlopEn.

6.3. Varied Time Lag (τ)

Here, we deepen the influence of another indicator, such as time lag τ on some
entropies. Time lag τ varies from 1 to 7. We already illustrated the influence of data length
L and embedding dimension m on the entropy; let us now examine the performance of
rMSSampEn, K2En, CondEn, DispEn, CoSiEn, rMSBubbEn, MSApEn, FuzzEn, IncrEn,
PhasEn, SlopEn and EnofEn with the variation of time lag τ. The function AttnEn does
not require a time lag τ. The data length L, embedding dimension m, scale s and tolerance
r were fixed at N = 6000, m = 2, s = 2 and r = 0.2 in the following analysis.

Figure 22a,f,g, show the impact of different values of τ on rMSSampEn, rMSBubbEn
and rMSApEn: a steep decrease of these entropies of phase a and a nearly constant value
for phases b and c can be observed when τ increases. The major difference between the
curves is for a smaller τ = 1. We find that the difference between the CondEn, DispEn,
CoSiEn, PhasEn and EnofEn of healthy phase and open-circuit phase is nearly constant,
suggesting correlation, as plotted in Figure 22c–e,j,l.

In Figure 22b the shape of rMSK2En in function of τ, decreases at the beginning of the
interval τ = [1, 2], followed by a slow increase for τ = [2, 4], ending with an abrupt increase
of open-circuit phase entropy. Figure suggests that τ = 7 suits well for the calculation of
rMSK2En. FuzzEn entropy of phases a and b is shown in Figure 22h: only larger time-lag
entropies have a relevant significance. For τ equals to 1, FuzzEn is 1.1, and exceeds 1.7 for
τ = 7.
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Figure 21. Entropies computed with (a) rMSSampEn, (b) K2En, (c) CondEn, (d) DispEn, (e) CoSiEn,
(f) rMSBubbEn, (g) rMSApEn, (h) FuzzEn, (i) IncrEn and (j) SlopEn for the embedding dimension
m: healthy phase represented by a black curve and the open−circuit phase represented by a red
curve.

Figure 22i shows the entropies IncrEn of phases a, b and c, which are very close to each
other. τ = 1 is chosen in order to minimize the distance between these entropies. SlopEn
presents a peak for τ = 3: the difference between FuzzEn of phase a and of phase b is then
maximal. However, as the time-lag increases, the difference between black and red curves
become smaller. Only a lower time-lag (τ = 3) entropy has a relevant significance, as in
Figure 22k.
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Figure 22. Entropies computed with (a) rMSSampEn, (b) rMSK2En, (c) CondEn, (d) DispEn, (e)
CoSiEn, (f) rMSBubbEn, (g) rMSApEn, (h) FuzzEn, (i) IncrEn, (j) PhasEn, (k) SlopEn and (l) EnofEn
for the time lag τ: healthy phase represented by a black curve and the open−circuit phase represented
by a red curve.

6.4. Varied Tolerance (r)

The analysis of the tolerance r, changing from 0.2 to 0.7, was only performed on
rMSSampEn, rMSK2En, CoSiEn, rMSApEn and FuzzEn. The data length, time lag and
embedding dimension are N = 6000, τ = 2, s = 2 and m = 2.

Figure 23a,c present the impact of several r values on, respectively, rMSSampEn and
rMSApEn. The increase of r results in a monotone increase of rMSSampEn and rMSApEn
of faulty phase a (Figure 23a) except for the constant values for r = [0.4, 0.5]. rMSSampEn
and rMSApEn both of phase b, with no-fault, are nearly constant. The largest difference
between the two curves is for a large r. The figures suggest that r = 0.7 is suitable for the
calculation of rMSSampEn and rMSApEn values. Figure 23b shows rMSK2En: the entropy
of the healthy phases b and c increases when the embedding dimension m increases; the
entropy of the open-circuit phase a decreases when the embedding dimension m increases.
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It is appropriate to choose r = 0.2 for rMSK2En. For the last entropy, the difference between
phases a and bFuzzEn is nearly constant, as plotted in Figure 23d. The entropy FuzzEn is
valid for any value of r.
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Figure 23. Entropies computed with (a) rMSSampEn, (b) rMSK2En, (c) rMSApEn and (d) FuzzEn
for the tolerance r: healthy phase represented by a black curve and the open−circuit phase represented
by a red curve.

6.5. Varied Scale (s)

Figure 24a–l illustrate the performance of all entropies: rMSSampEn, K2En, CondEn,
DispEn, CoSiEn, rMSBubbEn, rMSApEn, FuzzEn, IncrEn, PhasEn, SlopEn, EnofEn and
rMSAttEn. To investigate the effects of scale s on these entropies, we used: L = 6000 points,
m = 2, τ = 1 and r = 0.2.

Figure 24a shows rMSSampEn as a functions of scale. The entropy of the open-circuit
phase a decreases for s = [1, 2], is nearly constant in the range s = [3, 7], followed by an
increase in the range of s = [7, 9], ending with a decrease for s = [9, 10]. In the meantime,
the entropy of the healthy phase is nearly constant for all ranges of s. The scale s = 2 is
appropriate. As for rMSSampEn, rMSK2En is nearly constant for a healthy case. After a
very slow variation, rMSK2En of the open-circuit phase a increases in the range s = [5, 9],
decreasing at the end for the last scale. To ensure a large difference between phase a entropy
and phases b and c entropies, it is appropriate to choose s = 9 for rMSK2En, as in Figure 24b.

In Figure 24c–e,h,j, CondEn, DispEn, CoSiEn, FuzzEn and PhasEn are represented.
The differences between the healty phase entropy and the open-circuit phase entropyare
nearly constant over the range s = [2, 10].

Results of rMSBubbEn are shown in Figure 24f. The entropy of phase a decreases
gradually with an increase of s. Meanwhile, entropy of phase b undergoes slight variations.
The first scale s = 2 gives the largest distance between the entropies of phases a and b. The
same result is obtained for rMSApEn, as in Figure 24g. At the end of the s interval, the
two curves merge and the open-circuit fault on phase a cannot be detected any more. Only
a lower scale (s = 2) entropy has relevant significance, as in Figure 24g. Scale s = 4 or 5
gives the smallest distance between the faulty phases a, b and c for IncrEn, as shown in
Figure 24i.
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Figure 24. Entropies computed with (a) rMSSampEn, (b) rMSK2En, (c) MSCondEn, (d) MSDispEn,
(e) cMSCoSiEn, (f) rMSBubbEn, (g) rMSApEn, (h) MSFuzzEn, (i) MSIncrEn, (j) MSPhasEn,
(k) cMSSlopEn, (l) MSEnofEn and (m) rMSAttEn for the scale s: healthy phase represented by
a black curve and the open−circuit phase represented by a red curve.

cMSSlopEn entropy of phases a and b is shown in Figure 24k: only lower scale
entropies show a relevant significance. For s = 2, cMSSlopEn is 1, exceeding 2.4 for
s = 4. Furthermore, the scale analysis reveals additional entropy information not previously
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observed at scale s = 2. cMSSlopEn clearly presents two peaks for s = 4 and 6: the difference
between phase a and phase b cMSSlopEn is maximal for s = 4. However, the difference
between the black and red curves becomes smaller as the scale increases.

The results of MSEnofEn are shown in Figure 24l. Even if these entropies vary (increase
or decrease), the distance between the healty and faulty phases is constant. It seems better
to choose the scale s = 2.

Figure 24m shows that rMSAttEn with repeated up and down, where phase a entropy
and phases b and c entropies are interlaced. As long as the two curves (phase a entropy
and other phases entropy) merge, the phase a open-circuit fault cannot be detected. Only
lower scale (s = 2) and middle scale (s = 5, 6 or 7) entropies have relevant significance.

6.6. New Setting of Parameters

Parameters are now set to: N = 2000, m = 2, τ = 1, r = 0.7, s = 2 for rMSSampEn;
N = 2000, m = 2, τ = 7, r = 0.2, s = 9 for K2En; N = 2000, m = 2, τ = 1, s = 2 for CondEn;
N = 5000, m = 8, τ = 7, s = 9 for DispEn; N = 5000, m = 2, τ = 1, r = 0.2, s = 10 for CoSiEn;
N = 2000, m = 2, τ = 1, s = 2 for rMSBubbEn; N = 6000, m = 2, τ = 1, r = 0.7, s = 2 for
rMSApEn; N = 2000, m = 2, τ = 7, r = 0.2, s = 2 for FuzzEn; N = 3000, m = 2, τ = 1, s = 2
for IncrEn; N = 2000, τ = 1 and s = 2 for PhasEn; N = 2000, m = 2, τ = 3, s = 4 for SlopEn;
N = 5000, τ = 1 and s = 4 for Eno f En; N = 3000 and s = 6 for rMSAttnEn. These new settings
of parameters are able to increase the distance between faulty and non-faulty phases or
to decrease this distance in the IncrEn case. Some entropy functions will be applied to
distinguish the healthy state and an open-circuit faulty state and to fault classification,
considering the new setting parameters.

7. Conclusions

In this paper, we provide a systematic overview of many known entropy measures,
highlighting their applicability to inverter fault detection. Several usual entropies (sample
entropy, Kolmogorov entropy, dispersion entropy, cosine entropy, bubble entropy, approxi-
mation entropy, fuzzy entropy, incremental entropy, phase entropy, slope entropy, entropy
of entropy, attention entropy) and multiscale entropies (and also refined multiscale entropy,
composite multiscale entropy) are proposed to quantify the complexity of the brushless
motor currents. Their roles in fault detection are summarized into the entropy distance
between a healthy phase and an open-circuit faulty phase. Moreover, this paper reveals the
great ability of some entropies to distinguish between a healthy and an open-circuit faulty
phase. Finally, the simulation results show that these entropies are able to detect and locate
the arms of the bridge with one, two, three or even four open-circuit faults.
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Abstract: In this paper, a brushless motor with a three-phase inverter is investigated under healthy
and multiple open-circuit faults. The occurrence of faults in an inverter will lead to atypical charac-
teristics in the current measurements. This is why many usual entropies and multiscale entropies
have been proposed to evaluate the complexity of the output currents by quantifying such dynamic
changes. Among this multitude of entropies, only some are able to differentiate between healthy and
faulty open-circuit conditions. In addition, another selection is made between these entropies in order
to improve diagnostic speed. After the fault detection based on the mean values, the open-circuit
faults are localized based on the fault diagnostic method. The simulation results ensure the ability
of these entropies to detect and locate open-circuit faults. Moreover, they are able to achieve fault
diagnostics for a single switch, double switches, three switches, and even four switches. The diagnos-
tic time to detect and to isolate faults is between 10.85 ms and 13.67 ms. Then, in order to prove the
ability of the fault diagnostic method, a load variation is performed under the rated speed conditions
of the brushless motor. The validity of the method is analyzed under different speed values for a
constant torque. Finally, the fault diagnostic method is independent from power levels.

Keywords: open-circuit switch fault; fault detection; fault isolation; fault diagnostic method

1. Introduction

In recent years, numerous open-switch fault diagnostic methods applied in multilevel
inverters have been presented [1–3]. Fault detection and isolation methods for Mosfet or
IGBT open-circuit faults have been studied in previous works, particularly focusing on
arm voltages or current measurements. If open-circuit faults are not detected as quickly
as possible, they may cause secondary damage. Thus, it is very important to identify and
detect faulty switches as soon as possible.

Recently, many current-type methods based on the direct analysis of current wave-
forms have gained attention. These methods have the ability to detect and locate one or
multiple open-circuit faults. Twenty-one methods for open-circuit faults were evaluated
and summarized in [4], based on their performance and implementation efforts. In [5,6], a
current-based method was used for fault diagnostics. The average current Park’s vector
strategy [5,7] was applied to diagnose the faulty upper or lower half-leg of a three-level
inverter. However, the proposed strategy was not able to identify the faulty switch in the
defected half-leg. In [8], a diagnostic method based on empirical mode decomposition
energy entropy and normalized average current was proposed to identify one or two faults:
an open-circuit fault on the upper or lower bridge arm; two open-circuit faults in the cross
side bridge arm of the double phase, in the same side bridge arm of the double phase
or in the double-bridge arm of the single phase. In paper [9], one open-transistor fault
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was detected analyzing the normalized load current. Nevertheless, this method has a
higher complexity and larger detection times. The authors of [10] proposed a fast fault
detection and isolation approach to identify a single open-circuit fault in power electronics
sub-modules for modular multilevel converters with model-predictive control. In [11],
a comparison method of fault diagnostic variables with threshold values was presented
for a three-level three-phase NPC inverter. Once a faulty leg is detected, the localization
of the faulty switch is based on the value of the average current. This method can detect
only single-switch faults in one time period. An implementation of open-transistor fault
detection and diagnostic method based on the current trajectory of phase was presented
in [12]. This method is load-independent, but detects only one open circuit. A sliding mode
observer was proposed in [13–15]. The current form factors of the estimated current and
measured current are needed for faulty phase detection. However, the complexity of the
method is medium, and it can only detect a single switch fault. Several faults were detected
in [16] using the ratio of the theoretical and the practical voltage values on the capacitor of
each inverter’s sub-module. The authors of [17] proposed a novel diagnostic algorithm for
single and multiple IGBT open-circuit faults.

When algorithms are presented, an analysis of complexity [18] is very important.
To better understand the capabilities of the algorithm, the results (under several speed
values and load variations in the brushless motor) are presented in terms of computational
time. The authors of [19] used a residual observer-based fault detection algorithm, detecting
open-circuit faults in 15 ms to 20 ms. The authors of [20,21] proposed a Kalman-filter-based
approach: the comparison of measured and estimated voltages and currents obtained
by their filter enables the detection of the open-circuit faults of a modular multilevel
converter sub-module. However, the diagnostic time was longer than 100 ms. In [22–24],
a sliding-mode observer was proposed as a fault diagnostic method. Detecting and locating
faults require at least 50 ms. In [25,26], only a single fault could be diagnosed by the
state observer in more than 30 ms. A clustering algorithm and calculated capacitance
methods are proposed in [27]. The algorithm is complicated and requires a large amount
of calculation: both methods need at least 13 ms to detect and locate faults. An adaptive
linear neuron-recursive least squares algorithm to estimate capacitor voltages is proposed
to detect and locate different types of sub-module faults in [28], in more than 30 ms.
The authors used simple sub-modules in [29] and integral sub-modules in [30] to detect and
isolate the multiple open-switch faults in modular multi-level converters. Nevertheless, this
method diagnoses and isolates multiple open-switch faults within 20 ms. The algorithm
developed by [31] is based on the instant voltage error in the converter and requires only
signals already available to the control system, avoiding the use of additional hardware.
The algorithm is independent from the load and from the used control strategy and provides
very fast detection and identification of the fault, with diagnostic times as low as two sample
periods. Kiranyaz [32] used 1D CNN to detect and locate one switch open-circuit fault
using circulating current, load current signals, and four-cell capacitor voltage. This method
achieved a detection probability of 0.989 and an average identification probability of 0.997
in less than 100 ms. Two deep-learning methods and a stand-alone SoftMax classifier [33]
were used with raw data collected by current sensors to improve classification accuracy
and reduce computation time. In the method proposed by [34], the three-phase currents
were used to calculate the fault diagnostic variables with the average current Park’s Vector
method for the identification of only one open-circuit fault. Then, these variables were
processed with a fuzzy logic method [35], and the faulty information of the PWM-VSI
could be obtained. Faulty power switches can be identified in less than 90 ms after fault
occurrence (approximately two motor phase current fundamental periods).

Many usual entropies and multiscale entropies were proposed to evaluate the com-
plexity of phase currents in the previous article “Current Analysis of a Brushless Motor
with Inverter Faults-Part I: Parameters of Entropy Functions and Open-Circuit Faults
Detection”— [36]. We are now able to select the appropriate entropy functions with an
appropriate combination of parameters (as the data length, N; the embedding dimension,
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m; the time lag, τ; the tolerance, r; and the scale, s), which differentiate between healthy and
faulty open-circuit conditions. The main goal of this paper is to present a fault diagnostic
method to detect and locate the open-circuit switch faults of a brushless motor with a
three-phase inverter. Among the multitude of entropies, only some are able to improve
diagnostic speeds. Starting from the brushless inverter under healthy and faulty conditions,
the various possible switching fault states are discussed. After the fault detection based
on the mean values, the open-circuit faults are localized, based on the fault diagnostic
method. The simulation results ensure the ability of these entropies to detect and locate
open-circuit faults. Moreover, they are able to achieve fault diagnostics for a single switch,
double switches, three switches and even four switches. Generally, the fault detection
technique with more than two parameters leads to a complex detection system. That is not
the case here. Fault localization is performed using a combination of entropy functions
incorporating a threshold variable. Synthesis of the total computation time to detect faults
in single, double, three and even four switches is realized. Then, in order to prove the ability
of the fault diagnostic method, load variation (from minimum to maximum) is performed
under the rated speed condition of the brushless motor. Finally, the validity of the fault
diagnostic method is analyzed under different speed conditions for a constant torque.

The paper is organized as follows: Section 2 illustrates the fault location with the fault
diagnostic method, together with the total computation time, to detect and locate single
or multiple open-circuit switch faults. Then, the influence of torque and speed variations
on the detection and location of faults is introduced in Section 3. Section 4 ends with
the Conclusion.

2. Fault Location with the Fault Diagnostic Method

In the first part [36], many entropies were used to identify one or multiple open-circuit
faults: SampEn, K2En, CondEn, DispEn, CoSiEn, BubbEn, ApEn, FuzzEn, IncrEn, PhasEn,
SlopEn, EnofEn and AttEn functions, each one with multiscale, composite multiscale and
refined multiscale approaches, providing 52 entropy functions to evaluate the complexity
of the phase currents. However, among these entropies, some are more sensitive to fault
conditions. Such sensitivity is able to increase the distance between the faulty and the non-
faulty phases or decrease this distance in the IncrEn case. Some entropies will be applied
to distinguish between healthy conditions and faulty open-circuit conditions, considering
the following parameter settings: N = 2000, m = 2, τ = 1 and s = 2 for rMSBubbEn, PhasEn
and CondEn; N = 2000, m = 2, τ = 3 and s = 4 for SlopEn.

Fault detection is essential in a fault diagnostic approach. Phase currents are used in
a fault diagnostic procedure to detect and isolate open-circuit switches. A block diagram
is presented in Figure 1. Three sensors are added to the circuit to measure the currents
of the inverter (ia, ib and ic of phases a, b and c), which can be used to identify faults in
switches. In terms of algorithm complexity, the dSpace platform is suggested to implement
the entropy functions due to the memory space. Furthermore, with a MATLAB Function
block, we can write a MATLAB function (a functionality programmed in the M language)
into a Simulink model and execute it for simulation. We specify the inputs to the MATLAB
Function block in the function header as the arguments (the currents ia, ib and ic) and
return the output data (the entropy values). In addition, after the detection of open-switch
fault occurrence (Figure 2), the fault localization strategy is initiated, based on the entropy
analysis of Figures 2 and 3. Moreover, the localization of the faulty switches is necessary to
isolate the faults.

Fault localization is performed using one or a combination of entropy functions by
incorporating threshold variables, ε1 = 0.01, ε2 = 1.5 and ε3 = 0.2. The selected values of ε1,
ε2 and ε3 depend on the simulation results of the first part [36]. ε3 is 20 times bigger than
ε1 and 7.5 times smaller than ε2.

The means of the three currents are calculated as in Figure 2. If the means of ia and
ib are nearly zero, then the mean of ic is also zero. This is the normal operating condition
(without faults). The phase currents of the brushless motor are alternative waves, with zero
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mean. Under healthy conditions, the average value of the positive half cycle of the phase
currents ia, ib and ic is equal to the negative half cycle of the phase currents ia, ib and ic.

Figure 1. Schematic representation of fault diagnostic method.

The average of the phase currents ia, ib and ic is nearly zero (when no fault occurs in
any switch of the inverter), as in the equations

mean(ia) ≈ 0, (1)

mean(ib) ≈ 0, (2)

mean(ic) ≈ 0. (3)

When a fault occurs in the inverter, the current waveforms are distorted. At least two
of the equations are not respected: an open-switch fault in upper pair switches determines
a negative current wave, with a negative mean; an open-switch fault in lower pair switches
determine a positive current wave, with a positive mean. This change in the waveform
carries the fault information that can be extracted using different entropy functions.
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Figure 2. First part of the flow chart of the fault diagnostic approach.
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Figure 3. Second part of the flow chart of the proposed fault diagnostic approach.
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Let us suppose that the average of the phase current ia is zero, but not for ib or ic.
This means that, for the moment, there are two open-circuit faults on the upper and lower
switches of phase a. All the possibilities of open-circuit faults together with the phase
current mean values are given in [36], as:

• Ta, Ba: mean of ia = 0.0006, mean of ib = 0.2708, mean of ic = −0.2714;

• Ta, Ba, Tb: mean of ia = 0.0004, mean of ib = −2.6371, mean of ic = 2.6367;

• Ta, Ba, Bb: mean of ia = 0.0044, mean of ib = 2.9920, mean of ic = −2.9964;

• Ta, Ba, Tc: mean of ia = 0.0025, mean of ib = 2.4690, mean of ic = −2.4715;

• Ta, Ba, Bc: mean of ia = 0.0032, mean of ib = −2.8272, mean of ic = 2.8304;

• Ta, Ba, Tb, Bc: mean of ia = 0.0016, mean of ib = −2.6055, mean of ic = 2.6038;

• Ta, Ba, Bb, Tc: mean of ia = 0.0041, mean of ib = 3.0170, mean of ic = −3.0211.

Once a fault is detected by the average method, the faulty switches are localized with
the diagnostic method we propose, which combines the multiple entropy functions of the
phase currents. The growing interest in entropy approaches relies on their ability to analyze
and to provide information related to signal complexity. The entropy of the phase currents
is directly used as fault information. A larger difference between the 52 entropies of phase
a and of phases b and c is given by SampEn, K2En, MSApEn, rMSBubbEn, FuzzEn and
SlopEn, as can be seen in [36]. The largest distance is obtained with ApEn, followed by
SampEn. The smallest distance can be obtained with FuzzEn and SlopEn.

Another important issue for the fault detection and isolation is the assessment of
computation time. Table 1 shows the computation time of all entropies. This time depends
on the length of the phase current, but is not proportional to it. For a length of 6000 samples,
the SampEn computation time is 1.44 s and 0.1862 s for a 2000-sample length. In order
to reduce the fault diagnostic cost and to improve its speed, rMSBubbEn is chosen. This
entropy is insensitive to the length of the phase current.

The rMSBubbEn of current ia is compared with the rMSBubbEn of current ib. If

rMSBubbEn ia

rMSBubbEn ib
> ε2 (4)

is greater than the threshold ε2, then Ta and Ba switches’ faults are isolated.
The computation time to calculate a mean of a 2000-sample wave is 0.2537 ms and

0.0964 ms for an i f condition. The total computing time to detect and isolate Ta and Ba is
10.85 ms, for which it is necessary to calculate three means of arm currents, to apply three if
conditions and to calculate two rMSBubbEn of ia and ib, as in Table 2.

If Condition (4) is not respected, there is another fault on phase b or c or two faults
on phases b and c. Ref. [36] shows that PhasEn is the right entropy to isolate the faults
thereafter. PhasEn of the phase currents ia and ib are compared. If

|PhasEn ib − PhasEn ia| < ε3, (5)

and the mean of current ib is negative, then there is also an open-circuit fault on Tb. In all,
Ta, Ba, Tb. If the mean of the current ib is positive, then three open-circuit faults are on Ta,
Ba, Bb. The total computing time to detect and isolate Ta, Ba, Tb or Ta, Ba, Bb is 12.67 ms,
for which it is necessary to calculate three means of arm currents, to apply five i f conditions
and to calculate two rMSBubbEn and two PhasEn of ia and ib.
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Table 1. Entropy computation time for two different lengths of phase current.

Entropy Type Entropies
Computation Time Computation Time

for Length L6 for Length L2

Sample Entropy

SampEn 1.4441 0.1862
MSSampEn 2.3840 0.2977

cMSSampEn 4.1252 0.5084
rMSSampEn 2.1296 0.3278

Kolmokov Entropy

K2En 1.5930 0.2009
MSK2En 2.9755 0.3438

cMSK2En 3.9457 0.4508
rMSK2En 2.2020 0.2643

Conditional Entropy

CondEn 1.241 × 10−3 7.548 × 10−4

MSCondEn 4.153 × 10−3 2.916 × 10−3

cMSCondEn 18.61 × 10−3 18.11 × 10−3

rMSCondEn 6.309 × 10−3 4.643 × 10−3

Dispersion Entropy

DispEn 2.204 × 10−3 1.501 × 10−3

MSDispEn 7.120 × 10−3 4.324 × 10−3

cMSDispEn 21.66 × 10−3 19.28 × 10−3

rMSDispEn 9.220 × 10−3 7.827 × 10−3

Cosine Similarity Entropy

CoSiEn 1.801 0.215
MSCoSiEn 2.952 0.327

cMSCoSiEn 4.107 0.489
rMSCoSiEn 2.467 0.282

Bubble Entropy

BubbEn 1.546 × 10−3 9.429 × 10−4

MSBubbEn 10.91 × 10−3 5.180 × 10−3

cMSBubbEn 18.81 × 10−3 16.80 × 10−3

rMSBubbEn 7.978 × 10−3 4.905 × 10−3

Approximation Entropy

ApEn 2.096 0.260
MSApEn 4.381 0.512

cMSApEn 5.977 0.723
rMSApEn 3.081 0.373

Fuzzy Entropy

FuzzEn 1.213 0.156
MSFuzzEn 2.278 0.281

cMSFuzzEn 3.196 0.393
rMSFuzzEn 1.993 0.238

Increment Entropy

IncrEn 1.924 × 10−3 1.058 × 10−3

MSIncrEn 8.639 × 10−3 5.763 × 10−3

cMSIncrEn 21.42 × 10−3 16.69 × 10−3

rMSIncrEn 8.931 × 10−3 7.047 × 10−3

Phase Entropy

PhasEn 8.168 × 10−4 8.143 × 10−4

MSPhasEn 3.928 × 10−3 3.159 × 10−3

cMSPhasEn 15.64 × 10−3 16.62 × 10−3

rMSPhasEn 6.090 × 10−3 5.229 × 10−3
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Table 1. Cont.

Entropy Type Entropies
Computation Time Computation Time

for Length L6 for Length L2

Slope Entropy

SlopEn 1.084 × 10−3 8.216 × 10−4

MSSlopEn 5.801 × 10−3 4.128 × 10−3

cMSSlopEn 18.56 × 10−3 18.40 × 10−3

rMSSlopEn 7.102 × 10−3 5.716 × 10−3

Entropy of Entropy

EnofEn 55.20 × 10−3 20.72 × 10−3

MSEno f En 139.1 × 10−3 49.65 × 10−3

cMSEno f En 247.6 × 10−3 71.19 × 10−3

rMSEno f En 118.3 × 10−3 41.33 × 10−3

Attention Entropy

AttEn 7.306 × 10−4 7.317 × 10−4

MSAttEn 3.879 × 10−3 2.768 × 10−3

cMSAttEn 14.25 × 10−3 14.04 × 10−3

rMSAttEn 6.108 × 10−3 5.036 × 10−3

If Condition (5) is not met, and if the phase entropy of ia and the phase entropy of ic
are nearby

|PhasEn ic − PhasEn ia| < ε3, (6)

then Ta, Ba, Bc faults can be isolated if the mean of current ic is positive. For negative
values of ic, the fault diagnostic method identifies Ta, Ba, Bc as faulty. If Conditions (5)
and (6) are not valid, the distances between the three PhasEn of ia, ib and ic are greater
than ε3, as in [36]. A positive average of ib allows the detection and isolation of Ta, Ba, Bb,
Tc faults. For a negative average of ib, Ta, Ba, Tb, Bc faults can be detected and isolated.
After the calculation of three means of arm currents, applying six if conditions, calculation
two rMSBubbEn and three PhasEn, a total computing time of 13.58 ms is obtained to detect
and isolate the following cases: Ta, Ba, Tc or Ta, Ba, Bc or Ta, Ba, Tb, Bc or Ta, Ba, Bb, Tc.

According to the previous analysis, when the average of ib is equal to zero and the
means of ib and ic are close to zero represents a case similar to the previous one. We can
isolate the following faults: Tb, Bb or Tb, Bb, Ta or Tb, Bb, Ba or Tb, Bb, Tc or Tb, Bb, Bc or Tb,
Bb, Ta, Bc or Tb, Bb, Ba, Tc, with a total computing time as in the previous case (respecting
Condition (1)).

If the mean of ic is zero and Conditions (1) and (2) are not respected, the faults Tc, Bc or
Tc, Bc, Ta or Tc, Bc, Ba or Tc, Bc, Tb or Tc, Bc, Bb or Tc, Bc, Ta, Bb or Tc, Bc, Ba, Tb are detected
and isolated. In this case, an additional if condition is presented in the first flow chart of
Figure 2, increasing the total computing time by 0.0964 ms.

To clearly understand the fault diagnostic method, when the averages of the currents
ia, ib and ic are not zero, the first flow chart of Figure 2 is extended by the second flow chart
of Figure 3. Eight cases stand out in the function of ia, ib, ic phase current signs. If the
means of these three currents are positive, negative and negative, the four cases of faults
are detected and isolated as Ba or Tb, Tc or Ba, Tb or Ba, Tb, Tc.

The second flow chart details the case when the averages are positive, negative and
positive, highlighting Tb or Tb, Bc or Ba, Bc or Ba, Tb, Bc faults. It is impossible to have the
three mean values positive, positive and positive or negative, negative and negative. If the
means of these three currents are positive, positive and negative, the four faults are Tc or Ba,
Bb or Ba, Tc or Ba, Bb, Tc. Another possibility is negative, negative and positive, leading to
the isolation of Bc or Ta, Tb or Ta, Bc or Ta, Tb, Bc faults. Details of the proposed diagnostic
approach are presented in the second flow chart isolating the following faults: Ta or Ta, Bb
or Ba, Bc or Ta, Bb, Bc. The last case is the isolation of Bb or Ta, Tc or Bb, Tc or Ta, Bb, Tc.

Let us detail the case when the averages are positive, negative and positive. The
rMSBubbEn of current ia and ib are calculated and compared. If Condition (4) is respected,
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the SlopEn of ia and ic is studied. In order to detect Tb or Tb, Bc or Ba, Bc or Ba, Tb, Bc faults,
the following condition is applied:

SlopEn ia

SlopEn ic
> ε2. (7)

If this condition is true, Tb is detected. Otherwise, Ba and Bc are isolated. Furthermore,
after the calculation of three means of arm currents, applying eight if conditions and
calculating two rMSBubbEn and two SlopEn, the total computing time is 12.84 ms for
the detection and isolation of Tb or Ba, Bc. If the rMSBubbEn of ia and ib do not fulfill
Condition (4), the SlopEn of ib and ic are determined and compared as

SlopEn ib
SlopEn ic

> ε2 (8)

Providing Tb, Bc or Ba, Tb, Bc faults’ isolation. The total computing time is 12.84 ms,
as in the previous case.

Table 2. Computation time to locate faults: current phase of L2 length.

No. Open-Circuit Fault Number of Operation Type Total Computation Time

1. No fault 3 mean, 2 if 8.25 × 10−4

2. Ta 3 mean, 8 if, 2 CondEn, 2 rMSBubbEn 12.84 × 10−3

3. Tb 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

4. Tc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

5. Ba 3 mean, 8 if, 2 CondEn, 2 rMSBubbEn 12.84 × 10−3

6. Bb 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

7. Bc 3 mean, 8 if, 2 CondEn, 2 rMSBubbEn 12.84 × 10−3

8. Ta, Ba 3 mean, 3 if, 2 rMSBubbEn 10.85 × 10−3

9. Tb, Bb 3 mean, 3 if, 2 rMSBubbEn 10.85 × 10−3

10. Tc, Bc 3 mean, 4 if, 2 rMSBubbEn 10.94 × 10−3

11. Ta, Tb 3 mean, 8 if, 2 CondEn, 2 rMSBubbEn 12.84 × 10−3

12. Tb, Tc 3 mean, 8 if, 2 CondEn, 2 rMSBubbEn 12.84 × 10−3

13. Ta, Tc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

14. Ba, Bb 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

15. Bb, Bc 3 mean, 8 if, 2 CondEn, 2 rMSBubbEn 12.84 × 10−3

16. Ba, Bc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

17. Ta, Bb 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

18. Ta, Bc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

19. Tb, Ba 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

20. Tb, Bc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

21. Tc, Ba 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

22. Tc, Bb 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

23. Ta, Ba, Tb 3 mean, 5 if, 2 rMSBubbEn, 2 PhasEn 12.67 × 10−3

24. Ta, Ba, Bb 3 mean, 5 if, 2 rMSBubbEn, 2 PhasEn 12.67 × 10−3

25. Ta, Ba, Tc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

26. Ta, Ba, Bc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

27. Tb, Bb, Ta 3 mean, 5 if, 2 rMSBubbEn, 2 PhasEn 12.67 × 10−3

28. Tb, Bb, Ba 3 mean, 5 if, 2 rMSBubbEn, 2 PhasEn 12.67 × 10−3

29. Tb, Bb, Tc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

30. Tb, Bb, Bc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3
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Table 2. Cont.

No. Open-Circuit Fault Number of Operation Type Total Computation Time

31. Tc, Bc, Ta 3 mean, 6 if, 2 rMSBubbEn, 2 PhasEn 12.76 × 10−3

32. Tc, Bc, Ba 3 mean, 6 if, 2 rMSBubbEn, 2 PhasEn 12.76 × 10−3

33. Tc, Bc, Tb 3 mean, 7 if, 2 rMSBubbEn, 3 PhasEn 13.67 × 10−3

34. Tc, Bc, Bb 3 mean, 7 if, 2 rMSBubbEn, 3 PhasEn 13.67 × 10−3

35. Ta, Bb, Tc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

36. Ta, Bb, Bc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

37. Ta, Tb, Bc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

38. Ba, Bb, Tc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

39. Ba, Tb, Bc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

40. Ba, Tb, Tc 3 mean, 8 if, 2 SlopEn, 2 rMSBubbEn 12.97 × 10−3

41. Ta, Ba, Tb, Bc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

42. Ta, Ba, Bb, Tc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

43. Ta, Tb, Bb, Bc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

44. Ba, Tb, Bb, Tc 3 mean, 6 if, 2 rMSBubbEn, 3 PhasEn 13.58 × 10−3

45. Ta, Bb, Tc, Bc 3 mean, 7 if, 2 rMSBubbEn, 3 PhasEn 13.67 × 10−3

46. Ba, Tb, Tc, Bc 3 mean, 7 if, 2 rMSBubbEn, 3 PhasEn 13.67 × 10−3

The second flow chart (Figure 3) provides information on the proposed diagnostic
approach for the isolation of Ta or Ta, Bb or Ba, Bc or Ta, Bb, Bc. After the calculation of the
rMSBubbEn of ia and ib, CondEn and PhasEn are used depending on Condition (4). We
present here another modality of fault identification using CondEn (SlopEn could also be
used because they have similar compilation times). Ta or Ba, Bc are isolated if

CondEn ia − CondEn ib < ε3 (9)

and Ta, Bb or Ta, Bb, Bc are identified if

SlopEn ia − SlopEn ib < ε1. (10)

Finally, the fault diagnostic is complete. Table 3 illustrates the synthesis of computation
time in relation to the number of faults. The shortest diagnostic time is 10.85 ms and the
longest is 13.67 ms. For a typical three-phase inverter, 45 possible open-circuit faults can
be diagnosed and localized with the proposed diagnostic approach, according to the flow
charts of Figures 2 and 3.

Table 3. Synthesis computation time in relation to the number of faults.

Number of Faults Total Computation Time (ms)

1 fault 12.84–12.97
2 faults 10.85–12.97
3 faults 12.67–13.67
4 faults 13.58–13.67

3. Entropy Evaluation under Load and Speed Variations

In this section, the entropy calculation has the same parameters as in Section 2,
i.e., N = 2000, m = 2, τ = 1 and s = 2 for rMSBubbEn and PhasEn; N = 2000, m = 2, τ = 3 and
s = 4 for SlopEn. In the early design of the algorithm, simulation had a high significance
to point out the effectiveness of the diagnostic approach. The simulation results are used
for the analysis and the localization of open-circuit faults under all previously mentioned
conditions. To check the independence of the method from power levels, the simulations
are conducted under diverse load conditions (a variation in torque between 1 Nm and
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5 Nm) with 3000 rpm constant speed. Conversely, several multiple faults are tested for a
speed variation between 1000 rpm and 5000 rpm under a constant load of 3 Nm.

Figure 4 presents the simulations of rMSBubbEn in the case of one open-circuit fault
on Ta. For small values of load, rMSBubbEn declines, followed by an increasing slope.
At the end of the interval, rMSBubbEn has a small decrease. The distance between the
rMSBubbEn of healthy phases (b and c), and the rMSBubbEn of open-circuit phase is nearly
constant no matter the load variation (Figure 4a) or speed variation (Figure 4b).

Let us take a range variation in speed within (1000 rpm to 5000 rpm) and another range
for torque within (1 Nm to 5 Nm). To further illustrate the rMSBubbEn for healthy phases b
and c and for open-circuit phase a, torque curves (Figure 4a) are plotted with respect to the
various speeds. The simulation results are shown in 3D graphs in Figure 5. Only for very
small values of speed and torque, rMSBubbEn always decreases satisfying, at the same
time, Condition (4). Otherwise, the distance between the rMSBubbEn of healthy phases
b and c and the rMSBubbEn of open-circuit phase a is constant. Therefore, the proposed
algorithm is efficient for the entire proposed range of speed and torque, except for particular
values (1 Nm and 1000 rpm).
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Figure 4. rMSBubbEn for (a) torque and (b) speed variations with one open-circuit fault on Ta:
healthy phases are represented by two black curves and the open-circuit phase is represented by a
red curve.

Figure 6a displays the impact of different torque values on rMSBubbEn with two
open-circuits on Ta and Ba. rMSBubbEn decreases for load in the range (1, 2), increases
in the range (2, 3) and is followed by a decrease in the range (3, 5). This case is similar to
the previous one: the distance between the rMSBubbEn of healthy phases (b and c) and
the rMSBubbEn of open-circuit phase a is nearly constant. This distance is also constant
concerning the speed variations: there is a slight increase in the distance for high rotor
speeds, as can be seen in Figure 6b.

Moreover, the effect of speed and torque on rMSBubbEn is shown in Figure 7. The sim-
ulation results present the independence of the fault diagnostic method with different
power levels for the whole ranges of speed and torque. In addition, a load of 1Nm for a
speed of 1000 rpm should be avoided.

Figure 8 presents the simulation results of PhasEn in the case of three open-circuit
faults on Ba, Tb and Tb. For large values of load, the distance between the PhasEn of healthy
phase c and the PhasEn of open-circuit phases (a and b) is nearly constant with respect
to the applied speed, as in Figure 8a. Figure 8b shows that for large values of speed, this
distance is invariable with respect to the applied load.

Furthermore, when the parameters n and C decrease, for small values of speed and
torque, the three PhasEn of the phases are interweaved. A variation in n causes significant
influence on PhasEn for the cases of smaller C, namely, for (1000 rpm and 1500 rpm) and
(1 Nm and 2 Nm). Based on Conditions (5) and (6) and according to Figures 8a,b and 9,
the fault diagnostic method is efficient for the ranges: (2 Nm to 5 Nm) for load variations
and (1500 rpm to 4000 rpm) for speed variations.
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Figure 5. rMSBubbEn with one open-circuit fault on Ta with different combinations of torque and
speed: healthy phases are represented by two black surfaces and the open-circuit phase is represented
by a red surface.
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Figure 6. rMSBubbEn for (a) torque and (b) speed variations with two open-circuit faults on Ta and
Ba: healthy phases are represented by two black curves and the open-circuit phase is represented by
a red curve.

Figure 7. rMSBubbEn for torque and speed variations with two open-circuit faults on Ta and Ba:
healthy phases are represented by two black surfaces and the open-circuit phase is represented by a
red surface.
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Figure 8. PhasEn for (a) torque and (b) speed variations with three open-circuit faults on Ba, Tb and
Tb: healthy phase is represented by a black curve and the open-circuit phases are represented by two
red curves.

Figure 9. PhasEn for torque and speed variations with three open-circuit faults on Ba, Tb and Tb:
healthy phase is represented by a black surface and the open-circuit phases are represented by two
red surfaces.

In order to check the incidence of the speed and load variations on SlopEn, Figure 10
illustrates the case of one open-circuit fault on Ta.

The distance between SlopEn of healthy phases b and c and PhasEn of open-circuit
phase a is rather constant, as in Figure 10a. This distance presents a little narrowing for
the load in the range of (4 Nm to 5 Nm). The simulation results underline the effectiveness
of the proposed algorithm in the case of load variation in a large domain. According to
Figure 10b, at the beginning of the interval (for small values of speed n), the three SlopEn
of phases a, b and c tend to interweave.

Figure 10b shows a whole picture of PhasEn with various n and C. The fault diagnostic
method is efficient for the range of (2000 rpm to 4000 rpm) for speed variations. As in
the case above for PhasEn with three open-circuit faults on Ba, Tb and Tb, SlopEn fails to
isolate a Ta open-circuit fault under lower speed conditions and lower torques. This is a
limitation of this approach. The open-circuit faults are detected based on the mean values
of phase currents, but they cannot be located only for lower values of speed and torque.
On the other hand, the simulation results in Figure 11 demonstrate the effectiveness of the
proposed method for high speeds (2000 rpm to 4000 rpm and high torques (2 Nm to 5 Nm).
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Figure 10. SlopEn for (a) torque and (b) speed variations with one open-circuit fault on Ta: healthy
phases are represented by two black curves and the open-circuit phase represented by a red curve.

Figure 11. SlopEn for torque and speed variations with one open-circuit fault on Ta: healthy phases
are represented by two black surfaces and the open-circuit phase is represented by a red surface.

4. Conclusions

Fault detection and identification are becoming increasingly important for industrial
applications. This paper propose a diagnostic method for open-circuit faults of an inverter
connected to a brushless motor. This algorithm requires only phase inverter currents and
computing operations to generate different entropies. Some entropies are able to differ-
entiate between healthy and unhealthy open-circuit conditions. Among these entropies,
another selection is made in order to speed up the diagnostic. The simulation results ensure
that these entropies are able to detect and locate open-circuit faults and, moreover, are able
to achieve fault diagnostics for a single switch, double switches, three switches and even
four switches.

The fault detection method is based on the average phase currents and the detection
time is rather short. Then, the work in this paper deals with the localization of multiple
open-circuit faults by a rapid and robust fault diagnostic method using three threshold
values. The simulation results also confirm that the proposed fault diagnostic method can
detect and locate multiple faults within (10.85 ms to 13.8 ms). This is much faster than
many other diagnostic methods that usually require several fundamental periods. Then,
in order to prove the robustness and ability of fault detection, a load variation is performed
under the rated speed conditions of the brushless motor. The validity of the method is
analyzed under several speed values for a constant torque.

Nevertheless, as mentioned above, there is a limit to this approach: open-circuit faults
are detected, but their isolation fails under lower speed conditions and lower torques.

192



Actuators 2023, 12, 230

Consequently, the simulation demonstrates the feasibility and effectiveness of the proposed
approach for large speeds of (2000 rpm to 4000 rpm) and large torques of (2 Nm to 5 Nm).

In the future, another interesting extension to our work may be to increase the brush-
less motor number of phases up to five (this requires an inverter with ten switches) and to
compare the proposed solution with the current solution. The simulation shows that the
proposed method can effectively diagnose and locate faults. Future research will focus on
the proposed diagnosis method under slow variations in speed and torque (increasing and
decreasing profiles), not only constant values. It will be interesting to add a fault-tolerant
control strategy to our future work to ensure that the inverter and the motor work normally.
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Abstract: Gas fuel direct injection (DI) technology can improve the control precision of the in-cylinder
mixing and combustion process and effectively avoid volumetric efficiency reduction in a compressed
natural gas (CNG) engine, which has been a tendency. However, compared with the port fuel
injection (PFI) method, the former’s mixing path and duration are shortened greatly, which often
leads to poor mixing uniformity. What is worse, the in-cylinder mixing performance would be
seriously affected by engine working conditions, such as engine speed and load. Based on this
situation, the fluid mechanics software FLUENT is used in this article, and the computational fluid
dynamics (CFD) model of the injection and mixing process in a gas-fueled direct injection engine
is established. A quantitative evaluation mechanism of the in-cylinder mixing performance of the
CNG engine is proposed to explore the influencing rule of different engine speeds and loads on
the mixing process and performance. The results indicate that phase space analysis can accurately
reflect the characteristics of the mixture mixing process. The gas fuel mixture rapidly occupies the
cylinder volume in the injection stage. During the transition stage, the gas fuel mixture is in a highly
transient state. The diffusion stage is characterized by the continuous homogenization of the mixture.
The in-cylinder mixing performance is linearly dependent on the engine’s working condition in the
phase space.

Keywords: gas fuel; gas fuel direct injection; mixing performance; multiple working conditions;
evaluation mechanism

1. Introduction

The energy crisis and environmental pollution are the two major challenges facing
current social development. The transportation industry is one of the main contributors
to the energy consumption and emission growth, and its share continues to grow [1].
Vigorously promoting orthodox car energy conservation and emission reductions, as
well as the industrialization of new energy vehicles, will become major challenges which
urgently need to be addressed in the current transportation industry and pressing tasks for
promoting the sustainable development of the transportation industry [2]. Compared to
traditional diesel fuel, the use of natural gas (NG) engines can significantly reduce pollution
from sulfur dioxide, nitrogen oxide and CO2 in emissions. CNG engines have been widely
used in key areas of the national economy, including automobiles (including sedans, buses,
trucks, etc.), ships and distributed power stations [3,4].

Currently, the fuel supply system of CNG engines can be classified as in-cylinder
direct injection (DI) and port fuel injection (PFI) [5]. The PFI mode reduces the CNG
engine’s volumetric efficiency, with engines having lower power output than gasoline and
diesel engines with the same displacement [6]. Moreover, it is difficult to achieve accurate
control of the mixing and combustion process for PFI, which limits the development of
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CNG engines. With the maturity of DI technology, the combination of gas fuel and DI
technology will become a development trend in future [7–9]. The gas fuel DI technology
can eliminate the volumetric efficiency loss due to the PFI mode, avoid fuel loss during the
scavenging process and facilitate the suppression of knocking. The DI technology enables
the enhanced control of the mixing and combustion process by optimizing the matching of
injection timing, air–fuel ratio and ignition advance angle [7].

The mixing performance for CNG engines can be divided into homogeneous mixtures
and stratified mixtures [8,9]. At high loads and steady speeds, the gas fuel needs to be
sufficiently mixed with air to increase the engine power and meet the vehicle’s driving
performance. The homogeneous mixing method can ensure that the fuel is fully mixed,
which makes the fuel easier to burn, thus improving thermal efficiency and dynamic
performance [10]. However, under a partial load, incomplete combustion and the wastage
of energy may occur with the homogeneous mixing method, where some exhaust is not
fully burned, which can lead to environmental pollution. In this case, a stratified mixing
method is necessary [11]. A stratified mixing method can make the engine run smoothly by
reducing the noise and vibration [12].

The energy power and economy performance of engines are affected by the in-cylinder
mixing performance of the gas fuel DI technology. Compared with the PFI mode, the
mixing path and duration are shortened greatly for the DI mode [13]. In contrast to liquid
fuels, gas fuel injection and mixing processes do not require complex physical changes
such as phase transitions. However, due to the lower gas density, it is more difficult for the
gas fuel to fully mix with the air. What is worse, the mixing performance is greatly affected
by variable factors, such as engine speed and load [14]. The formation of the mixture of
in-cylinder DI engines was studied by Karri Keskinen et al. through computational fluid
dynamics (CFD) [15]. They designed three mixing performance metrics based on injection
pressure and nozzle type to describe the mixing performance of the gas fuel throughout
the compression stroke. An objective classification method of mixture distribution in the
combustion chamber of a DI engine was proposed by S.K et al. [16]. On this basis, four
types of mixture distribution, random, linear, Gaussian and parabolic, were simulated in
the combustion chamber of a DI engine by using the CFD method. The effects of different
engines’ intake pressure, intake temperature and engine speed on mixture uniformity
were studied by Mohammad et al. [17], and it was found that intake pressure and speed
had greater effects on the mixture gas fuel. The numerical simulation of the formation
mechanism of the mixture in-cylinder was carried out by Baratta et al. [18]. The research
results showed that the mixing rate of gas fuel and air was dominated by the fuel jet
and the tumble and vortex flow, and the mixing duration had an influence on the mixing
performance of gas fuel.

In view of this, a CFD model of the DI mixing process for CNG engines is established.
A quantitative evaluation mechanism for the mixing performance of CNG engines is
proposed. The influence of different engine speeds and loads on the mixing process and
mixing performance is investigated in this paper. This study has significant theoretical
implications for improving the power and emission performance of CNG DI engines and
increasing engine efficiency.

2. Model and Research Method

2.1. Model

This study is based on a certain type of CNG DI engine. The main engine parameters
are shown in Table 1. Based on the power requirements of the prototype engine, the authors
have previously designed a high-pressure CNG injection device based on a moving-coil
electromagnetic linear actuator and mushroom-type poppet valve [19], with the main
parameters shown in Table 2. Building upon the high-pressure CNG injection device
studied in the author’s previous research, this article further investigates the in-cylinder
mixing performance of gas-fueled engines using this type of injection device. To facilitate
the calibration of gas fuel duration of injection (DOI), the inlet pressure of the injection
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device was set to 1.0 MPa, which was based on the one-dimensional isentropic flow
calculation formula and the in-cylinder pressure without gas injection (sourced from CFD
model calculation results) [19]. Under this injection pressure, the choking phenomenon of
the nozzle throat near the field could be ensured. A lower injection pressure can reduce
production costs and improve the gas fuel utilization efficiency of the upstream gas storage
tanks in the gas supply system.

Table 1. Specifications of CNG engine.

Parameter Value

Bore (mm) × Stroke (mm) 131 × 155
Displacement volume(L) 12.53

Compression ratio 11.5
Rated power (kW)/speed (rpm) 255/2000

IVO/IVC(CA) 30◦ BTDC/46◦ ATDC
EVO/EVC(CA) 78◦ BTDC/30◦ ATDC

Table 2. Specification of gas injection device.

Parameter Value

Outlet diameter (mm) 7
Valve lift (mm) 1.5

Injection pressure (MPa) 1.0

The CFD model of the in-cylinder mixing process for the CNG DI engine is shown in
Figure 1, which includes the intake port, exhaust port, cylinder area and injection device
cavity. An injection device study has been analyzed in the authors’ previous research [20],
and here, the injection device was arranged at the center of the cylinder at a 45◦ angle to the
cylinder axis. There was large pressure and velocity near the nozzle throat and injection
device. The CFD model was locally refined to a minimum grid size of 0.3 mm near the
nozzle. In addition, the computational cost of CFD needed to be kept within acceptable
limits. The grid size gradually increased away from the nozzle throat, reaching a maximum
size of about 3 mm. The grid partition is shown in Figure 2. For convenience, the CNG
composition was assumed to be 100% methane. The simulation calculation started from the
intake valve opening (IVO) time and ended at the ignition time. That is, it started from 30◦
before the top dead center (BTDC), corresponding to a 330◦ crank angle (CA), and ended at
CA700. The entire computational domain was assumed to be initially stationary. The RNG
k–ε turbulence model and the non-equilibrium wall function were used in this study. The
turbulent Schmid number took the fixed default value of 0.7. In this paper, we focused on
the theoretical exploration of the mechanisms that influence the performance of in-cylinder
mixing in engine working conditions.

2.2. Transient CFD Model Verification

The minimum mesh size near the nozzle of the CFD model was 0.3 mm, and the
maximum mesh size of other positions was about 3 mm. The core area of the jet of the
nozzle was an important position for the jet development of the CFD model, and the mesh
needed to be verified. In the author’s previous research [21], the mesh in the core region
of the nozzle jet was validated. Experiments were carried out on the cumulative transient
flow rate of the gas fuel injection device. Compared with the experimental results, the
maximum error in the transient flow rate of the simulations was about 6.1%, validating
the flow rate properties of the CFD model. In addition, the supersonic jet morphology
was verified, and the simulation results were in good agreement with the experimental jet
imaging results, as shown in Figure 3.
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Figure 1. The CFD calculation domain for CNG DI engine.

 

Figure 2. CFD calculation domain and mesh on the A-A section.

 
Figure 3. Experimental results (first row) and simulation results (second row) of jet morphology.

2.3. Research Method

To investigate the effects of different engine speeds and loads on the in-cylinder mixing
performance, the research plan for this paper was determined, and the specific parameters
are shown in Table 3. The main purpose of Cases 1–4 was to investigate the effect of
different engine speeds (1200, 1500, 1800 and 2000 rpm) on the mixing performance under
the same engine load (i.e., the engine had the same load of 100%). Cases 4–7 were used
to explore the effect of different loads on the mixing performance under the same speed
(rated speed of 2000 rpm). At different loads, the inlet pressure of the engine was adjusted
accordingly to ensure a stoichiometric ratio of combustion in the cylinder. Different gas fuel
demand was achieved by adjusting the start of injection (SOI), while the end of injection
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(EOI) remained the same. Cases 8–11 built on Cases 4–7 and further explored the impact of
load on the mixing performance at non-rated speeds.

Table 3. Parameters of each case.

Case Load
Rotate Speed,

rpm
Inlet Pressure,

bar
SOI, ◦ CA EOI, ◦ CA DOI, ◦ CA

1 100% 1200 2.0 584 635 51
2 100% 1500 2.0 584 635 51
3 100% 1800 2.0 584 635 51
4 100% 2000 2.0 584 635 51
5 75% 2000 1.7 588 635 47
6 50% 2000 1.3 594 635 41
7 25% 2000 0.8 601 635 34
8 25% 1500 0.6 607 635 28
9 50% 1500 0.8 603 635 32

10 75% 1500 1.1 597 635 38
11 100% 1500 1.4 593 635 42

3. Evaluation Methods for Mixing Performance

In an ideal state, different working conditions of the engine correspond to different
mixture distribution methods. To improve the rationality and accuracy of the research
on mixture distribution, this paper proposed an objective classification method for the
mixture distribution of gas engines. The mixture distribution of CNG engines was divided
into homogeneous mixtures and non-homogeneous mixtures, and the non-homogeneous
mixtures were further divided into reasonable stratification, unreasonable stratification and
other mixture types.

Mean =
∑ m f ,i

i
(1)

SD =

√√√√∑
(

m f ,i − Mean
)2

i
(2)

To quantitatively analyze the influence mechanism of engine working conditions on
the in-cylinder mixing performance, a phase space analysis method based on the MEAN
and standard deviation (SD) of the gas fuel mass fraction (FMF) was designed, as shown
in Figure 4. The objective classification method of the mixture was applied in the phase
space. The MEAN and SD of the FMF were defined as evaluation indicators for measuring
the in-cylinder mixing performance. The horizontal axis was taken as the MEAN of the
in-cylinder FMF of the mixture, and the vertical axis was taken as the SD of the FMF of the
mixture. MEAN and SD are defined in Equations (1) and (2). In the formula, mf,i represents
the FMF in the i region.

A larger MEAN indicates that the distribution of gas fuel is not confined within a
particular combustion chamber area. Conversely, a smaller MEAN indicates that some com-
bustion chamber areas may not even have gas fuel. A higher SD indicates that the gas fuel
distribution in the area containing gas fuel varies greatly (poor mixing), while a lower SD
indicates that the gas fuel distribution in the area varies less (excellent mixing). The lower
the SD and the larger the MEAN, the better the homogeneous mixing performance, while
the higher the SD and the larger the MEAN, the better the stratified mixing performance.
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Figure 4. The phase space analysis method for the mixing performance.

4. Results and Discussion

The focus of this study was to explore the in-cylinder mixing process of gas fuel
and the mixing performance at the end of the compression stroke. Considering that the
average FMF is different under different speeds and loads, the FMF was normalized for the
convenience of comparative research.

4.1. The Effect of Engine Speed

Firstly, regarding the effect of speed on the mixing process, we compared Cases 1–4
as shown in Figure 5, where the mixing process of gas fuel was divided into three stages
based on the distribution of MEAN and SD in the phase space: injection, transition, and
diffusion. The injection stage was from B (CA590) to C (CA630), where the valve of the gas
fuel injection device was open and gas was continuously injected into the cylinder. The
transition stage was from C to D (CA640), where the gas fuel injection valve was closed
(CA635) in the middle moment of the transition phase. The diffusion stage was from D to F
(CA700), which was the late stage of the mixing process between the gas fuel and air.

Figure 5. The mixing process of the mixture (left) and enlarged diagram (right) at different speeds
under 100% load.

During the injection stage (B-C), the MEAN in the phase space rapidly increased with
the duration of mixing, as shown in Figure 5. During the period of CA610–CA620 (defined
as the G period), comparing Cases 1–4, the increase in MEAN was most significant in
Case 1, and the increase in MEAN decreased in order in Cases 2–4. According to the DOI
in Table 3 (SOI CA584~EOI CA635), the G period corresponded to the maximum lift period
of the gas fuel injection device. The injection of gas fuel was the fastest and most stable,
and the gas fuel quickly occupied the cylinder volume and mixed with the air in cylinder.
Therefore, the MEAN increased rapidly with the duration of mixing. To analyze the reasons
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for the difference in the increase in MEAN among Cases 1–4 during the G period, an
analysis was conducted based on the gas volume ratio. For Case 1, the gas volume ratio
was approximately 16.7% at CA610 and increased to about 30.2% at CA620, which was a
rise of approximately 13.5%. For Case 2, the increase was about 10.2% compared to CA610
at CA620. The increase for Case 3 was around 7.6% and around 6.7% for Case 4. During
the G period, the gas volume ratio increase was highest for Case 1, followed by Case 2,
Case 3 and Case 4. Thus, in the phase space, the increase in MEAN decreased in order
in Cases 1–4. The in-cylinder FMF cloud map on the A-A section at CA620 was taken, as
shown in Figure 6. It can be seen that, in Cases 1–4, the tumble flow was formed due to the
wall blocking effect after the gas fuel jet impinged on the cylinder wall, and the gas fuel
was directed towards the top of the piston. In Case 1, the gas fuel jet already crossed the
in-cylinder centerline. While in Cases 2–4, the distance between the tail end of the gas fuel
jet and the centerline increased in order, the space for gas fuel diffusion was significantly
smaller than that in Case 1. Therefore, under the same load, a change in speed will lead to
a difference in gas diffusion.

 

Figure 6. The in-cylinder methane mass fraction distribution at CA620.

During the transition stage (C-D), the MEAN in the phase space remained basically
unchanged with the duration of mixing, as shown in Figure 5. The SD rapidly decreased
with the duration of mixing, halving from its initial value, as shown in Figure 4. According
to the DOI in Table 3 (Cases 1–4: EOI 635), the transition stage corresponded to the period
when the valve of the gas fuel injection device was closed, and the duration of mixing was
relatively short. Moreover, the FMF remained basically unchanged during the transition
stage. Therefore, the MEAN of FMF remained basically unchanged in the phase space. To
analyze the reason for the SD being halved from its initial value during the transition stage
in Cases 1–4, the FMF cloud map on the A-A section at the D (CA640) moment was taken,
as shown in Figure 7. It is obvious that the gas fuel jet ended at this moment. It can be
found that the gas fuel impinging jets still existed because of an inertia effect. The gas fuel
jet was directed to the other side of the cylinder. The gas fuel already crossed the centerline
of the cylinder. The velocity vector map on the A-A section at the D (CA640) moment was
taken, as shown in Figure 8. The gas fuel jet developed towards the left side of the cylinder
and was affected by the tumble flow. The velocity in the left cylinder also developed. In
the cylinder, the degree of mixing between gas fuel and air intensified, indicating that these
mixtures were in a highly transient state. The above phenomenon led to halving of the SD
in the phase space of Cases 1–4.
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Figure 7. The in-cylinder methane mass fraction distribution at CA640.

 

Figure 8. The in-cylinder velocity vector at CA640.

During the diffusion stage (D-F), the SD in the phase space continuously decreased
with the duration of mixing, as shown in Figure 5. After the E (Cases 1 and 2: CA660,
Cases 3 and 4: CA680) moment, the MEAN showed different trends, with Cases 1 and 2
increasing while Cases 3 and 4 continued to decrease. The diffusion stage corresponded
to the later stage of the gas fuel mixing process. The gas fuel continuously occupied the
cylinder volume and continuously mixed with the air. Therefore, the SD continuously
decreased with the duration of mixing. To analyze the reasons for the different trends in
MEAN after the E (defined as the characteristic inflection point) moment, the FMF cloud
map on the A-A section at time E was taken, as shown in Figure 9. It can be found that the
gas fuel was generally concentrated on the other side of the gas fuel jet impingement, and
there was a gas-rich phenomenon on the left side of the cylinder. In the H region, the gas
fuel impinged on the left cylinder wall, forming a phenomenon of pushing back towards
the in-cylinder centerline. The mixing process in the cylinder experienced a brief buffering
period, which may be the reason for the appearance of the characteristic inflection point.
The characteristic inflection points of Cases 1 and 2 appeared earlier than those of Cases 3
and 4, which caused the MEAN of Cases 1 and 2 to increase after the E moment, while the
MEAN of Cases 3 and 4 decreased.

4.2. The Effect of Engine Load

Secondly, regarding the influence of load on the mixing process, a comparison was
made between Cases 4 and 7, as shown in Figure 10. The mixing trend of gas fuel with
the duration of mixing in the phase space was very similar, showing a reverse “C” shape.
The mixing process of gas fuel was also divided into three stages: injection, transition
and diffusion.
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Figure 9. The in-cylinder methane mass fraction distribution at E moment.

Figure 10. The mixing process of the mixture at different loads under 2000 rpm.

At the same time, the SD of Cases 4–7 gradually increased in the phase space, as
shown in Figure 10. After the D (CA640) moment, the changes in the phase space began
to decrease significantly, and the changes in MEAN and SD slowed down. After the D
moment, the valve of the gas fuel injection device closed, and the mixing of gas fuel and
air was no longer affected by the valve injection. Therefore, the changes in MEAN and SD
in the phase space slowed down, and the mixture of fuel and air in the cylinder entered
a stable development stage. To analyze the influence of load on the mixing process, the
in-cylinder velocity–vortex cloud map at CA640 was taken, as shown in Figure 11. The
vortex with a Q-criterion value of 2 × 105 was taken. Larger vortices make the structure and
properties of the vortices more intuitively observable. It can be seen that the inertial jet was
pushed towards the bowl piston top due to the lack of upstream injection pressure during
the upward movement of the piston. Meanwhile, there were vortices in the bowl piston top,
and the boundaries of the vortices crossed the center of the cylinder. The velocity difference
near the boundary of the vortex was large in Cases 4–7. Case 4 had the highest load, and
the highest point of the jet velocity was farthest from the vortex boundary, located at the
center of the vortex. As the load decreased in Cases 5–7, the highest point of jet velocity
gradually approached the vortex boundary. According to the energy dissipation rule of
vortices, the jet velocity was proportional to the vorticity. The higher the velocity of the
vortex boundary jet, the more difficult the energy dissipation of the vortex is, resulting in
greater variation in the distribution of the gas fuel. Therefore, this phenomenon caused the
SD in the same moment of Cases 4–7 to gradually increase in the phase space.
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Figure 11. The in-cylinder velocity–vortex distribution at CA640.

4.3. The Effect of Engine Multiple Working Conditions

Finally, the influence of different working conditions on the mixing performance in the
cylinder at the end of the compression stroke (CA700) was analyzed, and the corresponding
laws were discussed. There were two different results in the phase space, as shown in
Figure 12. In Cases 1–4, under the condition of 100% load, the lower the speed, the larger
the MEAN of the FMF, and the smaller the SD. In Cases 4–7, at the rated speed of 2000 rpm,
the smaller the load, the larger the MEAN of the FMF, and the larger the SD. For Cases
8–11, at a non-rated speed of 1500 rpm, the influence of load on the mixing performance
was the same as that at the rated speed. It can be preliminarily concluded that, when the
engine load was the same, the lower the speed, the better the in-cylinder homogeneous
mixing performance, when the engine speed was the same, the lower the load, the better
the in-cylinder stratification trend.

Figure 12. Mixing performance in the cylinder at CA700.

The influence of engine speed on the in-cylinder mixing performance at the end of the
compression stroke was analyzed. The FMF distribution at the CA700 moment is shown in
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Figure 13, where a thin mixture (FMF < 2%) was hidden for the purpose of a clear contrast.
Obviously, in Cases 1–4, the gas fuel was concentrated near the opposite cylinder wall
of the direction of injection. In Case 1, the gas fuel was distributed almost throughout
the cylinder, followed by Case 2, in which the gas fuel was concentrated near the bowl
piston top and the cylinder wall in Cases 3 and 4. Case 1 had the best distribution of gas
fuel, while the distribution of gas fuel gradually became worse in Cases 2–4. These results
are similar to the research of Zhang et al. [22]. The gas fuel mainly concentrated at the
piston top or cylinder wall, which was unfavorable for the complete combustion of the gas
mixture. It can be concluded that, when the load is the same, the lower the engine speed,
the better the in-cylinder homogeneous mixing performance. The FMF distribution at the
CA700 moment confirms the accuracy of the influence law of engine speed on the mixing
performance in the phase space.

 

Figure 13. The in-cylinder FMF distributions of Cases 1–4 at CA700.

The influence of engine load on the in-cylinder mixing performance at the end of
the compression stroke was analyzed. The probability distribution frequency (PDF) of
the FMF at the CA700 moment is shown in Figure 14. It was calculated that the best
mixture concentration region (BMCR) of the gas fuel in Cases 4–7 was consistent, and it
was between 2.5% and 3%. Correspondingly, 2–2.5% was taken as the thinner interval,
3–3.5% was taken as the thicker interval, 0–2% was taken as the thinnest interval, and the
FMF exceeding 3.5% was taken as the thickest interval. In order to achieve better stratified
mixing performance, the proportion of the BMCR should be lower than that of other cases.
Based on this, the proportion of the thicker interval should be reduced as much as possible,
and the proportion of the thinner interval should be increased as much as possible. From
Figure 13, the BMCR decreased as the load decreased, from 12.72 to 12.29. The thicker
interval decreased from 9.64 to 8.61, while the thinner interval increased from 13.13 to
14.83. The PDF of FMF in Cases 4–7 was consistent with the characteristics of the separated
mixture. The optimal concentration range of the separated mixture was low compared to
the homogeneous mixture [9]. It can be concluded that at the same speed, the lower the
load, the better the in-cylinder stratified mixing performance. The PDF of the FMF at the
CA700 moment confirms the accuracy of the influence law of engine load on the mixing
performance in the phase space.
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Figure 14. The PDF of gas fuel mass fraction under Cases 1–4 at CA700.

5. Conclusions

In this research, a CFD model for the DI mixing process of CNG engines was estab-
lished. A quantitative evaluation mechanism for the in-cylinder mixing performance of
CNG engines was proposed. The influence law of different engine speeds and loads on
the in-cylinder mixing process and its mixing performance was researched. The main
conclusions are as follows:

(1) Under the influence of engine speed, the characteristics of the gas fuel mixing process
can be divided into three stages in the phase space. The gas fuel mixture rapidly
occupies the cylinder volume in injection stage. During the transition stage, the gas
fuel mixture is in a highly transient state. The diffusion stage is characterized by the
continuous homogenization of the mixture.

(2) In the phase space, the diffusion stage of the mixing stage shows a characteristic
inflection point after the E moment. The gas fuel impinges on the left cylinder wall,
forming a phenomenon of pushing back towards the in-cylinder centerline. This may
be the reason for the emergence of characteristic inflection points.

(3) The in-cylinder mixing process is influenced by the load factors too, and the mixing
trend of the gas fuel in the phase space is the same. As the load decreases, the velocity
of the gas fuel jet near the boundary of the vortex increases, making it more difficult
for the energy of the vortex to dissipate. This leads to a greater variation in the gas
fuel distribution in the cylinder.

(4) The in-cylinder mixing performance at the end of compression stroke under different
working conditions can be reflected in the phase space. As the engine load decreases,
the MEAN increases, while the SD also increases, and the gas fuel mixture approaches
the stratified mixture. As the engine speed decreases, the MEAN increases, while the
SD decreases, and the gas fuel mixture approaches the homogeneous mixture.
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Nomenclature
CNG compressed natural gas
DI direct injection
PFI port fuel injection
CFD computational fluid dynamics
DOI duration of injection
SOI start of injection
EOI end of injection
IVO intake valve opening time
IVC intake valve closing time
BTDC before top dead center
ATDC after top dead center
CA crank angle
FMF gas fuel mass fraction
PDF probability distribution frequency
BMCR best mixture concentration region
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Abstract: Magnetic pole position detection is the core of the closed-loop control system of the
permanent magnet linear synchronous motor (PMLSM), and its position estimation accuracy directly
affects control performance and dynamic response speed. In order to solve the problem of the
increased estimation error of magnetic pole position caused by magnetic field distortion at the end of
PMLSM while also considering the cost of control hardware, the paper uses four linear Hall sensors
as magnetic pole position detection components and adopts an optimized estimation algorithm to
improve the dynamic performance of the motor. Firstly, a numerical simulation of the magnetic field
of poles was conducted using Ansoft Maxwell software, and combined with theoretical analysis, the
optimal installation position range of four linear Hall orthogonal placements relative to the motor was
obtained. Meanwhile, based on the existing vector tracking position observer, an improved observer
detection model is proposed. The Matlab/Simulink software was used to compare the Hall-based
detection model with the Hall-based improved observer detection model, verifying the feasibility of
the improved detection algorithm. Finally, the rationality of the spatial layout design of linear Hall
and the feasibility of improving the estimation algorithm were verified through experiments.

Keywords: magnetic poles position detection; permanent magnet linear synchronous motor; linear
Hall effect sensors; estimation algorithm

1. Introduction

The PMLSM has the characteristics of small structural volume, large thrust, and high
efficiency. Compared to the linear feed motion provided by the ball screw in traditional
machinery, the linear motor can be directly connected to the linear motion components
rigidly, which can effectively improve friction, noise, and other problems in mechanical
transmission. Therefore, the linear motor control system has better motion performance [1].

Magnetic pole position detection is one of the key links in linear motor control systems,
and the accuracy of position estimation is crucial for the control accuracy of the motor.
There are two main types of magnetic pole position detection: position sensor detection and
sensorless detection. At present, the main detection methods for position sensors include
grating, magnetic grating, and Hall sensors [2–4]. Although magnetic gratings and gratings
have high detection accuracy, their high cost, large volume, and high requirements for the
working environment severely limit the range of motor use. Low-resolution switch-type
and lock-type Hall sensors, despite their low cost, have limited position estimation accuracy
and are usually used in square wave-controlled permanent magnet brushless motors with
low requirements for position detection accuracy [5,6].

Hall sensors can be divided into two types based on whether the output electrical
signal has continuous amplitude changes over a continuous time range: switch-type Hall
sensors and linear Hall sensors. A switch-type Hall sensor controls its output tube to turn
off and on based on changes in the magnetic field. An ideal switch-type Hall sensor should
respond quickly when triggered. However, due to the presence of non-ideal factors, the
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switching action of the output tube of the switch-type Hall sensor will have a significant
delay, resulting in the output high and low levels not being able to flip in time. The switch-
type Hall sensor is not suitable for working in situations that require high accuracy. The
Hall voltage output by the linear Hall sensor is proportional to the magnetic flux density,
which converts the weak magnetic signal into analog output. In the peripheral signal
processing circuit of the linear Hall sensor, the corresponding compensation structure is
designed to make the linear Hall sensor have high detection accuracy and can detect a high
magnetic field range.

In recent years, a new type of sensor (Hall sensor) has rapidly developed in the field
of information collection, which can be used as a position sensor instead of a photoelec-
tric encoder in the control process of permanent magnet motors to detect rotor position
information. Due to its advantages of small size, light weight, and low price, it is widely
used in fields such as automatic monitoring, automatic control, and information detection.
It plays an increasingly important role in daily life [7]. Compared with the switch Hall
sensor, the linear Hall sensor can output a Hall voltage that is proportional to the magnetic
flux density, so it is often used in displacement measurement, throttle detection, and other
applications that need to respond quickly to changes in magnetic flux density and detect
the displacement of objects and liquid surplus, according to the size of the magnetic flux
density at different positions [8]. For example, in the control process of permanent magnet
motors, linear Hall position sensors are used to accurately detect rotor position in order to
reduce costs and improve reliability. However, due to the strong offset voltage that accom-
panies the output of the Hall voltage caused by the induction of magnetic field changes, the
use of linear Hall sensors to achieve precise displacement and position measurement can
seriously affect the output accuracy of the linear Hall sensor, resulting in a deviation from
the actual measurement [9]. Therefore, in order to improve the accuracy of the linear Hall
sensor in detecting magnetic flux density changes, improve the ability of the linear Hall
sensor to convert magnetism into electricity, and reduce the interference of offset voltage
and low-frequency noise in the chip on the output accuracy, it is the most important to
design the linear Hall sensor.

Linear Hall sensors can output continuous signals, and when there are more than
two sensors, they can uniquely and accurately determine the position information of each
magnetic pole [10]. The reference [11] used 13 linear Halls for the position detection
of permanent magnet linear synchronous motors and solved the phase deviation and
harmonic problem caused by the increase in the number of Halls through the fast Fourier
transform and fixed-point iteration methods. The reference [12] proposes an improved
rotor position estimation method in a permanent magnet synchronous motor (PMSM) with
low-resolution Hall effect sensors. This method promises to decrease the estimated position
errors, which are caused by the Hall position offset. A linear interpolation based on the
least squares method is used to estimate the rotor position.

At present, the position sensorless detection technologies include the sliding mode control
method [13], back electromotive force calculation method [14], state observer method [15],
Kalman and extended Kalman filter method [16], etc. However, these algorithms have a high
dependence on motor parameters, poor control robustness, and poor universality, and most
of them are complex, making them less suitable for engineering applications.

However, there is still a trend of increasing in the same direction between the measure-
ment accuracy and cost of position sensor detection. Different types of sensors have effects
on the structural volume, application scenarios, and control performance of motor control
systems. When using low-cost and low-precision position sensors, it is also necessary to
consider the impact of installation errors on measurement accuracy. At the same time, it is
necessary to select a reasonable position estimation algorithm and optimize the magnetic
pole position detection algorithm based on the motor operating conditions to improve the
accuracy of motor position detection and thereby improve motor control performance.

This paper comprehensively considers factors such as control cost, position detection
accuracy, and engineering applications. Linear Hall sensors are used as magnetic pole
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position detection components, and the focus is on researching the magnetic pole position
detection method of PMLSM based on linear Hall. The installation layout of linear Hall
relative to linear motors is analyzed, and an improved algorithm for position estimation is
proposed to reduce the volume of the overall drive system of the motor and reduce the cost
of control hardware, balancing the control accuracy and stability of the motor.

2. Detection Method of Magnetic Poles Position

When the Hall sensors are used for measuring the magnetic pole position of rotating
motors, they are usually installed at the teeth or slots at the axial end of the stator to detect
changes in the permanent magnet magnetic field on the mover or auxiliary extended mover.
By demodulating the magnetic field value, the motor mover position and speed information
are obtained. Due to the unique structure of permanent magnet linear synchronous motors,
there are more ways to install Hall sensors. The more convenient method is to install the
Hall sensor above the permanent magnet of the mover, which has a certain constraint
relationship with the motor stator to ensure the accuracy of later control, simultaneously
avoiding the impact of the magnetic field generated by the stator on the Hall detection
permanent magnet. The installation position diagram of the linear Hall sensor is shown in
Figure 1.

SN

Permanent magnet

N S N S N S

Back iron

Hall sensor array

Primary iron
Winding

 
Figure 1. Schematic diagram of the installation position of linear Hall sensor.

The performance parameters of linear Hall sensors themselves have a significant
impact on the accuracy of magnetic pole position detection signals. This paper selects
the MLX90242 series linear Hall sensor produced by Melexis company. Figure 2 is the
schematic diagram of the exterior of the Hall sensor. The sensor has three interfaces, namely
the power supply input terminal, grounding terminal, and output voltage terminal. The
prescription-shaped block in the center of the sensor is the effective monitoring area (Hall
sensing chip). Figure 3 shows the schematic diagram of the detection output waveform
of the corresponding magnetic pole of the linear Hall sensor during normal operation.
When the surface of the Hall sensor faces the S pole of the permanent magnet, the output
voltage shows an upward trend, while the output voltage shows a downward trend at the
N pole. The position of the Hall sensing chip relative to the overall component has clear
dimensional parameters, which should be taken into account during actual installation to
achieve the most accurate installation accuracy possible. This Hall sensor has a small overall
size, high sensitivity, small temperature drift, wide allowable temperature range, and a
wide detectable magnetic field range. As shown in Figure 4, it contains an error correction
circuit inside, which can roughly eliminate the analog compensation error caused by Hall
effect devices. The partial magnetic specifications of the sensor are shown in Table 1.

Figure 2. Outline diagram of MLX90242 series sensor.
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Figure 3. Detection waveform of MLX90242 series sensor.

Chopper

VDD

Output

Figure 4. Internal electrical schematic diagram.

Table 1. Magnetic parameters of linear Hall sensors.

Voltage Temperature Drift (mV) Sensitivity (mV/mT)

Minimum 33.2
Typical ±25 39

Maximum 44.9

We placed two linear Hall sensors orthogonal, and their detection waveforms are
shown in Figure 5. The two sine and cosine waveforms represent the output signals of two
linear Hall sensors with a phase difference of 90◦. The position angle can be obtained using
the arctangent function, and the expression is as follows:

{
uα = ksinθ
uβ = kcosθ

, (1)

⎧⎨
⎩

θ = arctan
(
uα/uβ

)
uα ≥ 0, uβ ≥ 0

θ = arctan
(
uα/uβ

)
+ π uβ < 0

θ = arctan
(
uα/uβ

)
+ 2π uα < 0, uβ ≥ 0,

(2)

Figure 5. Linear Hall sensor output waveform.

By using four linear Hall sensors and ensuring a phase difference of 90◦ between
adjacent Hall sensors, the signal can be amplified using two-signal differential processing,
and the problem of zero offset caused by inaccurate sensor installation position can be
effectively avoided.
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The calculation formula for the output voltage of a linear Hall sensor is:

UH = KH IBcosα, (3)

where KH is the sensitivity coefficient, I is the input current of the Hall element, B is the
magnetic flux density, and α is the electrical angle between the horizontal position of the
sensor and the peak of the vertical magnetic field. When the selected sensor operates at
25 ◦C, KH I = 39 (mV/mT).

2.1. Installation Position of Linear Hall Relative Motor in Horizontal Direction

The installation position of Hall is mainly related to the position of the magnetic
electromotive force axis of the three-phase winding [17]. A PMLSM with 15 slots and
20 poles was selected as the research object. This type of motor is composed of five unit
motors (Z0/P0 = 3/2, Z0 is the number of slots in the unit motor and P0 is the number of
pole pairs in the unit motor), with a motor pole distance of 12 mm, slot width of 10 mm,
and tooth width of 6 mm.

Considering the placement of the external linear Hall sensor of the motor based on
the condition that the d axis coincides with the magnetic electromotive force FA axis, the
installation layout strategy of the two orthogonal linear Hall sensors relative to the motor
in the horizontal direction is shown in Figure 6.

 

Figure 6. Installation diagram of linear Hall in the horizontal direction.

When the mover moves horizontally to the right, if the Hall sensor is installed on the
left side of the motor stator, the first linear Hall sensor H1 should be placed at a horizontal
distance of 22 + 24n (mm) from the end of the motor stator (where n is a positive integer) in
order to ensure that the voltage signal output by the first linear Hall sensor is the same as
the waveform of the opposite electromotive force of phase A and to achieve zero crossing
control of the opposite electromotive force of phase A using the first linear Hall sensor.
Similarly, when the Hall sensor is placed on the right side of the motor stator, the first linear
Hall sensor H1 should be placed at a horizontal distance of 2 + 24n (mm) from the end of
the motor stator.

2.2. Installation Position of Linear Hall Relative Motor in Vertical Direction

The installation position of the linear Hall in the vertical direction can be determined
by Equation (3), which is mainly related to the magnetic field strength at the permanent
magnet of the motor. The voltage output of the linear Hall is linearly proportional to the
magnetic field strength of the permanent magnet at its installation height. This paper uses
Ansoft Maxwell magnetic field simulation software to quantitatively analyze the magnetic
field strength of the magnetic pole at vertical height. The permanent magnet adopts
neodymium iron boron with brand N35. The size specification of a single permanent
magnet is 20 × 12 × 2 mm. It magnetizes according to the thickness direction of the
magnet, and the magnetization directions of adjacent magnets are opposite. The back iron
is composed of ferrite material with suitable magnetic conductivity, ensuring the complete
closure of the entire magnetic circuit. The thickness of the back iron is 2 mm. The 2D model
is shown in Figure 7.
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Figure 7. Two-dimensional model diagram of PMLSM.

The simulation distribution of the magnetic field lines in Figure 8 was obtained through
a software solution. The magnetic field lines in Region I of Figure 8 are distorted due to the
proximity to the end of the motor stator, which is affected by the silicon steel sheet. Region
II is located in the middle section of the overall stroke, and the distribution of magnetic
field lines is relatively consistent, with rules to follow. Region III undergoes significant
distortion of the magnetic field lines due to its proximity to the end of the mover.

Figure 8. Two-dimensional magnetic field lines of PMLSM.

We took a pair of adjacent magnetic poles in Region II of Figure 8 and set a 23 mm
length inspection path on the vertical line to observe the distribution of vertical magnetic
flux density on this path. Figure 9 shows the magnetic flux density variation curves and
local enlarged images of two permanent magnets with different polarities on their respective
perpendicular lines. Considering the hardware circuit configuration, the maximum vertical
magnetic flux density that the Hall sensor can detect is 21.15 mT. As shown in the partially
enlarged image in Figure 9, the vertical heights of two permanent magnets with different
magnetic properties from the surface of the permanent magnet when reaching the specified
magnetic flux density are 12.19 mm and 11.97 mm, respectively. The difference between
the two is 0.22 mm. Finally, the vertical height installation position of the linear Hall sensor
is selected as 12 mm.
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Figure 9. Distribution and local amplification of magnetic flux density at a vertical height of the
magnetic pole.

3. Mathematical Model for Estimating Magnetic Pole Position

The position and speed information of the mover are obtained through Hall sensors,
and the position detection error is obtained based on the back electromotive force of the
motor. The error is promptly compensated to the negative feedback input of the closed-loop
control, and real-time correction is carried out on the motor operating speed and magnetic
pole position angle, thereby reducing the estimation error of speed and position. Figure 10
is the system structure diagram of the vector tracking position observer.
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Figure 10. Observer system structure block diagram.

The voltage equation of the PMLSM can be represented by the following formula:[
u∗

α

u∗
β

]
−
[

Rs + pLs
0

0
Rs + pLs

][
iα
iβ

]
= ω̂rψ f

[−sinθ̂r
cosθ̂r

]
, (4)

where u∗
α, u∗

β, iα, iβ, Êα, and Êβ are the observed values of stator voltage, current, and back
electromotive force in the orthogonal α − β stationary coordinate system, respectively.

The angular velocity of the motor magnetic pole output by the observer is:

ω̂r = ωHall + ωHall-corr, (5)

where ωHall is the motor speed obtained by solving the linear Hall signal through arctangent
operation, which serves as the feedforward input of the observer, and ωHall-corr is the speed
error correction value obtained by using the back electromotive force.

In Figure 10, ê and e∗ are the back electromotive force values that are subjected to unit
processing. The phase angles of the two are the same, but there may be some errors in
the estimation results in actual situations. Therefore, the position estimation error can be
obtained by detecting ê and e∗:

‖e∗ × ê‖ =

∥∥∥∥
[−sinθ∗r

cosθ∗r

]
×
[−sinθ̂r

cosθ̂r

]∥∥∥∥ = sin
(
θ̂r − θ∗r

)
, (6)

Generally, the difference between the two phase angles is very small, which can be
further simplified as the magnetic pole position error:

sin(θ̂r − θ∗r ) = θ̂r − θ∗r , (7)

Placing the above observer into the entire motor vector closed-loop control system
results in a control block diagram, as shown in Figure 11.

Figure 11. Control block diagram of position observer based on the linear Hall.
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4. Simulation and Comparison of Magnetic Pole Position Estimation

We built a corresponding simulation model in Matlab/Simulink using the linear Hall-
based PMLSM vector control system discussed above. A displacement length of 222 mm
was selected as the operating stroke of the motor and reached the end of the motor at 222
mm to ensure full stroke operation.

Figure 12 shows the estimation error of the magnetic pole position and angle calculated
using the linear Hall detection waveform. Figure 13 shows the estimation error diagram
of the motor pole position and angle obtained from the simulation model constructed by
the observer detection model. Comparing the two, it can be concluded that the actual and
estimated positions of the magnetic poles have suitable consistency in the first half of motor
operation. The overall angle estimation error of the observer model is smaller than that of
the Hall detection model. During the last two magnetic pole cycles of the stroke, the angle
estimation error only fluctuates within a small range, and the maximum angle estimation
error does not exceed 0.125 rad, which is only 20% of the maximum angle estimation error
of the Hall detection model in the same region.
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Figure 12. Hall detection model estimation angle and angle estimation error.
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Figure 13. Observer model estimation angle and angle estimation error.

After simulation analysis and comparison of the two detection models, it was found
that the observer pole position detection model based on the linear Hall has stronger
adaptability to variable speeds and smaller position estimation error.

216



Actuators 2023, 12, 269

5. Experimental Verification of Magnetic Pole Position Estimation

This experimental platform uses Microchip’s dsPIC33EP series main chip and inverter
circuit to achieve motor control using a 15-slot, 20-pole, single-sided flat PMLSM with the
same model as the simulation. We designed a three-degrees-of-freedom Hall adjustment
device to meet the movement of a linear Hall in three installation directions and assist
in using laser displacement sensors to detect the relative movement distance of the Hall
installation position. The experimental setup is shown in Figure 14.

Stator

Mover

Hall sensor

 Laser displacement 
sensor

Motor drive

Laser controller

Figure 14. Experimental device platform.

Figure 15 shows the waveform signal measured at a vertical installation height of
12.8 mm in the motor Region II of the Hall circuit board. It can also be seen from the
Lissajous figure that the orthogonality of the waveform is suitable. The experimental verifi-
cation shows that the detection height value is in suitable agreement with the simulation
height value. Figures 16–19 show the variation curves of motor speed and displacement in
the Hall detection model and Hall-based position observer model observed in the MPLAB
IDE simulation software under trapezoidal variable speed mode.
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(a) (b) 

Figure 15. The best installation position of HALL circuit board oscilloscope waveform and Lissajous
graph. (a) Board oscilloscope waveform; (b) Lissajous graph.

From Figures 16 and 17, it can be observed that within the first 200 mm of the motor
stroke, the maximum error in speed estimation remains within 0.04 m/s. Due to magnetic
field distortion at the end of the stroke, the actual speed of the motor is always too high,
and the maximum error in speed estimation is 0.043 m/s. At the end of the stroke, the
actual displacement of the motor is slightly greater than the estimated displacement, and
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the actual displacement of the motor exceeds the theoretical displacement by 3.18 mm.
At the end of the stroke, the maximum value of the overall displacement error can reach
5.04 mm.
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Figure 16. Motor speed and error variation curve of the Hall detection model.
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Figure 17. Motor displacement and error variation curve of the Hall detection model.

From Figure 18, it can be observed that the estimated speed of the observer and the
actual speed of the motor always follow well throughout the entire motor operation process.
Compared to the Hall detection model mentioned above, the speed fluctuation is smaller
and smoother. Even at the end of the stroke, the speed estimation error does not exceed
0.02 m/s, and the maximum overall speed estimation error is 0.019 m/s, which is only 42%
of the maximum speed estimation error of the Hall detection model mentioned above.

From the motor displacement diagram shown in Figure 19, it can also be seen that the
observer estimated displacement follows the actual motor displacement well as a whole.
At the end of the stroke, the actual displacement of the motor is slightly greater than the
estimated displacement, and the actual displacement of the motor exceeds the theoretical
displacement by 1.90 mm. The displacement error reaches a maximum value of 2.33 mm at
the end of the stroke, which reduces the maximum displacement estimation error by more
than half compared to the Hall detection model mentioned above.
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Figure 18. Motor speed and error variation curve based on linear Hall observer detection model.
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Figure 19. Motor displacement and error variation curve based on linear Hall observer detection model.

Comparing the experimental conclusion with the simulation results, it can also be seen
that the results of the two conform to the consistency of the variation pattern. Through
experimental comparison of two detection models, it can be found that the observer
detection model that compensates and corrects the linear Hall detection signal has superior
performance in both motor speed tracking and displacement detection.

6. Conclusions

This paper comprehensively considers factors such as control cost, position detection
accuracy, and engineering application. Firstly, the linear Hall sensor and its internal mag-
netic characteristics are determined. The theoretical installation layout design of a relative
15-slot, 20-pole PMLSM in sine wave vector control is studied. The specific installation
position parameters of the linear Hall are determined by building the corresponding motor
model in Ansoft Maxwell.

To solve the problem of increased detection position estimation error caused by mag-
netic field distortion at the end pole of the motor mover during full stroke operation of
PMLSM, a vector tracking position observer method based on the linear Hall is proposed
to improve the motor pole position estimation ability.

Two types of magnetic pole position detection models were built in Matlab/Simulink
and verified through experiments with the same parameters. The estimation performance
of the two models for motor magnetic pole position angle, motor speed, and displacement

219



Actuators 2023, 12, 269

in trapezoidal variable speed mode was discussed. After comparison, it was found that
the observer magnetic pole position detection model based on the linear Hall has stronger
adaptability to variable speed and smaller position estimation error.
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Abstract: Liquid sloshing in the tank can seriously affect the stability of hazardous chemical tanker
trucks during operation. To this end, this paper proposes a solution based on an electromagnetic semi-
active suspension system to prevent chemical spills and ensure safe driving of hazardous chemical
tank vehicles. A comprehensive investigation was conducted across four domains: theoretical
research, simulation model establishment, co-simulation platform construction, and simulation data
analysis. Three fuzzy controllers were used to suppress the vibration of the tank vehicles, and
a simulation study of the stability control of the tank vehicles under electromagnetic semi-active
suspension was carried out. The results show that the electromagnetic semi-active suspension can
significantly reduce the vertical, pitch, and roll vibrations of the tank vehicles by 17.60%, 25.78%, and
27.86%, respectively. The research results of this paper are of great significance for improving the
safety and stability of hazardous chemical tanker trucks.

Keywords: tanker truck; electromagnetic semi-active suspension; tank oscillation; control strategy;
co-simulation

1. Introduction

Road transportation using tank vehicles, distinguished by its large loading capacity
and low transportation cost, serves as the main mode of transporting hazardous liquid
chemicals in China [1]. The tanker truck is a heavy-duty transportation vehicle with a
specialized tank structure, with high bearing capacity, high center of gravity, and large
volume. Under non-full load conditions and in complex operational scenarios, the tanker
truck’s internal liquid is susceptible to significant oscillations, interacting intensively with
the tank body. This interaction can alter the vehicle’s center of gravity, precipitating a
drastic shift in the axle load, posing risks of tilting or even rolling over. These dynamics
seriously undermine the operational safety and stability of the vehicle.

In order to reduce the occurrence of rollover accidents, many measures have been
proposed to improve the lateral stability of tank vehicles. Yim et al. [2–5] controlled the
active lateral stabilizer bar based on different control algorithms, using lateral load transfer
rate as the control objective to reduce vehicle oscillation. Xu et al. [6,7] established an active
steering-based anti-rollover control system for vehicles, which can effectively reduce the
vehicle’s roll angle according to experimental results. Hu et al. [8–11] used the lateral-
sway-angle speed as the control variable, and determined the additional lateral sway
moment using different control calculation methods. They employed differential braking
to apply the lateral sway moment, thereby controlling the vehicle’s stability. Through
simulation experiments, they confirmed that such a method effectively suppresses the
vehicle’s oscillation influence. However, the methods mentioned above have not effectively
solved the contradiction between vehicle comfort and handling stability. Lateral stabilizer
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bars cannot adjust the roll-angle stiffness in real time, which may cause excessive vehicle
roll during high-speed turning. Using differential braking and active steering not only
introduces safety hazards during high-speed driving, but also contributes to driver fatigue
and insecurity, negatively impacting the driving experience.

To address these issues, this paper proposes the use of controllable suspension technol-
ogy to improve the driving stability of liquid tankers. The proposed controllable suspension
can directly control the body sway of the liquid tanker, adjust the body posture in real time,
and diminish the tank sway, all without compromising the driver’s experience. The propo-
sition considers both the comfort and handling stability of the vehicle. Among controllable
suspensions, the semi-active suspension has the advantages of low energy consumption,
low cost, and similar control effect compared with the active suspension. Moreover, the
electromagnetic semi-active suspension, which adopts the electromagnetic principle to
change the damping characteristics of the damper, has a faster response speed and higher
reliability. The electromagnetic semi-active suspension is composed of a sensor, an actuator,
a controller, and a power supply. The sensors are designed to detect body posture and
road information. The actuators, composed of electromagnetic actuators and dampers,
along with the controller, are tasked with calculating the damping of the electromagnetic
semi-active suspension. The controller sends control signals to the actuators, ensuring
semi-active control of the suspension. When the electromagnetic linear actuator is inactive,
the damper leverages hydraulic oil from the working cylinder and damping springs to
achieve damping. Conversely, when the electromagnetic linear actuator is operational, the
controller modifies the device’s electromagnetic impedance by altering the circuit equiva-
lent resistance. This flexible adjustment of the suspension damping creates a controlled
damping force, enabling semi-active control of the vehicle. By adopting electromagnetic
semi-active suspension technology, the liquid tanker can attain enhanced driving stability
and an enriched driving experience for the driver, while ensuring the comfort and handling
stability of the vehicle. Such an advancement contributes significantly to reducing the
risk associated with dangerous chemical transport accidents, thereby improving overall
road safety.

2. Working Characteristics of Electromagnetic Semi-Active Suspension

2.1. Structural Principle of Electromagnetic Semi-Active Suspension

The suspension system is a key component of the vehicle and an important device
to ensure the smooth running and stable handling of the vehicle. Passive suspension
refers to the suspension whose stiffness and damping coefficient do not change with the
external state. Semi-active suspension is a controllable suspension system that can adjust
damping parameters to improve vehicle ride comfort and stability. Compared with semi-
active suspension, passive suspension has the advantages of a simple structure and low
cost. However, there is no energy supply device in the passive suspension system, and
its stiffness and damping cannot be artificially controlled and adjusted during the driving
process, so it is difficult for the passive suspension to take into account the requirements of
vehicle driving, comfort, and handling stability, and it is increasingly unable to meet the
high performance and high-energy efficiency needs of the rapid development of vehicle
technology. Therefore, electromagnetic semi-active suspension technology has gradually
become a research hotspot.

As shown in Figure 1a, the electromagnetic semi-active suspension device is mainly
composed of an outer magnetic yoke, a permanent magnet, a moving coil, and an inner
core. The shock absorber piston rod is used as the inner yoke of the electromagnetic
semi-active suspension, wherein the coil skeleton is fixed to the piston rod. When the
suspension vibration and shock absorber piston reciprocate, the shock absorber will follow
the synchronous movement of the coil, and cut off the magnetic induction line to generate
an induction current. The generated induction current can be used to supply the semi-active
control of the device, but also can be stored for other electrical equipment’s energy supply.

222



Actuators 2023, 12, 333

Figure 1. Structure (a) and schematic diagram (b) of electromagnetic semi-active suspension.

The electromagnetic semi-active suspension used in this paper is based on a cylindrical
damper structure, with the addition of an electromagnetic linear actuator. The electromag-
netic linear actuator is embedded in the suspension damper, as shown in Figure 1a [12].
The permanent magnet of the electromagnetic actuator adopts the Halbach array struc-
ture [13,14], which can effectively improve the electromagnetic characteristics of the device,
as shown in Figure 1b. The left side of the Halbeck array is the area where the field is
enhanced, which is also the area where the coil is active, which can generate a greater
induced current, and on the right side is the area where the field is weakened.

The electromagnetic semi-active suspension retains the traditional suspension’s piston
hydraulic cylinder, which can passively absorb shock through the hydraulic cylinder. In
addition, an added electromagnetic linear actuator can also provide semi-active control
of the vehicle body. During semi-active control, the vehicle control module executes a
preset suspension control strategy based on the vehicle’s posture as detected by sensors.
By controlling a supercapacitor to provide a corresponding current to the electromagnetic
linear actuator, the electromagnetic damping force of the actuator is adjusted to improve
the vehicle’s posture and enhance driving stability.

Therefore, the electromagnetic damping force can be expressed by the thrust coefficient
and the back electromotive force coefficient of the electromagnetic actuator. In electro-
magnetic semi-active suspension, the thrust coefficient of the electromagnetic actuator
is denoted as ki = BiLi; the back electromotive force coefficient of the electromagnetic
actuator is denoted as kδ = BδLδ. Therefore, the electromagnetic damping force can be
expressed as follows:

Fa =
kikδ

R + r
va (1)

Let the damping of the electromagnetic actuator be denoted as Ca = kikδ
R+r . Then,

the electromagnetic damping force of the electromagnetic semi-active suspension can be
written as:

Fa = Ca·va (2)

2.2. Control Strategy for Electromagnetic Semi-Active Suspension

For a more refined analysis of the driving dynamics of a tanker truck, the vehicle
is abstracted into a seven degree of freedom model, as depicted in Figure 2. This model
thoroughly considers the vibration characteristics of the tanker truck body in vertical, pitch,
and roll directions. It also takes into account the vertical vibration characteristics of the
four electromagnetic semi-active suspensions bridging the vehicle body. To mitigate body
vibrations in the vertical, pitch, and lateral tilt directions, this paper employs a fuzzy control
method [15,16] for adjusting the damping of the electromagnetic semi-active suspension.
Characterized by its adaptability and robustness, fuzzy control effectively addresses the
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challenges posed by the electromagnetic semi-active suspension in maintaining liquid
tanker stability.

Figure 2. Seven degree of freedom vehicle model.

According to Newton’s second law, the dynamic equation of the mass on the vehicle
spring is as follows:⎧⎪⎨

⎪⎩
ms

..
zc + Fs1 + Fs2 + Fs3 + Fs4 + Ft1 + Ft2 + Ft3 + Ft4 − Uz = 0

Jφ

..
φ − (Fs1 + Fs2 + Ft1 + Ft2)b + (Fs3 + Fs4 + Ft3 + Ft4)(L − b)− Mφ = 0

Jθ

..
θ − (Fs1 + Fs3 + Ft1 + Ft3)(B − a) + (Fs2 + Fs4 + Ft3 + Ft4)a − Mθ = 0

(3)

The dynamic equations for the four suspensions are as follows:

mi
..
zi − Fs1 − Ft1 + Kti(zi − qi) + ui = 0 (4)

where ms and (i = 1, 2, 3, 4) represent the sprung mass of the vehicle and the unsprung
mass of the four wheels, respectively; zc represents the vertical displacement of the vehicle
body; φ and θ represent the pitch and roll angles, respectively; Jφ and Jθ represent the roll
and pitch moments of inertia of the vehicle, respectively; Fsi(i = 1, 2, 3, 4), Fti(i = 1, 2, 3, 4)
and Kti(i = 1, 2, 3, 4) represent the passive damping force, spring force, and tire stiffness
coefficient of each suspension, respectively; zi(i = 1, 2, 3, 4) represents the displacement
of each suspension mass; qi(i = 1, 2, 3, 4) represents the road roughness excitation; Uz
represents the vibration control force in the vertical direction; Mθ and Mϕ represent the
roll and pitch vibration moments of the vehicle body, respectively; B and L represent the
wheelbase and track width of the tanker truck, respectively; b represents the distance from
the center of mass of the tanker truck to the front axle; a represents the distance from the
center of mass of the tanker truck to the wheels; ui(i = 1, 2, 3, 4) represents the control force
of each electromagnetic semi-active suspension.

Given the interference between the control forces of the four suspensions on the
vehicle body during actual driving, and the intertwined control objectives during the
control process, direct adjustments to the control forces of the four suspensions may not
yield significant control effects. Therefore, this paper first designs three fuzzy controllers
to suppress the vibration of the liquid tanker truck body in the vertical, pitch, and roll
directions, respectively. Subsequently, the requisite control forces and moments of the fuzzy
controllers are equivalently calculated and allocated as the damping forces for the four
electromagnetic semi-active suspensions. Finally, these suspensions feed the corresponding
damping forces into the vehicle model, enabling comprehensive control of the vehicle’s
motion. The principle of this control strategy is shown in Figure 3.
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Figure 3. Schematic diagram of the control strategy principle.

The damping forces of the four suspensions can be calculated using the following
moment-allocation formula:⎧⎨

⎩
Uz = u1 + u2 + u3 + u4
Mφ = −(u1 + u2)b + (u3 + u4)(L − b)
Mθ = (u2 + u4)a − (u1 + u3)(B − a)

(5)

3. Construction of the Vehicle Model for the Hazardous Chemical Liquid Tanker Truck

This paper studies the driving stability of the liquid tanker truck under different road
conditions. For the precise simulation of complex road conditions, we utilized the TruckSim
heavy vehicle simulation software and established a pendulum equivalent model of the
tank body using Simulink to account for the effect of liquid sloshing. This integrative
modeling approach enhances the accuracy of the simulation, yielding more realistic and
dependable results, thereby better fulfilling the research requirements.

3.1. Analysis of Liquid Sloshing in the Tank Body

This paper aims to study the characteristics of liquid sloshing in the liquid tanker
truck during driving, where the filling ratio is an important factor affecting the liquid
sloshing. A tank with a filling ratio of 60% was selected for the study, as it demonstrates the
dynamics of liquid sloshing and is a more common configuration in actual transportation.
The tank body of the liquid tanker truck was modeled in Fluent and features an elliptical
cross-section, with a major axis of 1 m, a minor axis of 0.8 m, and a length of 6 m. The liquid
sloshing under the same longitudinal excitation with different filling ratios was simulated.
The tank body with a filling ratio of 60% was selected to simulate the lateral excitation of
the liquid tanker truck during turning, and the simulation time was 5 s. The longitudinal
sloshing force and moment of the tank body over time were obtained, and the simulation
results are shown in Figure 4.

This paper uses an equivalent pendulum model [17,18] to simulate the liquid sloshing
inside the tank. The schematic diagram of the equivalent pendulum model is shown in
Figure 5.

The dynamic equation is:

..
γ +

cl
mp

.
γ +

g
lp

γ =
ap

lp
(6)

The lateral sloshing force of the liquid:

Fy = mplp
..
γ − mlap (7)

The lateral tilting moment of liquid sloshing on the center of the tank bottom is:

My = −hpmplp
..
γ + mlhlap + mplpgγ (8)
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In the liquid-equivalent pendulum model diagram shown in Figure 5, m0 is the fixed
mass of the liquid, in kg; mp is the mass of the equivalent pendulum of the liquid, in kg; h0
is the height from the center of mass of the liquid’s fixed mass to the tank bottom, in m; hp
is the height from the center of mass of the pendulum to the tank bottom, in m; cl is the
equivalent damping of the liquid; γ is the swing angle of the equivalent pendulum; lp is
the length of the equivalent pendulum, in m; ap is the lateral acceleration of the tank body.

Figure 4. Longitudinal sloshing force and moment of the tank body.

Figure 5. Schematic diagram of the equivalent pendulum model.

3.2. Construction of a Complete Vehicle Mode for the Liquid Tanker Truck Based on TruckSim

In order to visually obtain a dynamic simulation of the vehicle, this paper uses Truck-
Sim to establish a complete vehicle model. Based on the parameters of a selected liquid
tanker truck model, the models for the vehicle body, suspension system, tires, steering
system, powertrain system, braking system, and aerodynamics are set in TruckSim. The
main parameters of the complete vehicle model are shown in Table 1.
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Table 1. Main parameters of the complete vehicle model.

Vehicle Parameters Symbol Configuration

Overall length/width/height/mm L/W/H 5200/2550/3200
Height of center of mass/mm h 1175

Distance from center of mass to front axle/mm lf 1450
Wheelbase/mm A 4950

Overall vehicle mass/kg ms 4460
Inertia around y-axis/kg*m2 Iy 35,467.7
Inertia around x-axis/kg*m2 Ix 2185.4
Inertia around z-axis/kg*m2 Iz 34,966.4

3.3. Establishment of Simulink Suspension Control Model

Based on the analysis of the forced sloshing of the liquid inside the tank in Section 2.1,
MATLAB was employed to identify the parameters of the pitch sloshing force and lateral-
tilting moment curves of the tank body, and to derive the parameters of the equivalent
pendulum model. Following this, the tank-equivalent pendulum model was established in
Simulink. The lateral sloshing force and lateral tilting moment of the liquid on the tank
bottom, obtained from the Fluent numerical simulation, were compared with those derived
from the tank-equivalent pendulum model in Simulink, as shown in Figure 6.

Figure 6. Comparison between the equivalent pendulum model and the Fluent numerical model for
the longitudinal sloshing force (a) and the longitudinal sloshing moment (b).

From Figure 6, it can be seen that the simulation results of the liquid sloshing pendu-
lum model built by Simulink software fit well with those of the Fluent numerical model,
which verifies the reliability and accuracy of the established Simulink liquid-equivalent
pendulum model, laying a basis for the establishment of the next step: a joint model of the
liquid tanker truck.

Based on the designed suspension control strategy, the suspension control module
was established in Simulink, as shown in Figure 7.
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Figure 7. Suspension control module.

3.4. Construction of the TruckSim–Simulink Co-Simulation Platform

TruckSim can be connected to Simulink models through a data interface, and the
established TruckSim complete vehicle model can be connected to the Simulink suspen-
sion control module and tank-equivalent pendulum model through the input and output
variables. The variables output from TruckSim to Simulink include the vertical vibration
speed of the vehicle body

.
zc, the vertical vibration acceleration of the vehicle body

..
zc, the

pitch angle of the vehicle body φ, the pitch angle velocity of the vehicle body
.
φ, the pitch

angle acceleration of the vehicle body
..
φ, the roll angle of the vehicle body θ, the roll angle

velocity of the vehicle body
.
θ, the roll angle acceleration of the vehicle body

..
θ, and the

lateral acceleration ay. The variables input from Simulink to TruckSim include the damping
force of the four electromagnetic semi-active suspensions ui, the pitch sloshing force Fy,
and the sloshing moment My of the tank-equivalent pendulum model. The established
co-simulation platform of the liquid tanker truck using TruckSim–Simulink is shown in
Figure 8.

Figure 8. TruckSim–Simulink co-simulation model.

228



Actuators 2023, 12, 333

3.5. Validation of the Complete Vehicle Model

To verify whether the TruckSim–Simulink co-simulation model established in this
paper can accurately portray the vehicle’s dynamic characteristics, we opted for a step
input test as a means of model validation. In compliance with the regulations of the GB/T
12534 Road Vehicle Test Method General Rules, we conducted a step input test for the
steering wheel angle. The vehicle speed was set at 60 km/h, the steering wheel angle was
adjusted to 180◦, the road adhesion coefficient was set at 0.8, and the duration was fixed
at 10 s. The resulting steering-wheel-angle step input curve is illustrated in Figure 9. For
ease of analysis, a seven degree of freedom vehicle model was established in Simulink as a
reference model for conducting the same steering-wheel-angle step input simulation test.
The roll angle and yaw angle of the liquid tanker truck obtained from the co-simulation
model were compared with those of the reference model, as shown in Figure 10.

Figure 9. The steering wheel angle under step input.

Figure 10. Roll angle (a) and yaw angle velocity (b) of the vehicle body.

As inferred from Figure 10, although there exists some discrepancy between the
Simulink reference model and the co-simulation model, and their respective peak values
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differ, the overall trends of their parameter curves are essentially consistent. Moreover, the
steady-state value error between the two models remains less than 5%. This indicates that
the established co-simulation model of the liquid tanker truck can accurately simulate the
basic motion characteristics of the liquid tanker truck.

4. Stability Control Simulation of the Hazardous Materials Tank Truck

To verify the feasibility of using electromagnetic semi-active suspension to control
the stability of the liquid tanker truck, this paper implements the double lane change test
condition. The input steering wheel angle is shown in Figure 11, where the vehicle speed
is set to 60 km/h, and the road adhesion coefficient is 0.85. The simulation results of
the vertical vibration acceleration, pitch angle acceleration, and roll angle acceleration of
the liquid tanker truck body are comparatively analyzed between the passive suspension
system and the electromagnetic semi-active suspension control system.

Figure 11. Steering wheel angle.

The curves of the vertical vibration acceleration and pitch angle acceleration of the
liquid tanker truck body are shown in Figures 12 and 13. They show that the vertical
vibration and pitch of the body change sharply from 0 to 4 s, indicating that the startup
acceleration condition of the liquid tanker truck has a significant effect on the vertical
vibration and pitch of the body. Figure 14 shows that the startup acceleration of the liquid
tanker truck has little effect on the roll angle, but the roll angle of the body starts to change
sharply when the liquid tanker truck changes lanes at 3 s. By comparing the root-mean-
square values in Table 2, it can be concluded that the liquid tanker truck controlled by the
electromagnetic semi-active suspension has significantly improved vibration performance
in the vertical, pitch, and roll directions of the vehicle body. The roll angle exhibited
a remarkable performance improvement of 27.86%, highlighting the significant impact
of the electromagnetic energy-fed suspension in suppressing the roll angle of the liquid
tanker truck.

230



Actuators 2023, 12, 333

Figure 12. Vertical vibration acceleration of the vehicle body.

Figure 13. Pitch angle acceleration of the vehicle body.

Table 2. Comparison of root-mean-square values of control performance between the electromagnetic
semi-active suspension and the passive suspension for the entire vehicle.

Suspension Type
Vertical Vibration

Acceleration
Pitch Angle Acceleration Roll Angle Acceleration

Passive suspension 0.12732 0.29526 0.27277
Electromagnetic semi-active suspension 0.10491 0.21914 0.19678

Performance improvement 17.60% 25.78% 27.86%

The root-mean-square equation of vertical vibration acceleration is:

..
zc rms =

√
∑15

i=1

..
Zc i

2

i
(9)
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The root-mean-square equation of pitch angle acceleration is:

..
ϕ rms =

√
∑15

i=1
..
ϕ i

2

i
(10)

The root-mean-square equation of roll angle acceleration is:

..
θ rms =

√
∑15

i=1

..
θ i

2

i
(11)

Figure 14. Roll angle acceleration of the vehicle body.

5. Conclusions

This paper aims to solve the problem of liquid tank vehicles being prone to rollover
during transportation due to liquid sloshing in the tank. To this end, the proposed so-
lution is to use electromagnetic semi-active suspension to reduce vehicle body sway. By
analyzing the characteristics of liquid sloshing in the tank, a TruckSim vehicle model and
a single-pendulum equivalent model for simulating liquid sloshing are established. An
electromagnetic semi-active suspension control strategy is developed, and variables are
set to connect the two software models. A TruckSim–Simulink co-simulation model is
constructed with the goal of improving the stability of the liquid tanker truck. Moreover,
simulation studies of the electromagnetic semi-active suspension control technology are
conducted. The following conclusions are mainly obtained through the above research:

1. This paper proposes an innovative solution to improve the stability of liquid tank
vehicles by using electromagnetic semi-active suspension. The structure and work-
ing principle of the electromagnetic semi-active suspension are analyzed, and the
feasibility of the proposed solution is investigated.

2. This paper integrates and innovates existing simulation technologies and proposes
a TruckSim–Simulink co-simulation model. A vehicle model is established in Truck-
Sim, and a fuzzy control module for the electromagnetic semi-active suspension and
an equivalent model of the tank are established in Simulink. The two models are
connected through input and output variables to achieve co-simulation.

3. Steering-wheel-angle step input simulations are performed on both the TruckSim–
Simulink co-simulation model and the reference vehicle model established in Simulink.
Based on the simulation results, it is found that the error in the vehicle dynamics

232



Actuators 2023, 12, 333

characteristics expressed by the two models is less than 5%, proving the accuracy of
the co-simulation model.

4. By comparing the simulation results of the electromagnetic semi-active suspension
and the passive suspension for controlling the stability of the liquid tanker truck, it
is found that the electromagnetic semi-active suspension can effectively control the
vibration of the liquid tanker truck in the vertical, pitch, and roll directions, and the
performance improvement in roll angle reached 27.86%, significantly higher than other
control objectives, indicating that the electromagnetic semi-active suspension is more
effective in controlling the roll angle of the liquid tanker truck.

This paper provides new ideas and methods for the safety and stability control of
hazardous material liquid tank vehicles, which is of great theoretical and practical signif-
icance for ensuring road traffic safety and preventing hazardous material leaks. Future
research can further explore the control algorithm and system design of the electromagnetic
semi-active suspension to improve its control performance and reliability.

Author Contributions: Conceptualization, J.D. and Y.Q.; methodology, J.D. and Y.Q.; software,
formal analysis, and investigation, J.D., Y.Q., C.W. and J.Z. (Jianhui Zhu); resources, J.D., Y.Q. and
C.W.; data curation, J.D. and J.Z. (Jingxuan Zhu); writing—original draft preparation, J.D., Y.Q., J.Z.
(Jianhui Zhu) and J.Z. (Jingxuan Zhu); writing—review and editing, J.D. and Y.Q. All authors have
read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China (No.
51605183, 51975239), and the Natural Science Foundation of Jiangsu Province for Universities (Grant
No. 21KJB480005).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zhu, Z.; Li, S. Analysis of the operation status of atmospheric pressure tank trucks for road transportation of liquid dangerous
goods. Chem. Eng. Des. Commun. 2020, 46, 201+217.

2. Seongjin, Y.; Kwangki, J.; Kyongsu, Y. An investigation into vehicle rollover prevention by coordinated control of active anti-roll
bar and electronic stability program. Int. J. Control Autom. Syst. 2012, 10, 275–287.

3. Sampson, D.J.M. Active Roll Control of Articulated Heavy Vehicles; Cambridge University: Cambridge, UK, 2010.
4. Cronjé, P.; Els, P. Improving off road vehicle handling using an active anti-roll bar. J. Terramech. 2010, 47, 179–189. [CrossRef]
5. Li, Z. Dynamics Analysis and Rollover Prevention Control of Liquid Sloshing in Tanker Trucks; Chongqing Jiaotong University:

Chongqing, China, 2016.
6. Xu, Y. Research on rollover prevention control of vehicles based on active steering technology. Automot. Eng. 2005, 27, 518–521.
7. Yu, Z.; Li, J.; Cheng, X.; Dai, F.; Li, S. Optimal control simulation of stability for liquid tanker truck. Oil Gas Storage Transp. 2019,

38, 885–891+918.
8. Hu, X.; Zhao, Z. Stability control of semi-trailer tanker truck based on phase plane partition. J. Highw. Transp. Res. Dev. 2015, 32,

151–158.
9. Solmaz, S.; Akar, M.; Shorten, R. Adaptive rollover prevention for automotive vehicles with differential braking. IFAC Proc. Vol.

2008, 41, 4695–4700. [CrossRef]
10. Li, J.; Yu, Z.; Cheng, X.; Dai, F.; Li, S. Simulation of stability control for liquid tanker truck under vehicle-liquid coupling response.

Oil Gas Storage Transp. 2020, 39, 188–194+221.
11. Zhao, W.; Feng, R.; Zong, C. Rollover prevention control strategy for liquid tanker trucks based on equivalent sloshing model. J.

Jilin Univ. (Eng. Technol. Ed.) 2018, 48, 30–35.
12. Jin, H.; Dai, J.; Xia, J.; Wang, C.; Jiang, C.; Xue, C.; Yin, L.; Zhang, S.; Peng, S.; Shi, J.; et al. A New Type of Electromagnetic Linear

Energy-Feeding Semi-Active Suspension. CN214281185U, 2021.
13. Li, Z.; Wu, Q.; Liu, B.; Gong, Z. Optimal Design of Magneto-Force-Thermal Parameters for Electromagnetic Actuators with

Halbach Array. Actuators 2021, 9, 231. [CrossRef]
14. Liu, X.; Xiao, L.; Cui, H.; Huang, S. Torque analysis and optimization of Halbach axial permanent magnet coupling. Micromotors

2021, 54, 9. [CrossRef]

233



Actuators 2023, 12, 333

15. Li, S.; Zhang, P.; Yang, J. T-S fuzzy control research of active suspension system driven by hub motor for electric vehicle. J. Vib.
Shock 2022, 41, 9.

16. Dong, S.; Meng, J.; Song, C. Fuzzy control strategy research of valve-controlled semi-active damper. J. Lanzhou Jiaotong Univ. 2022,
41, 6.

17. Di, Y.; Chu, J. Comparative research on two equivalent mechanical models of liquid sloshing in tanks. Int. J. Eng. Syst. Model.
Simul. 2018, 10, 159–168.

18. Huang, Z.; Wu, W.; Zhou, F.; Gao, C.; Li, C. Dynamics modeling and rigid-liquid coupling characteristics research of tanker truck.
Mod. Manuf. Eng. 2020, 8, 20–26.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

234



Citation: Yu, P.; Sun, Z.; Xu, H.; Ren,

Y.; Tan, C. Design and Analysis of

Brake-by-Wire Unit Based on Direct

Drive Pump–Valve Cooperative.

Actuators 2023, 12, 360. https://

doi.org/10.3390/act12090360

Academic Editor: Ioan Ursu

Received: 26 July 2023

Revised: 8 September 2023

Accepted: 12 September 2023

Published: 14 September 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

actuators

Article

Design and Analysis of Brake-by-Wire Unit Based on Direct
Drive Pump–Valve Cooperative

Peng Yu 1,2, Zhaoyue Sun 2,*, Haoli Xu 2, Yunyun Ren 3 and Cao Tan 1,2,*

1 State Key Laboratory of Automotive Simulation and Control, Jilin University, Changchun 130022, China;
yupeng199910@163.com

2 School of Transportation and Vehicle Engineering, Shandong University of Technology, Zibo 255000, China;
utxuhl@yeah.net

3 Shuntai Automobile Co., Ltd., Zibo 255000, China; renyy123123@163.com
* Correspondence: chsunzy@outlook.com (Z.S.); njusttancao@yeah.net (C.T.);

Tel.: +86-13053308225 (Z.S.); +86-0533-2786837 (C.T.)

Abstract: Aiming at the requirements of distributed braking and advanced automatic driving, a
brake-by-wire unit based on a direct drive pump–valve cooperative is proposed. To realize the
wheel cylinder pressure regulation, the hydraulic pump is directly driven by the electromagnetic
linear actuator coordinates with the active valve. It has the advantages of rapid response and no
deterioration of wheel side space and unsprung mass. Firstly, by analyzing the working characteristics
and braking performance requirements of the braking unit, the key parameters of the system are
matched. Then, in order to ensure the accuracy of the simulation model, the co-simulation model
of the brake unit is established based on the Simulink-AMESim co-simulation platform. Then, the
influence law of key parameters on the control performance is analyzed. Finally, the experimental
platform of the brake unit is established. The accuracy of the co-simulation model and the feasibility
of the brake-by-wire unit based on direct drive pump–valve cooperative are verified through the
pressure control experiment and ABS simulation, which shows that the braking unit has good
dynamic response and steady-state tracking effect.

Keywords: electric vehicle; brake-by-wire; electro-hydraulic co-simulation; parameter matching;
characteristic analysis

1. Introduction

With the development of the vehicle chassis toward the direction of X-by-wire chassis
and slide chassis, the demand for distributed braking systems is becoming more and more
intense. At the same time, high-level automatic driving puts forward higher requirements
for the response speed and control accuracy of the drive-by-wire system [1–4].

The Electronic Hydraulic Brake (EHB) System has been widely favored due to its
advantages, such as rapid response, high power density, and brake structure compatibil-
ity [5–9]. In 2013, Bosch launched the I-Booster, a motor servo booster that is independent
of vacuum booster, which is a typical motor servo EHB system. TRW introduced a high-
pressure accumulator-based EHB system called the SCB, which has a brake master cylinder
consisting of front and rear chambers and parallel pistons. Since the pistons can be moved
fore and aft and the front part is connected to the front wheel, the pressure of the system
can be adjusted through the rear part of the pistons [10]. In 2010, Hitachi launched the
EHB system named e-ACT, which uses an electric motor to drive an actuator that pushes a
master cylinder piston, and the rotational force of the motor is converted into linear motion
by a ball screw [11]. In 2021, Continental launched a new generation of EHB system MKC2
based on MKC1, which uses a multi-logic framework with independent partitions, suc-
cessfully reducing the number of brake system components, and its modular and scalable
design provides ideas for future dynamic control of brake systems.
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At present, the EHB system is still the mainstream of the development of brake-by-
wire systems. In order to take into account the needs of the market and efficiency, it is of
great significance to explore a new brake-by-wire structure to improve the performance of
brake-by-wire and simplify the system structure [12–16]. Sun designed and developed an
integrated master cylinder and decoupling electro-hydraulic composite braking system and
proposed the hydraulic braking force distribution strategy [17]. Wu designed an integrated
EHB system. By controlling the solenoid valve and designing the working mode switching
control strategy, the working mode switching was realized to achieve high redundancy
and independent control of the four-wheel cylinders of the braking system [18]. EHB with
different characteristics has been proposed to promote the development of brake-by-wire
technology, but it is difficult to directly apply to distributed braking systems [19–23]. It is
necessary to design a distributed brake-by-wire unit to meet the needs of intelligent driving
and meet the requirements of new energy vehicles for precise control of braking force and
lightweight. Fu designed a new type of electromechanical brake with an automatic wear
adjustment function and adopted a worm gear mechanism for power transmission, which
has the advantage of low delay and small size [24]. Yu designed a distributed electro-
hydraulic brake-by-wire system, which uses a motion conversion mechanism to change
the motion of the rotating motor into linear motion and then drive the hydraulic wheel
cylinder [25]. Chang designed an EHB unit that uses a linear motor to drive the hydraulic
piston, amplifying the driving force of the motor through unequal-diameter hydraulic
pistons and wheel cylinder pistons [26]. The existing EHBs are often improved based on
proven hydraulic braking systems, which still retain complex hydraulic pipelines [27–30].
Distributed brake-by-wire systems often require the entire brake unit to be integrated
into the caliper, deteriorating wheel side space and unsprung mass. Therefore, this paper
designed a brake-by-wire unit based on direct drive pump-valve cooperative. The electro-
magnetic linear actuator (EMLA) is directly driven by the hydraulic pump and the active
valve coordination to achieve wheel cylinder pressure regulation.

The main contributions are summarized as follows: (1) A brake-by-wire unit based
on direct drive pump–valve cooperative is proposed, which has the advantages of rapid
response and no deterioration of wheel side space and unsprung mass; (2) Based on the
Simulink-AMESim co-simulation platform, a co-simulation model of the brake unit is
established and verified; (3) The characteristics of the key parameters are analyzed, and
the influence law of each parameter on the control performance is investigated. The rest
of this work is organized as follows. Parameter matching design of the key parameters is
carried out in Section 3. The dynamic model of the brake-by-wire unit based on direct drive
pump–valve cooperative is established in Section 4. The feasibility is verified by pressure
experiments and ABS simulations in Section 5. Finally, a conclusion is made in Section 6.

2. System Scheme and Principle

In response to the requirements of distributed braking and high-level automatic
driving, this paper designed a brake-by-wire unit based on a direct drive pump–valve
cooperative. The structural diagram is shown in Figure 1, which mainly includes an
EMLA, hydraulic pump, active valve group, brake wheel cylinder based on the existing
structure, and replenishment oil tank. The EMLA, hydraulic pump, active valve group,
and replenishment oil tank are integrated and installed on the vehicle frame. The oil pipe
is connected to the brake wheel cylinder based on the existing structure, which effectively
simplifies the brake pipe and realizes distributed braking without deteriorating the wheel
side space and unsprung mass. The EMLA directly drives the reciprocating motion of
the piston of the hydraulic pump, combined with the switch control of the active valve
group, to realize the rapid adjustment of the driving wheel cylinder pressure. The active
valve group is composed of two solenoid valves and the oil refill valve is a normally closed
valve, which controls the continuity of the oil circuit between the replenishment oil tank
and the direct drive pump, and the pressure maintaining valve is a normally open valve
that controls the oil circuit from the pump to the brake wheel cylinder. The diameter of the
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piston in the direct drive pump is smaller than the diameter of the wheel cylinder piston,
and the driving force of the actuator is amplified by the principle of unequal diameter
hydraulic amplification, thus obtaining sufficient braking force using a smaller actuator. As
the power source of the brake unit, the EMLA completes the conversion of electrical energy
to mechanical energy. The detailed working principle of using high-power density moving
coil electromagnetic linear actuators is shown in references [31,32].

 

(a) (b) 

Figure 1. The structure of brake-by-wire unit based on direct drive pump–valve cooperative: (a) The
schematic diagram; (b) The prototype.

The structure of brake-by-wire unit based on direct drive pump–valve cooperative is
shown in Figure 1. The typical working process is divided into adjusting pressure mode,
keeping pressure mode, and releasing pressure mode. In the releasing pressure mode, the
pressure maintaining valve is opened, and the oil refill valve is closed. Under the action of
brake wheel cylinder pressure and brake wheel cylinder return spring, the brake wheel
cylinder hydraulic flow back hydraulic pump, actuator, and hydraulic pump piston return
to the initial position. If the linear actuator does not return to the initial position due to
hydraulic oil leakage or other reasons, the pressure maintaining valve is closed, the oil
refill valve is opened, and the actuator drives the hydraulic pump piston back to the initial
position. In the adjusting pressure mode, the pressure maintaining valve is opened, and
the oil refill valve is closed. The EMLA drives the hydraulic piston, quickly discharging
hydraulic oil from the hydraulic pump head into the brake wheel cylinder, pushing the
brake wheel cylinder piston to eliminate brake clearance, and then quickly adjusting the
brake wheel cylinder pressure by controlling the output force of the linear actuator. In the
keeping pressure mode, the pressure maintaining valve and oil refill valve are closed, the
actuator does not work, and brake wheel cylinder pressure is maintained. The brake unit
relieves the working burden of the EMLA and reduces the working energy consumption
under the keeping pressure mode.

The advantages of the brake-by-wire unit based on direct drive pump–valve coopera-
tive include the following: (1) the realization of distributed braking while simplifying the
hydraulic line and not deteriorating the unsprung mass; (2) the use of the line actuator to
directly drive the piston, instead of choosing the form of motor and motion conversion
mechanism, to improve the system response speed; (3) the direct drive pump does not
work in the keeping pressure mode, effectively reducing the working energy consumption.
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3. Parameter Matching Design

The key components of a brake-by-wire unit based on direct drive pump–valve coop-
erative are the actuator, direct drive pump, and active valve, which have a great influence
on the braking performance. The following takes an X-by-wire chassis as an example to
match key parameters, and X-by-wire chassis parameters are shown in Table 1.

Table 1. X-by-wire chassis parameters.

Item Value Unit

Mass at full load 300 kg
Wheel radius 228 mm

Brake type Disc brake
Cross-sectional radius of the piston 19 mm

Effective radius of friction plate 110 mm
Friction coefficient of friction plate 0.38

To ensure that the electromagnetic force of the EMLA can be effectively amplified,
the area of the plunger in the pump should be small to ensure sufficient amplification.
However, if the plunger area is too small, it will result in too much pushrod travel and
increase its axial size. Considering the magnification and axial size, the plunger area S1 is
set to 28 mm2 so that the theoretical magnification ε is

ε =
S2

S1
(1)

where S2 is the cross-sectional area of the piston. The brake unit adopts a disc brake, and
the braking torque comes from the caliper clamping force; the caliper clamping force Fc is

2Fcrc1 f = fb1rb (2)

where rc1 is the effective radius of brake lining; f is the friction coefficient of brake lining;
fb1 is the maximum braking force of a single wheel, and rb is the wheel radius. The relation-
ship between the caliper clamping force and the maximum pressure of the brake wheel
cylinder is

Fc < PmaxS2 (3)

where Pmax is the maximum pressure of brake wheel cylinder, calculated as 4.5 MPa. The
maximum thrust of the actuator Fmax is

Fmax = PmaxS1 + Fp (4)

where Fp is the pre-tightening force of the wheel cylinder piston. During the working
process, electrical and electromechanical time constants are usually used to determine the
dynamic performance of EMLA. The specific expression is{

te =
L
R

tM = MR
K2

m

(5)

where Km is the electromagnetic force coefficient; M is the dynamic mass of the actuator; R
and L are the resistance and inductance of coils; te and tm are the electrical time constant
and the electromechanical time constant, respectively. The specific actuator parameters are
shown in Table 2.
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Table 2. Parameters of brake-by-wire unit based on direct drive pump–valve cooperative.

Components Item Value Unit

Hydraulic pump Plunger area 28 mm2

Length of pump chamber 16 mm

EMLA

Coil resistance 1.40 Ω
Coil inductance 0.91 mH

Back EMF constant 24.61 Vs/m
Electromagnetic force coefficient 24.61 N/A

Active valve
Valve core diameter 4 mm
Valve hole diameter 8 mm

Opening time 2 ms

When the brake-by-wire unit based on direct drive pump–valve cooperative works,
the two active valves connected with the pump chamber work alternately to cooperate with
the adjusting pressure, keeping pressure, and releasing pressure mode in time. Therefore,
the structural parameters of the active valve have an effect on the dynamic performance of
the brake-by-wire unit based on the direct drive pump–valve cooperative.

Under the control signal, the valve needs to continuously achieve the opening and
closing motion state in a short time, and the valve core stroke is short. Therefore, a ball
valve type valve core with a simple structure, less wear, and a good sealing effect is adopted.
Using an electromagnet as the core component of the active valve can shorten the opening
and closing time of the valve core and increase its opening and closing frequency. A detailed
analysis of the active valve can be found in reference [33]. The parameters of the selected
active valve are shown in Table 2.

4. System Modeling

4.1. Modeling of the EMLA

The EMLA used in the brake-by-wire unit based on direct drive pump–valve coopera-
tive is composed of the outer and inner yoke, the coil skeleton, the coil winding, and the
permanent magnet array. The EMLA is directly connected to the hydraulic plunger, subject
to friction, hydraulic resistance, etc. The coupling model of its mechanical, magnetic, and
electrical subsystems is as follows:⎧⎪⎨

⎪⎩
M d2x

dt2 = Fm − Ff − P1S1 − Fdis
Fm = NBele I = Km I
u = IR + dI

dt L + Kev
(6)

where N is the coil turns; Be is the magnetic field strength; le is the single turn coil length;
I is the coil current; x is the displacement of the actuator; Ff is the friction force affected
by the actuator movement; Fdis is the uncertainty error and interference; u is the supply
voltage; Ke is the back EMF constant, and v is the moving speed of the actuator. In order
to improve the accuracy of modeling, a simple and effective expression of friction force
is established, which is regarded as a static nonlinear function of velocity. The specific
expression is as follows [34]:

Ff = B1
.
x + A f arctan(β

.
x) (7)

where B1 is the viscosity coefficient; Af is the Coulomb friction coefficient, and the traditional
symbolic function is represented by the smoothing function arctan. β is a constant, and β
is set large enough so that the function retains the properties of a symbolic function and
makes the expression of friction more realistic.
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4.2. Hydraulic System Modeling

The direct drive pump needs to work under high-pressure conditions, so the com-
pressibility of the liquid must be considered. To simplify the mathematical model of the
direct drive pump, it is assumed that there is no pressure loss along the flow path or local
pressure loss when the liquid is flowing; the direct drive pump chamber and hydraulic
piston do not deform; the pressure in the pump chamber is equal, and the entire brake unit
is well sealed with no hydraulic oil leakage [35]. The pressure change model of the direct
drive pump is

.
P1 = βe

S1
.
x − Q

S1(l − x)
(8)

where βe is the effective bulk elastic modulus of hydraulic oil; Q is the flow rate of direct
drive pump, and l is the direct drive pump chamber length.

The active valve plays the role of flow distribution in the brake-by-wire unit based
on direct drive pump–valve cooperative. Assuming that the active valve is fully open, the
pressure difference between the two ends of the active valve spool is small, and the flow
rate of the valve hole is simplified as follows:

Q = k0c0 A0

√
2
ρ

ΔP (9)

where k0 is the flow linearization coefficient; c0 is the flow coefficient of the valve port; A0
is the valve port area; ΔP is the hydraulic pressure difference in the valve port, and ρ is the
hydraulic oil density.

The brake wheel cylinder realizes the conversion of hydraulic pressure to braking force.
Due to the small displacement of the piston xh and the fact that the piston displacement
remains basically unchanged when the pressure of the wheel cylinder increases,

.
xh can be

ignored. The pressure change model of the wheel cylinder is

.
P2 = βe

Q
S2(lh + xh)

(10)

where lh is the length of the wheel cylinder chamber.

4.3. Quarter-Car Dynamics Model Establishment

This paper needs to study the slip rate control under emergency braking so a 1/4
Vehicle dynamics model is established. The vehicle longitudinal dynamics model is

Fx = −mc
.
vc = μcmcg (11)

where Fx is the ground braking force; mc is a quarter of the vehicle’s weight; vc is the tire’s
longitudinal speed, and μc is the longitudinal friction coefficient of the tire. The wheel
dynamics model is

J
.

ω = Fxrb − Tb (12)

where Tb is the braking torque, and J is the wheel’s moment of inertia. For the tire longitu-
dinal friction coefficient μ, the Burckhardt tire model is used to calculate

μ(s) = c1[1 − exp(−c2s)]− c3s (13)

where s is slip rate, and c1, c2, and c3, respectively, represent the peak parameter, shape
parameter, and difference parameter of the road adhesion coefficient curve corresponding
to the typical road surface.
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4.4. Co-Simulation Model Construction

The brake-by-wire unit based on direct drive pump–valve cooperative is a nonlinear
time-varying system with mechanical, electrical, magnetic, and hydraulic coupling. Consid-
ering the necessary requirements of system testing and actual working conditions, AMESim
is used to model the direct drive pump, active valve, wheel cylinder, hydraulic pipes, and
other components. At the same time, the EMLA and the controller model are established in
Matlab/Simulink. The co-simulation model is shown in Figure 2. Based on the interface
technology between AMESim and Simulink, a co-simulation interface is established in
AMESim, and corresponding S-functions are set in Simulink, fully utilizing the advantages
of AMESim in nonlinear dynamic hydraulic system modeling and powerful functions of
Matlab in complex controller mathematical model building and data calculation processing,
to obtain fast and real-time results.

 
Figure 2. Electro-hydraulic co-simulation model.

5. Results and Analysis

5.1. The Experimental Platform

The experimental platform of the brake-by-wire unit based on direct drive pump–
valve cooperative, as shown in Figure 3, is established. The personal computer transmits
the control signal to the controller. Then, the controller controls the power drive module to
control the driving voltage of EMLA and the switch of the active valve, which controls the
pressure of the brake cylinder. At the same time, the pressure sensor and the position sensor
collect the signal and transmit it to the personal computer through the controller, which
forms the signal feedback. The controller adopts RTU-BOX, a rapid control prototype
system, and its digital controller adopts TMS320C28346, a 32-bit floating point digital
signal processor with a main frequency of 300 MHz. The position sensor with 0.01 mm
resolution provides the position feedback of the electromagnetic linear actuator, and the
pressure sensor with 0.01 MPa resolution provides the hydraulic pressure feedback of the
wheel cylinder.
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Figure 3. The experimental platform.

5.2. Analysis of Hydraulic Pressure Response Performance

We simulated the emergency braking condition of the target vehicle and set the
step response target as 4 MPa. The test results are shown in Figure 4. Under the PID
control algorithm, the brake unit can quickly achieve stability without overshooting, and
the response time of simulation and experiment is 0.023 s and 0.026 s, respectively. The
simulated curve and response time are close to experimental results, which verifies the
validity of the co-simulation model.

Figure 4. Step response curve.

The experimental results of the EMLA and active valves under the PID controller are
shown in Figure 5. When the system reaches the target pressure, and the working mode is
switched to the pressure-maintaining mode, the pressure-maintaining valve closes, causing
small fluctuations in the hydraulic pressure. At the same time, the actuator control signal is
0, and the current value rapidly decreases. Under the pressure in the pump chamber, the
actuator moves toward the reset direction for a period of displacement.

 
Figure 5. Status of the actuator and the active valves.

242



Actuators 2023, 12, 360

5.3. Analysis of Hydraulic Pressure Tracking Performance

To verify the hydraulic pressure tracking performance of the brake-by-wire unit based
on direct drive pump–valve cooperative, the target sinusoidal pressure signal frequency is
set to 2.5 Hz and amplitude to 2.5 MPa, and the hydraulic pressure tracking curve and the
system state in the experiment are shown in Figure 6. PID control can track a sinusoidal
signal well. In the process of sine wave target tracking, the average error of simulation
and experiment PID control is 0.197 MPa and 0.218 MPa, and the amplitude attenuation
of simulation and experiment PID control is 0.106 MPa and 0.121 MPa, respectively. The
results show that the braking unit can effectively control the hydraulic pressure under a
sine wave target. However, due to the limitation of DC power supply voltage and sensor
measurement accuracy, as well as the difficulty of system oil filling in actual conditions, the
actual pressure curve differs from the simulation.

  
(a) (b) 

Figure 6. Experimental and simulation results under the sinusoidal target: (a) Hydraulic pressure
tracking curve for simulation and experiment; (b) The system state in the experiment.

To further simulate the pressure tracking performance, we set the target signal of
derivative mutation; the target hydraulic pressure frequency of the triangular wave braking
was set to 2.5 Hz, and the amplitude to 2.5 MPa. The hydraulic pressure tracking curve
and the system state in the experiment are shown in Figure 7. At 0.2 s and 0.4 s, the
derivative of the target signal suddenly changes, but the PID controller can still track the
triangular wave signal well. Due to the hydraulic oil in the system not being fully filled, the
actuator position at 0.4 s is higher than the initial state. In the process of triangular wave
target tracking, the average error of simulation and experiment PID control is 0.141 and
0.203, respectively. The results show that the proposed brake unit has good accuracy when
maintaining a certain rate of increasing or decreasing hydraulic pressure, which verifies its
good tracking performance.

  
(a) (b) 

Figure 7. Experimental and simulation results under the triangular wave target: (a) Hydraulic
pressure tracking curve for simulation and experiment; (b) The system state in the experiment.

5.4. Analysis of the Impact of Parameters on System Performance

The structure parameters that can be optimized were analyzed to obtain the influ-
ence trend of parameter changes on the system performance. The average tracking error
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and amplitude attenuation of the sinusoidal signal were used to express the influence
of structural parameters on system performance changes. For this purpose, the change
degree curves of independent variables are drawn in this paper, as shown in Figures 8–10.
Through the curve changes, the impact of parameter changes on system performance is
intuitively shown.

 
(a) (b) 

Figure 8. The influence of actuator parameters on system performance: (a) The influence on average
error; (b) The influence on amplitude attenuation.

 
(a) (b) 

Figure 9. The influence of hydraulic system parameters on system performance: (a) The influence on
average error; (b) The influence on amplitude attenuation.

Figure 10. The influence of air content on average error and amplitude attenuation.

5.4.1. Actuator Parameter

As can be seen from Figure 8, for moving mass, including the mass of the actuator
and the mass of the plunger inside the pump, although reducing the moving mass can
reduce the load on the actuator, compared to the load on the actuator caused by hydraulic
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pressure, the smaller dynamic mass has a smaller impact on the system response speed
and tracking accuracy. Therefore, there is no need to lightweight the dynamic mass of the
actuator. For the electromagnetic force coefficient, an increase in the electromagnetic force
coefficient will increase the electromagnetic force under the same current, and the target
tracking and response can be carried out with a smaller current for the same hydraulic
load, which will improve the precision of pressure control. Therefore, the electromagnetic
force coefficient should be increased under the premise of a comprehensive consideration
of installation space and cost. For the resistance, as the controller signal is used as the
input voltage of the system, the smaller the resistance under the same voltage, the larger
the current, and the larger the electromagnetic force under the same actuator state. Under
the same hydraulic load, a smaller control signal is needed to track the target, which will
improve the pressure control accuracy. For inductance, because the inductance term in
Equation (6) has a smaller value than the other two terms, the change in inductance makes
the change in current smaller under the same voltage, so the pressure control accuracy is
almost unchanged.

5.4.2. Hydraulic System Parameter

As can be seen from Figure 9, for the plunger area, when the plunger area is reduced,
the same electromagnetic force can generate greater hydraulic pressure. However, when
the area is too small, the actuator displacement increases under the same hydraulic pressure
target. So, it is necessary to reduce the plunger area while considering the actuator stroke.
For the high-pressure volume, the increase in the high-pressure volume will result in a
slower system pressure response and a decrease in pressure control accuracy. Additionally,
it will also increase the actuator movement displacement, which limits the actuator stroke.
Therefore, the hydraulic pipeline should be reduced as much as possible to reduce the
high-pressure volume. For the valve port area, an increase in the valve port area will
increase the instantaneous flow rate, but if it is too large, it will cause severe flow oscillation,
resulting in excessive hydraulic pressure error in the keeping pressure mode, so the valve
port area can be increased without increasing the error.

As can be seen from Figure 10, the elastic modulus of the oil is a comprehensive
performance parameter that is related to factors such as gas content in the oil, system
pressure, and oil temperature. When the oil is mixed with 1% air, the bulk elastic modulus
will drop to about 5% of the pure oil. The pressure control precision of the system can be
increased by increasing the bulk elastic modulus of the oil. Therefore, hydraulic oil with a
large bulk elastic modulus should be selected, and measures should be taken to prevent air
from being mixed into the oil.

5.5. ABS Performance Analysis

It is known from the above section that the proposed brake-by-wire unit based on
direct drive pump–valve cooperative in this paper responds quickly and can accurately
control the pressure in the cylinder, making it easier to realize the anti-lock braking function.
This section further conducts a simulation study on the anti-lock braking performance
of the brake-by-wire unit based on direct drive pump–valve cooperative and sets the
initial speed at 100 km/h. Dry asphalt (c1 = 1.280, c2 = 23.99, c3 = 0.52) is selected for
the road surface. According to the formula, when the road surface adhesion coefficient μ
derivative is zero, the function is at the maximum point, and the slip rate here is the optimal
slip rate

sopt =
1
c2

ln
c1c2

c3
(14)

The optimal slip rate is 0.17, and the wheel anti-lock braking system starts when the
simulation starts. The simulation results are shown in Figure 11. As the brake unit can
accurately control the wheel cylinder pressure, it can accurately control the wheel slip
rate. The response time of the slip rate is 0.422 s; the speed needs 2.404 s from the initial
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speed of 100 km/h to the stop, and the braking distance is 34 m, which meets the braking
safety requirements.

 
(a) (b) 

Figure 11. Simulation results of slip rate control: (a) Slip rate and hydraulic pressure curve;
(b) Vehicle speed and wheel speed curve.

6. Conclusions

This paper proposes a brake-by-wire unit based on a direct drive pump–valve cooper-
ative, which has the advantages of rapid response and no deterioration of wheel side space
and unsprung mass. The co-simulation model of the brake unit is established based on
the Simulink-AMESim co-simulation. The pressure experiment shows that it has a good
pressure control performance, and the experimental curve is close to the simulation curve,
which proves the accuracy of the simulation model. The feasibility of the simulation is
further verified by ABS simulation, which provides a new implementation scheme for
automotive distributed braking system. The characteristics of the key parameters are
analyzed, and the influence of each parameter on the control performance is researched by
changing the percentage of parameter change. This lays the foundation for further research.
The structure optimization of EMLA and the design of the hydraulic control algorithm are
the keys to improving the performance of brake units and also the main research direction
in the future.
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