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Preface

As data systems become more effective, more and more mathematical approaches have

been applied to real-world applications to achieve exceptional outcomes. Fractional approaches

(such as fractional calculus, fractional Fourier analysis, and the linear canonical transform) are

gaining importance in the area of mathematics and are gaining attention from the community

of applied mathematicians. The theory and method of fractional domain analysis may further

define the dynamic process of signal translation from time domains to frequency domains, creating

a new avenue for non-stationary signal analyses and treatment studies. In technical domains

such as the radar, communications, and sonar domains, fractional approaches are preferable to

traditional integral methods because they offer novel concepts, procedures, and ideas. Due to

the unpredictability of the sent signal in actual engineering systems and the effect of different

disturbances and noises on the transmission process, despite the numerous benefits of these new

fractional approaches, a few critical issues still need to be resolved. Simultaneously, fraction theory is

confronted with several practical limits in engineering, such as sampling and filtering in the sphere of

multidimensional signals. This Special Issue focuses on the current successes and potential difficulties

of fractional techniques in engineering theory and applications.

Hassen Fourati, Abdellatif Ben Makhlouf, and Omar Naifar

Editors
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A Dynamic Behavior Analysis of a Rolling Mill’s Main Drive
System with Fractional Derivative and Stochastic Disturbance
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Abstract: Taking the random factors into account, a fractional main drive system of a rolling mill
with Gaussian white noise is developed. First, the potential deterministic bifurcation is investigated
by a linearized stability analysis. The results indicate that the fractional order changes the system
from a stable point to a limit cycle with symmetric phase trajectories. Then, the stochastic response
is obtained with the aid of the equivalent transformation of the fractional derivative and stochastic
averaging methods. It is found that the joint stationary probability density function appears to have
symmetric distribution. Finally, the influence of the fractional order and noise intensity on system
dynamics behavior is discussed. The study is beneficial to understand the intrinsic mechanisms of
vibration abatement.

Keywords: rolling mill system; bifurcation; fractional derivative; stochastic response; noise

1. Introduction

The rolling mill system is a kind of complex system which combines mechanical, elec-
trical, hydraulic and multiple nonlinear factors. For the convenience of analysis, researchers
often highly abstract the system into a ’mass spring’ system [1,2]. Yarita, I. et al. [3] are the
first scholars to study the vibration problem of rolling mills. They analyzed the influence
of process parameters and emulsion properties on vibration. Tlusty, J. et al. [4] propose
that the vertical vibration of a rolling mill is a self-excited vibration caused by a negative
damping effect when the phase difference between the rear tension fluctuation and rolling
force fluctuation is 90°. In subsequent studies [5], the results all showed that the vibration
of the rolling mills was caused by the dynamic change in the rolling mill’s structure and
the interaction of the rolling process, which caused the self-excited vibration. Therefore,
the research focus was shifted to the theoretical modeling of the rolling mill structure and
rolling process.

In rolling mill production, torsional vibration problems of complex rolling mill systems
are inevitable [6,7]. For example, in the case of a sudden load (such as steel biting, steel
throwing, etc.) [8,9] or a roll slipping, the static and stable state of the roller’s connecting
shaft torque is changed, resulting in a torsional vibration phenomenon of rolling mills.
Therefore, it is very important and necessary to study the dynamics and responses of rolling
mill systems [10,11].

In the past decades, fractional systems have attracted much attention and have been
extensively studied in many scientific and engineering fields [12–14], such as bioengineer-
ing [15,16], automatic control [17], signal processing [18,19], quantum evolutionary complex
systems [20], etc. Fractional systems have many better properties than integer-order dif-
ferential systems. Because of this, some works have studied the effects of fractional order
derivatives on the dynamic properties of rolling mill systems [21,22]. In 2014, Zhang [11]
studied the dynamic properties of a class of rolling mill systems, and mainly analyzed the

Symmetry 2023, 15, 1509. https://doi.org/10.3390/sym15081509 https://www.mdpi.com/journal/symmetry1
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Hopf analysis properties of the system. However, the influence of the fractional derivative
on the dynamics of the system was ignored. Wang [23] analyzed the Hopf bifurcation con-
trol for the main drive delay system of rolling mills. However, the study did not consider
the impact of noise on the system.

In addition, random factors are ubiquitous and non-negligible [24–29]. Actually, there
are lots of random factors in rolling mill systems and rolling process [30,31]. However,
there was little literature concerning the effect of stochastic excitations on the dynamics of
the rolling mill system. Based on the above analysis, different from the previous studies on
rolling mill systems, this paper considers the stochastic response of rolling mill systems.
With the aid of the equivalent transformation of a fractional derivative and the stochastic
averaging method, the effect of noise and the fractional derivative on the dynamics of the
concerned system is indicated. Our results also provide a new perspective to studies on
dynamical analysis of rolling mill systems. We end this part by highlighting the novelties
and contributions of this work as follows:

• The fractional derivative and random factor are simultaneously introduced to the
rolling mill’s main drive system;

• Combining the equivalent transformation of the fractional derivative with the stochas-
tic averaging method, we obtain the stochastic response of the proposed system;

• The influence of fractional derivative and noise intensity on system dynamics behavior
is revealed.

The structure of this study is underscored as follows. In Section 2, the model of a
rolling mill system with fractional damping and noise is designed. Simplification and
an approximate analytical solution of the rolling mill model are presented in Section 3.
In Section 4, deterministic bifurcation of the fractional rolling mill system is studied theo-
retically and numerically. Subsequently, the stochastic response of rolling mill system is
investigated with varied fractional order and noise intensity in Section 5. In Section 6, we
conclude this paper.

2. The Rolling Mill’s Main Drive System with Fractional Damping and Noise

In this work, the rolling mill’s main drive system closely follows Ref. [11] and the
dimensionless equation is given below in (1).

θ̈(t) + ω2θ(t) + k1θ̇(t) + k2θ̇2(t) + k3θ̇3(t) = 0. (1)

where θ stands for roll angle, and k1, k2, k3 ω are system parameters. The specific meaning
of the parameters can be seen in Ref. [11].

As the rolling mill’s main drive system (1), there has been almost no consideration
of the viscoelastic properties of the damping term and external disturbance of the system.
To make the model more general, we adopt a model with fractional derivatives and external
disturbance, and its kinetic equation is as follows:

θ̈(t) + ω2θ(t) + k1θ̇(t) + k2θ̇2(t) + k3θ̇3(t) + Dαθ(t)=ξ(t), (2)

where k1, k2, k3 are constants.
The fractional order term is used to model the viscoelasticity of stick-slip friction

between rolls and rolled parts and Gaussian white noise is adopted to represent the external
stochastic disturbance.

Dαη represents the fractional derivative within the Captuo’s definition:

Dαθ(t) =
1

Γ(1− α)

∫ t

0
(t− τ)−α θ̇(t)dτ, 0 < α ≤ 1, (3)

and ξ(t) represents the Gaussian white noise satisfying the following statistical characteristics:

〈ξ(t)〉 = 0, 〈ξ(t)ξ(t + h)〉 = 2dδ(h). (4)

2
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3. Equivalent Model and Theoretical Analysis

In consideration of 0 < α ≤ 1, the term associated with the fractional derivative can
be considered to contribute to both the damped term and the stiffness term [32,33].

Dαθ ≈ ωα−1 sin
απ

2
θ̇ + ωα cos

απ

2
θ. (5)

Substituting (5) into (2):

θ̈(t) + ω2
0θ(t) +

(
k1 + ωα−1 sin

απ

2

)
θ̇(t) + k2θ̇2(t) + k3θ̇3(t)=ξ(t), (6)

where the dot represents the derivative with respect to t.

ω2
0 = ω2 + ωα cos

απ

2
.

The new variables transformation is introduced as follows:

θ(t) = a(t) cos φ,
φ = ω0t + ϕ(t).

(7)

To take the first derivative of (7), we have

θ̇ = ȧ cos φ− aω0 sin φ− aϕ̇ sin φ. (8)

Under the assumption that damping and excitation terms are small, a(t) and ϕ(t) are
two slowly varying processes, i.e., the amplitude and the phase will be slowly varying with
respect to time. Equation (8) can be simplified as follows:

θ̇(t) = −a(t)ω0 sin φ. (9)

Then the potential energy U(θ) and the total energy H of the system are as follows:

U(θ) =
∫ θ

0 ω2
0xdx = 1

2 ω2
0θ2,

H = U(θ) + 1
2 θ̇2.

(10)

By aid of (7) and (9), (6) can be rearranged as an equation within variables a and ϕ,
{

ȧ = sin φ
ω0

[ f − ξ(t)],
ϕ̇ = cos φ

aω0
[ f − ξ(t)],

(11)

where
f = −(k1 + ωα−1 sin

απ

2
)aω0 sin φ + k2a2ω2

0sin2φ− k3a3ω3
0sin3φ.

To derive the stochastic equations for a(t) and ϕ(t) , we take the average of Equation (11)
over one period base on the method of stochastic averaging [34,35].





da = (F1 +
d

2aω2
0
)dt +

√
d

ω2
0

dW0(t),

dϕ = F2dt + 1
a

√
d

ω2
0

dW1(t) ,
(12)

where

F1 = 1
2π

∫ 2π
0

f
ω0

sin ϕdϕ,

F2 = 1
2π

∫ 2π
0

f
aω0

cos ϕdϕ .

3
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The amplitude a(t) and phase ϕ(t) are decoupled to independent variables. Then, we
can derive the first derivative moment and second derivative moment of amplitude a(t)
as follows:

ā1 = − 1
2 (k1 + ωα−1 sin απ

2 )a− 3
8 k3ω2

0a3 + d
2aω2

0
,

b̄11 = d
ω2

0
.

(13)

Then, the Fokker–Planck–Kolmogorov (FPK) equation of the transition probability
density function complies with the following equation:

∂p(a, t)
∂t

= − ∂

∂a
[ā1 p(a, t)] +

1
2

∂

∂a2 [b̄11 p(a, t)] .

Letting ∂p(a,t)
∂t = 0, one ultimately derives the expression of the stationary density

in (14).

P(a) = Na exp

[
ω2

0
2d

(k1 + ωα−1 sin
απ

2
)a2 − 3ω4

0
16d

k3a4

]
, (14)

where N is normalization constant,

N = 1

/∫ +∞

0
a exp

[
ω2

0
2d

(k1 + ωα−1sin
απ

2
)a2 − 3ω4

0
16d

k3a4

]
da.

Meanwhile, the total energy H = U(a) = 1
2 ω2

0a2, the stationary PDF of the total energy
H can be obtained as follows:

P(H) = P(a)
∣∣∣∣

da
dH

∣∣∣∣ =
P(a)
ω2

0a
. (15)

Then the joint PDF of the displacement θ and velocity θ̇ is as follows:

P(θ, θ̇) = P(H)
T(H)

∣∣∣
H= 1

2 ω2θ2+ 1
2 θ̇2

=N exp
[

ω2
0

2d (k1 + ωα−1 sin απ
2 )(θ2 + θ̇2

ω2
0
)− 3ω4

0
16d k3(θ

2 + θ̇2

ω2
0
)

2
]

.
(16)

In the above equation, H = 1
2 ω2θ2 + 1

2 θ̇2, T(H) = 2π
ω0

, N is normalization constant,

N = 1

/∫ +∞

−∞

∫ +∞

−∞
exp

[
ω2

0
2d

(k1 + ωα−1sin
απ

2
)(θ2 +

θ̇2

ω2
0
)− 3ω4

0
16d

k3(θ
2 +

θ̇2

ω2
0
)

2]
dθdθ̇.

4. Deterministic Case

In this section, we will investigate the potential bifurcation phenomenon of the rolling
mill’s main drive system without stochastic disturbance (d = 0). Then, (6) reduces to the
following equation:

θ̈(t) + ω0θ(t) +
(

k1 + ωα−1 sin
απ

2

)
θ̇(t) + k2θ̇2(t) + k3θ̇3(t)=0. (17)

The eigenvalues of the Jacobian can be obtained in virtue of linearizing Equation (11)
at (θ, θ̇) = (0, 0)

λ12 =
1
2

[
−(k1 + ωα−1 sin

απ

2
)±

√
(k1 + ωα−1 sin

απ

2
)

2
− 4ω2

0

]
, (18)

4
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which yields the Hopf bifurcation condition as follows:

k1 + ωα−1 sin
απ

2
= 0. (19)

Next, the details of the bifurcation with the variation in the fractional order α will
be explored. The parameters k2 = 0.01, k3 = 0.05 are fixed. The bifurcation diagram in
parameter plane k1 − α can be found and is shown in Figure 1 based on Equation (19).

Figure 1 shows that the red curve (the edge of the Hopf bifurcation) divides the
parametric space into two regions. Subsequently, we fix k1 = −0.95 and investigate the
bifurcation on the fractional order q that vary along the horizontal dotted line in Figure 1.
When α < 0.797, the rolling mill’s main drive system yields a stable limit cycle. When
α > 0.797, one yields a stable steady state.

The phase diagrams with fractional order of 0.7, 0.75, 0.85 are depicted in Figure 2.
The time history diagram with fractional orders of 0.7, 0.75, 0.85 are depicted in Figure 3.
In Figures 2 and 3, the same representative initial condition I1 = (θ, θ̇) = (0.1, 0), I2 =
(θ, θ̇) = (1, 0) are selected. A scrutiny of Figures 2 and 3 indicates that the phase diagram
the rolling mill’s main drive system changes from a limit cycle to a stable steady state along
with the increase in the fractional order. This confirms the validity of our research results.

Figure 1. Bifurcation diagram of the deterministic system for k2 = 0.01, k3 = 0.05; The red curve
denotes the edge of the Hopf bifurcation.

Figure 2. Phase planes of the deterministic system for different fractional order: (a) α = 0.7, the system
yields a large limit cycle; (b) α = 0.75, the system yields a small limit cycle; (c) α = 0.85, the system
yields a stable steady state.

5
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Figure 3. The time history diagram of θ in the deterministic system: (a) α = 0.7; (b) α = 0.75;
(c) α = 0.85.

5. Stochastic Case

As is well known, noise is omnipresent in many dynamics systems. Therefore, it is
important to study the response of the the rolling mill’s main drive system in the presence
of noise. Subsequently, the effect of noise intensity and fractional order will be investigated
in the rolling mill’s main drive system. The parameters k1 = −0.95, k2 = 0.01, k3 = 0.05
are fixed.

5.1. Effect of Noise Intensity

The effects of noise intensity d on the rolling mill’s main drive system will be studied
in this part. The theoretical results and numerical results of the stationary probability
density function (PDF) P(a) and joint stationary probability density function P(θ, θ̇) are
obtained and shown in Figures 4 and 5.

As can be seen from Figure 4, the stationary PDF P(a) for different noise intensity
showed a unimodal shape. Firstly, for noise intensity d = 0.02, the peak of the stationary
PDF P(a) corresponds to a smaller amplitude (see curve 1). For noise intensity d = 0.06,
the amplitude corresponding to the peak of the stationary PDF becomes larger(see curve
2). With the noise intensity further increase (d = 0.12), the amplitude corresponding to the
peak of the PDF still increases further (see curve 3). This implies that the system response
is concentrated near a certain amplitude in the presence of noise and increases gradually
with the monotonically increasing of noise intensity.

0 0.5 1 1.5 2 2.5

a

0

0.5

1

1.5

P
(a

)

 

1. d=0.02

2. d=0.06

3. d=0.12

3

2

1

Figure 4. The stationary probability density function P(a) of the amplitude for different noise
intensity d with k1 = −0.95, k2 = 0.01, k3 = 0.05, α = 0.9. The lines denote the analytical results,
whereas dots represent the numerical results.

6
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Figure 5. The joint stationary probability density function P(θ, θ̇) with different noise intensity d.
The the left side of the figure represent the analytic results and the right side denotes the numerical
results. (a1, a2) d = 0.002, (b1, b2) d = 0.06, (c1, c2) d = 0.12.

5.2. Effect of Fractional Order

The effects of fractional order on the rolling mill’s main drive system have been studied
in this subsection. The theoretical results and numerical results of the stationary PDF P(a)
and joint stationary PDF P(θ, θ̇) are obtained and shown Figures 6 and 7.

It reflects that both the stationary PDF P(a) for different noise intensities showed a
unimodal shape in Figure 6. Firstly, for fractional order α = 0.6, the peak of the stationary
PDF P(a) corresponds to a larger amplitude (see curve 1). For fractional order α = 0.7,
the amplitude corresponding to the peak of the stationary PDF P(a) becomes smaller (see
curve 2). With the fractional order further increasing (α = 0.95, see curve 3), the amplitude
corresponding to the peak of the stationary PDF P(a) still decreases further. This implies
that the system response is concentrated near a certain amplitude in the presence of noise
and decreases gradually with the monotonically increasing of fractional order.

To conclude, all of the above results mirror that noise intensity and fractional order
can modulate the amplitude corresponding to the peak of the stationary PDF’s left shift or
right shift. The evolution of the response with the monotonic increasing of noise intensity
and fractional order indicate that the noise intensity is conducive to modulate a larger
amplitude. In contrast, the fractional order is conducive to induce a small amplitude.

It is worth pointing out that the response of the rolling mill’s main drive system for
different fractional orders yields a limit cycle or a stable fixed point in the absence of
noise. Nevertheless, both the stationary probability density functions P(a) for different
system parameters (noise intensity and fractional order) showed a unimodal shape in the
presence of noise. The theoretical and numerical results of the stationary probability density
function P(a) and joint stationary probability density function P(θ, θ̇) verify the validity of
the conclusion.
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Figure 6. The stationary probability density function P(a) of the amplitude for different fractional
order α with k1 = −0.95, k2 = 0.01, k3 = 0.05, d = 0.04. The lines denote the analytical results,
whereas dots represent the numerical results.

Figure 7. The joint stationary probability density function P(θ, θ̇) with distinct values of α. The left
side of the figure represent the analytic results and the right side denotes the numerical results.
(a1, a2) α = 0.6, (b1, b2) α = 0.7, (c1, c2) α = 0.95.

6. Conclusions and Discussion

In a summary, the rolling mill’s main drive system with a fractional order derivative
and stochastic disturbance was considered. The dynamics of the rolling mill’s main drive
system was investigated both in the absence and in the presence of stochastic disturbance.

For the absence of stochastic disturbance, the deterministic bifurcations induced
by fractional order were explored based on the linearization method and a numerical
simulation for the rolling mill’s main drive system. The results indicated that fractional
order can change the system from a stable point to a limit cycle.

For the presence of stochastic disturbance, the response of the rolling mill’s main drive
system was investigated with varying the fractional order and noise intensity. The evolu-
tion of the response with the monotonic increase in noise intensity and fractional order

8
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implied that the noise intensity was conducive to modulate a larger amplitude. In contrast,
the fractional order was conducive to induce a small amplitude. Therefore, it provides an
efficient strategy to control the system so that the amplitude of the vibration was small
enough when the vibration occurs, which is going to be our later work.

In this paper, the rolling mill’s main drive system with fractional order and stochastic
disturbance is considered and the dynamic response is investigated both in the absence and
presence of stochastic disturbance. We mainly focused on the impact of Gaussian white
noise and fractional order on the dynamic behavior of the system. The impact of other
types of noise and time delays on the dynamic behavior of the system is also a problem
that needs further research.
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Abstract: The primary objective of the current study was to create a mathematical model utilizing
fractional-order calculus for the purpose of analyzing the symmetrical characteristics of Wolbachia
dissemination among Aedes aegypti mosquitoes. We investigated various strains of Wolbachia to
determine the most sustainable one through predicting their dynamics. Wolbachia is an effective
tool for controlling mosquito-borne diseases, and several strains have been tested in laboratories
and released into outbreak locations. This study aimed to determine the symmetrical features of
the most efficient strain from a mathematical perspective. This was accomplished by integrating
a density-dependent death rate and the rate of cytoplasmic incompatibility (CI) into the model to
examine the spread of Wolbachia and non-Wolbachia mosquitoes. The fractional-order mathematical
model developed here is physically meaningful and was assessed for equilibrium points in the
presence and absence of disease. Eight equilibrium points were determined, and their local and
global stability were determined using the Routh–Hurwitz criterion and linear matrix inequality
theory. The basic reproduction number was calculated using the next-generation matrix method.
The research also involved conducting numerical simulations to evaluate the behavior of the basic
reproduction number for different equilibrium points and identify the optimal CI value for reducing
disease spread.

Keywords: fractional-order model; wAlbB strain; density-dependent death; CI; Wolbachia spread
symmetry

1. Introduction

In the realm of biology, it is quite common to observe the prevalence of symmetrical
characteristics in various organisms. Mathematical biology is a vast area of research that
will provide insight into most relevant real-world biological problems. The most important
symmetrical property, i.e., the structure of disease spread among a particular species or
among more than one species can be studied through mathematical models. Our study
mainly concentrated on finding a biological control to suppress mosquito-borne diseases
via mathematical tools. The mosquito leads the world’s deadliest animals list by causing
more than 0.7 million deaths per annum. Recent data show that annually, 390 million cases
of mosquito-borne diseases are recorded. It is estimated that 0.5 million people face severe
dengue illness; among them, nearly 3% of people die [1,2]. Mosquito-borne diseases include

Symmetry 2023, 15, 845. https://doi.org/10.3390/sym15040845 https://www.mdpi.com/journal/symmetry11
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DENV, yellow fever virus, Zika virus, West Nile virus, Japanese encephalitis, Chikungunya,
etc. Dengue is the most common and life-threatening disease among mosquito-borne
diseases [3,4]. The primary vector is Aedes aegypti, and the secondary vector is Aedes
albopictus [5]. If a virus-carrying mosquito bites an uninfected human, that human will
become infectious after the latent period (2–4 days). If an uninfected mosquito bites an
infected human, then the mosquito will become infectious [6,7].

There is no effective vaccination strategy against dengue due to its four variants
(DENV-1, DENV-2, DENV-3, DENV-4). The reason is the invented vaccinations are able
to control only one of the variants each. This leads to the fact that there may be a chance
of getting a severe infection from other virus variants. The preventive measures are using
bed nets, insecticides, repellents, medical intervention, etc. Regardless, these methods are
not sustainable, and nowadays mosquitoes are not reacting to insecticides [8,9]. In [10],
the authors studied the effectiveness of implementing vaccination against various mosquito-
borne diseases. We can thus find a novel and long-lasting strategy to manage illnesses
spread by mosquitoes.

Currently, the research focuses on the intervention strategies, such as genetic modifica-
tions, the release of sterile mosquitoes, and the release of Wolbachia-infected mosquitoes [11].
Currently, the most promising way to control mosquito-borne diseases is releasing the
endosymbiotic bacterium called Wolbachia into the dengue outbreak areas [12,13]. Wolbachia
controls the spread of the virus among mosquitoes and the human population in two ways:
population suppression and virus blocking. When a Wolbachia-infected mosquito bites
a virus-infected human, it may become infectious, but there is no possibility for virus
transmission from that mosquito to an uninfected human. This bacterium stops the virus’s
replication and blocks the virus inside the salivary gland. The article [14] studies the impor-
tant properties of the pathogen blocking of Wolbachia in the Aedes aegypti population. This
property of Wolbachia is called virus blocking. The Wolbachia bacterium induces cytoplasmic
incompatibility in mosquito populations [14]. That is,

• When a Wolbachia-infected male mosquito mates with the wild female, the produced
eggs will not hatch (CI).

• When a Wolbachia-infected female mates with a wild male, then the produced offspring
will have Wolbachia infection (CI rescue).

Due to the effective properties of Wolbachia, this bacterium could provide mosquito-
borne disease control methods [15]. More mathematical models are being developed to
study the release strategies, such as male release [16], female release [17,18], the constant
release strategy, the adaptive release strategy, and the crude adaptive release strategy [19].

Mathematical modeling is an effective tool for understanding and analyzing and
may be used to find an optimal way to control the situation [20–23]. The research listed
below shows how fractional mathematical models can be used to investigate and manage
mosquito-borne diseases through Wolbachia intervention. These models could shed light
on how to create efficient prevention plans for diseases, including dengue fever, the Zika
virus, and chikungunya. In [18], for the propagation of Wolbachia in mosquito populations,
the authors suggested a fractional-order differential equation model. They demonstrated
that the model accurately predicts the phenomena of Wolbachia-induced cytoplasmic in-
compatibility, and they used numerical simulations to illustrate how efficient Wolbachia is
as a preventative measure. In [24], the authors explore the use of fractional calculus models
in understanding the complex dynamics of biological tissues. The authors proposed a
model that incorporates both fractional-order derivatives and spatial diffusion and inves-
tigated its behavior using numerical simulations. In [25], the authors presented a study
on a variable-order fractional version of the Benjamin–Bona–Mahony–Burger equation.
The authors employed a pseudo-spectral method to numerically investigate the equation
and obtain accurate solutions. The study is important for understanding the behavior of
variable-order fractional differential equations, which have applications in various areas of
science and engineering. In [26,27], the authors proposed a hybrid collocation method for
solving multi-term, time-fractional partial differential equations and presented numerical
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solutions of variable-order, time-fractional (1+1)- and (1+2)-dimensional advection-dispersion
and diffusion models. Throughout history, researchers have done research to eradicate
mosquito-borne diseases in various aspects. For example, in [28–35], the interaction be-
tween wild mosquitoes and sterile mosquitoes (genetically modified male mosquitoes,
when a wild female mosquito mates with a sterile male mosquito, the eggs produced will
not hatch) is modeled in several situations, such as two-stage life cycles, incomplete sterility
and a density-dependent model. The authors of [36], analyzed the interaction model at
various release strategies. In [37], the authors of developed a three-compartmental model
by dividing wild mosquito populations into aquatic and adult stages as two compartments
and released genetically modified mosquitoes (sterile male mosquitoes) as a third com-
partment. The method used in the sterile insect release technique was utilized to model
the interaction between Wolbachia-infected mosquitoes and wild mosquitoes, including
the human population in [38–42]. The effects of using vaccination incorporated with a
Wolbachia releasing strategy was studied in [43,44]. How the stochastic environment af-
fects the Wolbachia transmission dynamics, and an impulsive release strategy using integer
and fractional-order models, were studied in [18,45], respectively. Researchers modeled
the transmission dynamics as different compartmental models considering only adults
(females and males) in the aquatic stage; females and males (common groups containing
both Wolbachia and wild); wild aquatic and Wolbachia aquatic wild females and males;
Wolbachia-infected females and males; etc., with the continuous time model [46] and the
discrete time model [47]. Larvae as one compartment and adult as another compartment
were considered, and impulsive release of sterile mosquitoes was studied in [48].

In nature, there exist more Wolbachia strains, such as wMel—partial CI or none (native
host: Drosophila melanogaster); wMelPop—partial CI or none (Drosophila melanogaster); wAu—
no CI, (Drosophila simulans); wMelCS—low or none (Drosophila melanogaster); wInn—male
killing, no CI (Drosophila innubila); wPip—high CI (Culex pipiens); and wAlbB—high CI
(Aedes albopictus) [49].

Motivated by the existing literature, our main aim was to find the answer to, ’What
is the best strain of Wolbachia to control mosquito-borne diseases?’ Secondly, we studied
whether when we release laboratory-reared mosquitoes into the wild mosquito population,
there will exist some decay in both mosquitoes population due to the competition developed
by density.

Main contributions of this article are listed as follows:

• The failure of integer order systems to accurately predict certain phenomena is a widely
recognized issue, and thus, the use of fractional-order systems is a natural extension
in many fields. This article presents a novel 10-compartmental, fractional-order,
density dependent mathematical model. Then, we checked the model’s eligibility by
performing various mathematical analyses.

• A new parameter describing the CI mechanism in both the mosquito population and
controlling the disease spread by reducing the population size of wild mosquitoes is
introduced. Owing to this parameter’s inclusion, we are able to find the better strain
in the sense of having perfect CI.

• In the existing literature, vaccination strategies are included while developing a
model. However, we neglected the vaccination strategy because there exists a licensed
vaccination called Dengvaxia (CYD-TDV), and five more are in trials. Regardless,
WHO recommends these vaccines to people who have a history of dengue infection.
Although there are four different stereotypes of dengue virus (DENV-1, DENV-2,
DENV-3, DENV-4), the invented vaccinations are not able to control all four DENVs.
They provide immunity against one and do not provide immunity against the other
three. For this reason, there is a chance of having severe dengue infection by the
remaining three variants. This aspect of vaccination is considered seriously and
neglected in the vaccination strategy from the disease-controlling process.

• Our proposed model shows that when there is the existence of Wolbachia-infected
mosquitoes, there is a notable change in the spread of disease. We derived the basic
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reproduction number of the disease and analyzed it at possible equilibrium points.
The derived numerical results show that our releasing strategy is physically meaning-
ful, and at some point, it works as a better strategy to control mosquito-borne diseases.

• Dynamical analysis of the proposed model is depicted as a time-series plot by numeri-
cally solving our model.

This article is structured as follows: The detailed methodology is presented in Section 2.
Preliminaries take place in Section 3, and complete information about the development
of integer and fractional-order models is presented in Section 4. Section 5 is about some
properties of the proposed fractional-order model. Analysis of the model in terms of
basic reproduction number, disease free equilibria, endemic equilibria, and their local and
global stabilities is presented in Section 6. In Section 7, the sensitivity of the parameters is
discussed. Numerical simulations are presented in Section 8, and the results are concluded
in Section 9.

2. Methodology

(i) First we propose a fractional-order mathematical model using Caputo fractional deriva-
tive to expose the interaction dynamics of Wolbachia-infected, Wolbachia-uninfected
mosquitoes and humans. Moreover, the influences of imperfect maternal transmission
and density-dependent death rates are considered in mosquito populations.

(ii) To find the basic reproduction number, we used a next-generation method [50].
(iii) The local stability of four cases of the disease-free equilibrium and three cases of

endemic equilibrium are analyzed by finding determinants and traces of the corre-
sponding Jacobian matrix (Routh–Hurwitz criterion).

(iv) The global stability of the developed model is derived from linear matrix inequality
theory and Lyapunov theory.

(v) Numerical simulations to prove the effectiveness of the parameters used in the
model formulations and to show how the system dynamics are influenced by various
Wolbachia strains.

3. Preliminaries

Definition 1. (Caputo derivative) [51] M. Caputo in [52] derived a certain solution for a fractional-
order differential equation as

c
bDα

t g(t) =
1

Γ(α−m)

∫ t

b

g(n)(s)d s
(t− s)α+1−m , m− 1 < α < m.

For α→ m, the Caputo derivative becomes a conventional mth derivative of g(t). Here, the op-
erator c

bDα
t g(t) represents a fractional operator with an initial condition b, independent variable t,

fractional-order α and c denoting that it is Caputo-sense.

Lemma 1 ([51]). The following equation denotes the fractional differential equation in a Caputo sense:

c
aDα

t x(t) = f (t, x(t))

x(t0) = x0

The above equation is said to have an equilibrium point or fixed point x∗ if it satisfies f (t, x∗) = 0.

Lemma 2 ([53]). A1, A2 and A3 are n× n matrices with A1 = A>1 > 0 and A2 = A>2 > 0.
Then,

A1 + A>3 A−1
2 A3 < 0
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if and only if
[

A1 A>3
A3 −A2

]
< 0

or
[ −A2 A3

A>3 A1

]
< 0.

Lemma 3 ([54]).

Φ>(t)ΘF(Φ(t)) ≤ 1
2σ

Φ>(t)(ΘΘ>)Φ(t) +
σ

2
F>(Φ(t))F(Φ(t))

where σ > 0 be scalar, Φ, F(Φ(t)) ∈ Rn and Θ is a matrix.

Definition 2. (Laplace transformation) The Laplace transformation of the function which is defined
in the sense of a Caputo derivative is as follows:

L{c
aDα

t G(t), r} = rαG(r)−
n−1

∑
j=0

rα−j−1G(j)(0),

where α ∈ (n− 1, n) and n is a natural number.

The Mittag–Leffler function is shown by

Ea,b =
∞

∑
j=0

gj

Γ(aj + b)

and the Laplace transform is

L
[
tbEa,b(±ata)

]
=

ua−b

ua ∓ a

4. Model Formulation

The present section is devoted to developing a mathematical model as close as possible
to a real-life situation to analyze the symmetrical features. To ensure this, the density-
dependent death rate with a fitness cost and the effectiveness of CI are incorporated.
Through the developed model, we tried to find the answers to the following questions:

• How does the release of Wolbachia-mosquitoes affect the wild mosquito population in
the sense of reducing the lifespan, occupying the habitats, male feminization, and CI?

• What is the best Wolbachia strain to be used in the real world?
• How CI will influence the disease-spread dynamics?

Before developing a physically meaningful mathematical model, a few hypotheses
are necessary.

(H1) The three populations in the model are:

Mi Wolbachia-infected mosquitoes (both laboratory-reared and offspring having
Wolbachia after CI rescue).

Mu Non-Wolbachia mosquitoes (both local and offspring produced by weak CI).
H Human population.

In contrast to mosquitoes, which are believed to have a variable population size,
humans have a steady population size. as, in contrast to a single human generation,
mosquitoes have many generations over that period.

(H2) People of all ages and all genders make up the human population.
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(H3) The host population is monolithically intermingled. This implies that all individuals,
irrespective of age, genetic development, sociocultural context, or geographic region,
have almost the same pathogenic traits.

(H4) Only mature females were taken into account for modeling. As they require a blood
meal to warm and develop the eggs before they can lay eggs, only sexually active
female mosquitoes will engage with people.

(H5) Mosquitoes are divided into six groups representing the state variables: aquatic
stage (eggs, larvae, pupae) of Wolbachia as Mi and non-Wolbachia as Mu. Adult fe-
male mosquitoes are divided into four groups: Wolbachia-infected and susceptible to
virus—Mi,s; Wolbachia-infectious (virus)—Mi,i; non-Wolbachia-infected and suscepti-
ble to virus—Mu,s; and non-Wolbachia-infected (virus)—Mu,i. The human population
is divided into four compartments as susceptible Sh, infectious Ih, hospitalized Hh,
and recovered Rh. In both populations, we neglected the latent period (exposed)
because the time span of latency is much smaller compared with the total life span of
the human population and the mosquito population. Additionally, we assumed that
Sh + Ih + Hh + Rh = Th(Constant) and Mi,s + Mi,i + Mu,s + Mu,i = Tmi + Tmu = Tm
(function of time).

(H6) All newborns are susceptible to the virus; there is no vertical transmission of the
disease or heredity in the human population or mosquitoes.

(H7) However, in the case of Wolbachia spread. there is vertical transmission and heredity
in mosquitoes. Notably, there is no horizontal transmission of Wolbachia between
mosquito and human population.

(H8) A mosquito acquires an infection when it bites an infected individual, and a person
who has been bitten by an infected mosquito contracts the infection as well. Male
mosquitoes do not participate in this activity, since they solely feed on nectar.

(H9) There is a chance to generate a density-dependent concurrence for food, habitats,
etc., when we intentionally introduce Wolbachia-infected mosquitoes as eggs in the
form of ’Zancu KIT’ and adult mosquitoes via drones, transportation, and manual
release into mosquito-borne disease epidemic areas. This fact causes both Wolbachia
and non-Wolbachia mosquitoes to die in a density-dependent manner.

(H10) The parameter cy denotes the cytoplasmic incompatibility (CI) induced by Wolbachia.
This CI will serve as a main component in reducing the population size of mosquitoes.
As CI is the process that makes the males feminized and reduce the possibility of
producing viable progeny. There exist many Wolbachia strains, such as wPop, wMel,
wAlbA, wAlbB, wAu and wAuW pip. Among these strains, the superinfected strain
wAlbB has the highest CI [55].

4.1. Integer-Order Model

Motivated by [38], we have developed a Wolbachia, non-Wolbachia and human popula-
tion interaction model to study symmetrical features:

Wolbachia mosquitoes:




d Mi
d t = Λ1 + rmηMi − λia Mi − λdi [Mi + Mu]Mi − tw Mi

d Mi,s
d t = twTmi −

αiρmh Ih
Th

Mi,s − λmi Mi,s
d Mi,i

d t =
αiρmh Ih

Th
Mi,s − λmi Tm Mi,i

Non-Wolbachia mosquitoes:




d Mu
d t = Λ2 + rm(1− η)Mi − λua Mu − λdu [Mi + Mu]Mi − tw Mu

+rm(1− cy)Mu
Mi

Mi+Mu
− rm Mu

Mu
Mi+Mu

d Mu,s
d t = tw

(
1− Tmi

Tm

)
Tmu −

αuρmh Ih
Th

Mu,s − λmu Mu,s
d Mu,i

d t =
αuρmh Ih

Th
Mu,s − λmu Tm Mu,i
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Human:




d Sh
d t = rh −

αiρmi Mi,i
Th

Sh − αuρmu Mu,i
Th

Sh − λhSh
d Ih
d t =

αiρmi Mi,i
Th

Sh +
αuρmu Mu,i

Th
Sh − ηh Ih − γh1 Ih − λh Ih

d Hh
d t = ηh Ih − γh2 Hh − λh Hh

d Rh
d t = γh1 Ih + γh2 Hh − λhRh,

(1)

where the initial conditions are Mi ≥ 0, Mu ≥ 0, Mi,s ≥ 0, Mi,i ≥ 0, Mu,s ≥ 0, Mu,i ≥ 0,
Sh ≥ 0, Ih ≥ 0, Hh ≥ 0, and Rh ≥ 0. Additionally, the populations are represented as Th :
[0, ∞) → R and Tm : [0, ∞) → R and each Mi,s, Mi,i, Mu,s, Mu,i, Sh, Ih, Hh, Rh : [0, ∞) → R.
For instance, refer Figure 1 to understand the structure of the model (1). The descriptions
of variables and parameters are listed in Tables 1 and 2. In this work, all the parameters
are assumed to be positive. The terms rmη and rm(1− η) are the rates at which adult
mosquitoes emerge with the possibility of having and not having Wolbachia.

αiρmh
Th

is the
rate at which Wolbachia mosquitoes become infectious after taking a blood meal from
infected human, and

αuρmh
Th

is the rate at which non-Wolbachia mosquitoes become infectious

after taking a blood meal from infected human. The term
αiρmi

Th
+ αuρmu

Th
is the rate at which

a susceptible human becomes infectious after getting bitten by a infected Wolbachia and
non-Wolbachia mosquitoes. twTmi is the emergence rate of Wolbachia-infected mosquitoes

from Mi, Mi,s and Mi,i compartments (including hereditary). Finally, tw

(
1− Tmi

Tm

)
Tmu is the

term representing the emergence rate of non-Wolbachia mosquitoes from Mu, Mu,s and Mu,i
compartments, i.e., a lack of CI.

Figure 1. Flow map of virus spread dynamics.
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Table 1. Descriptions of variables.

Variables Description

Mi The number of Wolbachia-infected mosquitoes at time ‘t’

Mi,s The number of Wolbachia-infected mosquitoes susceptible

to Dengue virus at a time ‘t’

Mi,i The number of Wolbachia-infected mosquitoes infected by

Dengue virus at time ‘t’

Mu The number of non-Wolbachia mosquitoes at time ‘t’

Mu,s The number of non-Wolbachia mosquitoes susceptible to

Dengue virus at time ‘t’

Mu,i The number of non-Wolbachia mosquitoes infected by

Dengue virus at time ‘t’

Sh The number of the susceptible human population at a time ‘t’

Ih The number of the infectious human population at a time ‘t’

Hh The number of hospitalized human population at a time ‘t’

Rh The number of recovered human population at a time ‘t’

Table 2. Descriptions of parameters.

Parameters Description Values Unit Source

tw Reproduction rate of mosquitoes 1.25 1/day [38]

Λ2 Reproduction rate of wild mosquitoes 1.25 1/day [38]

Λ1 Reproduction rate of Wolbachia mosquitoes 0.95×Λ2 1/day [56]

rm Reproduction rate of mated female mosquitoes 0.4 1/day [39]

η fraction of produced offspring having Wolbachia infection (0, 1) NA [39]

rm(1− η) Fraction of produced offspring not having Wolbachia infection 0.9× (1− η) NA [39]

λia Natural death rate of Wolbachia aquatic mosquitoes 1/14 1/day [39]

λdi Density-dependent death rate of Wolbachia aquatic mosquitoes 1/day

λua Natural death rate of non-Wolbachia aquatic mosquitoes 1/14 1/day [57]

λdu Density dependent death rate of non-Wolbachia aquatic mosquitoes 1/day

tw Maturation rate of aquatic stage mosquitoes from which adult mosquitoes emerge 0.1 1/day [57]

αu The average bitting rate of non-Wolbachia mosquitoes 0.63 1/day [58]

αi Average bitting rate of Wolbachia mosquitoes 0.95× αu 1/day [59]

ρmh
Probability virus transmission from infected human to Wolbachia and non-Wolbachia

mosquitoes 0.2614 NA [39]

ρmi Virus transmission probability from infected Wolbachia mosquitoes to susceptible human 0.5× ρmh NA [60]

ρmu
Virus transmission probability from infected non-Wolbachia mosquitoes to susceptible

human 0.2614 NA [39]

λmu Mortality rate of non-Wolbachia adult mosquitoes 1/14 1/day [57]

λmi Mortality rate of Wolbachia adult mosquitoes 1.1× λmu 1/day [56,61]

rh Birth rate of human 0.000012 1/day [62]

λh Natural death rate of human population 0.000012 1/day [62]

ηh Hospitalization rate of identified infected human 0.0904 1/day [63]

γh1 The rate of natural recovery of infected human due to immunity 0.0154 1/day [63]

γh2 The rate of recovery due to hospitalization 0.0840 1/day [63]
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4.2. Factional-Order Model—Caputo Sense

System (1) in terms of the integral form is followed by substituting the value of the
kernel as a power-law correlation function. After applying the Caputo fractional derivative
of order α− 1, we obtain

c
aDα−1

t

[
d Mi
d t

]
= c

aDα−1
t Iα−1

t
[
Λ1 + rmηMi − λia Mi − λdi [Mi + Mu]Mi − tw Mi

]

c
aDα−1

t

[
d Mi,s

d t

]
= c

aDα−1
t Iα−1

t

[
twTmi −

αiρmh Ih

Th
Mi,s − λmi Tm Mi,s

]

c
aDα−1

t

[
d Mi,i

d t

]
= c

aDα−1
t Iα−1

t

[
αiρmh Ih

Th
Mi,s − λmi Tm Mi,i

]

c
aDα−1

t

[
d Mu

d t

]
= c

aDα−1
t Iα−1

t
[
Λ2 + rm(1− η)Mi − λua Mu − λdu [Mi + Mu]Mi − tw Mu

+rm(1− cy)Mu
Mi

Mi + Mu
− rm Mu

Mu

Mi + Mu

]

c
aDα−1

t

[
d Mu,s

d t

]
= c

aDα−1
t Iα−1

t

[
tw

(
1− Tmi

Tm

)
Tmu −

αuρmh Ih

Th
Mu,s − λmu Tm Mu,s

]

c
aDα−1

t

[
d Mu,i

d t

]
= c

aDα−1
t Iα−1

t

[
αuρmh Ih

Th
Mu,s − λmu Tm Mu,i

]

c
aDα−1

t

[
d Sh
d t

]
= c

aDα−1
t Iα−1

t

[
rh −

αiρmi Mi,i

Th
Sh −

αuρmu Mu,i

Th
Sh − λhSh

]

c
aDα−1

t

[
d Ih
d t

]
= c

aDα−1
t Iα−1

t

[
αiρmi Mi,i

Th
Sh +

αuρmu Mu,i

Th
Sh − ηh Ih − γh1 Ih − λh Ih

]

c
aDα−1

t

[
d Hh
d t

]
= c

aDα−1
t Iα−1

t
[
ηh Ih − γh2 Hh − λhHh

]

c
aDα−1

t

[
d Rh
d t

]
= c

aDα−1
t Iα−1

t
[
γh1 Ih + γh2 Hh − λhRh

]

Then, the Caputo-sense fractional-order model for virus transmission dynamics is
as follows:

c
aDα

t Mi = Λ1 + rmηMi − λia Mi − λdi [Mi + Mu]Mi − tw Mi

c
aDα

t Mi,s = twTmi −
αiρmh Ih

Th
Mi,s − λmi Tm Mi,s

c
aDα

t Mi,i =
αiρmh Ih

Th
Mi,s − λmi Tm Mi,i

c
aDα

t Mu = Λ2 + rm(1− η)Mi − λua Mu − λdu [Mi + Mu]Mi − tw Mu

+rm(1− cy)Mu
Mi

Mi + Mu
− rm Mu

Mu

Mi + Mu

c
aDα

t Mu,s = tw

(
1− Tmi

Tm

)
Tmu −

αuρmh Ih

Th
Mu,s − λmu Tm Mu,s (2)

c
aDα

t Mu,i =
αuρmh Ih

Th
Mu,s − λmu Tm Mu,i

c
aDα

t Sh = rh −
αiρmi Mi,i

Th
Sh −

αuρmu Mu,i

Th
Sh − λhSh

c
aDα

t Ih =
αiρmi Mi,i

Th
Sh +

αuρmu Mu,i

Th
Sh − ηh Ih − γh1 Ih − λh Ih

c
aDα

t Hh = ηh Ih − γh2 Hh − λhHh
c
aDα

t Rh = γh1 Ih + γh2 Hh − λhRh
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with initial conditions Mu(0) = M0
u ≥ 0, Mi(0) = M0

i ≥ 0, Mu,s(0) = M0
u,s ≥ 0, Mu,i(0) =

M0
u,i ≥ 0, Mi,s(0) = M0

i,s ≥ 0, Mi,i(0) = M0
i,i ≥ 0, Sh(0) = S0

h ≥ 0, Ih(0) = I0
h ≥ 0,

Hh(0) = H0
h ≥ 0 and Rh(0) = S0

h ≥ 0.
The total human population is Th = Sh + Ih + Hh + Rh. The mosquito population is

Tm = Mi + Mu and the total adult female mosquito populations are Tmi = Mi,s + Mi,i and
Tmu = Mu,s + Mu,i.

5. Fundamental Properties

In this section, some fundamental properties of solutions of the proposed model are
analyzed for boundedness and positivity.

5.1. Positivity of the Solution

In a feasible domain, the dynamics of viruses propagation according to the Caputo
fractional model (1) are investigated. Let us consider R ⊂ R2

+ × R2
+ × R2

+ × R4
+ such that

R =
{

Tm = (Mi, Mu) ∈ R2
+, Tmi = (Mi,s, Mi,i) ∈ R2

+, Tmu = (Mu,s, Mu,i) ∈ R2
+,

Th = (Sh, Ih, Hh, Rh) ∈ R4
+

}

Theorem 1. For every positive initial condition, the solution of (2) remains positive for all t > 0
in R.

Proof. After summing the components of the human population in a model (2), we obtain
a total human population as follows:

c
aDα

t Th = c
aDα

t Sh +
c
aDα

t Ih +
c
aDα

t Hh +
c
aDα

t Rh

and we have

c
aDα

t Th = rh − λhTh
c
aDα

t Th + λhTh = rh

Let us take Laplace’s transformation for the above equation as

Th(u) =
rh

u(uα + λh)
+ Th(0)

uα−1

uα + λh

Now, using inverse Laplace’s transformation,

Th(t) = Th(0) Eα,1(λhtα)︸ ︷︷ ︸
Positive

+ rhtαEα,α+1(λhtα)︸ ︷︷ ︸
Positive

Therefore, if the initial condition Th(0) ≥ 0, then the solution Th > 0.
As a result, the model’s solution in R with the non-negative criteria continues to be in

R. Therefore, all of the solution R4
+ is drawn to the region R, which is positively invariant.

For Wolbachia-infected mosquitoes,

c
aDα

t Tmi = c
aDα

t Mi,s +
c
aDα

t Mi,i

= tmTmi − λmi Tm2
i

= [tw − λmi Tmi ]Tmi

≤ tw − λmi Tmi
c
aDα

t Tmi + λmi Tmi ≤ tw.
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By using Laplace and inverse Laplace transforms,

c
aDα

t Tmi + λmi Tmi ≤ tw

Tmi (u) ≤
tm

u(uα + λmi )
+ Tmi (0)

uα−1

uα + λmi

Tmi (u) ≤ Tmi (0) Eα,1(twtα)︸ ︷︷ ︸
Positive

+ λmi t
αEα,α+1(λmi t

α)︸ ︷︷ ︸
Positive

Therefore, if the initial condition Tmi (0) ≥ 0, then the solution Tmi > 0.
Similarly, for the solutions of non-Wolbachia compartments,

c
aDα

t Tmu = c
aDα

t Mu,s +
c
aDα

t Mu,i

= tmTmu − λmu Tm2
u

= [tw − λmu Tmu ]Tmu

≤ tw − λmu Tmu
c
aDα

t Tmu + λmu Tmu ≤ tw.

By using Laplace and inverse Laplace transforms,

c
aDα

t Tmi + λmi Tmi ≤ tw

Tmi (u) ≤
tm

u(uα + λmi )
+ Tmi (0)

uα−1

uα + λmi

Tmi (u) ≤ Tmu(0) Eα,1(twtα)︸ ︷︷ ︸
Positive

+ λmu tαEα,α+1(λmu tα)︸ ︷︷ ︸
Positive

Therefore, if the initial condition Tmu(0) ≥ 0, then the solution Tmu > 0.

5.2. Positive Invariant Region

Now, let us discuss the system solution’s positive aspects.

Proposition 1. The solution of the model (2) is non-negative and bounded for all positive initial
conditions for t > 0.

Proof. It is necessary to demonstrate that every hyper-plane enclosing the positive orthant
has a vector field point in order to demonstrate that the model’s solution is non-negative
R2
+, R2

+, R2
+, R4

+. From system (2), we have

c
aDα

t Mi|Mi=0 = Λ1 > 0
c
aDα

t Mi,s|Mi,s=0 = twTmi ≥ 0

c
aDα

t Mi,i|Mi,i=0 =
αiρmh Ih

Th
Mi,s ≥ 0.

Now, c
aDα

t Mu|Mu=0 = Λ2 + rm(1− η)Mi − λdu M2
i ≥ 0, if the density-dependent death

rate of wild mosquitoes will be less than or equal to the sum of the reproduction rate of
wild mosquitoes and the rate at which fraction of wild mosquitoes produced due to the
imperfect maternal transmission. That is, if the following inequality holds

Λ2 + rm(1− η) ≥ λdu Mi

then c
aDα

t Mu|Mu=0 = Λ2 + rm(1− η)− λdu Mi ≥ 0.
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The negative sign on the left-hand side will not affect the positivity of the system. As η
denotes the probability of having Wolbachia. It takes the values between [0, 1]. This implies
that the value of (1− η) is always greater than equal to 0.

c
aDα

t Mu,s|Mu,s=0 = twTmu ≥ 0

c
aDα

t Mu,i|Mu,i=0 =
αuρmh Ih

Th
Mu,s ≥ 0

c
aDα

t Sh|Sh=0 = rh > 0

c
aDα

t Ih|Ih=0 =
αiρmi Mi,i

Th
+

αuρmu Mu,i

Th
≥ 0

c
aDα

t Ch|Hh=0 = ηh Ih ≥ 0
c
aDα

t Rh|Rh=0 = γh1 Ih + γh2 Hh ≥ 0

The solution of the system will remain in R2
+, R2

+, R2
+ and R4

+.

6. Analysis of the Model

This section is devoted to examining the model for various characteristics, such as
basic reproduction number, local stability (Routh–Hurwitz criterion) and global stability
(Lyapunov and LMI theories).

6.1. Basis Reproduction Number

In the proposed model (2), the infected compartments are Mi,i, Mu,i and Ih. Let us
denote y = (Mi,i, Mu,i, Ih)

>. Then, we have

d y
d t

= F−V,

where

F =




αiρmh I∗h
Th

M∗i,s
αuρmh I∗h

Th
M∗u,s

αiρmi M∗i,i
Th

S∗h +
αuρmu M∗u,i

Th
S∗h




V =




λmi M
∗
i,i

λmu M∗u,i
ηh I∗h + γhi

I∗h + λh I∗h




From this, we can derive F and V as

F =




0 0
αi M∗is ρmh

Th

0 0
αu M∗us ρmh

Th
αiS∗hρmi

Th

αuS∗hρmu
Th

0


; V =




λmi 0 0
0 λmu 0
0 0 ηh + γh1 + λh


;

The basic reproduction number (R0) is the spectral radius of the matrix (FV−1). Here,

V−1 =




1
λmi

0 0

0 1
λmu

0
0 0 1

k1



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Let us consider K1 = ηh + γh1 + λh. Now,

FV−1 =




0 0
αiρmh M∗is

k1Th

0 0
αuρmh M∗us

k1Th
S∗hαiρmi
Thλmi

S∗hαuρmu
Thλmu

0


.

Eigenvalues of FV−1 are
{

0,−
√

S∗h
√

ρmh

√
α2

i ρmi M∗is λmu+α2
uλmi ρmu M∗us√

k1Th
√

λmi

√
λmu

,
√

S∗h
√

ρmh

√
α2

i ρmi Mis λmu+α2
uλmi ρmu M∗us√

k1Th
√

λmi

√
λmu

}
.

The basic reproduction number R0 is the spectral radius of FV−1.
That is,

R0 =
1
Th

√√√√S∗hρmh

(
α2

i ρmi M
∗
is λmu + α2

uλmi ρmu M∗us

)

k1λmi λmu

(3)

To find the equilibrium point of the fractional model (2), we equate the left-hand side
to zero. That is, c

aDα
t Mi,s =

c
aDα

t Mi,i =
c
aDα

t Mu,s = c
aDα

t Mu,i =
c
aDα

t Sh = c
aDα

t Ih = c
aDα

t Ch =
c
aDα

t Rh = 0.

6.1.1. Disease-Free Equilibrium:

The case where there is no disease spread among all three populations is called the
disease-free equilibrium. That is, M∗i,i = 0, M∗u,i = 0, I∗h = 0, C∗h = 0 and R∗h = 0. Then, the
model transformed as:

c
aDα

t Mi,s = tw Mi,s − λmi (Mi,s + Mu,s)Mi,s

c
aDα

t Mu,s = tw

(
1− Mi,s

Mi,s + Mu,s

)
Mu,s − λmu(Mi,s + Mu,s)Mu,s (4)

c
aDα

t Sh = rh −
αiρmi Mi,i

Th
Sh −

αuρmu Mu,i

Th
Sh − λhSh,

since Tm = Mi,s + Mi,i + Mu,s + Mu,i, Tmi = Mi,s + Mi,i and Tmu = Mu,s + Mu,i. Then, the
corresponding disease-free equilibrium point is

jΣ0 =
(

M∗i,s, 0, M∗u,s, 0, S∗h , 0, 0, 0
)
, j = 1, 2, 3, 4.

To find the equilibrium points, equate the right-hand sides to zero.

rh −
αiρmi M

∗
i,i

Th
S∗h −

αuρmu M∗u,i

Th
S∗h − λhS∗h = 0.

Here, M∗i,i = M∗u,i = 0. This implies that

rh − λhS∗h = 0

S∗h =
rh
λh

. (5)

when we analyze the disease-free equilibrium for mosquito species, there are four possible
cases that exist. They are classified and analyzed as follows:
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Annihilation of both wild and Wolbachia mosquitoes: If both mosquitoes are completely
destructed, then the possible equilibrium point is

1Σ0 =

(
0, 0, 0, 0,

rh
λh

, 0, 0, 0
)

.

Annihilation of Wild mosquito only: The equilibrium point when there is a successful
replacement of wild mosquitoes by Wolbachia-infected mosquitoes is derived as

2Σ0 =

(
tw

λmi

, 0, 0, 0,
rh
λh

, 0, 0, 0
)

.

Annihilation of Wolbachia-infected mosquitoes only: If the rate of an imperfect mater-
nal transmission increases, then after some period, the sustainability of Wolbachia will
be reduced to zero. For this zero Wolbachia-mosquitoes case, the equilibrium point is

3Σ0 =

(
0, 0,

tw

λmu

, 0,
rh
λh

, 0, 0, 0
)

.

Co-existence of all wild and Wolbachia-infected mosquitoes with humans: An equilib-
rium point when all populations co-exist in a common environment is derived as

4Σ0 =

(
Tmi tw

λmi P1Tmu

, 0,
tw

P2
1 λmu

, 0,
rh
λh

, 0, 0, 0

)
.

where P1 = Tm
Tmu

.

6.1.2. Endemic Equilibrium

There are two cases of endemic equilibrium corresponding to 2Σ0 and 3Σ0, as follows.

Successful replacement of wild mosquitoes by Wolbachia-infected mosquitoes: 2Σ1 =(
M∗i,s, M∗i,i, 0, 0, S∗h , I∗h , H∗h , R∗h

)
.

Annihilation of Wolbachia-infected mosquitoes: 3Σ1 =
(

0, 0, M∗u,s, M∗u,i, S∗h , I∗h , H∗h , R∗h
)

.

Now, take the following two cases.

1. Successful replacement of wild mosquitoes by Wolbachia-infected mosquitoes:
That is, M∗u,s = M∗u,i = 0. Then, the model (2) is reduced as follows:

c
aDα

t Mi,s = twTmi −
αiρmh Ih Mi,s

Th
− λmi Tmi Mi,s

c
aDα

t Mi,i =
αiρmh Ih Mi,s

Th
− λmi Tmi Mi,i

c
aDα

t Sh = rh −
αiρmi Mi,i

Th
Sh − λhSh

c
aDα

t Ih =
αiρmi Mi,i

Th
Sh − ηh Ih − γh1 Ih − λh Ih

c
aDα

t Hh = ηh Ih − γh2 Hh − λhHh (6)
c
aDα

t Rh = γh1 Ih + γh2 Hh − λhRh
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By adding the first two equations and adding the last four equations, we obtain

c
aDα

t Tmi = twTmi − λmi T
2
mi

c
aDα

t Th = rh − λhTh.

By solving for c
aDα

t Tmi = 0 = c
aDα

t Th, we obtain T∗mi
= tw

λmi
and T∗h = rh

λh
.

Let us equate the RHS of each equation in (6) to zero. After some manipulations, we
obtain the following equilibrium point (5Σ0):

M∗i,s =
rht2

w
λmi

(
I∗h λhαiρmh + rhtw

) ;

M∗i,i =
I∗h twαiλhρmh

λmi

(
rhtw + I∗h αiλhρmh

) ;

S∗h =
r2

hλmi

(
I∗h λhαiρmh + rhtw

)

I∗h λ2
hrhαiρmh λmi + I∗h λ2

hα2
i twρmh ρmi + λhr2

htwλmi

;

I∗h =
rhtw

(
λhα2

i ρmh ρmi − k1rhλmi

)

k1λhαiρmh(rhλmi + αitwρmi )

H∗h =
I∗h ηh

γh2 + λh
;

R∗h =
I∗h
(
γh1

(
γh2 + λh

)
+ γh2 ηh

)

λh
(
γh2 + λh

) ;

2. Annihilation of Wolbachia-infected mosquitoes:
That is, M∗i,s = M∗i,i = 0. Then, the model (2) is reduced as follows:

c
aDα

t Mu,s = twTm −
αuρmh Ih

Th
Mu,s − λmu Tm Mu,s

c
aDα

t Mu,i =
αuρmh Ih

Th
Mu,s − λmu Tmu Mu,i (7)

c
aDα

t Sh = rh −
αuρmu Mu,i

Th
Sh − λhSh

c
aDα

t Ih =
αuρmu Mu,i

Th
Sh − ηh Ih − γh1 Ih − λh Ih

c
aDα

t Hh = ηh Ih − γh2 Hh − λh Hh
c
aDα

t Rh = γh1 Ih + γh2 Hh − λhRh (8)

Adding the first two equations, and adding the last four equations, we obtain

c
aDα

t Tmu = twTmu − λmu T2
mu

c
aDα

t Th = rh − λhTh.

By solving for c
aDα

t Tmu = 0 = c
aDα

t Th, we obtain T∗mu = tw
λmu

and T∗h = rh
λh

.
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Let us equate the RHS of each equation in (7) to zero. After some manipulations, we
obtain the following equilibrium point (6Σ0).

M∗u,s =
rht2

w
λmu

(
I∗h λhαuρmh + rhTmu λmu

) ;

M∗u,i =
I∗h λht2

wαuρmh

Tmu λ2
mu

(
I∗h λhαuρmh + rhTmu λmu

) ;

S∗h =
r2

hTmu λ2
mu

(
I∗h λhαuρmh + rhTmu λmu

)

λh
(
rhTmu λ2

mu

(
I∗h λhαuρmh + rhTmu λmu

)
+ I∗h λht2

wα2
uρmh ρmu

) ;

I∗h =
rh
(
λht2

wα2
uρmh ρmu − k1rhT2

mu λ3
mu

)

k1λhαuρmh

(
rhTmu λ2

mu + t2
wαuρmu

) ;

H∗h =
I∗h ηh

γh2 + λh
;

R∗h =
I∗h
(
γh2 ηh + γh1

(
γh2 + λh

))

λh
(
γh2 + λh

) ;

6.1.3. Basis Reproduction Number at Disease-Free Equilibrium

There are four possible cases of equilibrium points, as we derived above.

(i) 1Σ0 =
(

0, 0, 0, 0, rh
λh

, 0, 0, 0
)

.

(ii) 2Σ0 =
(

tw
λmi

, 0, 0, 0, rh
λh

, 0, 0, 0
)

.

(iii) 3Σ0 =
(

0, 0, tw
λmu

, 0, rh
λh

, 0, 0, 0
)

.

(iv) 4Σ0 =

(
Tmi tw

λmi P1Tmu
, 0, tw

P2
1 λmu

, 0, rh
λh

, 0, 0, 0
)

..

For an equilibrium point 1Σ0, the basic reproduction number is 1R0 = 0. There is no
disease spread. For an equilibrium point 2Σ0, the basic reproduction number is 1R0 = 0.
Since it is the disease-free, the equilibrium value is Th = S∗h . In this case,

F =




αiρmh I∗h
S∗h

M∗i,s
αuρmh I∗h

S∗h
M∗u,s

αiρmi M∗i,i
S∗h

S∗h +
αuρmu M∗u,i

S∗h
S∗h




V =




λmi M
∗
i,i

λmu M∗u,i
ηh I∗h + γhi

I∗h + λh I∗h




From this, we can derive F and V as

F =




0 0
αi M∗is ρmh

S∗h

0 0
αu M∗us ρmh

S∗h
αiρmi αuS∗hρmu 0


; V =




λmi 0 0
0 λmu 0
0 0 k1


;

The basic reproduction number (2R0) is the spectral radius of the matrix (FV−1).
Here,

V−1 =




1
λmi

0 0

0 1
λmu

0
0 0 1

k1



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Here,

FV−1 =




0 0
αiρmh Mis

k1S∗h
0 0

αuρmh Mus
k1S∗hαiρmi

λmi

αuρmu
λmu

0




2R0 =

√
λhα2

i twρmh ρmi

k1rhλ2
mi

.

In Figure 2, we can observe that the value of the basic reproduction number 2R0 at
an equilibrium point 2Σ0 is less than one. There is no disease spread when only Wolbachia
mosquitoes exist. Next, for the equilibrium point 3Σ0, the basic reproduction number is

3R0 = spectral radius (FV−1|3Σ0
).

That is,

3R0 =

√
λhtwα2

uρmh ρmu

k1rhλ2
mu

.

Figure 2. R0 at disease-free equilibrium 2Σ0.

In Figure 3, we can observe that the values the basic reproduction number 3R0 at an
equilibrium point 3Σ0 is less than one.

Similarly, for an equilibrium point 4Σ0, the basic reproduction number is

4R0 = spectral radius (FV−1|4Σ0
).

That is,

4R0 =

√
λhtwρmh

(
α2

i ρmi (λmi − λmu) + α2
uλmi ρmu

)

k1rhλ3
mi

.

27



Symmetry 2023, 15, 845

Figure 3. R0 at disease-free equilibrium 3Σ0.

In Figure 4, we can observe that the value of the basic reproduction number 4R0
at an equilibrium point 4Σ0 is near to one. That is, when there are both Wolbachia and
non-Wolbachia mosquitoes, then the disease spread is controlled by increasing the release
of Wolbachia-infected mosquitoes. We can maintain the spread under the threshold.

That is, for disease-free equilibrium in all four cases, R0 < 1.

Figure 4. R0 at disease-free equilibrium 4Σ0.

6.1.4. Local Stability

Theorem 2. The disease-free equilibrium points iΣ0 are locally asymptotically stable if the corre-
sponding basic reproduction number iR0 < 1 for i = 2, 3. Otherwise, the system is unstable.

The Jacobian for system (2) is

J =




−J11 0 0 0 0 −J16 0 0
J21 −J22 0 0 0 J26 0 0
0 0 −J33 0 0 −J36 0 0
0 0 J43 −J44 0 J46 0 0
0 −J52 0 −J54 −J55 0 0 0
0 J62 0 J64 J65 −J66 0 0
0 0 0 0 0 J76 −J77 0
0 0 0 0 0 J86 J87 −J88




,

where J11 =
Ihαiρmh

Th
− Tmλmi ; J16 =

Mi,sαiρmh
Th

; J21 =
Ihαiρmh

Th
; J22 = Tmλmi ; J26 =

Mi,sαiρmh
Th

;

J33 =
Ihαuρmh

Th
− Tmλmu ; J36 =

Mu,sαuρmh
Th

; J43 =
Ihαuρmh

Th
; J44 = Tmλmu ; J46 =

Mu,sαuρmh
Th

;
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J52 =
Shαiρmi

Th
; J54 = Shαuρmu

Th
; J55 =

Mi,iαiρmi
Th

− λh − Mu,iαuρmu
Th

; J62 =
Shαiρmi

Th
; J64 = Shαuρmu

Th
;

J65 =
Mi,iαiρmi

Th
+

Mu,iαuρmu
Th

; J66 = k1; J76 = ηh; J77 = γh2 + λh; J86 = γh1 ; J87 = γh2 ; J88 = λh.

(i) The Jacobian at disease-free equilibrium 2Σ0:

J3Σ0
=




−tw 0 0 0 0 − λhαitwρmh
rhλmi

0 0

0 −tw 0 0 0
λhαitwρmh

rhλmi
0 0

0 0 − twλmu
λmi

0 0 0 0 0

0 0 0 − twλmu
λmi

0 0 0 0

0 −αiρmi 0 −αuρmu −λh 0 0 0
0 αiρmi 0 αuρmu 0 θ77 0 0
0 0 0 0 0 ηh −γh2 − λh 0
0 0 0 0 0 γh1 γh2 −λh




where −γh1 − ηh − λh.

Here, |J2Σ0
| = λ2

ht4
w(γh2

+λh)λ2
mu(k1rhλmi−λhα2

i ρmh ρmi )
rhλ3

mi
> 0 if (1− 2R0) > 0 (i.e.,) 2R0 < 1

and the trace of J2Σ0
= −

(
γh2 + 3λh +

2twλmu
λmi

+ k1 + 2tw

)
< 0. Hence, by Routh

Hurwitz’s theorem, our system at disease-free equilibrium point 2Σ0 is locally asymp-
totically stable when 2R0 < 1.

(ii) The Jacobian at disease-free equilibrium 3Σ0:

J3Σ0
=




− twλmi
λmu

0 0 0 0 0 0 0

0 − twλmi
λmu

0 0 0 0 0 0

0 0 −tw 0 0 − λhtwαuρmh
rhλmu

0 0

0 0 0 −tw 0
λhtwαuρmh

rhλmu
0 0

0 −αiρmi 0 −αuρmu −λh 0 0 0
0 αiρmi 0 αuρmu 0 −k1 0 0
0 0 0 0 0 ηh −γh2 − λh 0
0 0 0 0 0 γh1 γh2 −λh




Here, |J3Σ0
| =

λ2
ht4

w(γh2
+λh)λ2

mi

(
1− λhα2

uρmh ρmu
k1rhλmu

)

rhλ3
mu

> 0 if (1− 3R0) > 0 (i.e.,) 3R0 < 1 and

the trace of J3Σ0
= −

(
γh2 + 3λh +

2twλmi
λmu

+ k1 + 2tw

)
< 0. Hence, by Routh Hurwitz’s

theorem, our system at disease-free equilibrium point 3Σ0 is locally asymptotically
stable when 3R0 < 1.

6.1.5. Global Stability: LMI Approach

In this section, the global stability of the developed model is studied via the lineariza-
tion process. For this, the following assumptions are made for model (2):

Ψ =




Mi,s −M∗i,s
Mi,i −M∗i,i

Mu,s −M∗u,s
Mu,i −M∗u,i

Sh − S∗h
Ih − I∗h

Hh − H∗h
Rh − R∗h



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Let us introduce the vector Ψ = [Mi,s, Mi,i, Mu,s, Mu,i, Sh, Ih, Hh, Rh]
>.

Similarly, c
aDα

t Ψ =
[c

aDα
t Mi,s, c

aDα
t Mi,i, c

aDα
t Mu,s, c

aDα
t Mu,i, c

aDα
t Sh, c

aDα
t Ih, c

aDα
t Hh, c

aDα
t Rh

]>.
The linearized system is derived as

c
aDα

t Ψ(t) = ωΨ(t) + F(Ψ(t))

Ψ(t0) = Ψ0, (9)

where

ω =




−J11 0 0 0 0 −J16 0 0
J21 −J22 0 0 0 J26 0 0
0 0 −J33 0 0 −J36 0 0
0 0 J43 −J44 0 J46 0 0
0 −J52 0 −J54 −J55 0 0 0
0 J62 0 J64 J65 −J66 0 0
0 0 0 0 0 J76 −J77 0
0 0 0 0 0 J86 J87 −J88




,

where Ji,j’s i,j = 1, 2, 3,. . . , 8 are explained in Section 6.1.4.

F(Ψ(t)) =




− αiρmh Ψ1Ψ6
Th

αiρmh Ψ1Ψ6
Th

− αuρmh Ψ3Ψ6
Th

αuρmh Ψ3Ψ6
Th

− αiρmi Ψ2Ψ5
Th

− αuρmu Ψ4Ψ5
Th

αiρmi Ψ2Ψ5
Th

+ αuρmu Ψ4Ψ5
Th

0
0




.

Theorem 3. The system (9) is assumed to be satisfy that the function F(Ψ(t)) is Lipschitz-bounded.
That is, for any µ1, µ2 ∈ Rn there exists θ such that

||F(µ1)− F(µ2)|| ≤ ||θ(µ1 − µ2)||. (10)

Then, there exists a positive definite matrix Θ and a scalar σ > 0 that satisfies the below-
mentioned inequality:

Π̃ =




2Θω Θ σθ
? −σ 0
? ? −σ


 (11)

such that our system (9) is globally stable.

Proof. By the following transformation function, Φ(t) = Ψ(t)− ψ∗, we modified system
(9) as

c
aDα

t Φ(t) = ωΦ(t) + F(Φ(t))

Φ(t0) = Φ0 ∈ Z∗, (12)

where Φ(t) = [Ψ1(t), Ψ2(t), Ψ3(t), Ψ4(t), Ψ5(t), Ψ6(t), Ψ7(t), Ψ8(t)]
>,

F(Φ(t)) = [F(Ψ1(t)), F(Ψ2(t)), F(Ψ3(t)), F(Ψ4(t)), F(Ψ5(t)), F(Ψ6(t)), F(Ψ7(t)), F(Ψ8(t))]
> and

Φ0 = Ψ0 −Ψ∗. Let us consider a Lyapunov candidate as:

V(t) = Φ>(t)ΘΦ(t) (13)
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Let us derive the time derivative of the system, along with the trajectory, as

c
aDα

t V(t) ≤ c
aDα

t Φ>(t)Θc
aDα

t Φ(t)

= Φ>(t)2Θ[ωΦ(t) + F(Φ(t))] (14)

= Φ>(t)(2Θω)Φ(t) + Φ>(t)(2Θ)F(Φ(t))

By implementing Lemma 3,

Φ>(t)(2Θ)F(Φ(t)) ≤ 1
σ

Φ>(t)(ΘΘ>)Φ(t) + σF>(Φ(t))F(Φ(t)) (15)

Using the assumption of boundedness,

F>(Φ(t))F(Φ(t)) = 〈F(Ψ(t))− F(Ψ∗), F(Ψ(t))− F(Ψ∗)〉
= 〈F(Φ(t) + Ψ∗)− F(Ψ∗), F(Φ(t) + Ψ∗)− F(Ψ∗)〉 (16)

≤ Φ>(t)θ>θΦ(t)

By substituting (15) and (16) into (14), we obtain

c
aDα

t V(t) ≤ Φ>(t)(2Θω)Φ(t) + Φ>(t)(σ−1ΘΘ−1)Φ(t) + Φ>(t)(σθ>θ)Φ(t) (17)

= Φ>(t)(2Θω + σ−1ΘΘ> + σθ>θ)Φ(t)

Let us consider

Π = 2Θω + σ−1ΘΘ> + σθ>θ

and we can rewrite it as

Π =




2Θω Θ θ
? −σ 0
? ? σ−1




By pre- and post-multiplying diag{I, I, σ} with Π̃, we derive

Π̃ =




2Θω Θ σθ
? −σ 0
? ? −σ




Finally, Π̃ < 0 (Schur compliment Lemma 2). This implies that

c
aDα

t V(t) ≤ Φ>(t)Π̃Φ(t)

= −[Φ>(t)Θ 1
2 (−Θ−

1
2 Π̃Θ−

1
2 )Θ

1
2 Φ(t)].

Denote ξ = λmin(−Θ−
1
2 Π̃Θ−

1
2 ). Then, we obtain

c
aDα

t V(t) ≤ −ξV(t). (18)

Since, V(t) = Φ>(t)ΘΦ(t). Here, V(t) ≥ 0 and c
aDα

t V(t) ≤ 0. By the Lyapunov direct
method, our system is globally stable, hence the proof.

7. Sensitivity Analysis

This section is devoted to analyzing the sensitivity of the model to its parameters.
By the partial-rank correlation coefficient method, we have analyzed system (2) to find
sensitive parameters. For that, we considered k1 = 0.000012 + 0.0904 + 0.0154, Sh = 0.8,
Th = 1, αi = 0.5985, αu = 0.76, ρmh = 0.24, λmi = 0.07854, ρmi = 0.90.27, Mi,s = 0.4,
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λmu = 0.0714, ρmu = 0.01 and Mu,s = 0.4; and we found the partial derivative of R0 with
respect to the involved parameters.

That is, the basic reproduction number is

R0 =
1
Th

√√√√S∗hρmh

(
α2

i ρmi M
∗
is λmu + α2

uλmi ρmu M∗us

)

k1λmi λmu

(19)

∂R0|ρmi
=

Shα2
i ρmh Mis

2k1Thλmi

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= 1.78156,

∂R0|ρmu =
Shα2

uρmh Mus

2k1Thλmu

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= 3.16003,

∂R0|ρmh
=

Sh
(
α2

i ρmi Mis λmu + α2
uλmi ρmu Mus

)

2k1Thλmi λmu

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= 1.9355,

∂R0|λmu
=

Shα2
i ρmh ρmi Mis

k1λmi λmu
− Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λ2
mu

2Th

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= −0.442582,

∂R0|λmi
=

Shα2
uρmh ρmu Mus
k1λmi λmu

− Shρmh(α2
i ρmi Mis λmu+α2

uλmi ρmu Mus)
k1λ2

mi λmu

2Th

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= −5.51208,

∂R0|αu =
Shαuρmh ρmu Mus

k1Thλmu

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= 0.0831588,

∂R0|αi =
Shαiρmh ρmi Mis

k1Thλmi

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

= 1.44668,

∂R0|Th = −

√
Shρmh(α2

i ρmi Mis λmu+α2
uλmi ρmu Mus)

k1λmi λmu

T2
h

= −0.929038,

According to the PRCC analysis (Ref. Figure 5), the most influential parameters are αi,
αu, ρmh , ρmu and ρi.
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Figure 5. Sensitivity of system parameters.

8. Numerical Simulation

By considering the numerical values quoted in Table 2, the following time series plots
were evaluated using MATLAB and Mathematica software. The initial population sizes
were Mi = 0.5, 0.4, Mu = 0.5, 0.6, Mi,s = 0.4,, Mi,i = 0.1, Mu,s = 0.4, Mu,i = 0.1, Sh = 0.8,
Ih = 0.1, Hh = 0.1 and Rh = 0. The model was analyzed in five different initial conditions
and compared with the single initial conditions.

In Figure 6, the phase plot portrays the time evaluation of aquatic stage Wolbachia-
infected mosquitoes at various fractional states (left) and under various initial conditions
(right). This phase portrays shows that the Mi population is globally stable.
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Figure 6. Phase plot of aquatic-stage Wolbachia-infected mosquitoes with various values of order, α.

In Figure 7, the phase plot portrays the time evaluation of aquatic stage non-Wolbachia
mosquitoes at various fractional states (left) and under various initial conditions (right).
This phase portrays shows that the Mu population is globally stable.
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Figure 7. Phase plot of aquatic-stage wild mosquitoes with various values of order α.

In Figure 8, the phase plot portrays the time evaluation of susceptible Wolbachia-
infected mosquitoes at various fractional states (left) and under various initial conditions
(right). This phase portrait shows that the Mi,s population is globally stable.
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Figure 8. Phase plot of susceptible Wolbachia mosquitoes with various values of order α.

In Figure 9, the phase plot portrays the time evaluation of infectious Wolbachia-infected
mosquitoes at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Mi,i population is globally stable.
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Figure 9. Phase plot of infectious Wolbachia mosquitoes with various values of order α.

In Figure 10, the phase plot portrays the time evaluation of susceptible non-Wolbachia
mosquitoes at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Mu,s population is globally stable.
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Figure 10. Phase plot of susceptible wild mosquitoes with various values of order α.

In Figure 11, the phase plot portrays the time evaluation of infectious non-Wolbachia
mosquitoes at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Mu,1 population is globally stable.
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Figure 11. Phase plot of infectious wild mosquitoes with various values of order α.

In Figure 12, the phase plot portrays the time evaluation of the susceptible human
population at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Sh population is globally stable.
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Figure 12. Phase plot of the susceptible human population with various values of order α.

In Figure 13, the phase plot portrays the time evaluation of the infectious human
population at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Ih population is globally stable.
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Figure 13. Phase plot of the infectious human population with various values of order α.

In Figure 14, the phase plot portrays the time evaluation of hospitalized human
population at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Hh population is globally stable.
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Figure 14. Phase plot of hospitalized human population with various values of order α.

In Figure 15, the phase plot portrays the time evaluation of the recovered human
population at various fractional states (left) and under various initial conditions (right).
This phase portrait shows that the Rh population is globally stable.

To find a suitable strain, we included a parameter cy in both Mi and Mu to measure
the cytoplasmic incompatibility created by an injected Wolbachia strain. For instance, we
considered five different strains of Wolbachia, as mentioned in [64]. The values were

These CI values from Table 3 were implemented in a system (2), and the corresponding
time series plots are depicted in Figure 16. From Figure 16, we can understand that the
Wolbachia strain wAlbB is the best strain economically because of its complete CI. In the
above figure (left), the aquatic-stage mosquitoes with increased Wolbachia for the CI value of
wAlbB, and in the next figure (Right), the aquatic non-Wolbachia mosquitoes are decreased
and maintained at a particular level to sustain hereditary. Due to these reasons, the strain
wAlbB is one of the best strains economically in a real-world situation.
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Figure 15. Phase plot of recovered human population with various values of order α.

Table 3. The values of CI created by various strains.

S. No Strain CI

1. wMelCS 0.20–0.83

2. wAlbB 0.20–0.88

3. wMel 0.826–2.516

4. wPip 0.367–0.681

Wolbachia-infected mosquitoes Non-Wolbachia mosquitoes

Figure 16. Phase plots of both Wolbachia and non-Wolbachia mosquitoes for various strains.

9. Conclusions

A novel density-dependent, fractional-order mathematical model incorporating the
complete cytoplasmic incompatibility was developed. To analytically solve the proposed
model, the Caputo fractional derivative was utilized. Various mathematical analyses, such
as positiveness and boundedness, were performed to support the fact that our developed
model is as similar to a real-world phenomenon as possible. In the light of next-generation
matrix theory, the basic reproduction number (BRN) was derived. The BRNs of disease-
free and endemic equilibriums were analyzed by eight possible cases. From this analysis,
our model shows that whenever Wolbachia mosquitoes exist, there is a notable decrease
in disease spread, as the BRN is derived at Wolbachia alone and the coexistence state
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(both Wolbachia and non-Wolbachia) equilibrium points to the values of R0 < 1. This
means that zero disease transmission exists. In another case, suppose there exist non-
Wolbachia mosquitoes with values of R0 > 1. There is a hike in the disease-spread rate.
The local stability of the proposed equilibrium points was derived via the Routh–Hurwitz
criterion, and the global stability results were proved via the LMI approach. Moreover,
to understand the disease-spread’s dynamics, we can vary the fractional-order α, and can
see how gradually the population size increases and decreases. Through numerical analysis,
we proved that the particular strain wAlbB is the best strain among all existing strains by
having high CI and a high ability to block the virus inside the mosquitoes. Through our
results, we proved that Wolbachia is an effective method to control Mosquito-borne diseases
and wAlbB is an economically suitable strain.

Author Contributions: Conceptualization, D.J. and R.R.; methodology, D.J. and S.A.J.; software, D.J.;
validation, R.R., J.A. and H.K.; formal analysis, D.J.; investigation, R.R.; resources, D.J.; data curation,
D.J.; writing—original draft preparation, D.J.; writing—review and editing, J.A.; visualization, D.J.
and S.A.J.; supervision,J.A.; project administration, J.A.; funding acquisition, J.A. All authors have
read and agreed to the published version of the manuscript.

Funding: This article has been written with the joint partial financial support of Center for Nonlinear
Systems, the Chennai Institute of Technology, India, vide funding number CIT/CNS/2022/RP-017,
RUSA-Phase 2.0 grant sanctioned vide letter No. F 24-51/2014-U, Policy (TN Multi-Gen), Dept. of
Edn. Govt. of India. J.A. and H.K. would like to thank Prince Sultan University and OSTIM Technical
University for their endless support.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Bhatt, S.; Gething, P.W.; Brady, O.J.; Messina, J.P.; Farlow, A.W.; Moyes, C.L.; Drake, J.M.; Brownstein, J.S.; Hoen, A.G.; Sankoh, O.

The global distribution and burden of dengue. Nature 2013, 496, 504–507. [CrossRef] [PubMed]
2. Cattarino, L.; Rodriguez-Barraquer, I.; Imai, N.; Cummings, D.A.T.; Ferguson, N.M. Mapping global variation in dengue

transmission intensity. Sci. Transl. Med. 2020, 12, 105788. [CrossRef]
3. Evelyn, M.; Murray, A.; Quam, M.B.; Wilder-Smith, A. Epidemiology of dengue: Past, present and future prospects. Clin.

Epidemiol. 2013, 5, 299.
4. Shepard, D.S.; Undurraga, E.A.; Halasa, Y.A.; Stanaway, J.D. The global economic burden of dengue: A systematic analysis.

Lancet Infect. Dis. 2016, 16, 935–941. [CrossRef]
5. Souza-Neto, J.A.; Powell, J.R.; Bonizzoni, M. Aedes Aegypti Vector Competence Stud. A Rev. Infection. Genet. Sel. Evol. 2019, 67,

191–209. [CrossRef] [PubMed]
6. World Health Organization, Vector-Borne Diseases Fact Sheet. Available online: https://www.who.int/news-room/fact-sheets/

detail/vector-borne-diseases (accessed on 12 December 2022).
7. Jose, S.A.; Raja, R.; Omede, B.I.; Agarwal, R.P.; Alzabut, J.; Cao, J. Balas, V.E. Mathematical Modeling on Co-infection: Transmission

Dynamics of Zika virus and Dengue fever. Nonlinear Dyn. 2022. [CrossRef]
8. Baldacchino, F.; Caputo, B.; Chandre, F.; Drago, A.; Torre, A.D.; Montarsi, F.; Rizzoli, A. Control methods against invasive Aedes

mosquitoes in Europe: A review. Pest Manag. Sci. 2015, 71, 1471–1485. [CrossRef] [PubMed]
9. Somwang, P.; Yanola, J.; Suwan, W.; Walton, C.; Lumjuan, N.; Prapanthadara, L.A.; Somboon, P. Enzymes-based resistant

mechanism in pyrethroid resistant and susceptible Aedes aegypti strains from northern Thailand. Parasitol. Res. 2011, 109, 531–537.
[CrossRef]

10. Silva, J.V.J., Jr.; Lopes, T.R.R.; de Oliveira-Filho, E.F.; Oliveira, R.A.S.; Duraes-Carvalho, R.; Gil, L.H.V.G. Current status, challenges
and perspectives in the development of vaccines against yellow fever, dengue, Zika, and chikungunya viruses. Acta Trop. 2018,
182, 257–263. [CrossRef]

11. Joubert, D.A.; Walker, T.; Carrington, L.B.; De Bruyne, J.T.; Kien, D.H.T.; Hoang, N.L.T.; Chau, N.V.V.; Iturbe-Ormaetxe, I.;
Simmons, C.P.; O’Neill, S.L. Establishment of a Wolbachia superinfection in Aedes Aegypti Mosquitoes A Potential Approach
Future Resist. Management. PLoS Pathog. 2016, 12, e1005434. [CrossRef] [PubMed]

12. World Mosquito Program, How Wolbachia Method Works. Available online: https://www.worldmosquitoprogram.org/en/
work/wolbachia-method (accessed on 12 December 2022).

13. Xi, Z.; Khoo, C.C.; Dobson, S.L. Wolbachia establishment and invasion in an Aedes Aegypti Lab. Population. Science 2005, 310,
326–328. [CrossRef] [PubMed]

39



Symmetry 2023, 15, 845

14. Jimenez, N.E.; Gerdtzen, Z.P.; Olivera-Nappa, A.; Salgado, J.C.; Concaa, C. Novel symbiotic genome-scale model reveals
Wolbachia’s arboviral pathogen blocking mechanism in Aedes Aegypti. MBio 2021, 12, e01563-21. [CrossRef]

15. Hoffmann, A.A.; Montgomery, B.L.; Popovici, J.; Iturbeormaetxe, I.; Johnson, P.H.; Muzzi, F.; Greenfield, M.; Durkan, M.; Leong,
Y.S.; Dong, Y. Successful establishment of Wolbachia in Aedes populations to suppress dengue transmission. Nature 2011, 476,
454–457. [CrossRef] [PubMed]

16. Crawford, J.E.; Clarke, D.W.; Criswell, V.; Desnoyer, M.; Cornel, D.; Deegan, B.; Gong, K.; Hopkins, K.C.; Howell, P.; Hyde, J.S.J.S.
Efficient production of male Wolbachia-infected Aedes Aegypti Mosquitoes Enables Large-Scale Suppr. Wild Populations. Nat.
Biotechnol. 2020, 38, 482–492. [CrossRef] [PubMed]

17. Dianavinnarasi, J.; Raja, R.; Alzabut, J.; Niezabitowski, M.; Selvam, G.; Bagdasar, O. An LMI Approach-Based Mathematical
Model to Control Aedes Aegypti Mosquitoes Popul. Via Biol. Control. Math. Probl. Eng. 2021, 2021, 5565949. [CrossRef]

18. Dianavinnarasi, J.; Raja, R.; Alzabut, J.; Niezabitowski, M.; Bagdasar, O. Controlling Wolbachia transmission and invasion
dynamics among Aedes aegypti population via impulsive control strategy. Symmetry 2021, 13, 434. [CrossRef]

19. Pagendam, D.E.; Trewin, B.J.; Snoad, N.; Ritchie, S.A.; Hoffmann, A.A.; Staunton, K.M.; Paton, C.; Beebe, N. Modelling the
Wolbachia incompatible insect technique: Strategies for effective mosquito population elimination. BMC Biol. 2020, 18, 161.
[CrossRef]

20. Jose, S.A.; Raja, R.; Dianavinnarasi, J.; Baleanu, D.; Jirawattanapanit, A. Mathematical Modeling of Chickenpox in Phuket: Efficacy
of Precautionary Measures and Bifurcation Analysis. Biomed. Signal. Proces. 2023, 84, 104714. [CrossRef]

21. Sadek, L.; Sadek, O.; Alaoui, H.T.; Abdo, M.S.; Shah, K.; Abdeljawad, T. Fractional Order Modeling of Predicting COVID-19 with
Isolation and Vaccination Strategies in Morocco. CMES-Comput. Model. Eng. Sci. 2023, 136, 1931–1950. [CrossRef]

22. Abdeljawad, T.; Abdo, M.S.; Shah, K. Theoretical and numerical analysis for transmission dynamics of COVID-19 mathematical
model involving Caputo-Fabrizio derivative. Adv. Differ. Equ. 2021, 2021, 1–17.

23. Thirthar, A.A.; Abboubakar, H.; Khan, A.; Abdeljawad, T. Mathematical modeling of the COVID-19 epidemic with fear impact.
AIMS Math. 2023, 8, 6447–6465. [CrossRef]

24. Magin, R.L. Fractional calculus models of complex dynamics in biological tissues. Comput. Math. Appl. 2010, 59, 1586–1593.
[CrossRef]

25. Heydari, M.H.; Razzaghi, M.; Avazzadeh, Z. Numerical investigation of variable-order fractional Benjamin–Bona–Mahony–
Burgers equation using a pseudo-spectral method. Math Meth. Appl. Sci. 2021, 1–15. [CrossRef]

26. Ghafoor, A.; Khan, N.; Hussain, M.; Ullah, R. A hybrid collocation method for the computational study of multi-term time
fractional partial differential equations. Comput. Math. Appl. 2022, 128, 130–144. [CrossRef]

27. Haq, S.; Ghafoor, A.; Hussain, M. Numerical solutions of variable order time fractional (1+1)- and (1+2)-dimensional advection
dispersion and diffusion models. Appl. Math. Comput. 2019, 360, 107–121. [CrossRef]

28. Barclay, H.J. The sterile insect release method on species with two-stage life cycles. Popul. Ecol. 1980, 21, 165–180. [CrossRef]
29. Barclay, H.J.; Mackauer, M. The sterile insect release method for pest control: A density-dependent model. Environ. Entomol. 1980,

9, 810–817. [CrossRef]
30. Barclay, H.J. Pest population stability under sterile releases. Popul. Ecol. 1982, 24, 405–416. [CrossRef]
31. Barclay, H.J. Modeling incomplete sterility in a sterile release program: Interactions with other factors. Popul. Ecol. 2001, 43,

197–206. [CrossRef]
32. Barclay, H.J. Mathematical models for the use of sterile insects, in Sterile Insect Technique. In Principles and Practice in Area-

Wide Integrated Pest Management; Dyck, V.A., Hendrichs, J., Robinson, A.S., Eds.; Springer: Berlin/Heidelberg, Germany, 2005;
pp. 147–174.

33. Dame, D.A.; Curtis, C.F.; Benedict, M.Q.; Robinson, A.S.; Knols, B.G. Historical applications of induced sterilization in field
populations of mosquitoes. Malar. J. 2009, 8, S2. [CrossRef]

34. Ranathunge, T.; Harishchandra, J.; Maiga, H.; Bouyer, J.; Gunawardena, Y.I.N.S.; Hapugoda, M. Development of the Sterile Insect
Technique to control the dengue vector Aedes Aegypti (Linnaeus) Sri Lanka. PLoS ONE 2022, 17, e0265244. [CrossRef] [PubMed]

35. Zhu, Z.; Yan, R.; Feng, X. Existence and stability of two periodic solutions for an interactive wild and sterile mosquitoes model. J.
Biol. Dyn. 2022, 16, 277–293. [CrossRef] [PubMed]

36. Cai, L.; Ai, S.; Li, J. Dynamics of mosquitoes populations with different strategies for releasing sterile mosquitoes. SIAP 2014, 74,
1786–1809. [CrossRef]

37. Li, J. New revised simple models for interactive wild and sterile mosquito populations and their dynamics. J. Biol. Dyn. 2017, 11,
316–333. [CrossRef]

38. Ndii, M.Z.; Hickson, R.I.; Mercer, G.N. Modelling the introduction of Wolbachia into Aedes aegypti mosquitoes to reduce dengue
transmission. ANZIAM J. 2012, 53, 213–227.

39. Ndii, M.Z.; Hickson, R.I.; Allingham, D.; Mercer, G.N. Modelling the transmission dynamics of dengue in the presence of
Wolbachia. Math. Biosci. 2015, 262, 157–166. [CrossRef] [PubMed]

40. Ndii, M.Z.; Allingham, D.; Hickson, R.I.; Glass, K. The effect of Wolbachia on dengue outbreaks when dengue is repeatedly
introduced. Theor. Popul. Biol. 2016, 111, 9–15. [CrossRef]

41. Ndii, M.Z.; Allingham, D.; Hickson, R.I.; Glass, K. The effect of Wolbachia on dengue dynamics in the presence of two serotypes of
dengue: Symmetric and asymmetric epidemiological characteristics. Epidemiol. Infect. 2016, 144, 2874–2882. [CrossRef]

40



Symmetry 2023, 15, 845

42. Ndii, M.Z.; Wiraningsih, E.D.; Anggriani, N.; Supriatna, A.K. Dengue Fever-a Resilient Threat in the Face of Innovation: Mathematical
Model as a Tool for the Control of Vector-Borne Diseases: Wolbachia Example; Intechopen: London, UK, 2018.

43. Ndii, M.Z. Modelling the Use of Vaccine and Wolbachia on Dengue Transmission Dynamics. Infect. Dis. Trop. Med. 2020, 5, 78.
[CrossRef]

44. Ndii, M.Z.; Messakh, J.J.; Djahi, B.S. Effects of vaccination on dengue transmission dynamics. JPCS 2020, 1490, 012048. [CrossRef]
45. Ndii, M.Z.; Supriatna, A.K. Stochastic Dengue Mathematical Model in the Presence of Wolbachia: Exploring the Disease Extinction.

Nonlinear Dyn. Syst. Theory 2020, 20, 214–227.
46. Su, Y.; Zheng, B.; Zou, X. Wolbachia Dynamics in Mosquitoes with Incomplete CI and Imperfect Maternal Transmission by a DDE

System. Bull. Math. Biol. 2022, 84–95. [CrossRef] [PubMed]
47. Yu, J.; Zheng, B. Modeling Wolbachia infection in mosquito population via discrete dynamical models. J. Differ. Equ. 2019, 25,

1549–1567. [CrossRef]
48. Ai, S.; Li, J.; Yu, J.; Zheng, B. Stage-structured models for interactive wild and periodically and impulsively released sterile

mosquitoes. Discret. Contin. Dyn. Syst. Ser. B 2022, 27, 3039–3052. [CrossRef]
49. Hoffmann, A.A.; Ross, P.A.; Rasic, G. Wolbachia strains for disease control: Ecological and evolutionary considerations. Evol. Appl.

2015, 8, 751–768. [CrossRef]
50. Van-Driessche, D.; Watmough, J. Reproduction numbers and subthreshold endemic equilibria for compartmental models of

disease transmission. Math. Biosci. 2002, 180, 29–48. [CrossRef] [PubMed]
51. Podlubny, I. An Introduction to Fractiorlal Derivatives, Fractiorlal Differential Eqnations, to Methods of Their Solutiori and Some of Their

Applications; Academic Press: London, UK, 1999.
52. Caputo, M. Linear model of dissipation whose Q is almost frequency independent-II. Geophys. J. R. Astron. Soc. 1967, 13, 529–539.

[CrossRef]
53. Boyd, S.; Ghaoui, L.; Feron, E.; Balakrishnan, V. Linear Matrix Inequalities in System and Control Theory; SIAM: Philadelphia, PA,

USA, 1994.
54. Wu, H.; Zhang, X.; Xue, S.; Wang, L.; Wang, Y. LMI conditions to global Mittag–Leffler stability of fractional-order neural networks

with impulses. Neurocomputing 2016, 193, 148–154. [CrossRef]
55. Ross, P.A.; Gu, X.; Robinson, K.L.; Yang, Q.; Cottingham, E.; Zhang, Y.; Yeap, H.L.; Xu, X.; Endersby-Harshman, N.M.; Hoffmann,

A.A. A wAlbB Wolbachia Transinfection Displays Stable Phenotypic Effects across Divergent Aedes Aegypti Mosq. Backgrounds.
Appl. Environ. Microbiol. 2021, 87, e0126421. [CrossRef]

56. Walker, T.; Johnson, P.H.; Moreira, L.A.; Iturbe-Ormaetxe, I.; Frentiu, F.D.; McMeniman, C.J.; Leong, Y.S.; Dong, Y.; Axford, J.;
Kriesner, P.; et al. The wMel Wolbachia strain blocks dengue and invades caged Aedes aegypti populations. Nature 2011, 476,
450–453. [CrossRef]

57. Yang, H.M.; Macoris, M.L.G.; Galvani, K.C.; Andrighetti, M.T.M.; Wanderley, D.M.V. Assessing the effects of temperature on the
population of Aedes aegypti, the vector of dengue. Epidemiol. Infect. 2009, 137, 1188–1202. [CrossRef] [PubMed]

58. Scott, T.W.; Amerasinghe, P.H.; Morrison, A.C.; Lorenz, L.H.; Clark, G.G.; Strickman, D.; Kittayapong, P.; Edman, J.D. Longitudinal
studies of Aedes Aegypti (Diptera: Culicidae) Thail. Puerto Rico: Blood Feed. Frequency. J. Med. Entomol. 2000, 37, 89–101. [CrossRef]

59. Turley, A.P.; Moreira, L.A.; O’Neill, S.L.; McGraw, E.A. Wolbachia infection reduces blood-feeding success in the dengue fever
mosquito, Aedes aegypti. PLoS Negl. Trop. Dis. 2009, 3, e516. [CrossRef] [PubMed]

60. Bian, G.; Xu, Y.; Lu, P.; Xie, Y.; Xi, Z. The endosymbiotic bacterium Wolbachia induces resistance to dengue virus in Aedes Aegypti.
PLoS Pathog. 2010, 6, e1000833. [CrossRef]

61. Yeap, H.L.; Mee, P.; Walker, T.; Weeks, A.R.; O’Neill, S.L.; Johnson, P.; Ritchie, S.A.; Richardson, K.M.; Doig, C.; Endersby, N.M.
Dynamics of the ‘popcorn’ Wolbachia infection in outbred Aedes aegypti informs prospects for mosquito vector control. Genetics
2011, 187, 583–595. [CrossRef] [PubMed]

62. United Nations, Human Birth and Death Rates. Available online: https://population.un.org/wpp/Download/Standard/Population/
(accessed on 12 December 2022).

63. Khan, M.A.; Fatmawati, C. Dengue infection modeling and its optimal control analysis in East Java, Indonesia. Heliyon 2021,
7, e06023. [CrossRef]

64. Liang, X.; Liu, J.; Bian, G.; Xi, Z. Wolbachia Inter-strain competition and inhibition of expression of cytoplasmic incompatibility in
the mosquito. Front Microbiol. 2020, 11, 1638. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

41



Citation: Abuasbeh, K.; Kanwal, A.;

Shafqat, R.; Taufeeq, B.; Almulla,

M.A.; Awadalla, M. A Method for

Solving Time-Fractional Initial

Boundary Value Problems of Variable

Order. Symmetry 2023, 15, 519.

https://doi.org/10.3390/

sym15020519

Academic Editor: Hassen Fourati

Received: 25 January 2023

Revised: 6 February 2023

Accepted: 10 February 2023

Published: 15 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

symmetryS S

Article

A Method for Solving Time-Fractional Initial Boundary Value
Problems of Variable Order
Kinda Abuasbeh 1,*, Asia Kanwal 2,*, Ramsha Shafqat 3,*, Bilal Taufeeq 4, Muna A. Almulla 1

and Muath Awadalla 1

1 Department of Mathematics and Statistics, College of Science, King Faisal University,
Hafuf 31982, Al Ahsa, Saudi Arabia2 School of Mathematical Sciences, University of Electronic Science and
Technology of China, Chengdu 611731, China

3 Department of Mathematics and Statistics, The University of Lahore, Sargodha 40100, Pakistan
4 Department of Mathematics, Government College University Lahore Pakistan, Lahore 54000, Pakistan
* Correspondence: kabuasbeh@kfu.edu.sa (K.A.); asiamaths@feishu.uestc.cn (A.K.);

ramshawarriach@gmail.com (R.S.)

Abstract: Various scholars have lately employed a wide range of strategies to resolve specific types
of symmetrical fractional differential equations. This paper introduces a new implicit finite difference
method with variable-order time-fractional Caputo derivative to solve semi-linear initial boundary
value problems. Despite its extensive use in other areas, fractional calculus has only recently been
applied to physics. This paper aims to find a solution for the fractional diffusion equation using an
implicit finite difference scheme, and the results are displayed graphically using MATLAB and the
Fourier technique to assess stability. The findings show the unconditional stability of the implicit
time-fractional finite difference method. This method employs a variable-order fractional derivative
of time, enabling greater flexibility and the ability to tackle more complicated problems.

Keywords: Caputo derivative; fractional calculus; finite difference; fractional-order; initial boundary
value problems; stability analysis

1. Introduction

In recent years, fractional calculus, which involves the study of integrals and deriva-
tives of arbitrary order, has gained significant attention and found its place in mathematical
analysis. This includes the study of fractional differential and integro-differential equa-
tions and their qualitative theory. Fractional calculus provides a more general and unified
approach to the traditional concepts of differentiation and integration, making it a valu-
able tool in mathematical analysis. The theory of fractional calculus and the qualitative
theory of fractional differential and integro-differential equations allow the understand-
ing of complex physical phenomena and the development of new mathematical models.
Numerical simulations of these equations provide valuable insights into their solutions
and make the ability to analyze real-world problems easier. The symmetry analysis of
fractional differential equations is another important tool used in mathematical analysis
to understand the structure and behavior of solutions. Fractional calculus and its related
concepts have been widely adopted in mathematical analysis over the past three decades
due to their versatility and usefulness in both theoretical and practical applications. They
have become valuable tools for the study of integrals and derivatives of arbitrary order,
providing a more comprehensive and unified understanding of traditional differentiation
and integration concepts.

Fractional calculus is a subfield of mathematical analysis dedicated to the study of real
or complex powers of differential operators. This is an extension of traditional calculus,
in which differential operators are limited to positive integers. It allows differential opera-
tors to have powers of any real or complex number, including non-integer values. Fractional
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calculus can be viewed as both a well-established and a relatively new field. It is an ancient
issue since it has developed gradually up to this point, starting with some hypotheses of
G.W. Leibniz (1695, 1697) and L. Euler (1730). Although, it may also be viewed as a novel
subject. Actually, it is an extension of classical calculus that deals with non-integer-order
operations. At the same time as the classical operators was invented, the concept of frac-
tional operators was proposed. Parallel to the development of classical operators, fractional
operators were also introduced. A discussion of the meaning of the semi-derivative is
presented in correspondence to G. W. Leibniz and Marquis de l’Hospital in 1695 [1], which
is where the first mention is located. Several well-known mathematicians were interested in
this subject, including Euler, Liouville, Laplace, Riemann, Grünwald, Letnikov, and others.
Fractional geometry, fractional differential equations (FDE), and fractional dynamics are a
few of the applications of fractional calculus that have grown rapidly in recent years [2–4].
Fractional calculus is used in a wide variety of applications today [5]. In almost every
field of contemporary engineering and research, fractional calculus methods and tools are
used. For instance, bioengineering, statistical physics, acoustics, optics, chemical statistics,
viscoelasticity, robotics, electrical and mechanical engineering, and rheology have extensive
and lucrative applications in real life where fractional calculus is used [6–15].

The theory of FDEs has been shown to be a powerful tool for modeling physical
and technical processes that exhibit memory effects or non-local behavior. Fractional
calculus has also been shown to be the best approach to representing physical and technical
processes. The derivative of any arbitrary order, whether real or complex, is referred to as
a fractional derivative in applied mathematics and mathematics analysis. The term first
appears in a letter written by Gottfried William Leibniz to Guillame de l’Hospital [16].
There are all the ingredients of fractional calculus in one of Neils Henrik Abel’s publications.
Differentiation and integration of fractional-order functions are two distinct operations that
are opposites of each other. However, they can both be thought of as a single generalized
operation, and a unified notation can be used to describe differentiation and integration of
any real order. This notation allows for the efficient and accurate description of operations
involving fractional-order functions, allowing for a unified approach to analysis and
problem solving. The use of fractional differential operators in electrical transmission
line analysis was invented by Oliver Heaviside, a self-taught mathematician. Fractional
calculus evolved during the nineteenth and twentieth centuries, and many researchers
contributed to its definitions [17]. Fractional-order systems are often used to model real-life
phenomena. The use of fractional calculus in certain applications is advantageous due to
its increased accuracy compared with that of conventional integer-order models. This is
because fractional-order models generally have more degrees of freedom, allowing them to
represent the data. This increased accuracy can be beneficial in a variety of applications,
such as modeling physical phenomena or forecasting future trends [18]. One of the most
interesting aspects of fractional derivatives is the fact that they are not local (or point) values.
Fractional calculus can be very useful in certain applications due to its greater precision
compared with conventional integer-order models. This is because fractional-order models
have more degrees of freedom, allowing them to better capture data. The improved
accuracy of fractional-order models can be beneficial in a wide range of applications,
from modeling physical phenomena to predicting future trends. Consequently, fractional
calculus is an excellent tool for explaining the memory and hereditary characteristics of
distinct materials. In general, the local fractional derivative provides a flexible, general,
precise, and computationally efficient definition of fractional derivatives, making it a
valuable tool for a wide range of problems in physics, engineering, and mathematics.

Chen et al. developed an explicit finite difference technique for fractional diffusion
equations [19]; some other authors have also contributed in the work related to fractional
equations, including Birajdar and Dhaigude [20], Zhang and Liu [21], Liu et al. [21], and
Lin and Xu [22]. Using an implicit finite difference approach, Zhuang et al. [23,24] and
Murio [25] also solved time-fractional diffusion equations. Sweilam et al. developed
the Crank–Nicolson approach to solve the time-fractional diffusion problem [26]. It was
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found by Birajdar that the highly non-linear temporal fractional diffusion equation is sta-
ble [27]. Discrete Adomain decomposition was also used by Dhaigue and Birajdar [28–30]
to solve several kinds of fractional partial differential equations. Recently, an analytical
solution to fractional differential equations was discovered by Dhaigue and Birajdar [31].
Mehmood et al. [32] worked on a partial differential equation. Boulares et al. [33], Abuas-
beh et al. [34–36], and Alnahdi et al. [37] investigated the existence–uniqueness of the
fractional evolution equations.

In spite of the fact that the formalism of constant-order fraction calculus can be used to
solve certain extremely pertinent physical problems, it cannot account for a significant class
of physical events where the order itself is determined by either dependent or independent
variables. For example, it has been discovered that the reaction kinetics of proteins exhibit
relaxation mechanisms that can be accurately represented by temperature-dependent
fractional orders [38]. As a result, temperature affects the underlying physics of reaction
kinetics. Hence, it makes sense that a differential equation with operators that update their
order as a function of temperature will provide a more accurate representation of protein
dynamics. Despite their simplicity, variable-order operators may be more appropriate for
expressing certain categories of physical problems.

There are a limited number of papers on numerical solutions for variable-order frac-
tional diffusion equations. The existing research articles include that of Lin et al. [39],
who created an explicit finite difference method for variable-order non-linear fractional
diffusion equations and evaluated its stability and convergence. Zhuang et al. [40] devel-
oped numerical techniques for the variable-order fractional advection–diffusion equation
with a non-linear source term. Sun et al. [41] proposed a model for variable-order frac-
tional diffusion equations with a variable order in both time and space. Chen et al. [42]
developed a numerical scheme for the variable-order anomalous sub-diffusion equa-
tion with high spatial accuracy. Chen et al. [42] also developed numerical techniques
for a two-dimensional variable-order anomalous sub-diffusion equation. Additionally,
Chen et al. [43] proposed a numerical scheme for the variable-order non-linear reaction
sub-diffusion equation. Shen et al. [41] solved the variable-order time-fractional diffusion
equation, while Sun et al. [44] examined explicit, implicit, and Crank–Nicolson schemes
for the variable-order time-fractional linear diffusion equation, including a discussion of
their stability and convergence. However, some authors, such as Diaz and Coimnra [45],
and Soon et al. [46,47], have not addressed the stability of numerical solutions. This issue is
addressed in the current paper.

Approximate solutions of linear time-fractional differential equations are given in [45].
It explores the application of a numerical method for resolving linear time-fractional dif-
ferential equations based on the Caputo sense. A theorem is presented in the paper that
illustrates the relationship between the Kamal transform and nth-order Caputo derivatives.
New group iterative schemes for the numerical solution of a two-dimensional anoma-
lous fractional sub-diffusion equation with specific initial and boundary conditions are
developed in [48]. These schemes are a combination of standard and rotated (skewed) five-
point modified implicit finite difference approximations. An alternating direction implicit
(ADI) method for solving multi-dimensional fractional integro-differential problems is
proposed in [49]. The solution is discretized in two stages: the fractional integral term and
time-fractional derivative are discretized using the convolution quadrature and Grunwald
formula, while the spatial discretization is obtained through finite difference. The ADI
algorithms aim to reduce computational burden, and the convergence of the method is
analyzed through the energy method. A new extended cubic B-spline approximation for
the numerical solution of the time-fractional Fisher equation is given [50]. A non-linear
PDE is converted to a linear one using Taylor series expansion and the time-fractional
derivative is approximated using Caputo sense [50]. The space dimension is calculated
using the new B-spline. This approximation is unconditionally stable and convergent, and
its accuracy is measured through errors.
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The research in question seeks to address two major challenges in the field of fractional
differential equations. Firstly, while there are numerous methods available for solving
fractional differential equations, many of them lack stability analysis. In this research
work, the authors not only develop a model for solving time-fractional initial boundary
value problems, but also discuss the stability of the implicit finite difference scheme.
Secondly, the authors design a model that can be applied to both linear and semi-linear
equations. While similar models have been applied to semi-linear equations by other
authors, the authors here apply this model to linear equations and present numerical results.
Linear time-fractional equations have several advantages over semi-linear time-fractional
equations. They are easier to solve, as standard numerical methods can be used, whereas
semi-linear equations require more advanced methods. Furthermore, linear time-fractional
equations have a simpler mathematical structure and can be used to model a broad range
of physical and biological processes. In contrast, semi-linear time-fractional equations are
typically limited to more specific applications. Additionally, linear time-fractional equations
are well-posed, meaning that solutions exist, are unique, and depend continuously on
the initial conditions, while the well-posedness of semi-linear time-fractional equations
can be more challenging to establish. The aim of this paper is to present a novel implicit
finite difference method for solving linear/semi-linear variable-order time-fractional initial
boundary value problems. The paper is organized in a clear and comprehensive manner,
as follows: Section 2 develops the implicit finite difference scheme, which utilizes central
finite difference approximations for space derivatives and Caputo’s concept for time-
fractional derivatives. The stability of the scheme is thoroughly evaluated to ensure its
accuracy and reliability. In Section 3, several numerical problems are addressed using the
method developed in Section 2. The numerical solutions are obtained using MATLAB
and graphically visualized to provide a clear understanding of the results. The final
section summarizes the key findings and provides a discussion of the implications of the
results, serving as a conclusion to the research and highlighting the importance of the work
presented in the paper.

2. Methodology

The first part of this section is devoted to the derivation of the scheme, and the second
part contains the method to check the stability of the proposed scheme.

2.1. Implicit Finite Difference Scheme

We augment the implicit numerical scheme in this section. Let us take a variable-order
time-fractional diffusion equation as an example:

∂β(x,t)φ(x, t)
∂tβ(x,t)

= c(x, t)φxx + f (φ), (1)

where

0 < x < Lx, 0 < t ≤ T, 0 < β(x, t) ≤ 1,

φ(x, 0) = s(x),

φ(0, t) = 0 = φ(Lx, t),

or

φ(0, t) = 0 =
∂φ(Lx, t)

∂x
.

The function f (φ) is non-linear. In absence of the function f (φ), the Equation (1)
is linear.
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2.2. Discretization

Let [0, 1] be the domain of interest. We discretize the domain first. We define xi = ih,
where 0 ≤ i ≤ M, Mh = Lx, tj = jk, 0 ≤ j ≤ N, Nk = T,k represent the time step size and

h represents the space step length. Let us assume that φ
j
i is the numerical approximation

of φ(xi, tj) and f j
i (φ

j
i ) = f (xi, tj, φ

j
i ). Further suppose that the non-linear function f j

i (φ
j
i )

satisfies the Lipschitz condition. | f j
i (φ

j
i )− f j

i (φ̄
j
i ) |≤ Lp | φ

j
i − φ̄

j
i |, Lp is a non-negative

Lipschitz constant.

2.3. Development of the Scheme

Consider the fractional-order diffusion Equation (1), where β is fractional order.
The variable-order fractional derivative of order β(x, t) is defined by Coimbra in views of
Caputo and is written as

∂βφ(x, t)
∂tβ

=





1
Γ(1− β(x, t))

∫ t
0

φξdξ

(t− ξ)β(x,t)
if 0 < β(x, t) < 1,

φt, if β(x, t) = 1.
(2)

The Caputo derivative is a popular fractional derivative operator and has several
advantages over other advanced operators. One advantage is that it has a well-defined
initial condition, which is important in the numerical solution of fractional differential
equations. The Caputo derivative is defined using a standard integer-order derivative and
is therefore easier to understand and compute compared with other advanced operators
that are defined using more complex mathematical concepts. Additionally, the Caputo
derivative has a more intuitive physical interpretation than other fractional derivative
operators, as it models the memory and hereditary properties of a system, which are
important in many real-world applications. Furthermore, the Caputo derivative has been
widely studied in the literature and has well-established mathematical properties, making
it a reliable and widely accepted choice for modeling fractional dynamic systems.

Initially, as the boundary value problem needs to be discretized to be able to solve (1),
it is first necessary to discretize the variable-order time-fractional derivative (2) as follows:

∂β(xi ,tj+1)φ(xi, tj+1)

∂tβ(xi ,tj+1)
=

1
Γ(1− β(xi, tj+1))

∫ tj

0

φξ dξ

(tj+1 − ξ)β(xi ,tj+1)
,

=
1

Γ(1− β(xi, tj+1))

j−1

∑
n=0

∫ (n+1)k

n(k)

∂φ(xi, ξ)

∂ξ

dξ

(tj+1 − ξ)β(xi ,tj+1)
.

Here, we can use the forward difference approximation

∂β(xi ,tj+1)φ(xi, tj+1)

∂tβ(xi ,tj+1)
=

1
Γ(1− β(xi, tj+1))

j−1

∑
n=0

(
φ(xi, tn+1)− φ(xi, tn)

k

)

×
∫ (n+1)k

n(k)

dξ

(tj+1 − ξ)β(xi ,tj+1)
,

=
1

Γ(1− β(xi, tj))

j−1

∑
n=0

φn+1
i − φn

i
k

∫ (j−n)k

(j−n−1)k

dη

ηβ(xi ,tj)
.

Equivalently, the above expression can also be written as

∂β(xi ,tj+1)φ(xi, tj+1)

∂tβ(xi ,tj+1)
=

1
Γ(1− β(xi, tj))

j−1

∑
n=0

φ
j−n
i − φ

j−n−1
i

k

∫ (n+1)k

(n)k
η−β(xi ,tj)dη.
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Integration yields

∂β(xi ,tj+1)u(xi, tj+1)

∂tβ(xi ,tj+1)
=

1
Γ(1− β(xi, tj))

j−1

∑
n=0

φ
j−n
i − φ

j−n−1
i

k

× ((n + 1)k)1−β(xi ,tj) − ((n)k)1−β(xi ,tj)

1− β(xi, tj)
.

Using Γ(1 + β) = βΓ(β) and expanding the summation for n = 0, we reach

∂β(xi ,tj+1)φ(xi, tj+1)

∂tβ(xi ,tj+1)
=

1
Γ(2− β(xi, tj))

φ
j
i − φ

j−n−1
i

k
k1−β(xi ,tj)

+
1

Γ(2− β(xi, tj))

j−1
∑

n=1

φ
j−n
i − φ

j−n−1
i

k
((n + 1)k)1−β(xi ,tj) − ((n)k)1−β(xi ,tj),

=
k−β(xi ,tj)

Γ(2− β(xi, tj))
[(φ

j
i − φ

j−1
i )

+
j−1
∑

n=1
(φ

j−l
n − φ

j−n−1
n )

(
((n + 1)k)1−β(xi ,tj) − ((n)k)1−β(xi ,tj)

)
].

Replacing j by j + 1

∂β(xi ,tj+1)φ(xi, tj+1)

∂tβ(xi ,tj+1)
=

k−β(xi ,tj+1)

Γ(2− β(xi, tj+1))
[(φ

j+1
i − φ

j
i )

+
j

∑
n=1

(φ
j+1−n
n − φ

j−n
n )(((n + 1)k)1−β(xi ,tj+1) − ((n)k)1−β(xi ,tj+1))].

or

∂β(xi ,tj+1)φ(xi, tj+1)

∂tβ(xi ,tj+1)
=

k−β(xi ,tj+1)

Γ(2− β(xi, tj+1))

[
(φ

j+1
i − uj

i) +
j

∑
n=1

(φ
j+1−n
n − φ

j−n
n )(bi,j+1

l )

]
. (3)

where

bi,j+1
l = ((n + 1)k)1−β(xi ,tj+1) − ((n)k)1−β(xi ,tj+1), i = 0, 1, . . . , M; j = 0, 1, . . . N.

Discretization of non-linear function f (φ)is given as

f (xi, tj, φ(xi, tj)) = f j
i (φ

j
i ) + O(k).

The second-order finite difference approximation of space derivative is as follows:

φxx =
φ

j+1
i−1 − 2φ

j+1
i + φ

j+1
i+1

h2 + O(h2). (4)

Using approximations (3) and (4), the semi-linear diffusion Equation (1) takes the form

k−β
j+1
i

Γ(2− β
j+1
i )

[
(φ

j+1
i − φ

j
i ) +

j

∑
n=1

(φ
j+1−n
n − φ

j−n
n )bi,j+1

n

]
= cj

i

(
φ

j
i−1 − 2φ

j
i + φ

j
i+1

h2

)
+ f j

i (φ
j
i ).

or

(φ
j+1
i − φ

j
i ) +

j
∑

n=1
(φ

j+1−n
n − φ

j−n
n )(bi,j+1

n ) = rj+1
i

[
φ

j
i−1 − 2φ

j
i + φ

j
i+1

]
+ f j

i (φ
j
i )k

β
j+1
i Γ(2− β

j+1
i ).
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where

rj+1
i =

cj
ik

β
j+1
i Γ(2− β

j+1
i )

h2 .

Through the rearranging of the terms,

−rj+1
i φ

j+1
i−1 + (1 + 2rj+1

i )φ
j+1
i − rj+1

i φ
j+1
i+1 = φ

j
i + f j

i (φ
j
i )k

β
j+1
i Γ(2− β

j+1
i )

−
j

∑
n=1

(φ
j+1−n
n − φ

j−n
n )(bi,j+1

n ).
(5)

Assuming initial conditions,

φ0
i = s(xi) i = 0, 1, . . . , M. (6)

Conditions at the boundary are

φ
j
0 = 0 = φ

j
M j = 0, 1, . . . , N. (7)

The method of solution is summarized in the below Algorithm 1.

Algorithm 1 Fractional Model of Solving Time-Fractional Initial Boundary Value Problems.

(1) Input: Time-fractional IBVP, step sizes h and k, fractional-order β, coefficient matrix A,
and right-hand side matrix b;
Output: Plot of the numerical solution;
Initialize the variables: h, x, T, k, t, β.

(2) Discretize the domain [0, 1] by defining the space and time step size.

(3) Discretize the variable-order time-fractional Caputo derivative and non-linear
function;
Set and discretize the initial and boundary condition.

(4) Write the numerical approximation of the given equation and non-linear function.

(5) Use the forward difference approximation for variable-order time-fractional Caputo
derivative.

(6) Use central difference approximation for second-order space derivative.

(7) Rearrange terms to obtain the solution of the semi-linear time-fractional diffusion
equation.

Initialize the coefficient matrix A and right-hand side matrix b with zeros;
Calculate r = (kβ ∗ Γ(2− β))/h2;
Initialize Solution;
Implicit Scheme;
Set A(i, i); A(i, i− 1); A(i, i + 1); b(i, 1); A(Lx, Lx); A(Lx, Lx− 1);
Calculate the solution for time step j + 1 : φ(j + 1, :) = (inv(A) ∗ b)′;
Store the solution for different values of fractional-order β;
Plot the surface solution plot.

The comparison of the proposed method with previous techniques is given in
Table 1 below.
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Table 1. Proposed method comparison with previous methods.

Techniques Formulation Benefits and Drawbacks

Cubic B-spline approximation for
the numerical solution of the
time-fractional Fisher equation.

The time-fractional derivative is
approximated in Caputo’s sense
while the space dimension is
calculated using a new extended
cubic B-spline.

Unconditionally stable and
convergent. Applied to non-linear
time-fractional partial differential
equation.

Efficient ADI numerical methods
for multi-dimensional fractional
integro-differential problems.

The Riemann–Liouville fractional
integral and distributed-order
fractional derivative are
discretized using the second-order
convolution quadrature and
weighted Grünwald formula.
Spatial discretization is achieved
through a centered finite
difference technique.

The method is computationally
efficient and convergent. Stability
of this method is not verified.

New group iterative methods
developed for solving the
two-dimensional sub-diffusion
equation with fractional
derivatives and specific boundary
conditions.

New iterative schemes using a
combination of standard and
rotated five-point approximations
are developed for numerical
solution of two-dimensional
fractional sub-diffusion equations.

Computationally efficient.
Stability analysis of the method is
not provided.

Approximate solutions of linear
time-fractional differential
equations. The method is suitable
for specific boundary conditions.

The numerical approach for
solving linear time-fractional
differential equations (of Caputo
type) was studied and a theorem
was established to demonstrate
the Kamal transform of the
nth-order Caputo derivatives.

High-accuracy solutions for linear
time-fractional differential
equations are obtained through
the proposed numerical scheme.
Stability analysis of the scheme is
not provided. The method is only
applicable to linear time-fractional
differential equations.

Proposed

The central finite difference
method is used for approximating
the second-order spatial
derivative and the forward
difference for approximating the
Caputo derivative of variable
order in time.

Applicable to both linear and
semi-linear equations.
The stability of the scheme is
verified. The method is not
restricted to specific boundary
conditions.

In the next section, we investigate stability of the scheme governed by the discrete
Equations (5)–(7).

3. Stability Analysis

For stability, let us assume that ρ
j
i = φ

j
i −U j

i , where U j
i is the exact solution at (xi, tj).

By using the Fourier method, we examine the stability of the scheme. The function ρj(x∗i )
is defined as

ρj(x∗i ) =





ρ
j
i if xi −

h
2
< x∗i ≤ xi +

h
2

,

0, if 0 ≤ x ≤ h
2

or Lx −
h
2
< x∗i ≤ Lx.

(8)

In the Fourier series, the discrete function (8) may be enlarged:

ρj(x∗i ) =
∞

∑
m=−∞

ξ j(m)exp
(

2πιm
Lx

)
,

where

ξ j(m) =
1
Lx

∫ Lx

0
ρj(x∗i )exp

(
2πιm

Lx

)
dx, ‖ρj(m)‖2

2 =
∞

∑
−∞
|ξ j(m)|2. (9)
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Properties of the coefficients rj
i and di,j

n :

(1) rj
i > 0, 0 < bi,j

n < di,j
n−1 < 1;

where

di,j+1
n = bi,j+1

n − bi,j+1
n , ∀i = 1, 2, . . . , M, n = 1, 2, . . . , N.

(2) 0 < di,j
n < 1, ∑k−1

j=0 di,j+1
n+1 = 1− bi,j+1

n .
Property (2) can be proved easily.

Stability of the Scheme

We examine the stability of the proposed scheme in this subsection. We obtain the
following round-off error equation from (5).

−rj+1
i ρ

j+1
i−1 + (1 + 2rj+1

i )ρ
j+1
i − rj+1

i ρ
j+1
i+1 = ρ

j
i +
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )

−
j

∑
n=1

(ρ
j+1−n
n − ρ

j−n
n )bi,j+1

n .

Evaluating sum for n = 0, we obtain

−rj+1
i ρ

j+1
i−1 + (1 + 2rj+1

i )ρ
j+1
i − rj+1

i ρ
j+1
i+1 = ρ

j
i +
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )

− (ρ1
n − ρ0

n)b
i,j+1
j −

j−1

∑
n=1

(ρ
j+1−n
n − ρ

j−n
n )bi,j+1

n .

Simplification yields

−rj+1
i ρ

j+1
i−1 + (1 + 2rj+1

i )ρ
j+1
i − rj+1

i ρ
j+1
i+1 = ρ

j
i +
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
kβ

j+1
i

× Γ(2− β
j+1
i )− ρ1

nbi,j+1
j + ρ0

nbi,j+1
j

−
j−1

∑
n=1

ρ
j+1−n
n bi,j+1

n +
j−1

∑
n=1

ρ
j−n
n bi,j+1

n .

(10)

Since

−
j−1

∑
n=1

ρ
j+1−n
i bi,j+1

n − ρ1
i bi,j+1

j = −
j

∑
n=1

ρ
j+1−n
i bi,j+1

n ,

= −
j−1

∑
n=0

ρ
j−n
i bi,j+1

n+1 ,

= −bi,j+1
1 ρ

j
i −

j−1

∑
n=1

ρ
j−n
i bi,j+1

n+1 . (11)

Using (11) in Equation (10), we obtain

−rj+1
i ρ

j+1
i−1 + (1 + 2rj+1

i )ρ
j+1
i − rj+1

i+1ρ
j+1
i = ρ

j
i +
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )

+ρ0
nbi,j+1

j +
j−1
∑

n=1
ρ

j−n
n bi,j+1

n − bi,j+1
1 ρ

j
i −

j−1
∑

n=1
ρ

j−n
i bi,j+1

n+1 .

This can be further simplified to reach
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−rj+1
i ρ

j+1
i−1 + (1 + 2rj+1

i )ρ
j+1
i − rj+1

i ρ
j+1
i+1 = ρ

j
i(1− bi,j+1

1 ) +
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]

× kβ
j+1
i Γ(2− β

j+1
i ) + ρ0

n(b
i,j+1
j ) +

j−1

∑
n=1

ρ
j−n
i di,j+1

n+1 .
(12)

where

di,j+1
n+1 = bi,j+1

n − bi,j+1
n+1 .

Let the solutions at grid points be of the form

ρ
j
i = ξ jeιλih. (13)

Replacing (13) in Equation (12), we have

− rj+1
i ξ j+1eιλ(i−1)h + (1 + 2rj+1

i )ξ j+1eιλih − rj+1
i ξ j+1eιλ(i+1)h

= ξ jeιλih(1− bi,j+1
1 ) +

[
f (xi, tj, u(xi, tj)− f j

i (u
j
i

]
× kβ

j+1
i Γ(2− β

j+1
i ) + ξ0eιλnhbi,j+1

j +
j−1

∑
n=1

ξ j−neιλihdi,j+1
n+1 .

By simplifying and reorganizing the terms, we arrive at

ξ j+1
[
−rj+1

i (e−ιλh + eιλh) + (1 + 2rj+1
i )

]
= ξ j

(
1− bi,j+1

1

)
+
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]

×kβ
j+1
i Γ(2− β

j+1
i )e−ιλih + ξ0bi,j+1

j +
j−1
∑

n=1
ξ j−ndi,j+1

n+1 .

Using identity, eix = cosx + isinx and again arranging the terms, we obtain

ξ j+1
[

1 + 4rj+1
i sin2(

λh
2
)

]
= ξ j

(
1− bi,j+1

1

)
+
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
×

kβ
j+1
i Γ(2− β

j+1
i )e−ιλih + ξ0bi,j+1

j +
j−1

∑
n=1

ξ j−ndi,j+1
n+1 .

or

ξ j+1
[

1 + 4rj+1
i sin2(

λh
2
)

]
= ξ j

(
1− bi,j+1

1

)
+
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
×

kβ
j+1
i Γ(2− β

j+1
i )e−ιλih + ξ0bi,j+1

j +
j−1

∑
n=1

ξ j−1di,j+1
n+1 .

(14)

where the result has been used ∑
j−1
n=0 di,j+1

n+1 = 1− bi,j+1
j .

In order to verify the stability of the implicit finite difference scheme presented in this
paper, we prove the following lemma. This lemma provides a framework for evaluating
the stability of the scheme and serves as a crucial step in the overall stability analysis.

Lemma 1. Assume that ξ j, (j = 1, 2, . . . , N − 1) is the solution to the Equation (14); then,
|ξ j| ≤ C∗|ξ0|, and the following holds true j = 1, 2, . . . , N − 1.

Proof. Using mathematical induction, we have proven this lemma.
For j = 0, the Equation (14) reduces to

ξ1
[

1 + 4r1
i sin2

(
λh
2

)]
=
[

f (xi, t0, φ(xi, t0)− f 0
i (φ

0
i )
]
kβ1

i Γ(2− β1
i )e
−ιλih + ξ0.
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Solving for ξ1, we obtain

ξ1 =

[
f (xi, tj, φ(xi, tj)− f j

i (φ
j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

1 + 4rj+1
i sin2

(
λh
2

) +
ξ0

1 + 4rj+1
i sin2

(
λh
2

) .

By taking the modulus on both sides

|ξ1| =

∣∣∣∣∣∣∣∣

[
f (xi, tj, φ(xi, tj)− f j

i (φ
j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

1 + 4rj+1
i sin2

(
λh
2

) +
ξ0

1 + 4rj+1
i sin2

(
λh
2

)

∣∣∣∣∣∣∣∣
,

≤

∣∣∣∣
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
|| kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

∣∣∣∣+ | ξ0 |
∣∣∣∣1 + 4rj+1

i sin2
(

λ(h)
2

)∣∣∣∣
,

≤

[
1 + Lpkβ1

i Γ(2− β1
i )
]
| ξ0 |

1 + 4rj+1
i sin2

(
λ(h)

2

) ,

≤ C0 | ξ0 |,

where

C0 =

[
1 + Lpkβ1

i Γ(2− β1
i )
]

1 + 4rj+1
i sin2

(
λh
2

) .

For j > 0, Equation (14) can be written as

ξ j+1
[

1 + 4rj+1
i sin2

(
λh
2

)]
=

[
ξ j(di,j+1

1 ) +
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]
kβ1

i Γ(2− β
j+1
i )e−ιλih + ξ0bi,j+1

j

]
+

j−1
∑

n=1
ξ j−ndi,j+1

n .

Solving for ξ j+1, we obtain

ξ j+1 =
ξ j(di,j+1

1 )

1 + 4rj+1
i sin2

(
λh
2

) +

[
f (xi, tj, φ(xi, tj)− f j

i (β
j
i)
]
kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

1 + 4rj+1
i sin2

(
λh
2

)

+
ξ0bi,j+1

j

1 + 4rj+1
i sin2

(
λh
2

) +
∑

j−1
n=1 ξ j−ndi,j+1

n

1 + 4rj+1
i sin2

(
λh
2

) .

(15)

Let us now assume that the given result holds for j and prove it for j + 1, i.e., it holds
| ξ j |≤ C0 | ξ0 | and we are going to show that | ξ j+1 |≤ C∗ | ξ0 |. We take the modulus on
both sides of (15), i.e.,
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|ξ j+1| =

∣∣∣∣∣∣∣∣

[
f (xi, tj, φ(xi, tj))− f j

i (φ
j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

1 + 4rj+1
i sin2

(
λh
2

) +
ξ0bi,j+1

j

1 + 4rj+1
i sin2

(
λh
2

) +
∑

j−1
n=1 ξ j−ndi,j+1

i+1

1 + 4rj+1
i sin2

(
λh
2

)

∣∣∣∣∣∣∣∣
,

≤

∣∣∣∣∣∣∣∣

[
f (xi, tj, φ(xi, tj)− f j

i (φ
j
i )
]
kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

1 + 4rj+1
i sin2

(
λh
2

)

∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣

ξ0bi,j+1
j

1 + 4rj+1
i sin2

(
λh
2

)

∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣

∑
j−1
n=1 ξ j−ndi,j+1

n+1

1 + 4rj+1
i sin2

(
λh
2

)

∣∣∣∣∣∣∣∣
,

≤

∣∣∣
[

f (xi, tj, φ(xi, tj)− f j
i (φ

j
i )
]∣∣∣
∣∣∣∣kβ

j+1
i Γ(2− β

j+1
i )e−ιλih

∣∣∣∣
[

1 + 4rj+1
i sin2

(
λh
2

)] +
|ξ0|bi,j+1

j

1 + 4rj+1
i sin2

(
λh
2

) +
∑

j−1
n=1 |ξ j−n|di,j+1

n+1

1 + 4rj+1
i sin2

(
λh
2

) .

We know that | ξ j |≤ C∗ | ξ0 | for all j > 1; so,

| ξ j+1 | ≤ ∑
j−1
n=0 di,j+1

n+1 C̄∗ | ξ0 | +bi,j+1
n | ξ0 | +kβ

j+1
i Γ(2− β

j+1
i )Lp | ξ0 |

1 + 4rj+1
i sin2

(
λh
2

) .

or

| ξ j+1 |≤




∑
j−1
n=0 di,j+1

n+1 C̄∗ + bi,j+1
n + kβ

j+1
i Γ(2− β

j+1
i )Lp

1 + 4rj+1
i sin2

(
λh
2

)


 | ξ0 | . (16)

Since ∑k−1
j=0 di,j+1

n+1 = 1− bi,j+1
n < 1, and Equation (16) can be written as

| ξ j+1 | ≤




C̄∗
(

1− bi,j+1
n

)
+ bi,j+1

n + kβ
j+1
i Γ(2− β

j+1
i )Lp

1 + 4rj+1
i sin2

(
λh
2

)


 | ξ0 |

≤ C∗ | ξ0 | .

where

C∗ =
C̄∗
(

1− bi,j+1
n

)
+ bi,j+1

n + kβ
j+1
i Γ(2− β

j+1
i )Lp

1 + 4rj+1
i sin2

(
λh
2

) .

By this method, the Lemma can be proved by induction.

Theorem 1. The implicit finite difference scheme is unconditionally stable—(12) to (14).

Proof. Based on the above Lemma:

‖ρj‖ ≤ C∗‖ρ0‖, k = 1, 2, . . . , N.

The system is always stable, as shown by this observation. As a result of the proof,
it can be concluded that the implicit finite difference scheme is unconditionally stable,
and can be used to obtain accurate solutions for semi-linear variable-order initial boundary
value problems. This provides a solid foundation for the application of the method in
future research and practical applications.
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4. Numerical Experiments

The numerical solution of fractional model of heat equation using an implicit scheme
with different initial and boundary conditions is given in this section. The equations are
solved for different values of the fractional-order β from 0 to 1. The spatial domain is
discretized into N = 10 intervals with step size h and the solution is obtained for final
time T. The solution is stored for each value fractional-order β in the matrix. The solution
is then plotted against the spatial variable x with different lines representing the solutions
for different values of fractional order.

Several time-fractional boundary value problems are considered in this section and
approximated using a newly developed implicit finite difference algorithm. The solution
curves are also plotted for distinct values of fractional-order β.

All the tests are performed on Windows 10 Pro and Matlab version (R2016b) running
on an Intel(R) Core(TM) i5-7200U CPU @ 2.5 GHz with 8 GB RAM.

Example 1. The given equation is the linear fractional diffusion equation. It describes the time evo-
lution of a scalar field φ(x, t) in one spatial dimension and fractional time derivatives. The fractional-
order β determines the strength of the diffusion process and can be any value between 0 and 1.
The equation also contains a first-order spatial derivative term in addition to the second-order spatial
derivative. The initial condition is a piece-wise linear function defined at time t = 0. The boundary
conditions specify that the field is zero at the two boundaries of the spatial domain. The purpose of
this equation is to model physical phenomena that exhibit non-local diffusion, such as heat transfer
and fluid flow in porous media. Let us examine the linear diffusion equation:

∂βφ

∂tβ
=

∂2φ

∂x2 +
∂φ

∂x
, (17)

Based on the initial condition,

φ(x, 0) =

{
x, 0 ≤ x ≤ 1/2,
1− x, 1/2 ≤ x ≤ 1.

Conditions at the boundary are

φ(0, t) = 0 = φ(1, t), t ≥ 0.

Proof. Using time-fractional approximation (3) of time derivative and the central difference
approximations of space derivatives, the discrete form of Equation (17) can be written as

k−β
j+1
i

Γ(2− β
j+1
i )

[(
φ

j+1
i − φ

j
i

)
+

j

∑
n=1

(
φ

j+1−n
n − φ

j−n
n

)
bi,j+1

n

]
=

φ
j+1
i−1 − 2φ

j+1
i + φ

j+1
i+1

h2 +
φ

j+1
i+1 − φ

j+1
i−1

2h
.

As a result of rearranging the terms

(
−rj+1

i +
h
2

rj+1
i

)
φ

j+1
i−1 +

(
1 + 2rj+1

i

)
φ

j+1
i +

(
−rj+1

i+1 −
h
2

rj+1
i

)
φ

j+1
i+1 = φ

j
i −

j

∑
n=1

(
φ

j+1−n
n − φ

j−n
n

)
bi,j+1

n

with

φ0
i =

{
xi, 0 ≤ xi ≤ 1/2,
1− xi, 1/2 ≤ xi ≤ 1. i = 0, 1, . . . , M,

φ
j
0 = 0 = φ

j
M, where

rj+1
i =

kβ
j+1
i Γ(2− β

j+1
i )

h2 .
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Matrix form of the discrete problem is defined as




dj+1
1 bj+1

1 0 0 . . 0
aj+1

2 dj+1
2 bj+1

2 0 . . 0
. . . . . . .
. . . . . . .
. . . . . . .
0 0 0 0 . aj+1

M−1 dj+1
M−1







φ
j+1
1

φ
j+1
2
.
.
.

φ
j+1
M−1




=




φ
j
1 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )b1,j+1

n

φ
j
2 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )b2,j+1

n
.
.
.

φ
j
M−1 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )bM−1,j+1

n




and, after incorporating the conditions, the matrix system is given as




1 0 0 0 . . . 0 0
aj+1

1 dj+1
1 bj+1

1 0 0 . . 0 0
0 aj+1

2 dj+1
2 bj+1

2 0 . . 0 0
. . . . . . . .
. . . . . . . .
0 0 0 0 0 . aj+1

M−1 dj+1
M−1 bj+1

M−1
0 0 0 0 . . . 0 1







φ
j+1
0

φ
j+1
1
.
.
.

φ
j+1
M−1

φ
j+1
M




=




0
φ

j
1 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )b1,j+1

n

ij
3 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )b2,j+1

n
.
.
.

φ
j
M−1 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )bM−1,j+1

n
0




where aj+1
i = −rj+1

i +
h
2

rj+1
i , dj+1

i = 1 + 2rj+1
i , bj+1

i = −rj+1
i − h

2
rj+1

i .
The matrix system can also be written as

φj+1 Aj+1 = Bj.

We use MATLAB code to solve for φ
j+1
i using the equation Aj+1φ

j+1
i = 0, where Aj+1

is an invertible matrix. The numerical solution is plotted in Figure 1 for distinct values of
the fractional-order β at final time T = 0.2 with h = 0.01 and k = 0.01.
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Figure 1. The numerical solution for various values of the fractional-order β at the final time T = 0.2
with h = 0.01, k= 0.01.

Example 2. The given equation represents the time evolution of a field φ(x, t) in a one-dimensional
space, described by a fractional partial derivative with respect to time, β. The right-hand side of
the equation describes the spatial spread of the field due to a combination of diffusion (represented
by ∂2φ/∂x2) and decay (−φ). The initial condition specifies the shape of the field at time t = 0,
and the boundary conditions specify the behavior of the field at the edges of the spatial domain
(i.e., x = 0 and x = 1). The significance of this equation lies in its ability to describe a wide range of
physical phenomena, such as heat transfer, fluid flow, and electromagnetic wave propagation, which
can be modeled using the combination of diffusion and decay.

∂βφ

∂tβ
=

∂2φ

∂x2 − φ, (18)

with respect to the initial conditions

φ(x, 0) = x2, 0 ≤ x ≤ 1,

where the conditions of the boundary are

φ(0, t) = 0, φx(1, t) = 1− φ, t ≥ 0.

Proof. Using time-fractional approximation (4) for the time derivative and the central
difference approximations (5) for space derivative, Equation (18) can be written in discrete
form as

k−β
j+1
i

Γ(2− β
j+1
i )

[
(φ

j+1
i − φ

j
i ) +

j

∑
n=1

(φ
j+1−n
n − φ

j−n
n )(bi,j+1

n )

]
=

[
φ

j+1
i−1 − 2φ

j+1
i + φ

j+1
i+1

h2

]
φ

j+1
i .
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After rearranging the terms, we obtain

−rj+1
i φ

j+1
i−1 +

(
1 + 2rj+1

i + h2rj+1
i

)
φ

j+1
i − rj+1

i φ
j+1
i+1 = φ

j
i −

j

∑
n=1

(
φ

j+1−n
n − φ

j−n
n

)
bi,j+1

n .

with
φ0

i = x2
i , i = 0, 1, . . . , M,

φ
j
0 = 0, (φi

M)x = 1− φ
j
M, j = 0, 1, . . . , N.

where

rj+1
i =

kβ
j+1
i Γ(2− β

j+1
i )

h2 .

The matrix form of the discrete problem, after adding the boundary conditions, is
defined as follows:




1 0 0 0 . . . 0 0
aj+1

1 dj+1
1 aj+1

1 0 0 . . 0 0
0 aj+1

2 dj+1
2 aj+1

2 0 . . 0 0
. . . . . . .
. . . . . . .
. . . . . . .
0 0 0 0 0 . aj+1

M−1 dj+1
M−1 aj+1

M−1
0 0 0 0 . . . −2rj+1

M dj+1
M + 2hj+1

M







φ
j+1
0

φ
j+1
1
.
.
.

φ
j+1
M−1

φ
j+1
M




=




0
φ

j
1 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )b1,j+1

n
.
.
.

φ
j
M−1 −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )bM−1,j+1

n

φ
j
M −∑

j
n=1(φ

j+1−n
n − φ

j−n
n )bM,j+1

n + 2hrj
M




where aj+1
i = −rj+1

i and dj+1
i = 1 + 2rj+1

i + h2rj+1
i ,

Matrix systems can also be expressed as

φj+1 Aj+1 = Bj,

We use MATLAB to solve for φ
j+1
i by solving the equation Aj+1φ

j+1
i = 0, where Aj+1

is an invertible matrix. The resulting numerical solution is plotted in Figure 2 for various
values of the fractional-order β at the final time T = 0.1 with h = 0.01, k = 0.01.
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Figure 2. The numerical solution for various values of the fractional-order β at the final time T = 0.1
with h = 0.01, k= 0.01.

Example 3. The purpose of this equation is to describe the diffusion of a quantity φ over space and
time, where the diffusion process is characterized by the fractional derivative with respect to time.
The initial condition φ(x, 0) = 1− x2 defines the initial distribution of φ over the space interval
0 ≤ x ≤ 1. The conditions at the boundary, φx(0, t) = 0 and φ(1, t) = 0, define the behavior of φ
at the boundary points over time.

∂βφ

∂tβ
=

∂2φ

∂x2 −
1
x

∂φ

∂x
. (19)

The initial condition is

φ(x, 0) = 1− x2, 0 ≤ x ≤ 1,

with conditions at the boundary of

φx(0, t) = 0, φ(1, t) = 0.

Proof. Using (3) and (19), we obtain

k−β
j+1
i

Γ(2− β
j+1
i )

[(
φ

j+1
i − φ

j
i

)
+ sumj

n=1

(
φ

j+1−n
n − φ

j−n
n

)
bi,j+1

n

]
=

[
φ

j+1
i−1 − 2φ

j+1
i + φ

j+1
i+1

h2

]

− 1
xi

φ
j+1
i+1 − φ

j+1
i−1

2h
.
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The following implicit form is obtained after rearranging the terms
(
−rj+1

i − h
2xi

rj+1
i

)
φ

j+1
i−1 +

(
1 + 2rj+1

i

)
φ

j+1
i +

(
−rj+1

i +
h

2xi
rj+1

i

)
φ

j+1
i+1

= φ
j
i −

j

∑
n=1

(
φ

j+1−n
n − φ

j−n
n

)
bi,j+1

n .

with
φ0

i = 1− x2
i , i = 0, 1, . . . , M.

(
φ0

i

)
x
= 0, φ

j
M = 0, j = 0, 1, . . . , N.

where

rj+1
i =

kβ
j+1
i Γ

(
2− β

j+1
i

)

h2 .

Adding boundary conditions to the discrete problem results in a matrix form:




dj+1
0 −2rj+1

0 0 0 . . . 0 0
aj+1

1 dj+1
1 bj+1

1 0 0 . . 0 0
0 aj+1

2 dj+1
2 bj+1

2 . . 0 0
. . . . . . .
. . . . . . .
. . . . . . .
0 0 0 0 0 . aj+1

M−1 dj+1
M−1 bj+1

M−1
0 0 0 0 . . . 0 1







φ
j+1
0

φ
j+1
1

φ
j+1
2
.
.
.

φ
j+1
M−1

φ
j+1
M




=




φ
j
0 −∑

j
n=1

(
φ

j+1−n
n − φ

j−n
n

)
b0,j+1

n

φ
j
1 −∑

j
n=1

(
φ

j+1−n
n − φ

j−n
n

)
b1,j+1

n

φ
j
2 −∑

j
n=1

(
φ

j+1−n
n − φ

j−n
n

)
b2,j+1

n

.

.

.
φ

j
M−1 −∑

j
n=1

(
φ

j+1−n
n − φ

j−n
n

)
bM−1,j+1

n

0




.

where aj+1
i = −rj+1

i

(
1 + h

2xi

)
, dj+1

i = 1 + 2rj+1
i , and bj+1

i = −rj+1
i

(
1− h

2xi

)
.

Matrix systems can also be expressed as

φj+1 Aj+1 = Bj, (20)

We use MATLAB to solve for φ
j+1
i by solving the matrix Equation (20), which is

represented as Aj+1φ
j+1
i = 0, where Aj+1 is an invertible matrix. The numerical solution

obtained is plotted in Figure 3 for various values of the fractional-order β at the final time
T = 0.3 with h = 0.05, k = 0.05.
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Figure 3. The numerical solution for various values of the fractional-order β at the final time T = 0.3
with h = 0.05, k= 0.05.

5. Conclusions

The purpose of this paper is to present a new implicit finite difference scheme for
resolving variable-order time-fractional linear and semi-linear partial differential equa-
tions. The scheme is shown to be unconditionally stable by means of the Fourier method.
To demonstrate the effectiveness of the proposed method, the authors present a series
of numerical examples and display the results graphically using MATLAB. To further
highlight the behavior of the solution under different conditions, the authors plot solution
curves for varying values of the fractional-order parameter β. The implicit finite difference
method and the Fourier method used in this study provide a versatile tool for solving
variable-order time-fractional partial differential equations, which have applications in a
wide range of physics and engineering problems.

6. Future Directions

The method presented in this paper can be extended to solve non-linear fractional
differential equations, which are commonly encountered in real-world problems. This
could provide new insights into the behavior of non-linear systems with memory and
non-locality. Further research can be conducted to improve the stability analysis of the
implicit finite difference method and to explore other methods for evaluating stability.
The implicit finite difference method can be parallelized—this will make calculations fast
and efficient. This could lead to the development of large-scale simulations and the solution
of complex problems in a shorter amount of time. The implicit finite difference method
can be applied to a wide range of real-world problems, such as heat transfer, diffusion,
and wave propagation. This could lead to new insights and applications in various fields,
including physics, engineering, and material science.
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Abstract: In this study, an unknown input observer is proposed for a class of nonlinear GPFOSs.
For this class of systems, both full-order and reduced-order observers have been established. The
investigated system satisfies the one-sided Lipschitz nonlinear condition, which is an improvement
of the classic Lipschitz condition. Sufficient conditions have been proposed to ensure the error
dynamics’ Mittag–Leffler stability. The value of this work lies in the fact that, to the best of the
authors’ knowledge, this is the first research work that investigates the issue of Observer Design
(OD) for GPFOSs. To exemplify the usefulness of the suggested observers, an illustrative numerical
example is suggested.

Keywords: GPFOSs; unknown input observer; one-sided Lipschitz nonlinear system; Mittag–Leffler
stability

1. Introduction

Generalized Proportional Fractional Differential Equations (GPFDEs) are a class of dif-
ferential equations that extend the concept of fractional calculus to encompass proportional
fractional derivatives. These equations involve fractional derivatives with variable-order
parameters, allowing for a more flexible and adaptable modeling of complex systems and
processes. In their paper [1] Jarad, Abdeljawad, and Alzabut released the “Generalized
Proportional Fractional Derivative (GPFD)”. This revolutionary derivative retains the
semigroup feature while embracing its non-locality. In [2], it has been observed that the
function easily transitions to its derivative in limiting cases. This transition is made possible
by a fractional derivative known as Generalized Proportional Fractional Derivative (GPFD),
which incorporates a non-singular kernel function and a non-local operator. In comparison
to traditional derivatives like the integer-order derivative and the Caputo fractional deriva-
tive, the GPFD offers a more versatile and generic approach to describing intricate processes.
Its usefulness lies in its ability to handle systems with memory and non-locality, such as
diffusion processes, viscoelasticity, and anomalous transport. Moreover, the GPFD allows
for the consideration of derivatives with varying orders, enabling the capturing of different
degrees of smoothness or roughness in the underlying signal. The GPFD finds application
in modeling and analyzing complex systems in physics, engineering, and finance [3–5].

Numerous academics have recently examined the stability of Generalized Proportional
Caputo Fractional Differential Equations (GPCFDEs). For instance, Donchev and Hristova

Symmetry 2023, 15, 1233. https://doi.org/10.3390/sym15061233 https://www.mdpi.com/journal/symmetry63



Symmetry 2023, 15, 1233

obtained adequate requirements for the practical stability of GPCFDEs in [6] using Lya-
punov functions. In [7], Bohner and Hristova investigated the stability of GPCFDEs using
integro-differential equations with fractional delays. Agarwal, Hristova, and O’Regan
examined GPCFDE stability using Lyapunov functions in [8]. Agarwal, Hristova, and
O’Regan used the Razumikhin approach in [9] to investigate the stability of GPCFDEs with
delay. These investigations have demonstrated the versatility of GPCFDE stability. The
system’s stability may be impacted by the Lyapunov function selection, which is why it is
crucial. The system’s stability may also be impacted by the delay term, therefore it’s crucial
to pick a delay that’s not too long. Given that these equations are utilized to simulate a wide
range of events in research and engineering, the stability of GPCFDEs is a significant issue.
The research mentioned above have significantly advanced our knowledge of the stability
of GPCFDEs and offer insightful information for the development of stable systems.

On the other hand, two subjects in control theory, that are strongly connected to each
other, are observer design and stability analysis [10–14]. A novel observer design strategy,
for instance, has been put out in [15] for a class of uncertain Nonlinear Systems (NSs) with
sampled-delayed output. In this work [15], low-pass filter and a high-gain observer were
used to create the suggested observer. The results of using the observer with a quadrotor
UAV are encouraging. The suggested observer can be utilized to enhance the performance
and stability of quadrotor UAVs. Additionally, the topic of OD for a class of nonlinear
delayed systems was examined in [16]. In that work, a Lyapunov-Krasovskii functional
was used to create the suggested observer. The error between the estimated states and
the genuine states converges to a small region of the origin since the observer has been
demonstrated to be virtually stable.

In the same context, the Unknown Input Observer (UIO) is a well-known type of
observers that has drawn a lot of interest recently, see for instance [17–21]. Ref. [22] is a very
interesting UIO research work, where the authors have used an UIO to control quadrotors.
In another noteworthy work [23], the authors have designed an UIO for discrete-time
interval type-2 takagi–sugeno fuzzy systems. Finally, the authors can’t go on without
mentioning [24], where it has been question of using an UIO for distributed tube-based
model predictive control of heterogeneous vehicle platoons. It is important to note, in
the end of this paragraph, that, to the best of the authors’ knowledge, there are not yet
published researches in the literature, dealing with the observer design issue for GPFOSs
(GPFOSs). For more information, UIO design has been a topic of interest in control systems
research. One approach is the interval observer-based UIO design proposed by Zhu, Fu,
and Dinh in [25]. The study presents an asymptotic convergence UIO design that can handle
input disturbances and measurement noise. Another approach is the full-order impulsive
observer design for impulsive systems with unknown inputs, as proposed by Tong et al.,
in [26]. Their proposed observer design can estimate both the state and unknown input
of the system. Ren et al., in [27] proposed a disturbance observer-based intelligent control
for nonstrict-feedback nonlinear systems. The proposed method combines a disturbance
observer and an intelligent control law to achieve robustness against uncertainties and
disturbances. Huang et al., in [28] proposed a combination of functional and disturbance
observers for positive systems with disturbances. Their proposed observer design can
estimate the state, unknown input, and disturbances of the system. Finally, Wang et al.,
in [29] proposed a finite-time observer-based H∞ fault-tolerant output formation tracking
control for heterogeneous nonlinear multi-agent systems. Their proposed observer-based
control method can ensure finite-time convergence and robustness against faults and
disturbances.

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years.
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of
the class of OSL systems is that it has been proved in the literature that the OSL condition
is more general than the Lipschitz one. Furthermore, many real-world systems may be
represented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been
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used to describe the dynamics of robotic manipulators, power systems, and chemical
processes, as shown in [30–34]. In other words, OSL is a mathematical concept used in the
analysis of differential equations and control systems. According to [35], a OSL condition
is a weaker form of the standard Lipschitz condition, which requires that the difference
between the values of a function at two points be no greater than the product of the distance
between the points and a constant. [36] explains that OSL conditions are particularly useful
in the analysis of impulsive systems, which are systems that experience sudden changes in
their state variables at certain times. [37] shows how one-sided Lipschitz conditions can be
used to prove stability of a class of nonlinear systems. Finally, [38] presents an application
of OSL conditions to the analysis and control of mechanical systems.

Various aspects have motivated the authors to produce the present study. First, to the
best of the authors’ knowledge, the observer design problem has not yet been investigated
in the literature. Second, the authors have thought about developing a research method
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems,
which correspond to an extension of the classical Lipschitz systems. Furthermore, the
used UIO allows us to not only investigate disturbance-free systems but also systems with
unknown inputs.

Based on the points made above, the contributions and advantages of the proposed
work are summarized as follows:

• To the best of the authors’ knowledge, this is the first time that an observer has been
synthesized for Generalized Proportional Fractional-Order Systems.

• A full-order observer is developed, as well as a reduced-order one.
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems.
• The developed observer (the UIO) is efficient, even for systems with unknown inputs,

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability to
decouple the estimation error from these unknown inputs.

2. Preliminaries and Problem Formulation

This section presents the basic explanation and concept, along with a discussion on the
derivative related to the GPFOSs called the Generalized Proportional Fractional Derivative
(GPFD). The operators of GPFD for a function ∈ AC([a, b], R) a < b, are defined in the
following manner (refer to [39]):

D
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matrix. Then, 

,h
0,t d(t) = I1−

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

,h
t0,t D1,h

t d(t) =
1

h1−

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

Γ(1−

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

)

t∫

0

e
h−1

h (t−s)(t− s)−

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

D1,h
t d(s)ds.

f or t ∈ (a, b], 0 <

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

< 1, 0 < h ≤ 1

where D1,h
t d(s) = (1− h)d(s) + hd′(s).

This formula outlines the GPFD as a broadened version of the Caputo fractional
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Definition 1. The Mittag–Leffler function can be defined in two ways, either with one parameter
or with two parameters. These two versions are given below with
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,h
0,t w(t) = Aw(t) + Bu(t) + Dgg(Gw, u) + Dd(t)y(t) = Cw(t) (2)

where w(t) ∈ Rn denotes the state, u(t) ∈ Rm denotes the input, y(t) ∈ Rq denotes the
output, d(t) ∈ RS denotes the disturbance. A ∈ Rn×n, B ∈ Rn×m, C ∈ Rq×n, D ∈ Rn×S, Dg,
and G are known matrices, and the nonlinear portion of the system is denoted by g(Gw, u).
It is assumed that the input matrix D, which is unknown, has a complete column rank.

Definition 2. The function g(Gw, u) is OSL in Rn, with a OSL constant ρ, i.e.,

〈g(Gŵ, u)− g(Gw, u), G(ŵ− w)〉 ≤ ρ‖G(ŵ− w)‖2 (3)

Definition 3. The function g(Gw, u) is said to be quadratically inner bounded in Rn if, for any
w in Rn and u in the domain of g, there exists the positive constants γ and β so that the following
inequality holds:

‖g(Gŵ, u)− g(Gw, u)‖2 ≤ β‖G(ŵ− w)‖2 + γ〈g(Gŵ, u)− g(Gw, u), G(ŵ− w)〉 (4)

where β and γ are known scalars.

3. Unknown Input Observer (UIO) Design
3.1. Full-Order UIO

Consider the UIO for the GPFOS (2), which is formulated as follows:
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,h
0,t ξ(t) = Rξ(t) + Hy(t) + QDgg(Gŵ, u) + QBu(t)ŵ(t) = ξ(t)− Ey(t) (5)

Here, ξ(t) ∈ Rn denotes the observer’s state vector, and ŵ(t) ∈ Rn represents the
estimated value of w(t). R, H, and Q are matrices, which satisfy the following constraints:

R = QA− KC (6)

H = K(I + CE)−QAE (7)

Q = I + EC (8)

Matrices K and E will be constructed later on. Let us define the state estimation
error as:

e(t) = ŵ(t)− w(t) = ξ(t)−Qw(t)

By defining ∆g = g(Gw, u)− g(Gw, u), we can express the error dynamics as follows:
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Matrices 𝐾  and 𝐸  will be constructed later on. Let us define the state estimation 
error as: 𝑒(𝑡) = 𝑤ෝ(𝑡) − 𝑤(𝑡) = 𝜉(𝑡) − 𝑄𝑤(𝑡) 
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0,t ξ(t)−Q CD
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error as: 𝑒(𝑡) = 𝑤ෝ(𝑡) − 𝑤(𝑡) = 𝜉(𝑡) − 𝑄𝑤(𝑡) 
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0,t w(t) = Re + (RQ + HC−QA)x + QDg∆g−QDd

From Equations (6)–(8), it follows that RQ + HC−QA = 0, which implies that:
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• To the best of the authors’ knowledge, this is the first time that an observer has been 
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• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
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in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

,h
0,t e(t) = Re + QDg∆g−QDd (9)

The following theorem gives a necessary condition for the error dynamic Mittag–
Leffler stability (9):
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Theorem 1. Onesupposes the GPFOS (2), which verifies (3) and (4), with the unknown input
observer (5). If ∃P = PT > 0 and matrices E and K with appropriate dimensions and τ1, τ2, ε > 0,
the following is assumed:

[
RT P + PR + 2ηGTG + εI σGT + PQDg

∗ −2τ2 I

]
< 0 (10)

ECD = −D (11)

where η = τ1ρ + τ2β and σ = τ2γ− τ1, then

‖e(t)‖ ≤ m(‖(e(0)‖)ec h−1
h t(E
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where m(s) ≥ 0, m(0) = 0, m is a locally Lipschitz function, µ > 0, δ > 0, c > 0.

Proof. It can be inferred from Equations (8) and (11) that QD = 0. Consequently, by utilizing
Equation (9), we can obtain:
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UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 
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where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

,h
0,t e(t) = Re + QDg∆g (12)

Let the Lyapunov function be V = eT Pe. Based on Lemma 1, ∀t ≥ 0 and ∀
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3. Unknown Input Observer (UIO) Design 
3.1. Full-Order UIO 
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Here, ξ(t) ∈ ℝ୬  denotes the observer’s state vector, and 𝑤ෝ(𝑡) ∈ ℝ୬  represents the 
estimated value of 𝑤(𝑡). 𝑅, 𝐻, and Q are matrices, which satisfy the following constraints: 𝑅 = 𝑄𝐴 − 𝐾𝐶 (6)𝐻 = 𝐾(𝐼 + 𝐶𝐸) − 𝑄𝐴𝐸 (7)𝑄 = 𝐼 + 𝐸𝐶 (8)

Matrices 𝐾  and 𝐸  will be constructed later on. Let us define the state estimation 
error as: 𝑒(𝑡) = 𝑤ෝ(𝑡) − 𝑤(𝑡) = 𝜉(𝑡) − 𝑄𝑤(𝑡) 

By defining Δ𝑔 = 𝑔(𝐺𝑤, 𝑢) − 𝑔(𝐺𝑤, 𝑢), we can express the error dynamics as follows: 𝐷଴,௧ռ,௛஼ 𝑒(𝑡) = 𝐷଴,௧ռ,௛஼ 𝜉(𝑡) − 𝑄 𝐷଴,௧ռ,௛஼ 𝑤(𝑡)  = 𝑅𝑒 + (𝑅𝑄 + 𝐻𝐶 − 𝑄𝐴)𝑥 + 𝑄𝐷௚Δ𝑔 − 𝑄𝐷𝑑 ,h
0,t V(t) ≤ 2eT P

(
Re + QDg∆g

)
≤ eT

(
RT P + PR

)
e + ∆gT

(
QDg

)T
Pe + eT PQDg∆g

(13)
Now, by condition (3), we have, for a positive scalar, τ1:

2τ1

(
ρeTGTGe− eTGT∆g

)
≥ 0 (14)

Similarly, condition (4) yields τ2 > 0 :

2τ2

(
βeTGTGe + γeTGT∆g− ∆gT∆g

)
≥ 0 (15)

The sum of the left-hand sides of (14) and (15) can be added to the right-hand side of
(13) to give:
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0,t V(t) ≤ eT(RT P + PR + 2ηGTG

)
e− 2τ2∆gT∆g + 2eT(σGT + PQDg

)
∆g

≤
[

e
∆g

]T[RT P + PR + 2ηGTG σGT + PQDg
∗ −2τ2 I

]
×
[

e
∆g

]

Based on the previous equations, for any positive scalar ε, one can obtain the follow-
ing inequality:
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,h
0,t V(t) ≤

[
e

∆g

]T

Λ
[

e
∆g

]
− ε‖e‖2

where:

Λ =

[
RT P + PR + 2ηGTG + εI σGT + PQDg

∗ −2τ2 I

]

The condition (10) guarantees that CD
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,h
0,t V(t) ≤ −ε‖e‖2. Therefore, using Corollary 2

in [8], we can obtain the required estimation. �

Remark 1. Condition (10) in the previous theorem is a Nonlinear Matrix Inequality. To solve (10)
by means of an available software, such as the MATLAB toolbox, it needs to be converted into a
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Linear Matrix Inequality (LMI). The following theorem provides a method to transform the NMI
into an LMI.

Theorem 2. One supposes that conditions (3) and (4) are verified and that CD has a full column
rank. If ∃P = PT > 0, matrices W1 and W2, and τ1, τ2, ε > 0 that satisfy the following
inequality holds: [

Θ σGT + P∆T + W1∆2
∗ −2τ2 I

]
< 0 (16)

where:

Θ = ∆N
T P + P∆N + W1∆1 + ∆1

TW1
T −W2C− CTW2

T + 2ηGTG + εI

∆N = A− D(CD)−1CA (17)

∆T =
[

I − D(CD)−1C
]

Dg (18)

∆1 =
[

I − (CD)(CD)−1
]
CA (19)

∆2 =
[

I − (CD)(CD)−1
]
CDg (20)

with (CD)−1 as the generalized inverse of CD satisfying CD(CD)−1CD = CD.
Then:

‖e(t)‖ ≤ m(‖(e(0)‖)ec h−1
h t
(

E
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))δ
, t ≥ 0

where m(s) ≥ 0, m(0) = 0,m is a locally Lipschitz function, µ > 0, δ > 0, c > 0.

Proof. If D is a matrix of full column rank, then to have ECD = −D, matrix CD should be
also a matrix of full column rank. Then, the solution of Equation (11) can be expressed as:

E = −D(CD)−1 + Y
[

I − (CD)(CD)−1
]
, (21)

where a real matrix, Y, has the appropriate dimensions. By using Equations (6), (8), and (21),
we can deduce that:

R =
[

I − D(CD)−1C + Y
(

I − (CD)(CD)−1
)

C
]

A− KC = ∆N + Y∆1 − KC. (22)

Using Equations (8) and (21), it follows that:

QDg =
[

I − D(CD)−1C + Y
(

I − (CD)(CD)−1
)

C
]

Dg = ∆T + Y∆2 (23)

One substitutes Equations (22) and (23) into (10) and one defines W1 = PY and
W2 = PK, one can obtain the LMI (16). �.

Remark 2. If the feasibility of condition (16) can be obtained, then it is possible to compute
Y = P−1W1 and K = P−1W2. This will allow us to calculate E, R, Q, and H easily, and use the
unknown input observer (5).

3.2. Reduced-Order UIO

Since matrix C has a complete row rank, it is ensured that a suitable transformation
can be found for the coordinates of the system’s states, meaning that C can be expressed as

C =
[
Ip 0

]
. In this situation, the state vector can be represented as w =

[
y
l

]
, where the
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sub-vector l ∈ Rn−p consists of the states that are unmeasurable. Consequently, Equation
(2) can be restated as follows:

CD

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

,h
0,t

[
y
l

]
=

[
A11 A12
A21 A22

][
y
l

]
+

[
B1
B2

]
u +

[
Dg1
Dg2

]
f (G1y + G2l, u) +

[
D1
D2

]
d (24)

where the matrices A11, B1, and D1 have dimensions of p× p, p×m, and p× q, respectively,
while Dg1, Dg2, G1, and G2 are known matrices. The objective of this part is to reconstruct
the non-measurable sub-states, denoted by l(t), by considering the unknown input vector
d(t). For this purpose, a reduced-order estimator is proposed as follows:





CD
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,h
0,t ẑ2 = (A22 + LA12)ẑ2 + Uy + (LB1 + B2)u + DLg

(
l̂, u
)

l̂ = G1y + G2(ẑ2 − Ly)
ŵ = ( y

ẑ2−Ly)

(25)

The gain of matrix L can be determined later as follows:

U = L(A11 − A12L) + A21 − A22L (26)

DL = LDg1 + Dg2 (27)

Theorem 3. Consider the GPFOS (2) under the nonlinear conditions (3) and (4) and with the
UIO (25), provided that C =

[
Ip 0

]
. If ∃τ1, τ2, ε > 0 and P = PT > 0 and a matrix L, so that

conditions (28) and (29) are satisfied:

[
(A22 + LA12)

T P + P(A22 + LA12) + 2ηG2
TG2 + εI σG2

T + PDL
∗ −2τ2 I

]
< 0, (28)

LD1 + D2 = 0 (29)

where η = τ1ρ + τ2β and σ = τ2γ + τ1.
Then: ∥∥∥∼z2(t)

∥∥∥ ≤ m
(∥∥∥
(∼

z2(0)
∥∥∥
)

ec h−1
h t
(

E
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))δ
, t ≥ 0

where
∼
z2 = ẑ2 − z2 = with z2 = Ly + l. m(s) ≥ 0, m(0) = 0, m is a locally Lipschitz function,

µ > 0, δ > 0, c > 0.

Proof. The subsequent coordinate transformation is being considered:
[

z1
z2

]
=

[
Ip 0
L In−p

][
y
l

]
.

It can be observed that z2 = Ly + l. Utilizing Equation (24), it is possible to derive the
following expression for the derivative of z2:

CD

Symmetry 2023, 15, x FOR PEER REVIEW 3 of 15 
 

 

There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

,h
0,t z2 = (A22 + LA12)z2 + Uy + (LB1 + B2)u + DLg(l, u) + (LD1 + D2)d, (30)

In which, we have: l = G1y + G2(z2 − Ly). Given the first equation in (25), along with
Equations (29) and (30), it can be concluded that the dynamics of the error

∼
z2 = ẑ2− z2 = l̂− l

are defined by:
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,h
0,t
∼
z2(t) = (A22 + LA12)

∼
z2 + DL∆g (31)

Let ∆g = g
(

l̂, u
)
− g(l, u). Consider the Lyapunov function candidate V =

∼
z2

T
P
∼
z2.

By lemma 1, for every time t ≥ t0 and scalar
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Matrices 𝐾  and 𝐸  will be constructed later on. Let us define the state estimation 
error as: 𝑒(𝑡) = 𝑤ෝ(𝑡) − 𝑤(𝑡) = 𝜉(𝑡) − 𝑄𝑤(𝑡) 
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0,t V(t) ≤ 2

∼
z2

T
P
[
(A22 + LA12)

∼
z2 + DL∆g

]
≤ ∼z2

T[
P(A22 + LA12) + (A22 + LA12)

T P
]∼

z2 + ∆gT DL
T P
∼
z2 +

∼
z2

T
PDL∆g (32)
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By utilizing the One-sided Lipschitz property (3), it is possible to determine:

〈
∆ f , G

(
0
∼
z2

)〉
≤ ρ

∥∥∥∥∥G

(
0
∼
z2

)∥∥∥∥∥

2

,

Therefore, for any positive scalar τ1, it can be inferred that:

2τ1

(
ρ
∼
z2

T
G2

TG2
∼
z2 −

∼
z2

T
G2

T∆g
)
≥ 0 (33)

Similarly, by making use of the quadratic inner boundedness inequality (4), it is
possible to determine:

∆gT∆g ≤ β

∥∥∥∥∥G

(
0
∼
z2

)∥∥∥∥∥

2

+ γ

〈
∆g, G

(
0
∼
z2

)〉
,

Hence, for any positive scalar τ2 > 0, it can be inferred that:

2τ2

(
β
∼
z2

T
G2

TG2
∼
z2 + γ

∼
z2

T
G2

T∆g− ∆gT∆g
)
≥ 0 (34)

Subsequently, by employing Equations (32)–(34), it is possible to obtain:
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T[
(A22 + LA12)

T P + P(A22 + LA12) + 2ηG2
TG2

]∼
z2 − 2τ2∆gT∆g + 2

∼
z2

T(
σG2

T + PDL

)
∆g

Let J = (A22 + LA12)
T P + P(A22 + LA12), then:
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TG2 σG2
T + PDL

∗ −2τ2 I

][∼
z2
∆g
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Therefore, for any positive value of ε, one can derive:
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There has been a surge of interest in One-Sided Lipschitz (OSL) NSs in recent years. 
OSL NSs are a type of nonlinear systems distinguished by the fact that their nonlinear 
function satisfies the one-sided Lipschitz nonlinear condition. One major advantage of the 
class of OSL systems is that it has been proved in the literature that the OSL condition is 
more general than the Lipschitz one. Furthermore, many real-world systems may be rep-
resented as one-sided Lipschitz nonlinear systems. OSL NSs, for example, have been used 
to describe the dynamics of robotic manipulators, power systems, and chemical processes, 
as shown in [30–34]. In other words, OSL is a mathematical concept used in the analysis 
of differential equations and control systems. According to [35], a OSL condition is a 
weaker form of the standard Lipschitz condition, which requires that the difference be-
tween the values of a function at two points be no greater than the product of the distance 
between the points and a constant. [36] explains that OSL conditions are particularly use-
ful in the analysis of impulsive systems, which are systems that experience sudden 
changes in their state variables at certain times. [37] shows how one-sided Lipschitz con-
ditions can be used to prove stability of a class of nonlinear systems. Finally, [38] presents 
an application of OSL conditions to the analysis and control of mechanical systems. 

Various aspects have motivated the authors to produce the present study. First, to the 
best of the authors’ knowledge, the observer design problem has not yet been investigated 
in the literature. Second, the authors have thought about developing a research method 
that is applicable to a wide range of systems. Indeed, this work investigates OSL systems, 
which correspond to an extension of the classical Lipschitz systems. Furthermore, the used 
UIO allows us to not only investigate disturbance-free systems but also systems with un-
known inputs. 

Based on the points made above, the contributions and advantages of the proposed 
work are summarized as follows: 
• To the best of the authors’ knowledge, this is the first time that an observer has been 

synthesized for Generalized Proportional Fractional-Order Systems. 
• A full-order observer is developed, as well as a reduced-order one. 
• The considered class of systems is one-sided Lipschitz nonlinear systems—an exten-

sion of the traditional Lipschitz systems. 
• The developed observer (the UIO) is efficient, even for systems with unknown inputs, 

and this is thanks to the inner property of the UIOs. Indeed, the UIO has the ability 
to decouple the estimation error from these unknown inputs. 

2. Preliminaries and Problem Formulation 
This section presents the basic explanation and concept, along with a discussion on 

the derivative related to the GPFOSs called the Generalized Proportional Fractional De-
rivative (GPFD). The operators of GPFD for a function ∈ 𝐴𝐶([𝑎, 𝑏], ℝ) 𝑎 < 𝑏, are defined 
in the following manner (refer to [39]): 

𝐷଴,௧ռ,௛𝑑(𝑡) =  𝐼௧బ,௧ଵିռ,௛ 𝐷௧ଵ,௛𝑑(𝑡) =  1ℎଵିռΓ(1 − ռ) න 𝑒௛ିଵ௛ (௧ି௦)(𝑡 − 𝑠)ିռ௧
଴ 𝐷௧ଵ,௛𝑑(𝑠)𝑑𝑠. 

𝑓𝑜𝑟 𝑡 ∈ (𝑎, 𝑏], 0 <  ռ < 1, 0 < ℎ ≤ 1 

where 𝐷௧ଵ,௛𝑑(𝑠) = (1 − ℎ)𝑑(𝑠) + ℎ𝑑ᇱ(𝑠). 
This formula outlines the GPFD as a broadened version of the Caputo fractional de-

rivative with (ℎ =  1). 

Lemma 1 [39]. Let 0 <  ռ < 1, 0 < ℎ ≤ 1 and S be a constant and symmetric, definite positive 
matrix. Then, 

,h
0,t V(t) ≤

[∼
z2
∆g

]T

Λ

[∼
z2
∆g

]
− ε
∥∥∥∼z2

∥∥∥
2

where Λ =

[
J + 2ηG2

TG2 + εI σG2
T + PDL

∗ −2τ2 I

]
. Therefore, if condition (28) is satisfied,

then it guarantees that the inequality CD
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0,t V(t) ≤ −ε
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∥∥∥
2

holds, which implies that the

origin
∼
z2 = 0 is globally Mittag–Leffler stable. �

Remark 3. Condition (28), involved in Theorem 3, is a Nonlinear Matrix Inequality. However,
to solve this condition by using available software packages such as MATLAB, it needs to be
transformed into a Linear Matrix Inequality (LMI). By means of an appropriate transformation
technique, Theorem 4 will provide a LMI stability condition.

Theorem 4. Consider GPFOS (2), and conditions (3) and (4) and that rank(D1) = q and that
C =

[
Ip 0

]
. If ∃τ1, τ2, ε > 0 and P = PT > 0, and a matrix S, so that the linear matrix

inequality (35) is feasible. [
θ σG2

T + P∆D + S∆G
∗ −2τ2 I

]
< 0 (35)

where:
θ = ∆U

T P + P∆U + SVD A12 + A12
TVD

TST + 2ηG2
TG2 + εI

70
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∆U = A22 − D2D1 A12 (36)

VD = Ip − D1D1 (37)

∆D = Dg2 − D2D1Dg1 (38)

∆G =
[
Ip − D1D1

]
Dg1 (39)

The symbol D1 denotes the generalized inverse of D1, which satisfies the property D1D1D1 = D1.
Then: ∥∥∥∼z2(t)

∥∥∥ ≤ m
(∥∥∥
(∼

z2(0)
∥∥∥
)

ec h−1
h t
(
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))δ
, t ≥ 0

where
∼
z2 = ẑ2 − z2 = with z2 = Ly + l. m(s) ≥ 0, m(0) = 0, m is a locally Lipschitz function,

µ > 0, δ > 0, c > 0.

Proof. If the rank of rank(D1) = rank(D) = q, it is possible to find a matrix L such that
LD1 + D2 = 0. Then, the solution of Equation (29) is:

L = −D2D1 + Z
(

Ip − D1D1
)
,= −D2D1 + ZVD (40)

In which, Z is a real matrix. If one exploits Equation (27), one can find:

DL = −D2D1Dg1 + Dg2 + ZVDDg1 = ∆D + Z∆G (41)

By substituting Equations (40) and (41) into the matrix inequality (28) and defining
S = PZ, one can obtain the LMI (35). �

Remark 4. Whenever the linear matrix inequality (LMI) given by Equation (35) is satisfied, it is
possible to determine the matrix Z = P−1S. This then enables the calculation of matrix L using
Equation (40), which, in turn, allows for the computation of matrices U and DL using Equations
(26) and (27). Once these matrices are obtained, the unknown input observer (UIO) specified by
Equation (25) can be utilized to estimate the state of the system.

The next section includes a simulation study, which serves as additional evidence to
support the effectiveness of the adopted approach.

4. Numerical Example and Simulations

Here, the authors provide a numerical example to verify the effectiveness of the
fractional UIO. The system being studied is described by the GPFOS (2) and is as follows:

A =

[−3 1
0 −6

]
, B =

[
0.7
1

]
, Dg = G = I2,

C =

[
1
0

]T

, D =

[
1
0

]
,

g(Gw, u) =
[

sinw1 − 2w1
−2w2 + cosw2

]
,

The values ρ = −1, β = 9, and γ = 0 fulfill conditions (10) and (11). Moreover, CD, D,
and D1 = 1 all have a rank equal to one, enabling the utilization of Theorems 2 and 4.

4.1. Full-Order Observer Design Case

The UIFO concept for Nonlinear GPFOS is based on the estimate of a system’s states
and unknown inputs using the measurements data. Based on existing output measurements
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and known system dynamics, the UIFO attempts to rebuild the unmeasured states and
unknown inputs of the system. Thus, we should design a full-order observer (also known
as a state estimator) for the system. The observer should be capable of estimating all
the system states based on the available output measurements. This can be achieved
by constructing an observer with the same structure as the original system model. This
fact is described in Equation (5). Then, derive the error dynamics of the observer, which
describes the evolution of the estimation error between the estimated states and the actual
states of the system. This task can be completed by analyzing the difference between
the observer equations and the system equations, as shown in Equation (9). After that,
analyze the stability of the UIFO by examining the stability properties of the error dynamics.
Stability ensures that the estimation error converges to zero, indicating accurate estimation
of the states, as investigated by the result of Theorem 1. The previous theorem’s condition
(10) is a Nonlinear Matrix Inequality; therefore, it must be turned into a Linear Matrix
Inequality (LMI) before it can be solved using existing software, such as the MATLAB
toolbox. Theorem 2 describes how to convert an NMI to an LMI. Thus, we can obtain the
LMI (16).

To proceed, the initial action is to solve LMI (16) using MATLAB, which yields the
following result:

E =

[−1
0

]
, Q =

[
0 0
0 1

]
, K =

[
0.79

0

]
,

R =

[−0.7892 0
0 −6

]
, H =

[
0
0

]
,

Subsequently, one can formulate the estimator (5).
The simulation is initialized with the conditions w1(0) = 2 and w2(0) = −1. The

values of
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= 0.5 and h = 0.2. We have generated simulations
of the trajectories of w1 and w2 for the interval [0 1], with a time step of 10−8. These
simulations are visually represented in Figure 1. The curves of the errors are shown in
Figure 2.
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Based on Figures 1 and 2, we can easily see the result of Theorem 2. Indeed, Figure 2
clearly illustrates the exponential stability of the error dynamics, as the curves converge
exponentially towards zero. This result is in line with Theorem 2.

4.2. Reduced-Order Observer Design Case

The principle of the UIRO for Nonlinear GPFOS is similar to the UIFO, but with
the distinction that the UIRO estimates the system states using a reduced-order observer
structure. This means that the observer only estimates a subset of the system states instead
of all the states. The UIRO aims to reconstruct the unmeasured states and unknown inputs
of a GPFOS based on the available output measurements and the known system dynamics.
Thus, it is essential to design a reduced-order observer (also known as a state estimator) for
the GPFOS system, as shown in Equation (25). The observer structure should be chosen
in a way that facilitates the estimation of a subset of the system states rather than all the
states. The choice of which states to estimate depends on observability considerations and
the specific requirements of the application. After that, derive the error dynamics of the
observer, describing the evolution of the estimation error between the estimated states and
the actual states of the system. This task can be completed by analyzing the difference
between the observer equations and the system equations. Then, analyze the stability of the
UIRO by examining the stability properties of the error dynamics (31). Stability ensures that
the estimation error converges to zero exponentially, indicating accurate estimation of the
states. Condition (28), which is a Nonlinear Matrix Inequality, is implicated in Theorem 3.
However, in order to solve this condition using accessible software tools such as MATLAB,
it must first be turned into a Linear Matrix Inequality (LMI). Theorem 4 will provide an
LMI stability condition using an appropriate transformation approach. When the LMI
provided by Equation (35) is met, the matrix Z = P−1S may be determined. This allows for
the calculation of matrix L using Equation (40), which, in turn, allows for the construction
of matrices U and DL using Equations (26) and (27), respectively. After obtaining these
matrices, the UIO indicated by Equation (25) may be used to estimate the system’s state.

The initial step in constructing the observer (25) is to solve (35) using MATLAB. The
feasibility of LMI (35) is confirmed with:

P = 71.82, τ1 = 80.69, τ2 = 47.59 and ε = 83.35

meaning that Mittag–Leffler stability can be achieved. In this instance, L = 0 since VD = 0.
Consequently, from (26) and (27), we obtain U = 0 and DL =

[
0 1

]
. Subsequently, the

observer (25) can be designed for implementation.
The simulation is initialized with the condition w2(0) = −1. The values of
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for the interval [0 1], with a time step of 10−8. These simulations are visually represented
in Figure 3. The curves of the error

∼
z2 are shown in Figure 4.
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Figure 4. The evolution of the error
∼
z2(t).

Based on Figures 3 and 4, we can easily see the result of Theorem 4. In fact, the
graphical representation provided in Figure 4 serves as visual evidence for the exponential
stability of the error dynamics. The curve depicted in this figure exhibits a clear and
consistent pattern of exponential convergence towards zero, which supports the conclusion
drawn from Theorem 4. This observation provides strong empirical evidence to support
the theoretical framework outlined in Theorem 4 and reinforces the notion that the error
dynamics of the system are indeed exponentially stable.

5. Conclusions

In the present study, an UIO for Generalized Proportional Fractional-Order Systems
has been developed. Regarding nonlinearity, the proposed system satisfies the One-Sided
Lipschitz condition, which is an extension of the Lipschitz one. Both a full-order observer
and a reduced-order observer have been established. The main contribution of this work is
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that it presents the first scheme to design observers for Generalized Proportional Fractional-
Order Systems. A numerical example with simulations has been provided at the end of the
paper to further clarify the efficiency of the developed scheme.
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OD Observer Design
GPFDEs Generalized Proportional Fractional Differential Equations
GPCFDEs Generalized Proportional Caputo Fractional Differential Equations
GPFD Generalized Proportional Fractional Derivative
NSs Nonlinear Systems
UIO Unknown Input Observer
OSL One-Sided Lipschitz
LMI Linear Matrix Inequality
NMI Nonlinear Matrix Inequality
UIFO Unknown Input Full Order Observer
GPFOS Generalized Proportional Fractional Order Systems
UIRO Unknown Input Reduced Order Observer
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Abstract: This paper explored the impact of population symmetry on the spread and control of a
norovirus epidemic. The study proposed a mathematical model for the norovirus epidemic that
takes into account asymptomatic infected individuals and vaccination effects using a non-singular
fractional operator of Atanganaa–Baleanu Caputo (ABC). Fixed point theory, specifically Schauder
and Banach’s fixed point theory, was used to investigate the existence and uniqueness of solutions
for the proposed model. The study employed MATLAB software to generate simulation results and
demonstrate the effectiveness of the fractional order q. A general numerical algorithm based on
Adams–Bashforth and Newton’s Polynomial method was developed to approximate the solution.
Furthermore, the stability of the proposed model was analyzed using Ulam–Hyers stability techniques.
The basic reproductive number was calculated with the help of next-generation matrix techniques.
The sensitivity analysis of the model parameters was performed to test which parameter is the most
sensitive for the epidemic. The values of the parameters were estimated with the help of least square
curve fitting tools. The results of the study provide valuable insights into the behavior of the proposed
model and demonstrate the potential applications of fractional calculus in solving complex problems
related to disease transmission.

Keywords: Mittag–Leffler kernel; fractional norovirus epidemic model; ABC-fractional derivative;
iterative solution; numerical scheme

1. Introduction

The most dangerous infectious diseases were listed by medical sciences researchers
through testing by various laboratories. Among them, one of the diseases of the stomach
is caused by noroviruses (NoV), which enter through fecal–oral paths and interact with
human feeding. These types of viruses may also be found in the shedding of vomitus.
Besides these sources, the contamination of used food or water and contact with fomites or
direct contact with any infected individuals may also cause this type of epidemic [1]. The
local significance for each of these paths has been discussed but it is widely known that the
NoV group of viruses alone is responsible for a huge epidemic due to food consumption
and creates a burden on health in various countries [2,3]. The acute viral gastroenteritis
viruses are related to three types of foods, which can cause an epidemic:

A1 : The shells of molluscs are contaminated with different impurities during production.
A2 : Fresh food items can be contaminated at the time of packing, collection, and harvesting.
A3 : Taking more time to prepare and cook food can lead to contamination.

Poor practical and personal hygiene when handling foods is the main cause of con-
taminated food, which can lead to the transmission of an NoV epidemic. This type of food
contamination will depend on many factors such as personal hygiene habits, the output of
the virus, time of virus transfer, duration of the existence of the virus, time of inactivation
for the virus, the shedding effect of the virus and many other factors. The contamination
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of hands may contaminate different surfaces depending upon the degree of touching and
contamination of hands. The hands in this situation may contribute to the epidemic as well
as receiving the disease [4]. The spreading of norovirus (NoV) and its results may depend
on many factors. It may also depend on weather conditions and nearly half of the cases
may occur in the winter season [5].

Mathematical models of epidemiological problems have been applied to the prediction
and control of infectious diseases [6–10]. Different global problems of epidemic diseases have
very interesting outcomes as represented by mathematical formulations given in the past
literature. Some aspects of this concept include stochastic representation which have impacts,
such as global humidity, perceptions, heat occurrence, etc., which affect the strength of the
immune system against infective diseases. This idea will enable us to write the deterministic
idea in the form of random situations which have more realistic outcomes. This will include all
the other external impacts in the form of mathematical formulation. This will cause vibration
in the parameters from the environment or some variation in the infectious models or due to
the given system [11,12]. This approach of modeling provides more choices for selection and
gives more realistic results as compared to the idealistic approach of deterministic models.
Therefore, the stochastic concepts that are perturbed by white noise or Brownian motion are
well represented in the literature, for detail one can see [13].

The relationship between symmetry and epidemic models relates to how the distri-
bution of susceptible, infected, and recovered individuals in a population are affected by
factors such as demographic and environmental symmetry. Symmetry considerations can
play a role in the modeling of disease transmission dynamics, as they can affect the spatial
and temporal spread of an epidemic. For example, if a population is asymmetric with
respect to some underlying factor, such as age or location, this could lead to differences
in the transmission of a disease and impact the effectiveness of control strategies. In the
context of mathematical modeling, accounting for symmetry in the population being mod-
eled can help to improve the accuracy of epidemic models and provide valuable insights
into the spread and control of infectious diseases [14–16]. Fractional calculus, as used in
the paper abstract mentioned earlier, is one approach to modeling the impact of symmetry
in disease transmission dynamics. By developing models that account for the effects of
asymmetry, researchers can gain a better understanding of the underlying mechanisms
driving epidemics and develop more effective strategies to prevent and control their spread.

As we describe any system having different choices for the selection of the order of
the derivative, the extra degrees will be obtained in the complex dynamics. This extra
variety of choices can be studied in modern calculus in the form of non-natural order
derivative expressions whose outcomes must be obtained as the whole density of the
quantities [17–19]. Due to this, modern calculus will be superior to classical calculus.
The medical sciences and natural sciences dynamical systems require more and more
information, therefore these can be well investigated using different fractional operators for
the internal behavior of the system; for the last few decades, this has been the central focus
of many researchers as compared to the integer order analysis. In this field, the investigation
is related to unique and solution existence, positivity, boundedness, numerical solution,
and the realistic approach of feasibility. To date, various problems of small micro species,
logistic population problems, HBV, TB, HCV, SIR, SEIR, SI, and many cancer problems
have been investigated in the sense of fractional order derivatives [20–24]. These problems
are tested for theoretical and approximate solutions in the non-integer order parameters
sensed by the application of various techniques. Some examples are the Adams–Bashforth,
corrector-predictor method, various transformations, and series solution techniques [25,26].
The analysis of COVID-19 problems has been investigated recently through fractional
operators as can be seen in [27–29]. The literature is full of articles related to infectious
disease problems and their analysis for different dynamics [30,31].

A fractional derivative is a generalization of the standard derivative to non-integer
orders. It is defined using the Riemann–Liouville fractional integral, which is a general-
ization of the standard integral to non-integer orders [17,18]. The fractional derivative has
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applications in many areas of science and engineering, including mathematical biology. In
mathematical biology, fractional derivatives are used to model various phenomena such as
diffusion in porous media, blood flow in vessels, and the spread of diseases. For example,
in the study of tumor growth, a fractional derivative model can be used to describe the
diffusion of nutrients and oxygen through the tumor tissue, which is a non-local process.
Additionally, in the study of the spread of infectious diseases, a fractional derivative model
can be used to describe the spread of the disease through a population, which is also
a non-local process. There have been a variety of fractional operators proposed in the
literature with both nonsingular and singular kernels [20–24,32]. The work of [25,26,33–35]
and references cited therein present a comprehensive study and the application of these
fractional order operators as well as a detailed analysis of their implementation.

The Atangana–Baleanu fractional derivative is a particular type of fractional derivative
that is defined using a Caputo–Fabrizio type of kernel function. It is named after its
inventors, Atangana and Baleanu, who introduced it in their 2016 paper [25]. This fractional
derivative is a generalization of the Caputo fractional derivative, which is one of the most
widely used fractional derivatives in mathematical biology. It can be used to model various
phenomena such as diffusion in porous media, blood flow in vessels, and the spread of
diseases. In mathematical biology, the Atangana-Baleanu fractional derivative has been
used to model various phenomena such as the spread of infectious diseases, tumor growth,
and the spread of pollutants in a porous medium. For example, in the study of the spread
of infectious diseases, a fractional derivative model can be used to describe the spread
of the disease through a population, which is a non-local process. Additionally, in the
study of tumor growth, the Atangana–Baleanu fractional derivative can be used to describe
the diffusion of nutrients and oxygen through the tumor tissue, which is also a non-local
process. In the study of the spread of pollutants in a porous medium, the Atangana–Baleanu
fractional derivative can be used to describe the diffusion of pollutants through the porous
medium, which is also a non-local process. It has been found that in many cases that the
Atangana–Baleanu fractional derivative provides a better fit than other types of fractional
derivatives, such as the Caputo fractional derivative, for the above-mentioned phenomena.

As for the motivation of our work, we kept in mind the above significance of fractional
calculus and took a novel problem related to the norovirus (NoV) using the Atangana–
Baleanu arbitrary order differentiation by applying the conditions of asymptomatic and
vaccinated classes. For the discussion, different aspects of NoV mathematical formu-
lation have been used. Here, we discuss the said epidemic with the inclusion of two
classes of asymptomatic carriers and vaccinated classes for more effective analysis. There
is a duration of 30–180 days in which the signs of NoV virus and the risk of infection
by an infectious person with a chance of death can manifest [36,37]. On reviewing
the literature, we have formulated a new problem for the NoV viruses with two new
compartments [9,12,30,31]. Firstly, the problem was constructed for the integer order and,
after that, it was modified and extended to the fractional version of the Atangana–Baleanu
derivative. The main objective of this article was to evaluate the mathematical formulation,
testing the problem on public health with vaccination and dilation of time for controlling an
NoV epidemic.

The novelty of this paper is in the extension of the deterministic stochastic model [38]
to the Atanga–Beleanu fractional model, which offers a more realistic approach to epidemic
modeling. The ABC fractional operator model provides several advantages over stochas-
tic models in the context of epidemic modeling. First of all, it provides a deterministic
framework that makes it possible to precisely and deterministically analyze the dynam-
ics of epidemics, especially when examining how population symmetry affects spread
and control. Contrarily, stochastic models introduce randomness and variability, creating
uncertainties and making it difficult to comprehend the effects of population symmetry.
Second, for better comprehension and management of epidemics, the ABC fractional oper-
ator model incorporates critical elements such as asymptomatic infected individuals and
vaccination effects. This thorough representation takes into account the sizeable portion of
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infected people who might not show any symptoms. Stochastic models have limitations in
accurately determining the effectiveness of control strategies and interventions because
they do not explicitly take into account asymptomatic individuals or vaccination effects.
Furthermore, the ABC model benefits from the application of fixed point theory, such
as Schauder and Banach’s fixed point theory, to analyze the existence and uniqueness of
solutions. This mathematical approach provides rigorous foundations, ensuring reliable
and valid outcomes. In contrast, stochastic models heavily rely on probabilistic methods
and simulations, which can be computationally intensive and susceptible to statistical
fluctuations. Moreover, the utilization of MATLAB software in the ABC model enables
efficient computation and visualization of epidemic dynamics. This capability facilitates in-
sights into model behavior under various scenarios and interventions, supporting informed
decision-making in epidemic control. Collectively, the advantages of the ABC fractional
operator model make it a valuable tool for epidemic modeling, offering greater realism and
enhanced analytical capabilities compared to stochastic models.

The organization of this paper is as follows: Ii Section 2, we will formulate a novel
mathematical model. Section 3 presents some basic definitions of fractional operators. In
Section 4, the mathematical analysis determines whether there is a solution that exists
and how certain terms can be optimized (3). The qualitative theory is studied in Section 5.
The basic reproductive number and sensitivity analysis of the model are presented in
Section 6. Section 7 studied the approximate solution of the model (3). Section 8 presented
the parameter estimation of the model. In Section 9, we verify our theoretical results using
numerical simulations. At the end of this paper, we summarize the main findings of our
research in a section titled Conclusions.

2. Model Formulation

We extended Cui et al.’s model [38] which has five equations that are applicable to the
considered infection mathematical model describing norovirus (NoV). All the density of
individuals is distributed in five different compartmental agents, namely: Susceptible class
(H), Vaccinated individuals (V), Asymptomatic or Exposed individuals (U ), Symptomatic
or Infectious individuals (A), and the Recovered class (C), i.e., H(t)+V(t)+U(t)+ A(t)+
C(t)) = N(t). The equations describing the model are

H́ = Λ− ηH(t)A(t)
N

−H(t)(ρ + d),

V́ = ρH(t)− (1− τ)ηA(t)
N

− dV(t),

Ú =
ηH(t)A(t)

N
+

(1− τ)ηV(t)A(t)
N

− (α + d)U (t),
Á = αU (t)− (q + d)A(t),
Ć = δA(t)− dC(t),

(1)

with the starting approximation,

H(0) ≥ 0, V(0) ≥ 0, A(0) ≥ 0, U(0) ≥ 0, R(0) ≥ 0, (2)

where Λ is the recruitment rate representing the rate at which individuals enter the suscep-
tible population. η is the transmission rate representing the probability of transmission per
contact between susceptible individuals and infected individuals. H(t) represents the den-
sity of individuals in the susceptible (healthy) class at time t. The rate of change ofH(t) is
determined by the balance between recruitment (Λ), transmission ηH(t)A(t)

N , and the natural
removalH(t)(ρ + d) of individuals. V(t) represents the density of vaccinated individuals
at time t. The balance between transmission from susceptible individuals ρH(t), transmis-
sion from immunized individuals [(1−τ)ηA(t)]

N , and natural removal of individuals dV(t)
determines the rate of change of V(t). The density of people who are asymptomatic or ex-
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posed at time t is represented by U (t). The balance between transmission from susceptible
individuals and U (t) determines the rate of change of this variable. ηH(t)A(t)

N , transmis-

sion from immunized people [(1−τ)ηV(t)A(t)
N , recovery of people (α + d)U (t), and natural

removal. A(t) indicates the proportion of people who are symptomatic or contagious at
time t. The balance between natural removal, [(q+d)A(t)]

N , and transmission to susceptible
individuals αU (t) determines the rate of change of A(t). C(t) represents the density of
people who have been found at time t. The recovery of individuals δA(t) and natural
removal dC(t) determine the rate of change of C(t). The system of equations captures the
interactions between those who are susceptible, those who have received vaccinations,
those who are asymptomatic, those who are symptomatic, and those who have recovered
to describe the dynamics of the norovirus epidemic. The spread and management of the
epidemic over time are influenced by the rates of transmission, recovery, and removal as
well as the population size N. The behavior’s transition points are shown in Figure 1.

Figure 1. Schematic diagram of the model.

The key objective was to construct a new numerical system (1) using the ABC fractional
derivative for an extra degree of choices of dynamical behavior. The qualitative analysis
will be derived by the application of fixed point theory. The considered numerical problem
will be analyzed, having a general derivative order of η as follows:





ABCDqH(t) = Λ− ηH(t)A(t)
N

− (ρ + d)H(t),

ABCDqV(t) = ρH(t)− (1− τ)ηA(t)
N

− dV(t),

ABCDqU (t) = ηH(t)A(t)
N

+
(1− τ)ηV(t)A(t)

N
− (α + d)U (t),

ABCDqA(t) = αU (t)− (q + d)A(t),
ABCDqC(t) = δA(t)− dC(t).

(3)

3. Preliminaries

This section introduces the ABC operator and its properties, along with the numerical
approximation method for solving fractional order differential equations.
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Definition 1. If Π(t) ∈ G1(0, T ) and q ∈ (0, 1], then ABC is formulated as

ABCDq
+0Π(t) =

M(q)
1− q

∫ t

0

d
dx

Π(y)Mq

[ −q
1− q

(t− y)
]

dy, (4)

replacing Mq

[
−q

1−q (t− y)
]

dy by M1 = exp
[
−q

1−q (t− y)
]

, we obtain the Caputo–Fabrizo fractional

derivative. It should be noticed that

ABCDq
+0[Constant] = 0;

here, M(q) is named the normal mapping given as M(0) = M(1) = 1. Mq represents Mittag–
Leffler mapping, the generalized exponent mapping [39–41].

In Definition 1, theABC operator is defined as a fractional derivative operator, denoted
by ABCDq

+0, where Π(t) is a function belonging to the space G1(0, T ) and q is a parameter
in the range (0, 1]. The operator is expressed as an integral involving the derivative of Π
and a Mittag–Leffler mapping Mq, with M1 representing the exponential function. The
lemma also states the behavior of the operator for constant values.

Lemma 1. [42] Solution of the given equation for 1 > q > 0,

ABCDq
+0Z(t) = x(t), t ∈ [0, T],

Z(0) = Z0,
(5)

is given by

Z(t) = Z0 +
(1− q)
M(q)

x(t) +
q

Γ(q)M(q)

∫ t

0
(t− y)q−1x(y)dy.

Lemma 1 provides the solution to a fractional differential equation in terms of the
ABC operator. The equation ABCDq

+0Z(t) = x(t) represents a fractional order differential
equation, where Z(t) is the unknown function and x(t) is a given function. The lemma
presents the explicit solution Z(t) in terms of the initial condition Z0, the function x(t), and
the parameters q, M(q), and Γ(q).

Definition 2. We can convert the fractional order DEs with order q in the form of the ABC derivative as

ABCDqY(t) = f (t,Y(t))
Y(0) = Y0.

(6)

Then, the approximate solution of (6) is given as follows:

Y(tm+1) = Y0 +
1− q
M(q)

f (tm,Y(tm))

+
q

Γ(q)M(q)

m

∑
k=0

(
hq f (tk,Yk)

Γ(q + 2)

(
(1 + m− k)q(−k + m + 2 + q)

− (−k + m)q(−k + m + 2 + 2q)
)

− hq f (tk−1,Yk−1)

Γ(q + 2)

(
(1 + m− k)q+1 − (−k + m)q(−k + m + 1 + q)

))
.

(7)

Definition 2 introduces the conversion of fractional order differential equations to
the ABC derivative form. The equation ABCDqY(t) = f (t,Y(t)) represents a fractional
order differential equation with the unknown function Y(t) and the function f (t,Y(t))
on the right-hand side. The definition provides an approximation method for solving
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such equations using the ABC operator. The approximate solution Y(tm+1) is expressed
recursively in terms of the initial condition Y0, the function f (t,Y(t)), and parameters q,
M(q), Γ(q), and h.

4. The Theory of Existence of Solution

The existence of the solutions for the given fractional order model is presented in this
part of the paper; for this purpose, we try to define a function as follows:





Π1(t,H,V ,U ,A, C) = Λ− ηH(t)A(t)
N

−H(t)(ρ + d),

Π2(t,H,V ,U ,A, C) = ρH(t)− (1− τ)ηA(t)
N

− dV(t),

Π3(t,H,V ,U ,A, C) = ηH(t)A(t)
N

+
(1− τ)ηV(t)A(t)

N
−U (t)(α + d),

Π4(t,H,V ,U ,A, C) = αU (t)− (q + d)A(t),
Π5(t,H,V ,U ,A, C) = δA(t)− dC(t).

(8)

Using (8), the model is expressed as follows:

ABCDq
+0Z(t) = Π(t,Z(t)), t ∈ [0, T], 0 < q ≤ 1,

Z(0) = Z0.
(9)

Using Lemma (1), Equation (9) becomes

Z(t) = Z0(t) +
[

Π((t,Z(t))−Π0(t)
]

1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy, f or 0 ≤ y ≤ t ≤ 1, (10)

where

Z(t) =





H(t)

V(t)
U (t)
A(t)
CR(t)

,Z0(t) =





H0

V0

U0

A0

C0

, Π(t,Z(t)) =





Π1(t,H,V ,U ,A, C)
Π2(t,H,V ,U ,A, C)
Π3(t,H,V ,U ,A, C)
Π4(t,H,V ,U ,A, C)
Π5(t,H,V ,U ,A, C)

, Π0(t)





Π1(0,H0,V0,U0,A0, C0)

Π2(0,H0,V0,U0,A0, C0)

Π3(0,H0,V0,U0,A0, C0)

Π4(0,H0,V0,U0,A0, C0)

Π5(0,H0,V0,U0,A0, C0)

(11)

Using (10) and (11), define two operators F and G , using (10)

FZ = Z0(t) +
[

Π(t,Z(t))−Π0(t)
]

1− q
M(q)

,

GZ =
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy.

(12)

Furthermore, we reassume that the conditions D1 and D2 holds
(D1) If fixed σ1 and σ2, as

|Π(t,Z(t))| ≤ σ1|Z(t)|+ σ2.

(D2) If fixed κ > 0, for all Z,Z1 ∈ X, as

|Π(t,Z(t))−Π(t,Z1(t))| ≤ κ||Z− Z1||.

Theorem 1. If (D1) and (D2) are fulfilled, then system (10) will have at least a unique root,
implying that our problem (3) has at least one root if

(1− q)κ
M(q)

< 1.
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Proof. For the derivation of F to be a contraction operator, let Z1 ∈ B, while B = {Z ∈ Y :
||Z|| ≤ r, r > 0} is a closed convex set. Applying the result of F from (12), as

||FZ−FZ1|| =
(1− q)
M(q)

max
t∈[0,T]

∣∣∣∣Π(t,Z(t))−Π(t,Z1(t))
∣∣∣∣,

≤ (1− q)p

M(q)
||Z− Z1||.

(13)

Therefore, F is a contraction operator. Next, to derive the relative compactness of G ,
we must prove that G has its bounds, and define on their domain. For achieving the result,
consider as given under:

As G is continuous as Π is defined on their domain, for u ∈ B,

|G (Z)| = max
t∈[0,T]

q
M(q)Γ(q)

∣∣∣∣
∣∣∣∣
∫ t

0
(t− y)q−1Π(y,Z(y))dy

∣∣∣∣
∣∣∣∣

≤ q
M(q)Γ(q)

∫ T

0
(T − y)q−1|Π(y,Z(y))|dy

≤ qTq

M(q)Γ(q)
[σ1r + σ2].

(14)

Hence, (14) shows that G has bound; for equi-continuity, let t1 > t2 ∈ [0, T], as

|GZ(t1)− GZ(t2)| =
q

M(q)Γ(q)

∣∣∣∣
∫ t1

0
(t1 − y)q−1Π(y),Z(y)dy−

∫ t2

0
(t2 − y)q−1Π(y,Z(y))dy

∣∣∣∣

≤ [σ1r + σ2]

M(q)Γ(q)
[tq

1 − tq
2].

(15)

As t1 → t2, the (15) approaches zero, also G is defined on their domain, and so

|GZ(t1)− GZ(t2)| → 0, as t1 → t2.

So, G has bounds and is defined on its domain, hence G is uniformly continuous and
has bounds. The Arzelà–Ascoli theorem G is relatively compact and therefore completely
continuous. Applying Theorem 1, the integration Equation (10) has at least one zero and so
the model has at least one zero.

For a unique solution, we proceed as follows:

Theorem 2. By condition (D2), the integration Equation (10) has one root which provides that the
proposed model (3) has one solution if

[
(1− q)κ

M(q)
+

qTqκ

M(q)Γ(q)

]
< 1.

Proof. Take T : Y→ Y by

TZ(t) = Z0(t) +
[

Π(t,Z(t))−Π0(t)
]

1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy, t ∈ [0, T]. (16)

Let Z,Z1 ∈ Y, then
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||TZ−TZ1|| ≤
(1− q)

M(Γ(q))
max

t∈[0,T]

∣∣∣∣Π(t,Z(t))−Π(t,Z1(t))
∣∣∣∣

+
q

M(q)Γ(q)
max

t∈[0,T]

∣∣∣∣
∫ t

0
(t− y)q−1Π(y,Z(y))dy−

∫ t

0
(t− y)q−1Π(y,Z1(y))dy

∣∣∣∣

≤
[
(1− q)κ

M(q)
+

qTqκ

M(q)Γ(q)

]
||Z− Z1||

≤ ϕ||Z− Z1||,

(17)

where

ϕ =

[
(1− q)κ

M(q)
+

qTqκ

M(q)Γ(q)

]
. (18)

So by (17), T is a contraction operator. Therefore, the integration Equation (10) has one
root. Hence, problem (3) has one root.

5. Stability Analysis

Hyers–Ulam stability, also known as Hyers–Ulam–Rassias stability, is a concept in
the field of functional analysis that deals with the stability of functional equations. It is
named after David Hyers, Stanislaw Ulam, and Themistocles Rassias, who independently
proved that the Cauchy equation for functional equations is stable in certain cases. In other
words, it states that if a function is close to a solution of a functional equation, then it is
also a solution of that equation. This concept has been extended to include various types of
functional equations, including those involving nonlinear operations. Overall, Hyers–Ulam
stability plays an important role in the study of functional equations and has been applied
in various areas of mathematics and science.

The proposed model stability is assured by the consideration of a small perturbation
α ∈ C[0, T], related to the root of α(0) = 0. Consider

(i) |α(t)| ≤ µ, f or µ > 0,

(ii) ABCDq
+0(Z(t)) = Π(t,Z(t)) + α(t), ∀ t ∈ [0, T].

Lemma 2. The root of the perturbed model,
{

ABC
0 Dq

+0Z(t) = Π(t,Z(t)) + α(t),

Z(0) = Z0,
(19)

satisfies the following expression,
∣∣∣∣Z(t)−

(
Z0(t) +

[
Π(t,Z(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy

)∣∣∣∣ ≤ µT,q, (20)

where

µT,q =
Γ(q)(1− q) + Tq

M(q)Γ(q)
.

Proof. The derivation is straight forward, so we skip it.

Theorem 3. Using (D2) and (20) in lemma (2), the root of concerned integration Equation (10) is
U-H stable and, so, the solution of the concerned problem is U-H stable if ϕ < 1.

Proof. Consider Z1 ∈ Y to be one root and u ∈ Y to be zero of (10), then
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|Z(t)− Z1(t)| =
∣∣∣∣Z(t)−

(
Z0(t) +

[
Π(t,Z1(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z1(y))dy

)∣∣∣∣

≤
∣∣∣∣Z(t)−

(
Z0(t) +

[
Π(t,Z(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy

)∣∣∣∣

+

∣∣∣∣
(
Z0(t) +

[
Π(t,Z(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy

)

−
(
Z0(t) +

[
Π(t,Z1(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z1(y))dy

)∣∣∣∣

≤ µT,q +
(1− q)κ

M(q)
||Z− Z1||+

qTqκ

M(q)Γ(q)
||Z− Z1||

≤ µT,q + ϕ||Z− Z1||.

(21)

From (21), we can write

||Z− Z1|| ≤
µT,q

1− ϕ
. (22)

By (22), we say that the zero of (10) is U-H stable and hence generalized U-H stable
by applying ΠU(µ) = µT,q, ΠU(0) = 0, implying that the zero of the considered system is
U-H stable and so generalized U-H stable.

Considering

(i) |α(t)| ≤ Ω(t)µ, f or µ > 0,
(ii) ABCDq

+0(Z(t)) = Π(t,Z(t)) + α(t), ∀ t ∈ [0, T].

Lemma 3. The below equation holds for (19)

∣∣∣∣Z(t)−
(
Z0(t) +

[
Π(t,Z(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy

)∣∣∣∣

≤ Ω(t)µT,q.
(23)

Proof. This is also straight forward.

Theorem 4. By Lemma (3), the root of the given model is U-H-Rassias stable and therefore,
generalized U-H-Rassias stable.

Proof. Consider Z1 ∈ Y to be one root and u ∈ Y to be the root of (10), then

|Z(t)− Z1(t)| =
∣∣∣∣Z(t)−

(
Z0(t) +

[
Π(t,Z1(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z1(y))dy

)∣∣∣∣

≤
∣∣∣∣Z(t)−

(
Z0(t) +

[
Π(t,Z(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy

)∣∣∣∣

+

∣∣∣∣
(
Z0(t) +

[
Π(t,Z(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z(y))dy

)

−
(
Z0(t) +

[
Π(t,Z1(t))−Π0(t)

]
1− q
M(q)

+
q

M(q)Γ(q)

∫ t

0
(t− y)q−1Π(y,Z1(y))dy

)∣∣∣∣

≤ Ω(t)µT,q +
(1− q)κ

M(q)
||Z− Z1||+

qTqκ

M(q)Γ(q)
||Z− Z1||

≤ Ω(t)µT,q + ϕ||Z− Z1||,

(24)
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we can write, from (24),

||Z− Z1|| ≤
Ω(t)µT,q

1− ϕ
. (25)

Hence, the solution of (10) is U-H-Rassias stable and so generalized U-H-Rassias stable.

6. Basic Reproductive Number

The disease-free equilibrium, denoted as E0, can be determined by setting the right-
hand side of the equations in system (3) equal to zero, yielding the following equations:

E0 = (S0,V0,U0,A0, C0) =

(
Λ

ρ + d
,

ρΛ
d(ρ + d)

, 0, 0, 0
)

.

We determined the basic reproductive ratio, abbreviated R0, using the next-generation
matrix approach. This estimate is solely based on the two equations that correspond to the
compartments U and A classes that were derived from system (3).

F =

[
0 ηΛ[d+(1−τ)ρ]

d(ρ+d)
0 0

]
,

V =

[
d + α 0
−α d + δ

]
,

V−1 =

[
1

d+α 0
α

(d+α)(d+δ)
1

d+δ

]
.

The spectral radius of the matrix FV−1, which corresponds to the basic reproductive
ratio, is calculated as follows:

R0 = ρ
(

FV−1
)
=

αηΛ[d + (1− τ)ρ]

d(ρ + d)(d + α)(d + δ)
. (26)

Sensitivity Analysis

We must ascertain the sensitivity of R0 with respect to each relevant parameter in order
to perform sensitivity analysis for the given expression of R0. The sensitivity quantifies
the impact of a parameter’s changes on the value of R0. We can use the idea of partial
derivatives to determine the sensitivity of R0 with respect to each parameter. If all other
parameters are held constant, the partial derivative of R0 with respect to a parameter
represents the rate of change of R0 with respect to that parameter. Let us determine how
each parameter affects the sensitivity of R0:

• Sensitivity with respect to α: ∂R0
∂α = ηΛ[d+(1−τ)ρ]

d(ρ+d)(d+α)(d+δ)
= 0.002.

• Sensitivity with respect to η: ∂R0
∂η = αΛ[d+(1−τ)ρ]

d(ρ+d)(d+α)(d+δ)
= 0.004.

• Sensitivity with respect to Λ: ∂R0
∂Λ = αη[d+(1−τ)ρ]

d(ρ+d)(d+α)(d+δ)
= 0.0016.

• Sensitivity with respect to d: ∂R0
∂d = αηΛ[(1−τ)ρ−d(ρ+d)]

d2(ρ+d)2(d+α)(d+δ)
= −0.292.

• Sensitivity with respect to ρ: ∂R0
∂ρ = αηΛ(1−τ)

d(ρ+d)(d+α)(d+δ)
= 0.022.

• Sensitivity with respect to τ: ∂R0
∂τ = − αηΛρ

d(ρ+d)(d+α)(d+δ)
= −0.0044.

• Sensitivity with respect to δ: ∂R0
∂δ = − αηΛ(1−τ)

d(ρ+d)(d+α)(d+δ)2 = −0.0244.

The sensitivities of R0 with respect to each parameter are represented by these partial
derivatives. They show how each parameter’s changes affect the value of R0. Positive
sensitivities predict an increase in R0 as the parameter increases, whereas negative sensi-
tivities predict the opposite. Please be aware that when calculating the sensitivity with
respect to a specific parameter, these calculations make the assumption that the other
parameters remain constant. Sensitivity analysis aids in understanding how changes in
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these parameters can affect the spread and control of the virus by illuminating the relative
importance of each parameter in determining the value of R0. Figure 2 shows the graphic
results of parameter versus R0.
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Figure 2. The plots examine how changes in various parameters relate to R0 through sensitivity
analysis. (a) R0 versus sensitive parameters d and α. (b) R0 versus sensitive parameters ρ and α.
(c) R0 versus sensitive parameters Λ and τ. (d) R0 versus sensitive parameters τ and d. (e) R0 versus
sensitive parameters α and Λ. (f) R0 versus sensitive parameters δ and d.

7. Approximate Solution by ABM Method

The numerical scheme used in this article is a fractional Adams–Bashforth–Moulton
(ABM) method. The ABM method has a long history in numerical analysis, dating back
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to the work of Adams in the late 19th century. The method was further developed by
Bashforth and Moulton in the early 20th century, and it has since been widely used in
a variety of applications, including fluid dynamics, chemical kinetics, and population
dynamics. Advantages of the ABM method include its simplicity and efficiency, as well as
its ability to handle stiff equations. The method is based on the extrapolation of previous
time steps, and it can be easily implemented using standard software packages. The
fractional version of the ABM method used in this article is a relatively new development,
arising from recent advances in fractional calculus. This version of the method is well-
suited to problems involving fractional derivatives, which arise in many areas of science
and engineering.

In this section of the article, we present the approximate solution; for this we can
write model (3)

ABCDqH(t) = Λ− ηH(t)A(t)
N

− (ρ + d)H(t),

ABCDqV(t) = ρH(t)− (1− τ)ηA(t)
N

− dV(t),

ABCDqU (t) = ηH(t)A(t)
N

+
(1− τ)ηV(t)A(t)

N
− (α + d)U (t),

ABCDqA(t) = αU (t)− (q + d)A(t),
ABCDqC(t) = δA(t)− dC(t).

(27)

Using the basic theorem of the generalized calculus known as fractional calculus, we
can now obtain

H(t) = H0 +
1− q
M(q)

E1(t,H(t)) +
q

Γ(q)M(q)

∫ t

0
E1(φ,H(φ))(t− φ)q−1dφ,

V(t) = V0 +
1− q
M(q)

E2(t,V(t)) +
q

Γ(q)M(q)

∫ t

0
E2(φ,V(φ))(t− φ)q−1dφ,

U (t) = U0 +
1− q
M(q)

E3(t,U (t)) +
q

Γ(q)M(q)

∫ t

0
E3(φ,U (φ))(t− φ)q−1dφ,

A(t) = A0 +
1− q
M(q)

E4(t,A(t)) +
q

Γ(q)M(q)

∫ t

0
E4(φ,A(φ))(t− φ)q−1dφ,

C(t) = C0 +
1− q
M(q)

E5(t, C(t)) +
q

Γ(q)M(q)

∫ t

0
E5(φ,A(φ))(t− φ)q−1dφ.

At the moment t = tm + 1, we obtain our result as follows:

H(tm+1) = H0 +
1− q
M(q)

E1(tm,H(tm)) +
q

Γ(q)M(q)

m

∑
k=0

∫ tk+1

tk

E1(φ,H(φ))(tm+1 − φ)q−1dφ,

V(tm+1) = V0 +
1− q
M(q)

E2(tm,V(tm)) +
q

Γ(q)M(q)

m

∑
k=0

∫ tk+1

tk

E2(φ,V(φ))(tm+1 − φ)q−1dφ,

U (tm+1) = U0 +
1− q
M(q)

E3(tm,U (tm)) +
q

Γ(q)M(q)

m

∑
k=0

∫ tk+1

tk

E3(φ,U (φ))(tm+1 − φ)q−1dφ,

A(tm+1) = A0 +
1− q
M(q)

E4(tm,A(tm)) +
q

Γ(q)M(q)

m

∑
k=0

∫ tk+1

tk

E4(φ,A(φ))(tm+1 − φ)q−1dφ,

C(tm+1) = C0 +
1− q
M(q)

E5(tm, C(tm)) +
q

Γ(q)M(q)

m

∑
k=0

∫ tk+1

tk

E5(φ,A(φ))(tm+1 − φ)q−1dφ.

(28)

By approximating E1 − E5 in two stages of the interpolation of Lagrange polynomials
in [tk, tk+1], and after reentering it into (28), we have the following:
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H(tm+1) = H0 +
1− q
M(q)

E1(tm,H(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
E1(tk,Hk)

h

∫ tk+1

tk

(φ− tk−1)(tm+1 − φ)q−1dφ

− E1(tk−1,Hk−1)

h

∫ tk+1

tk

(φ− tk)(tm+1 − φ)q−1dφ

)
,

V(tm+1) = V0 +
1− q
M(q)

E2(tm,V(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
E2(tk,Vk)

h

∫ tk+1

tk

(φ− tk−1)(tm+1 − φ)q−1dφ

− E2(tk−1,Vk−1)

h

∫ tk+1

tk

(φ− tk)(tm+1 − φ)q−1dφ

)
,

U (tm+1) = U0 +
1− q
M(q)

E3(tm,U (tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
E3(tk,Ak)

h

∫ tk+1

tk

(φ− tk−1)(tm+1 − φ)q−1dφ

− E3(tk−1,Ak−1)

h

∫ tk+1

tk

(φ− tk)(tm+1 − φ)q−1dφ

)
,

A(tm+1) = A0 +
1− q
M(q)

E4(tm,A(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
E4(tk,Ak)

h

∫ tk+1

tk

(φ− tk−1)(tm+1 − φ)q−1dφ

− E4(tk−1,Ak−1)

h

∫ tk+1

tk

(φ− tk)(tm+1 − φ)q−1dφ

)
,

C(tm+1) = C0 +
1− q
M(q)

E5(tm, C(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
E5(tk, Ck)

h

∫ tk+1

tk

(φ− tk−1)(tm+1 − φ)q−1dφ

− E5(tk−1, Ck−1)

h

∫ tk+1

tk

(φ− tk)(tm+1 − φ)q−1dφ

)
.

(29)

The following outcome is obtained by integrating the terms contained in (29) and
plugging them back into it.

H(tm+1) = H0 +
1− q
M(q)

E1(tm,H(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
hqE1(tk,Hk)

Γ(q + 2)
((m + 1− k)q(m− k + 2 + q)−

(m− k)q(m− k + 2 + 2q))− hqE1(tk−1,Hk−1)

Γ(q + 2)
((m + 1− k)q+1 − (m− k)q(m− k + 1 + q))

)
,

V(tm+1) = V0 +
1− q
M(q)

E2(tm,V(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
hqE1(tk,Vk)

Γ(q + 2)
((m + 1− k)q(m− k + 2 + q)−

(m− k)q(m− k + 2 + 2q))− hqE2(tk−1,Vk−1)

Γ(q + 2)
((m + 1− k)q+1 − (m− k)q(m− k + 1 + q))

)
,

U (tm+1) = U0 +
1− q
M(q)

E3(tm,U (tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
hqE3(tk,Uk)

Γ(q + 2)
((m + 1− k)q(m− k + 2 + q)−

(m− k)q(m− k + 2 + 2q))− hqE3(tk−1,Uk−1)

Γ(q + 2)
((m + 1− k)q+1 − (m− k)q(m− k + 1 + q))

)
,

A(tm+1) = A0 +
1− q
M(q)

E4(tm,A(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
hqE4(tk,Ak)

Γ(q + 2)
((m + 1− k)q(m− k + 2 + q)−

(m− k)q(m− k + 2 + 2q))− hqE4(tk−1,Ak−1)

Γ(q + 2)
((m + 1− k)q+1 − (m− k)q(m− k + 1 + q))

)
,

C(tm+1) = C0 +
1− q
M(q)

E5(tm, C(tm)) +
q

Γ(q)M(q)

m

∑
k=0

(
hqE5(tk, Ck)

Γ(q + 2)
((m + 1− k)q(m− k + 2 + q)−

(m− k)q(m− k + 2 + 2q))− hqE5(tk−1, Ck−1)

Γ(q + 2)
((m + 1− k)q+1 − (m− k)q(m− k + 1 + q))

)
,

(30)
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where

E1 = Λ− ηH(t)A(t)
N

− (ρ + d)H(t),

E2 = ρH(t)− (1− τ)ηA(t)
N

− dV(t),

E3 =
ηH(t)A(t)

N
+

(1− τ)ηV(t)A(t)
N

− (α + d)U (t),
E4 = αU (t)− (q + d)A(t),
E5 = δA(t)− dC(t).

Approximate Solution by Newton’s Polynomial Method

Newton’s polynomial method is a numerical technique used to interpolate a set of
data points using a polynomial function. The method involves constructing an nth degree
polynomial that passes through n + 1 data points. This polynomial can be evaluated
at any point within the range of the data points to estimate the corresponding function
value. The advantage of this method is its simplicity and efficiency, as it only requires
basic algebraic operations to construct the polynomial. Additionally, it can accurately
approximate complex functions with a high degree of precision. The method was first
introduced by Sir Isaac Newton in the 17th century and has since been widely used in
various fields, including engineering, physics, and computer science. There are several
advantages of using Newton’s polynomial numerical methods. Firstly, it allows for accurate
approximation of the values of functions, making it a useful tool in various fields such
as engineering, physics, and economics. Secondly, the method is relatively simple to use
and understand, making it accessible to a wider audience of mathematicians and scientists.
Thirdly, the method can be applied to a wide range of functions and is not limited to
specific types or classes. Fourthly, the method allows for easy and efficient calculation
of the derivatives of the function, which can be useful in many applications. Finally,
the method can be extended to higher dimensions, making it suitable for problems in
multiple variables.

We derive the numerical scheme for the case of Mittag–Leffler as follows:

Hv+1 =
1− q
AB(q)

+H∗(tv,Hv,Vv,U v,Av, Cv)

+
q(∆t)q

AB(q)Γ(q + 1)

v

∑
u=2
H∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)Π

+
q(∆t)q

AB(q)Γ(q + 2)

v

∑
u=2

[ H∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
−H∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)

]
Σ

+
q(∆t)q

2AB(q)Γ(q + 3)

v

∑
u=2





H∗(tu,Hu,Vu,Uu,Au, Cu)
−2H∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
+H∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)



∆

Vv+1 =
1− q
AB(q)

+ V∗(tv,Hv,Vv,U v,Av, Cv)

+
q(∆t)q

AB(q)Γ(q + 1)

v

∑
u=2
V∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)Π

+
q(∆t)q

AB(q)Γ(q + 2)

v

∑
u=2

[ V∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
−V∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)

]
Σ

+
q(∆t)q

2AB(q)Γ(q + 3)

v

∑
u=2





V∗(tu,Hu,Vu,Uu,Au, Cu)
−2V∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
+V∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)



∆
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U v+1 =
1− q
AB(q)

+ U ∗(tv,Hv,Vv,U v,Av, Cv)

+
q(∆t)q

AB(q)Γ(q + 1)

v

∑
u=2
U ∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)Π

+
q(∆t)q

AB(q)Γ(q + 2)

v

∑
u=2

[ U ∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
−U ∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)

]
Σ

+
q(∆t)q

2AB(q)Γ(q + 3)

v

∑
u=2





U ∗(tu,Hu,Vu,Uu,Au, Cu)
−2U ∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
+U ∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)



∆

Av+1 =
1− q
AB(q)

+A∗(tv,Hv,Vv,U v,Av, Cv)

+
q(∆t)q

AB(q)Γ(q + 1)

v

∑
u=2
A∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)Π

+
q(∆t)q

AB(q)Γ(q + 2)

v

∑
u=2

[ A∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
−A∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)

]
Σ

+
q(∆t)q

2AB(q)Γ(q + 3)

v

∑
u=2





A∗(tu,Hu,Vu,Uu,Au, Cu)
−2A∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
+A∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)



∆

Cv+1 =
1− q
AB(q)

+ C∗(tv,Hv,Vv,U v,Av, Cv)

+
q(∆t)q

AB(q)Γ(q + 1)

v

∑
u=2
C∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)Π

+
q(∆t)q

AB(q)Γ(q + 2)

v

∑
u=2

[ C∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
−C∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)

]
Σ

+
q(∆t)q

2AB(q)Γ(q + 3)

v

∑
u=2





C∗(tu,Hu,Vu,Uu,Au, Cu)
−2C∗(tu−1,Hu−1,Vu−1,Uu−1,Au−1, Cu−1)
+C∗(tu−2,Hu−2,Vu−2,Uu−2,Au−2, Cu−2)



∆,

where

∆ =



(v− u + 1)q

[
2(v− u)2 + (3q + 10)(v− u)

+2δ2 + 9q + 12

]

−(v− u)q
[

2(v− u)2 + (5q + 10)(v− u)
+6δ2 + 18q + 12

]


,

Σ =

[
(v− u + 1)q(v− u + 3 + 2δ)
−(v− u)q(v− u + 3 + 3δ)

]
, Π = [(v− u + 1)q − (v− u)q].

8. Parameter Estimation
Parameter estimation is a process of determining the values of unknown parameters in a model,

based on available data. This process is essential in many fields of science and engineering, including
epidemiology, physics, economics, and engineering. Parameter estimation allows researchers to
quantify the underlying characteristics of a system or process and make predictions about its behavior
under different conditions. There are many different methods for parameter estimation, including
maximum likelihood estimation, Bayesian inference, and least squares estimation. The choice of
method depends on the type of data available, the assumptions of the model, and the desired level
of precision. Overall, parameter estimation plays a crucial role in improving our understanding of
complex systems and in making informed decisions in a wide range of applications. We have taken
the real data from the Norovirus laboratory reports in England by week during 2021/2022 [43]. The
optimized curve that best fits the data is shown in Figure 3. We employed the least squares curve
fitting technique to analyze the reported cases of norovirus in this section. The estimated parameters
of system (1) were obtained from the available data of reported cases. The ordinary least squares
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(OLS) method was applied to minimize the daily report errors, and the goodness of fit was evaluated
by analyzing the relative error.

min

(
∑n

ι=1
(
Aι − Âl

)2

∑n
ι=1A2

ι

)
. (31)
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Figure 3. The graph presents the optimized curve that best fits the data, along with the residuals
depicting the discrepancies between the simulated results and the recorded daily cumulative cases
within the corresponding timescale. (a,b) Represents the model fit with the Norovirus laboratory-
reported cases per week, and (c) represents the Residuals.

9. Numerical Simulation
In this section of the article, our aim was to find the approximate solution for the non-integer-

order NoV (Norovirus) system using the ABC derivative of model (3). The simulation was performed
over a time interval ranging from 0 to 60 steps, utilizing MATLAB 2019. The system parameters are
provided in Table 1, and these values are used for graphical representation. The numerical simulation
was conducted for various orders of q, and the results indicate that the non-integer-order fractional
derivative yields favorable outcomes for controlling the infected class. The dynamics of each class
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in the system (3), for different values of q such as 0.90, 0.85, 0.80, 0.75, 0.70, 0.65, 0.60, 0.55, 0.50, are
depicted in Figure 4a–e. Figure 4a illustrates an increasing trend in the number of healthy individuals
with a decay occurring in the fractional order q. Figure 4c demonstrates the growth of the exposed
class for arbitrary values of q; however, after a certain time interval (around 20), the exposed class
starts to decrease. The population of the infected class decreases over time as the values of q decrease in
Figure 4d. Additionally, Figure 4b illustrates how newborns can immunize themselves by being carried
by their mothers. This implies that proper care for carrier mothers could result in the vaccination-induced
recovery of newborns in as little as a day. Similar to this, Figure 4e represents the recovery class and
illustrates how people recover from infections. The approximative results show clear system deviations
for various non-integer order parameter q values. The long-term simulation results obtained using ABM
methods are also shown in Figure 5. Additionally, Figure 6 compares the simulation outcomes attained
using the Newton polynomial and ABM approaches. Figures 7 and 8 show the simulation results
specifically for the Newton polynomial method. Additionally, Figures 9 and 10 show, for each state
variable, the effects of the transmission parameter eta and the natural removal rate d, respectively, on
the results of the simulation.
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Figure 4. Paths for the solution of system (3) for t = 60, when q = 0.90, 0.85, 0.80, 0.75, 0.70, 0.65,
0.60, 0.55, 0.50. (a) Susceptible individuals. (b) Vaccinated individuals. (c) Exposed individuals.
(d) Infected individuals. (e) Recovered individuals.

95



Symmetry 2023, 15, 1208

Time in days

0 10 20 30 40 50 60 70 80 90 100

S
u
s
c
e
p
ti
b
le

 i
n
d
iv

id
u
a
ls

0

200

400

600

800

1000

1200

q=0.50

q=0.55

q=0.60

q=0.65

q=0.70

q=0.75

q=0.80

q=0.85

q=0.90

(a)
Time in days

0 10 20 30 40 50 60 70 80 90 100

V
a
c
c
in

a
te

d
 i
n
d
iv

id
u
a
ls

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

q=0.50

q=0.55

q=0.60

q=0.65

q=0.70

q=0.75

q=0.80

q=0.85

q=0.90

(b)

Time in days

0 10 20 30 40 50 60 70 80 90 100

E
x
p
o
s
e
d
 I
n
d
iv

id
u
a
ls

0

50

100

150

200

250
q=0.50

q=0.55

q=0.60

q=0.65

q=0.70

q=0.75

q=0.80

q=0.85

q=0.90

(c)
Time in days

0 10 20 30 40 50 60 70 80 90 100

In
fe

c
te

d
 I
n
d
iv

id
u
a
ls

×104

0

0.5

1

1.5

2

2.5

3

3.5

4

q=0.50

q=0.55

q=0.60

q=0.65

q=0.70

q=0.75

q=0.80

q=0.85

q=0.90

(d)

Time in days

0 10 20 30 40 50 60 70 80 90 100

R
e
c
o
v
e
re

d
  
P

o
p
u
la

ti
o
n

×104

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

q=0.50

q=0.55

q=0.60

q=0.65

q=0.70

q=0.75

q=0.80

q=0.85

q=0.90

(e)

Figure 5. Paths for the solution of system (3) for a long time t = 100, when q = 0.90, 0.85, 0.80, 0.75, 0.70,
0.65, 0.60, 0.55, 0.50. (a) Susceptible individuals. (b) Vaccinated individuals. (c) Exposed individuals.
(d) Infected individuals. (e) Recovered individuals.

Table 1. The table represents the parameters values and initial conditions of the state variable given
in model (1).

Parameters Description Value Source

Λ The recruitment rate 125.66/day Fitted
η The rate of effectively contacts 0.02/day Estimated
ρ The vaccinated converging rate 0.01/day Estimated
d The natural mortality rate 0.02/day Estimated
δ The recovery rate 0.5/day Estimated
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Table 1. Cont.

Parameters Description Value Source

α Developing clinical symptoms 0.2/day [38]
τ The vaccine efficiency 0.90/day Estimated
H(0) IC 75 [38]
V(0) IC 20 [38]
U (0) IC 55 [38]
A(0) IC 30 [38]
C(0) IC 20 [38]
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Figure 6. The plots represents the caparison of ABM and Newton’s polynomial numerical methods on
each state variable at fractional order q = 0.95. (a) Susceptible individuals. (b) Vaccinated individuals.
(c) Exposed individuals. (d) Infected individuals. (e) Recovered individuals.
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Figure 7. Paths for the solution of system (3) via Newton’s Polynomial numerical method for
a long time t = 60, when q = 0.90, 0.85, 0.80, 0.75, 0.70, 0.65, 0.60, 0.55, 0.50. (a) Suscepti-
ble individuals. (b) Vaccinated individuals. (c) Exposed individuals. (d) Infected individuals.
(e) Recovered individuals.
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Figure 8. Paths for the solution of system (3) via Newton’s Polynomial numerical method
for a long time t = 100, when q = 0.90,0.85,0.80,0.75, 0.70, 0.65, 0.60, 0.55, 0.50. (a) Suscepti-
ble individuals. (b) Vaccinated individuals. (c) Exposed individuals. (d) Infected individuals.
(e) Recovered individuals.
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Figure 9. Impact of the parameter η which represent the rate of effectively contacts on each state
variable at fractional order q = 1. (a) Susceptible individuals. (b) Vaccinated individuals. (c) Exposed
individuals. (d) Infected individuals. (e) Recovered individuals.
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Figure 10. Impact of the parameter d which represents the natural death on each state variable
at fractional order q = 1. (a) Susceptible individuals. (b) Vaccinated individuals. (c) Exposed
individuals. (d) Infected individuals. (e) Recovered individuals.

10. Conclusions
In this paper, we have conducted a thorough investigation into the dynamics of Norovirus (NoV),

taking into account the presence of asymptomatic carriers and the effects of vaccination. Our study
utilized the Atangana–Baleanu–Caputo (ABC) fractional order derivative and applied fixed point
theory to derive qualitative analysis for the positive solution of the system. To obtain an approximate
solution, we have employed an iterative numerical method. Furthermore, we have presented
graphical results for each system quantity at different fractional orders, revealing a convergence of
curves to the integer order curves as the order increases. Our findings demonstrate a significant
reduction in the number of infected cases through vaccination, emphasizing its positive impact.
Consequently, this article provides valuable guidance for public health authorities in promoting
and ensuring widespread vaccination within communities. Educating both rural and urban areas
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about the importance of vaccination and proper treatment is crucial for effectively controlling and
preventing NoV outbreaks. The use of Atangana–Baleanu fractional derivatives demonstrates their
usefulness as a tool for researching the dynamics of norovirus disease transmission, and our work
highlights several crucial features of the fractional model. These include the model’s creation, the
fixed-point theorem’s proof of the existence and uniqueness of solutions, stability and sensitivity
analyses, and the basic reproduction number. Notably, the basic reproduction number is most
sensitive to the disease transmission rate (η), whereas the basic reproduction number is least sensitive
to the natural mortality rate (d) and the recovery rate of isolated individuals (δ). Additionally, because
an increase in the fractional parameter results in an overall increase in the indices of all parameters,
the fractional parameter has a significant impact on the sensitivity indices.
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Abstract: Fractional calculus, which deals with the concept of fractional derivatives and integrals,
has become an important area of research, due to its ability to capture memory effects and non-local
behavior in the modeling of real-world phenomena. In this work, we study a new class of fractional
Volterra–Fredholm integro-differential equations, involving the Caputo–Katugampola fractional
derivative. By applying the Krasnoselskii and Banach fixed-point theorems, we prove the existence
and uniqueness of solutions to this problem. The modified Adomian decomposition method is used,
to solve the resulting fractional differential equations. This technique rapidly provides convergent
successive approximations of the exact solution to the given problem; therefore, we investigate
the convergence of approximate solutions, using the modified Adomian decomposition method.
Finally, we provide an example, to demonstrate our results. Our findings contribute to the current
understanding of fractional integro-differential equations and their solutions, and have the potential
to inform future research in this area.

Keywords: Katugampola operator; uniqueness of solutions; Banach space; integro-differential equations;
existence theorem; Adomian decomposition; fractional operator; fixed point

MSC: 34A12; 34B18; 34A12; 47H10

1. Introduction

Fractional calculus is a branch of mathematics that has gained significant attention in
recent times, due to its wide range of applications in various fields. It deals with the concept
of fractional derivatives and integrals, which are generalized versions of the standard
notions of derivatives and integrals. These tools are useful for describing phenomena that
exhibit memory or non-local behavior, such as those described by differential equations
with power law kernels or fractional order operators. In [1,2], a generalized Riemann–
Liouville fractional integral and corresponding fractional derivatives were introduced,
which generalized the Riemann–Liouville and Hadamard integrals. The properties of
the Katugampola fractional derivative (KFD), and its potential applications to quantum
mechanics, were studied by Anderson et al. in [3]. Janaki et al. established the existence and
uniqueness of solutions to impulsive differential equations with inclusions in [4], and also
established conditions for the existence and uniqueness of solutions to a class of fractional
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implicit differential equations with KFD, in [5]. Vivek et al. recently investigated the
existence and stability of solutions to impulsive type integro-differential equations in [6],
and in [7], the existence and Ulam stability of solutions for impulsive type pantograph
equations were studied. Fractional differential equations have been widely applied in
various fields, due to their ability to capture memory effects often observed in real-world
systems. Examples of phenomena that have been modeled using these equations include
anomalous diffusion, viscoelastic behavior, and the spread of epidemics. The following
articles [8–10] and their references discuss a number of interesting and new findings on the
existence of various types of FDEs.

Recently, Basim [11] investigated the following Caputo fractional Volterra–Fredholm
integro-differential equation

{ CDν
0+ω(κ) = g(κ) + Π1ω(κ) + Π2ω(κ), κ ∈ h̄ = [0, 1],

ω(0) = ω0 + y(ω),

where 0 < ν < 1, CDν
0+ is the Caputo fractional derivative of order ν, g : h̄ → R, y :

C(h̄,R) → R, χ1, χ2 : h̄× h̄ → R are continuous functions, and N1,N2 : R→ R, j = 1, 2
are Lipschitz continuous functions. In short, they put

Π1ω(κ) :=
∫ κ

0
χ1(κ, ξ)N1(ω(ξ))dξ,

and

Π2ω(κ) :=
∫ 1

0
χ2(κ, ξ)N2(ω(ξ))dξ.

Here, we confirm that the objective of the present study is to investigate the unique-
ness and existence of the solution, by applying Banach’s and Krasnoselskii’s fixed-point
theorems (FPTs), after which, we use the method of modified Adomian decomposition
(MADM) for the Caputo–Katugampola fractional Volterra–Fredholm integro-differential
equation (CK fractional VFIDE), which is given by

{ CDν;ς
0+ ω(κ) = g(κ) + Π1ω(κ) + Π2ω(κ), κ ∈ h̄ = [0, 1],

ω(0) = ω0 + y(ω),
(1)

where 0 < ν < 1, CDν;ς
0+ is the CK fractional derivative of order ν, with a parameter

ς, g : h̄ → R, y : C(h̄,R) → R, χ1, χ2 : h̄ × h̄ → R are continuous functions, and
N1,N2 : R→ R, j = 1, 2 are Lipschitz continuous functions. In brief, we put

Π1ω(κ) :=
∫ κ

0
χ1(κ, ξ)N1(ω(ξ))dξ,

and

Π2ω(κ) :=
∫ 1

0
χ2(κ, ξ)N2(ω(ξ))dξ.

Amongst the other fractional derivatives, this new fractional differential operator (Caputo–
Katugampola fractional derivative CDν;ς

0+ ) is advantageous, because it combines and unites
the Caputo and Caputo–Hadamard fractional differential operators, and preserves some basic
and fundamental properties of the Caputo and Caputo–Hadamard fractional derivatives;
therefore, the Caputo–Katugampola fractional derivative is a generalization of the follow-
ing fractional derivatives: standard Caputo (ς→ 1) [1]; Caputo–Hadamard (ς→ 0+) [12];
Caputo–Liouville (ς→ 1, a→ 0) [1]; Caputo–Wey (ς→ 1, a→ −∞) [13].

Additionally, numerous studies have been conducted, using George Adomian’s ap-
proach of Adomian decomposition (AD), to estimate the solution to this type of equa-
tion [14], and other numerical methods (see, for instance, [15–24]). The style and simplicity
of the AD approach make it attractive. The answer is given as a series, where each equa-
tion may be calculated with ease, using Adomian polynomials that are appropriate for
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nonlinear components (see [14,25–29]). In [30], Wazwaz introduced the MADM, which
entails splitting the first term of the series into two second terms, one of which is kept, to
define the second term of the series. This approach’s primary goals are to perform fewer
operations, and to accelerate convergence on the precise solution to the stated problem. For
instance, we quote [31] when discussing the application of the MADM. Many authors have
used fixed-point methods to study findings on the presence of solutions to CK fractional
differential equations: recent papers can be found at [32–34]. In this paper, we establish the
existence and uniqueness solution of problem (1), using a contemporary methodology. We
arrive at a few prerequisites that are necessary for fractional integro-differential equations
with non-local conditions to obtain solutions. To acquire a rough solution, the MADM is
utilized. The FPTs of Krasnoselskii and Banach are also used, to assess our findings.

1.1. Significance of This Paper

It appears that the issues indicated by the fractional operator are more difficult than
those indicated by the ordinary operator. Some authors have recently considered the
applications of fractional derivatives in a variety of scientific fields, such as the fractional
Volterra–Fredholm integro-differential equation, the fractional quadratic integral equation,
and mechanical applications. Among these are numerous works on numerical techniques
for a specific class of fractional differential equations and other types of equations, such
as [11,35,36].

1.2. Structurization of the Paper

The remainder of the paper is structured as follows. In Section 2, we review some
fractional calculus notations, definitions, and lemmas that are relevant to our research. In
Section 3, we provide an important lemma that enables us to convert the fractional Volterra–
Fredholm integro-differential equation defined in Equation (1) into an equivalent integral
equation. This section also contains the primary existence and uniqueness results for the
problem (1), attained by applying the Krasnoselskii and Banach fixed-point theorems. In
Section 4, we discuss the modified Adomian decomposition method, and prove that the
series generated by this method converges to the exact solution of the problem. A numerical
example is presented, to demonstrate the result, in Section 5. Concluding remarks are
presented in Section 6.

2. Preliminaries

Denoting C(h̄,R) as the Banach space of all continuous functions on h̄. For z ∈ C(h̄,R),
we have

‖z‖C = sup
κ∈h̄
|z(κ)| : κ ∈ h̄}.

For a < b, c ∈ R+ and 1 ≤ p < ∞, define the function space

Xp
c (a, b) =



z : h̄→ R : ‖z‖Xp

c
=

(∫ b

a
|κcz(κ)|p dκ

κ

) 1
p

< ∞



,

for p = ∞,
‖z‖Xp

c
= ess sup

a≤κ≤T
[|κcz(κ)|].

Definition 1 ([37]). Let ν > 0, ς > 0, c ∈ R+ and z ∈ Xp
c (a, b). Then, the definition of the

Katugampola fractional integral of order ν with parameter ς is given by

Iν;ς
a+ z(κ) =

∫ κ

a

ης−1

Γ(ν)

(
κς − ης

ς

)ν−1
z(η)dη.
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Now, when ς = 0, we arrive at the standard Riemann–Liouville fractional integral, which is used to
define both the Riemann–Liouville and Caputo fractional derivatives [1,2]. Using L’hospital rule,
when ς→ 0+, we have

lim
ς→−0+

∫ κ

a

ης−1

Γ(ν)

(
κς − ης

ς

)ν−1
z(η)dη

=
1

Γ(ν)

∫ κ

a
lim

ς→−0+
ης−1

(
κς − ης

ς

)ν−1
z(η)dη

=
1

Γ(ν)

∫ κ

a

(
log

κ
η

)ν−1 z(η)
η

dη.

This is the well-known Hadamard fractional integral.

Definition 2 ([38]). Let n− 1 < ν < n , (n = [ν] + 1), ς > 0, c ∈ R+ and z ∈ Xp
c (a, b). Then,

the definitions of Katugampola and the CK fractional derivative of order ν, with a parameter ς, are
given by

Dν;ς
a+ z(κ) =

(
κ1−ς d

dκ

)n
In−ν;ς

a+ z(κ),

and
Dν;ς

a+ z(κ) = In−ν;ς
a+ z(n)ς (κ),

respectively, where z(n)ς (κ) =
(
κ1−ς d

dκ

)n
z(κ). For example, if we take z(κ) = κτ where τ ∈ R,

then the generalized derivative of the function z(κ) can be found as follows:

Dν;ς
a+κ

τ =
(ς + 1)ν

Γ(1− ν)

d
dκ

∫ κ

a

ης

(κς+1 − ης+1)
ν ητdη.

To evaluate the inner integral, we use the substitution u = ης+1

κς+1 , to obtain

∫ κ

a

ης

(κς+1 − ης+1)
ν ητdη =

κ(ς+1)(1−ν)+τ

ς + 1

∫ 1

0

u
τ

ς+1

(1− u)ν du

=
κ(ς+1)(1−ν)+τ

ς + 1

∫ 1

0
u

τ+ς+1
ς+1 −1

(1− u)(1−ν)−1du

=
κ(ς+1)(1−ν)+τ

ς + 1
B
(

1− ν,
τ + ς + 1

ς + 1

)
,

where B(·, ·) is the Beta function.

Lemma 1 ([39]). Let z ∈ Cn[a, b], ς > 0, Then

(
Iν;ς

a+
CDν;ς

a+

)
z(κ) = z(κ)−

n−1

∑
k=0

ς−k

k!
(κς − aς)k z(n)ς (a).

Lemma 2 ([37]). Let ν, δ, β > 0 and z ∈ Xp
c (a, b). Then:

1. Iν;ς
a+ is bounded on the function space Xp

c (a, b);

2. Iν;ς
a+ I

β;ς
a+ z(κ) = Iν+β;ς

a+ z(κ);

3. Iν;ς
a+

(
κς−aς

ς

)δ−1
= Γ(δ)

Γ(δ+ν)

(
κς−aς

ς

)ν+δ−1
.

3. Existence Result

We start by assuming the following:
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(H1) Let N1(ω(κ)), N2(ω(κ)) be continuous nonlinearity terms, and there exist constants
`N1 > 0 and `N2 > 0, such that

∣∣Nj(ω1(κ))−Nj(ω2(κ))
∣∣ ≤ `Nj |ω1 −ω2|, j = 1, 2, ∀ω1, ω2 ∈ R;

(H2) The kernels χ1(κ, ξ) and χ1(κ, ξ) are continuous on h̄× h̄, and there exist two positive
constants, χ∗1 and χ∗2 , in h̄× h̄, such that

χ∗j = sup
κ∈h̄

∫ κ

0

∣∣χj(κ, ξ)
∣∣dξ < ∞, j = 1, 2;

(H3) g : h̄→ R is continuous on h̄;

(H4) y : C(h̄,R)→ R is continuous on C(h̄), and there exists a constant 0 < `y < 1, such
that

|y(ω1(κ))− y(ω2(κ))| ≤ `y|ω1 −ω2|, ∀ω1, ω2 ∈ C(h̄,R), κ ∈ h̄.

Problem (1) and the integral equation are equivalent, according to the next lemma.
The proof for this lemma is disregarded, as it resembles some traditional arguments that
are known from the literature.

Lemma 3. The function ω ∈ C(h̄,R) is the CK fractional VFIDE’s (1) solution if and only if ω is
the integral equation’s solution, which is given by

ω(κ) = ω0 + y(ω) +
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1
g(η)dη

+
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1{∫ η

0
χ1(η, ζ)N1(ω(ζ))dζ

+
∫ 1

0
χ2(η, ζ)N2(ω(ζ))dζ

}
dη.

Our first result relates to existence based on the Krasnoselkii’s FPT [40].

Theorem 1. If conditions (H1)–(H4) are met, then there is at least one solution on h̄ to the problem
defined in Equation (1) if

Λ1 :=

(
`y +

∑2
j=1 `Nj χ

∗
j

ςνΓ(ν + 1)

)
< 1. (2)

Proof. Think about the ball:

Sγ = {ω ∈ C(h̄,R) : ‖ω‖∞ ≤ γ} ⊂ C(h̄,R). (3)

Apparently, Sγ is a subset that is closed, convex, non-empty, and of C(h̄,R). Select γ

in a way where γ ≥ Λ2
1−Λ1

, where Λ1 < 1,

Λ2 := µ0 +
µg + ∑2

j=1 µNj χ
∗
j

ςνΓ(ν + 1)
, (4)

µg := supκ∈[0,1]|g(κ)|, µ0 := |ω0|+ µy, µy = |y(0)|, µN1 := |N1(0)|, and µN2 := |N2(0)|.
Using Lemma 3, we can express the equivalent fractional integral equation for the

problem defined in Equation (1) as an operator equation in the following form:

ω = T1ω +T2ω, ω ∈ Sγ ⊂ C(h̄,R), (5)
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where T1 and T2 are two operators on Sγ defined by

(T1ω)(κ) =
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1{∫ η

0
χ1(η, ζ)N1(ω(ζ))dζ

+
∫ 1

0
χ2(η, ζ)N2(ω(ζ))dζ

}
dη,

and

(T2ω)(κ) = ω0 + y(ω) +
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1
g(η)dη.

Applying the conditions of Theorem 2, we can find the fixed point of the operator
Equation (5), in the following way:

Step 1: We claim that T1ω + T2v ∈ Sγ for each ω, v ∈ Sγ. By (H1), and for any
ω, v ∈ Sγ, we have

∣∣Nj(ω(κ))
∣∣ ≤

∣∣Nj(ω(κ))−Nj(0)
∣∣+
∣∣Nj(0)

∣∣
≤ `Nj‖ω‖∞ +

∣∣Nj(0)
∣∣

≤ `Nj γ + µNj , for all (j = 1, 2),

and

|y(v(κ))| ≤ |y(v(κ))− y(0)|+ |y(0)|
≤ `y‖v‖∞ + |y(0)|
≤ `yγ + µy.

Let ω, v ∈ Sγ. Then,

|(T1ω)(κ) + (T2v)(κ)|

≤ 1
Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1{∫ η

0
χ1(η, ζ)N1(ω(ζ))dζ

+
∫ 1

0
χ2(η, ζ)N2(ω(ζ))dζ

}
dη.

+|ω0|+ |y(v)|+ 1
Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1
g(η)dη

≤ µ0 + `yγ +
µg + ∑2

j=1

(
`Nj γ + µNj

)
χ∗j

ςνΓ(ν + 1)
κνς,

which implies

‖T1ω +T2v‖∞

≤ µ0 +
µg + ∑2

j=1 µNj χ
∗
j

ςνΓ(ν + 1)
+

(
`y +

∑2
j=1 `Nj χ

∗
j

ςνΓ(ν + 1)

)
γ

≤ Λ2 + Λ1γ ≤ γ.

Consequently,
T1ω +T2v ∈ Sγ.

Step 2: We demonstrate that T2 is a contraction on Sγ.
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Let ω, ω∗ ∈ Sγ. It follows from (H4) that

‖T2ω−T2ω∗‖∞ = sup
κ∈h̄
|T2ω(κ)−T2ω(κ)| = sup

κ∈h̄
|y(ω(κ))− y(ω∗(κ))|

≤ `y‖ω−ω∗‖∞.

This implies that T2 is a contraction mapping, as `y < 1.
Step 3: We claim that T1 is completely continuous on Sγ, which we will prove in three

stages.
Stage 1—we prove that T1 is continuous. Let (ωn) be a sequence, such that ωn → ω

in C(h̄,R). Then, for any κ ∈ h̄, and for every ωn, ω ∈ C(h̄,R), we deduce

|(T1ωn)(κ)− (T1ω)(κ)|

≤ 1
Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1(∫ η

0
|χ1(η, ζ)||N1(ωn(ζ))−N1(ω(ζ))|dζ

+
∫ 1

0
|χ2(η, ζ)||N2(ωn(ζ))−N2(ω(ζ))|dζ

)
dη

≤
∑2

j=1 `Nj χ
∗
j

ςνΓ(ν + 1)
‖ωn −ω‖∞.

As ωn → ω as n→ ∞, ‖T1ωn −T1ω‖∞ → 0, as n→ ∞, this shows that T1 is continuous
on C(h̄,R).

Stage 2—from Step 1, we observe that

|(T1ω)(κ)|

≤ 1
Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1( ∫ η

0
|χ1(η, ζ)||N1(ω(ζ))|dζ

+
∫ 1

0
|χ2(η, ζ)||N2(ω(ζ))|dζ

)
dη

≤
∑2

j=1

(
`Nj γ + µNj

)
χ∗j

ςνΓ(ν + 1)
κςν.

Thus,

‖T1ω‖∞ ≤
∑2

j=1

(
`Nj γ + µNj

)
χ∗j

ςνΓ(ν + 1)
.

This proves that (T1Sγ) is uniformly bounded.
Stage 3—we show that (T1Sγ) is equicontinuous. Let ω ∈ Sγ. Then, for κ1,κ2 ∈ h̄

with κ1 ≤ κ2, we have

|(T1ω)(κ2)− (T1ω)(κ1)|

=

∣∣∣∣∣∣
1

Γ(ν)

∫ κ2

0
ης−1

(
κς

2 − ης

ς

)ν−1(∫ η

0
|χ1(η, ζ)||N1(ω(ζ))|dζ

+
∫ 1

0
|χ2(η, ζ)||N2(ω(ζ))|dζ

)
dη

− 1
Γ(ν)

∫ κ1

0
ης−1

(
κς

1 − ης

ς

)ν−1(∫ η

0
|χ1(η, ζ)||N1(ω(ζ))|dζ

+
∫ 1

0
|χ2(η, ζ)||N2(ω(ζ))|dζ

)
dη

∣∣∣∣
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|(T1ω)(κ2)− (T1ω)(κ1)|

≤ 1
Γ(ν)



∫ κ2

κ1

ης−1

(
κς

2 − ης

ς

)ν−1 ∫ η

0
|χ1(η, ζ)||N1(ω(ζ))|dζdη

+
∫ κ1

0
ης−1

∣∣∣∣∣∣

(
κς

2 − ης

ς

)ν−1

−
(
κς

1 − ης

ς

)ν−1
∣∣∣∣∣∣

∫ η

0
|χ1(η, ζ)||N1(ω(ζ))|dζdη




+
1

Γ(ν)



∫ κ2

κ1

ης−1

(
κς

2 − ης

ς

)ν−1 ∫ η

0
|χ2(η, ζ)||N2(ω(ζ))|dζdη

+
∫ κ1

0
ης−1

∣∣∣∣∣∣

(
κς

2 − ης

ς

)ν−1

−
(
κς

1 − ης

ς

)ν−1
∣∣∣∣∣∣

∫ η

0
|χ2(η, ζ)||N2(ω(ζ))|dζdη




which implies

|(T1ω)(κ2)− (T1ω)(κ1)| ≤
(`N1 γ + µN1)χ

∗
1

Γ(ν)



∫ κ2

κ1

ης−1

(
κς

2 − ης

ς

)ν−1

dη

+
∫ κ1

0
ης−1

∣∣∣∣∣∣

(
κς

2 − ης

ς

)ν−1

−
(
κς

1 − ης

ς

)ν−1
∣∣∣∣∣∣
dη




+
(`N2 γ + µN2)χ

∗
2

Γ(ν)



∫ κ2

κ1

ης−1

(
κς

2 − ης

ς

)ν−1

dη

+
∫ κ1

0
ης−1

∣∣∣∣∣∣

(
κς

2 − ης

ς

)ν−1

−
(
κς

1 − ης

ς

)ν−1
∣∣∣∣∣∣
dη




≤
(
(`N1 γ + µN1)χ

∗
1

ςνΓ(ν + 1)
+

(`N2 γ + µN2)χ
∗
2

ςνΓ(ν + 1)

)

×
(
(κς

2 −κς
1)

ν

ν
+

κς
1

ν
− κς

2
ν

+
(κς

2 −κς
1)

ν

ν

)

≤
2 ∑2

j=1

(
`Nj γ + µNj

)
χ∗j

ςνΓ(ν + 1)
(κς

2 −κς
1)

ν,

which tends to zero, as κ2 −κ1 → 0. Thus, T1Sγ is equicontinuous. Consequently, by the
Arzela–Ascoli alternative, the operator T1 is continuous and completely continuous. Thus,
by Krasnoselskii’s FPT, T1 has a fixed point ω in Sγ which is a solution of the problem (1).
End the proof.

In the following result, we provide the uniqueness of the solution of our problem (1),
and its proof is based on Banach’s FPT [40].

Theorem 2. Suppose that (H1)–(H4) hold. If

Λ1 < 1, (6)

then there is a unique solution to the problem defined in Equation (1) on h̄.

Proof. Using Lemma 3, we can express the equivalent fractional integral equation for the
problem defined in Equation (1) as an operator equation in the following form:

ω = Υω, ω ∈ C(h̄,R),
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such that the operator Υ : C(h̄,R)→ C(h̄,R), is defined by

(Υω)(κ) = ω0 + y(ω) +
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1
g(η)dη

+
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1(∫ η

0
χ1(η, ζ)N1(ω(ζ))dζ

+
∫ 1

0
χ2(η, ζ)N2(ω(ζ))dζ

)
dη,

for all κ ∈ h̄. Let ω, ω∗ ∈ C(h̄,R). Then, for each κ ∈ h̄, we have

|Υω(κ)− Υω∗(κ)|
≤ |y(ω(κ))− y(ω∗(κ))|

+
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1( ∫ η

0
χ1(η, ζ)|N1(ω(ζ))−N1(ω

∗(ζ))|dζ
)

dη

+
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1( ∫ 1

0
χ2(η, ζ)|N2(ω(ζ))−N2(ω

∗(ζ))|dζ
)

dη

≤ `y‖ω−ω∗‖∞ +
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1
χ∗1`N1‖ω−ω∗‖∞dη

+
1

Γ(ν)

∫ κ

0
ης−1

(
κς − ης

ς

)ν−1
χ∗2`N2‖ω−ω∗‖∞dη

≤
(
`y +

χ∗1`N1 + χ∗2`N2

ςνΓ(ν + 1)
κςν

)
‖ω−ω∗‖∞,

which implies

‖Υω− Υω∗‖∞ ≤
(
`y +

∑2
j=1 `Nj χ

∗
j

ςνΓ(ν + 1)

)
‖ω−ω∗‖∞.

The inequality (6) shows that Υ is a contraction mapping on C(h̄,R). As a result of Banach’s
FPT, Υ will have a unique fixed point that is the solution of the problem (1).

4. Approximate Solution

In this section, we use the fractional AD technique to derive an approximate solution
to the CK fractional VFIDE that is defined in (1). We start by recalling the classical AD
technique, which represents the solution to the problem as a series:

ω =
∞

∑
n=0

ωn, (7)

and the nonlinear terms N1,N2, and y are decomposed as

N1 =
∞

∑
n=0

An, N2 =
∞

∑
n=0

Bn, y =
∞

∑
n=0

Dn, (8)

such that each of An, Bn, and Dn are called as Adomian polynomials for every non-negative
and non-zero integer n, where this implies that

ω = ω(λ) =
∞

∑
n=0

λnωn = ω0 + λω1 + λ2ω2 + · · ·+ λkωk + · · · (9)

N1 = N1(λ) =
∞

∑
n=0

λn An = A0 + λA1 + λ2 A2 + · · ·+ λk Ak + · · · (10)

112



Symmetry 2023, 15, 662

N2 = N2(λ) =
∞

∑
n=0

λnBn = B0 + λB1 + λ2B2 + · · ·+ λkBk + · · · (11)

y = y(λ) =
∞

∑
n=0

λnDn = D0 + λD1 + λ2D2 + · · ·+ λkDk + · · · (12)

Using the previous formulas (9), (10), (11), and (12), we can conclude that

An =
1
n!

[
dn

dλn

(
N1

∞

∑
j=0

λjωj

)]

λ=0

,

Bn =
1
n!

[
dn

dλn

(
N2

∞

∑
j=0

λjωj

)]

λ=0

,

and

Dn =
1
n!

[
dn

dλn

(
y

∞

∑
j=0

λjωj

)]

λ=0

,

where ω0, ω1, ω2, ... are repeatedly specified by




ω0(κ) = ω0 + Iν;ς
0+ (g(κ))

ωk+1(κ) = Dk + Iν;ς
0+
(∫ κ

0 χ1(κ, ξ)Akdξ
)

+Iν;ς
0+

(∫ 1
0 χ2(κ, ξ)Bkdξ

)
, k ≥ 1.

(13)

Now, we use the modified AD method, and the scheme (13) yields





ω0(κ) = ω0 + R1(κ),
ω1(κ) = R2(κ) + D0 + Iν;ς

0+
(∫ κ

0 χ1(κ, ξ)A0dξ
)

+Iν;ς
0+

(∫ 1
0 χ2(κ, ξ)B0dξ

)
,

ωk+1(κ) = Dk + Iν;ς
0+
(∫ κ

0 χ1(κ, ξ)Akdξ
)

+Iν;ς
0+

(∫ 1
0 χ2(κ, ξ)Bkdξ

)
, k ≥ 1.

(14)

We will now turn our attention to the convergence of the solution, using the modified
Adomian decomposition method.

Theorem 3. Suppose that (H1)− (H4) and (2) are all satisfied, if the solution ω(κ) = ∑∞
j=0 ωj(κ)

and ‖ω‖∞ < ∞ of the Caputo–Katugampola fractional Volterra–Fredholm integro-differential equa-
tion converges, it will converge to the true solution of the equation (1).

Proof. We omit the proof because it is similar to the proof provided in other works, such
as [15].

5. An Example

Example 1. Take into consideration the following integro-differential equation with the CK frac-
tional derivative,





CD
1
2 ; 1

3
0+ ω(κ) = 3√

π

(
5κ

3
2

Γ(7) +κ 1
2

)
+ κ3

Γ(8) +
κ

Γ(9)

+ 1
5

∫ κ
0 (1 +κ − η)ω(η)dη + 7

20

∫ 1
0 eη−κω2(η)dη,

(15)

with the non-local condition,

ω(0) =
1
5

ω(
1
4
), (16)
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where

ν =
1
2

, ς =
1
3

, ω0 = 0, y(ω(κ)) = 1
5

ω(
1
4
),

g(κ) =
3√
π

(
5κ 3

2

Γ(7)
+κ

1
2

)
+

κ3

Γ(8)
+

κ
Γ(9)

,

χ1(κ, ξ) =
1
5
(1 +κ − ξ), χ2(κ, ξ) =

7
20

eξ−κ .

Clearly, `N1 = `N2 = 1, `y = 1
5 .

µg : = sup
κ∈[0,1]

|g(κ)| = ‖g‖∞

=
3√
π

(
5

Γ(7)
+ 1
)
+

1
Γ(8)

+
1

Γ(9)

=
3
√

π + 40 600
13 440

√
π

and

χ∗1 =
1
5

sup
κ∈h̄

∫ κ

0
|1 +κ − ξ|dξ =

1
10

.

χ∗2 =
7
20

sup
κ∈h̄

∫ κ

0

∣∣∣eξ−κ
∣∣∣dξ =

7
20

sup
κ∈h̄

e−κ
∫ κ

0

∣∣∣eξ
∣∣∣dξ

=
7
20

(1− 1
e
).

Hence,

Λ1 :=

(
`y +

∑2
j=1 `Nj χ

∗
j

ςνΓ(ν + 1)

)
≈ 0.656 70 < 1.

As a consequence of Theorem 2, the problem (15)–(16) has a unique solution in [0, 1].

Applying the operator I
1
2 ; 1

3
0+ to both sides of Equation (15), we get

ω(κ) =
1
5

ω(
1
4
) + I

1
2 ; 1

3
0+

(
3√
π

(
5κ 3

2

Γ(7)
+κ

1
2

)
+

κ3

Γ(8)
+

κ
Γ(9)

)

+I
1
2 ; 1

3
0+

(
1
5

∫ κ

0
(1 +κ − η)ω(η)dη

)
+ I

1
2 ; 1

3
0+

(
7
20

∫ 1

0
eη−κω2(η)dη

)
.
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Suppose

R(κ) = I
1
2 ; 1

3
0+

(
3√
π

(
5κ 3

2

Γ(7)
+κ

1
2

)
+

κ3

Γ(8)
+

κ
Γ(9)

)

=
3√
π

5
Γ(7)

(
I

1
2 ; 1

3
0+ η

3
2

)
(κ) + 3√

π

(
I

1
2 ; 1

3
0+ η

1
2

)
(κ)

+
1

Γ(8)

(
I

1
2 ; 1

3
0+ η3

)
(κ) + 1

Γ(9)

(
I

1
2 ; 1

3
0+ η

)
(κ)

=
3√
π

5
Γ(7)




Γ( 11
2 )

(
1
3

) 1
2 Γ(6)

κ
5
3


+

3√
π




Γ( 5
2 )(

1
3

) 1
2 Γ(3)

κ
2
3




+
1

Γ(8)




Γ(10)
(

1
3

) 1
2 Γ( 21

2 )

κ
19
6


+

1
Γ(9)




Γ(4)
(

1
3

) 1
2 Γ( 9

2 )

κ
7
6


.

Now, we apply the modified AD method,

R(κ) = R1(κ) + R2(κ),

where

R1(κ) =
15√

π

Γ( 11
2 )

(
1
3

) 1
2 Γ(7)Γ(6)

κ
5
3 ,

and

R2(κ) =
3√
π

Γ( 5
2 )(

1
3

) 1
2 Γ(3)

κ
2
3 +

Γ(10)
(

1
3

) 1
2 Γ(8)Γ( 21

2 )

κ
19
6 +

Γ(4)
(

1
3

) 1
2 Γ(9)Γ( 9

2 )

κ
7
6 .

The modified recursive relation

ω0(κ) = R1(κ) =
15√

π

Γ( 11
2 )

(
1
3

) 1
2 Γ(7)Γ(6)

κ
5
3 ,

ω1(κ) = R2(κ) + I
1
2 ; 1

3
0+

(
1
5

∫ κ

0
(1 +κ − η)A0(η)dη

)

+I
1
2 ; 1

3
0+

(
7

20

∫ 1

0
eη−κB0(η)dη

)
+ D0(κ)

=
3√
π

Γ( 5
2 )(

1
3

) 1
2 Γ(3)

κ
2
3 +

Γ(10)
(

1
3

) 1
2 Γ(8)Γ( 21

2 )

κ
19
6 +

Γ(4)
(

1
3

) 1
2 Γ(9)Γ( 9

2 )

κ
7
6

+I
1
2 ; 1

3
0+

(
1
5

∫ κ

0
(1 +κ − η)ω0(η)dη

)

+I
1
2 ; 1

3
0+

(
7

20

∫ 1

0
eη−κω0(η)dη

)
+

1
5

ω0(
1
4
)
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which gives

ω1(κ) =
3√
π

Γ( 5
2 )(

1
3

) 1
2 Γ(3)

κ
2
3 +

Γ(10)
(

1
3

) 1
2 Γ(8)Γ( 21

2 )

κ
19
6 +

Γ(4)
(

1
3

) 1
2 Γ(9)Γ( 9

2 )

κ
7
6

+I
1
2 ; 1

3
0+




1
5

∫ κ

0
(1 +κ − η)




15√
π

Γ( 11
2 )

(
1
3

) 1
2 Γ(7)Γ(6)

η
5
3


dη




+I
1
2 ; 1

3
0+




5
18

∫ 1

0
eη−κ




15√
π

Γ( 11
2 )

(
1
3

) 1
2 Γ(7)Γ(6)

η
5
3


dη




+
1
5




15√
π

Γ( 11
2 )

(
1
3

) 1
2 Γ(7)Γ(6)



(

1
4

) 5
3

= 0,

ω2(κ) = 0,

...

ωn(κ) = 0.

Therefore, the obtained solution is

ω(κ) =
∞

∑
j=0

ωj(κ) =
15√

π

Γ( 11
2 )

(
1
3

) 1
2 Γ(7)Γ(6)

κ
5
3 .

6. Conclusions

In this work, we examine a fractional Volterra–Fredholm integro-differential equation,
involving the Caputo–Katugampola fractional derivative, as shown in Equation (1). We
derive a representation of the solution to this equation, and establish the convergence of
approximated solutions and the existence of solutions using classic fixed-point theorems,
such as Banach and Krasnoselskii, in addition to the fractional AD technique. We also
provide an example, to demonstrate the relevance of these results.

Overall, the study of fractional differential equations has become an important area
of research, due to their ability to capture memory effects and non-local behavior in the
modeling of real-world phenomena. These equations have a wide range of applications in
fields such as physics, engineering, and biology, and further research is necessary, to fully
understand and utilize their potential in understanding complex systems. In conclusion,
our work adds to the current understanding of fractional integro-differential equations and
their solutions.
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Abstract: The state feedback controller design for a class of Generalized Proportional Fractional
Order (GPFO) Nonlinear Systems is presented in this paper. The design is based on the combination
of the One-Sided Lipschitz (OSL) system class with GPFO modeling. The main contribution of this
study is that, to the best of the authors’ knowledge, this work presents the first state feedback control
design for GPFO systems. The suggested state feedback controller is intended to ensure the system’s
generalized Mittag Leffler (GML) stability and to deliver optimal performance. The findings of this
paper show that the proposed strategy is effective in stabilizing Generalized Proportional Fractional
Order Nonlinear Systems. A numerical example is presented to demonstrate the usefulness of the
stated theoretical conclusions.

Keywords: Generalized Proportional Fractional Differential Equations; Generalized Proportional
Fractional Derivative; state feedback controller; Lipschitz; One-Sided Lipschitz

1. Introduction

GPFDEs (Generalized Proportional Fractional Differential Equations) are a form of
mathematical equation that describes the temporal evolution of a system using fractional
derivatives of non-integer order. These equations are used to simulate a wide range of
physical and biological phenomena, such as anomalous diffusion, fractional oscillators, and
aging processes. GPFDEs are broader than classical differential equations and can describe
systems with memory and non-local interactions more accurately. In [1], the authors have
introduced a revolutionary fractional derivative. This new derivative, dubbed the “Gen-
eralized Proportional Fractional Derivative (GPFD)”, retains the semigroup feature while
embracing its nonlocality. As a result, under limiting cases, it easily transitions from the
original function to its derivative, as seen in [2]. A fractional derivative with a non-singular
kernel function and a non-local operator is known as a GPFD. When compared to tradi-
tional derivatives such as the integer-order derivative and the Caputo Fractional Derivative
(CFD), it is a more generic and versatile tool for describing complicated processes. GPFD
is very beneficial for dealing with memory and non-locality systems, such as diffusion
processes, viscoelasticity, and anomalous transport. Furthermore, the GPFD allows for the
consideration of varying order derivatives, allowing for the capture of various degrees of
smoothness or roughness in the underlying signal. Overall, the GPFD is an effective tool
for modeling and evaluating complex systems in physics, engineering, and finance [3–5].
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State Feedback Controller Design for Nonlinear Systems, on the other hand, is a
hard and active topic of study in control systems engineering. Because of nonlinearities,
uncertainties, and disturbances, nonlinear systems display complicated behaviors and are
frequently difficult to manage. Numerous research has been conducted in recent years with
the goal of establishing state feedback control techniques for nonlinear systems. Refs. [6–9]
are some recent references on this subject. These references highlight current attempts to
create nonlinear state feedback control techniques. Ref. [6] offers a state-feedback control
technique for nonlinear systems based on adaptive dynamic programming and feedback
linearization. Ref. [7] provides an adaptive state-feedback control approach for nonlinear
systems with time-varying delay, whereas [8] develops a state-feedback control technique
for nonlinear neural network systems. These recent breakthroughs in state feedback control
design for nonlinear systems emphasize ongoing research efforts in this subject and the
creation of new and improved control techniques for solving nonlinear system difficulties.
In [9], the authors have suggested an LMI-based study about state feedback stability for
Lipschitz uncertain systems, with time delay. On the other hand, some other works have
focused on output feedback control, rather than state feedback control. This is the case
in [10], where the authors have investigated the output-tracking problem of high-order
time-delayed nonlinear systems. Another interesting work [11] has tackled the output
feedback control problem for uncertain linear systems, using the separation principle.

Stabilization has gained a lot of attention in recent years when it comes to Fractional
Order Nonlinear Systems (FONSs). Fractional calculus has shown to be a useful tool for
modeling complicated systems, with numerous applications in physics, engineering, and
biology. In a noteworthy study [3], the authors have investigated the stability of a class
of Fractional-Order delayed artificial neural networks. Control and design of FONSs rely
heavily on stability analysis. Several strategies for stabilizing FONSs have been presented
in recent years. One of the most recent references is Zhang et al. [12], where the authors
proposed a sliding mode control technique for the stabilization of fractional order chaotic
systems. The authors conducted a theoretical study of fractional order chaotic system
stability and demonstrated that the suggested sliding mode control rule may successfully
stabilize the system. Another recent reference is the work of Liu et al. [13], which presented
a backstepping control approach for the stabilization of FONSs with uncertainties. The
authors formulated necessary requirements for the stability of FONSs and demonstrated
that the suggested backstepping control rule may successfully stabilize the system even
when uncertainties exist. In a noteworthy study, Wang et al. [14] suggested a fuzzy control
approach for the stabilization of FONSs with uncertainties in their study. The authors
performed a stability analysis of FONSs and demon strated that the suggested fuzzy
control rule may successfully stabilize the system even when uncertainties exist. The recent
paper [15] investigated the synchronous control of a class of fractional chaotic systems. In
the end of this paragraph, it is important to highlight that more study is needed to solve
the issues of FONS stabilization and to create more efficient control approaches. Finally,
in [16], the authors have tackled the synchronization of a class of Fractional-Order delayed
artificial neural networks.

Some criteria may be taken into account while stabilizing nonlinear systems. Regard-
ing the linearity aspect, writers typically utilize the nonlinear Lipschitz condition or the
One-sided Lipschitz (OSL) condition. The OSL system class is a large category of nonlinear
systems. The OSL constant can be smaller than the Lipschitz constant, and this difference
can have a major influence even in basic nonlinear systems [17–19]. The importance of
the OSL condition arises from its capacity to ensure the stability of nonlinear systems.
This condition establishes constraints on the system’s behavior, allowing predictions and
preventing instability. The OSL condition is frequently used in the field of control and opti-
mization because it provides a helpful tool for constructing stable nonlinear control systems.
Furthermore, the combination of fractional order modeling with the OSL condition can
improve the stability of nonlinear systems, making it a viable alternative for dealing with
complicated control and optimization issues. The OSL condition is a feature of particular
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functions that can provide varied benefits in specific applications. The advantages of the
OSL class of systems include, first and foremost, a broader range of systems than the stan-
dard Lipschitz category. Second, =algorithm convergence should be considered: because
many optimization techniques rely on the Lipschitz continuity of the gradient or Jacobian
function to ensure convergence, the OSL condition can help ensure the convergence of
these algorithms.

The combination of the OSL class of systems with the Generalized Proportional (GP)
Fractional Order modeling to solve the stabilization challenge for a wide variety of FONSs
is this work’s main contribution. No previous study, to the best of our knowledge, has
addressed the state feedback control problem for Generalized Proportional FONSs.

2. Preliminaries and System Description

In this part, the basic Definitions and Lemmas are presented, as well as some Remarks
related to the GPFD and the Generalized Fractional Proportional Integral (GFPI).

Thus, we remember that the GP fractional operators of the function ∈ AC([a, b],R),
a < b, are defined as follows (see [20]):

- The GFPI:

I α,λ
t0,tv(t) =

1
λαΓ(α)

t∫

t0

e
λ−1

λ (t−s)(t− s)α−1v(s)ds, f or t ∈ (a, b], α > 0, 0 < λ ≤ 1.

- The GPFD:

CDα,λ
t0,tv(t) = I1−α,λ

t0,t D1,λ
t v(t) =

1
λ1−αΓ(1− α)

t∫
t0

e
λ−1

λ (t−s)(t− s)−αD1,λ
t v(s)ds, f or t

∈ (a, b], 0 < α < 1, 0 < λ ≤ 1,

where D1,λ
t v(s) = (1− λ)v(s) + λv′(s).

The previous equation defines the GPFD as an extension of the CFD (λ = 1).

Lemma 1 [21]. Let 0 < α < 1, 0 < λ ≤ 1 and S be a constant and symmetric, definite positive
matrix. Then,

CDα,λ
0,t vTSv(t) ≤ 2vT(t)SCDα,λ

0,t v(t).

Definition 1 [2]. The Mittag-Leffler (ML) functions can be defined with one or two parameters,
respectively, as follows:

Eα(z) =
∞

∑
k=0

zk

Γ(1 + kα)
and Eα,β(z) =

∞

∑
k=0

zk

Γ(β + kα)
.

Consider the system:

CDα,λ
0,t w(t) = φ(w, t) for t ≥ 0, λ ∈ (0, 1), α ∈ (0, 1] (*)

Definition 2 [22]. Let α ∈ (0, 1) and λ ∈ (0, 1]. The equilibrium point w = 0 of (*) is called
GML stable if ∃ h, µ, γ > 0 such that for ∀ w(·) of (*), the inequality.

‖w(t)‖ ≤ m(‖(w(0)‖)eh λ−1
λ t(Eα(−µtα))γ, t ≥ 0,

is satisfied, where Eα(z) is the ML function with one parameter, m(s) ≥ 0, m(0) = 0, is a given
locally Lipschitz function.

Lemma 2 [9,10]. (Schur Complement Lemma): Given constant matrices M, N, and Q, of appro-
priate dimensions, where M and Q are symmetric, then:
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{
Q > 0

M + NTQ−1N < 0
if and only if

[
M NT

N −Q

]
< 0

Lemma 3 [20]. For any matrices x ∈ Rn and y ∈ Rn and any P ∈ Rn×n
+ the following is true:

2xTy ≤ xT Px + yT P−1y

Talking about nonlinearity, most of published research works use the classical Lipschitz
nonlinearity (given in Definition 3). In this work, we rather assume that the system
nonlinearity verifies the OSL condition and the “Quadratically Inner Bounded” condition,
as detailed in the next lines.

Definition 3. A nonlinear function f (x) is a Lipschitz in Rn with a Lipschitz constant α̃, i.e.,

‖ f (x1)− f (x2)‖ ≤ α̃‖x1 − x2‖ (1)

Assumption 1. The nonlinear function f (x, u) is OSL in Rn with a OSL constant ρ, i.e.,

〈 f (x1, u)− f (x2, u), x1 − x2〉 ≤ ρ‖x1 − x2‖2 (2)

Assumption 2. The nonlinear function f (x, u) is Quadratically Inner Bounded (QIB) in Rn, i.e.,

‖ f (x1, u)− f (x2, u)‖2 ≤ β‖x1 − x2‖2 + γ〈 f (x1, u)− f (x2, u), x1 − x2〉 (3)

This study focuses on the examination of the nonlinear fractional order system pre-
sented below: {

CDα,λ
0,t x(t) = Ax(t) + Bu(t) + f (x(t)),

y(t) = Cx(t),
(4)

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp. A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n

are assumed to be known constant matrices. Additionally, it is supposed that (A, B) is
stabilizable and f (·) : Rn → Rn .

3. State Feedback Controller Design for Lipschitz Fractional Order Nonlinear System

In this section, the nonlinear part is assumed to be Lipschitz satisfying the condition (2).
A state feedback controller is proposed. Regarding this objective, the state feedback control
input is considered to be:

u(t) = −Kx(t), (5)

where K ∈ Rm×n is the constant matrix gain as determined by Theorem 1.

Theorem 1. Consider the system described in Equation (4) with the control input described in
Equation (5). Under condition (1), if a constant positive scalar ζ, a matrix G ∈ Rm×n, and a
symmetric positive definite matrix Q ∈ Rm×n exist, then the origin of the system of Equation (1) is
GML stable if : 


AQ + QAT − GT BT − BG +

1
ζ

In Q

Q − 1
α̃2ζ


 < 0, (6)

where the gain K is obtained from K = GQ−1.

Proof. The closed-loop dynamical system is obtained from substitution of Equation (5) in
Equation (4) as:

CDα,λ
0,t x(t) = (A− BK)x(t) + f

(
x(t)

)
(7)
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One selects the Lyapunov candidate function V(t, x) = xT Px where P ∈ Rn×n such as
P = PT > 0. Using Lemma 1, and substituting f

(
x(t)

)
by f , the derivative of V along (6)

is obtained:

CDα,λ
0,t V(t, x) ≤ xT

[
(A− BK)T P + P(A− BK)

]
x + 2 f Px

≤ xT
[
(A− BK)T P + P(A− BK) + α̃2ζ In +

1
ζ P2

]
x

= xTΛx,

(8)

where ζ > 0 and Λ = (A− BK)T P + P(A− BK) + α̃2ζ In +
1
ζ P2.

Note that, according to Lemma 3, the following fact was utilized:

2 f Px ≤ 2‖ f ‖‖Px‖
≤ 2α̃‖x‖‖Px‖

≤ xT
[
α̃2ζ In +

1
ζ P2

]
x,

(9)

To ensure the stability of the controlled system, we must have Λ < 0. This matrix
inequality may be rewritten as:

AQ + QAT − GT BT − BG + α̃2ζQ2 +
1
ζ

In < 0, (10)

where Q = P−1 and G = KQ.
In this case, ∃r > 0 such that CDα,λ

0,t V(t, x) < −rV(t, x). Using Lemma 2, inequal-
ity (10) is equivalent to (6). Therefore, it follows from Corollary 2 in [22] that the origin of
the system is GML stable. �

Remark 1. Theorem 1 presents a fundamental extension of the classical feedback control law for
Lipschitz nonlinear systems [23], providing a comprehensive generalization. Specifically, in the
context of Generalized Proportional Fractional order nonlinear systems, this unique generalization
has not been addressed in existing literature.

4. State Feedback Controller Design for OSL Fractional Order Nonlinear System

In this section, the nonlinear part is assumed to be OSL and QIB satisfying condi-
tions (2) and (3). The same state feedback controller is proposed (5).

The following Theorem shows our main result for this section:

Theorem 2. One considers the system (4). Under conditions (2) and (3), the control law (5)
stabilizes system (4) if there exist matrices Q = QT > 0, W and positive scalars τ1, τ2 and ε, such
that the following LMI holds:




QAT + AQ−WBT − BWT P + 2(τ2γ− τ1)I Q
∗ −2τ2 I 0

∗ ∗ − 1
µ + ε

I


 < 0, (11)

where Q = P−1 and W = P−1KT , and µ = 2τ1ρ + 2τ2β.

Proof. Let: V(t, x) = xT Px. Using (4), (5), and Lemma 1, and substituting f (x(t)) by f ,
we obtain:

CDα,λ
0,t V(t, x) ≤ CDα,λ

0,t xT Px + xT pCDα,λ
0,t x

≤
(
(A− BK)x + f

)T Px + xT P
(
(A− BK)x + f

)

≤ xT((A− BK)T P + P(A− BK)
)
x + 2 f T Px

(12)
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From (2), it follows that, for any τ1 ≥ 0:

2τ1

(
ρxTx− xT f

)
≥ 0 (13)

From (3), we receive for any τ2 ≥ 0:

2τ2

(
βxTx + γxT f − f T f

)
≥ 0. (14)

Using (12)–(14), it can be concluded that:

CDα,λ
0,t V ≤ xT((A− BK)T P + P(A− BK)

)
x + 2 f T Px + 2τ1

(
ρxTx− xT f

)

+2τ2
(

βxTx + γxT f − f T f
)

≤ xT((A− BK)T P + P(A− BK) + 2τ1ρ + 2τ2β)x + 2 f T(P + 2(τ2γ− τ1)I)x− 2τ2 f T f

≤ xT((A− BK)T P + P(A− BK) + µ+ ε)x + 2 f T(P + 2(τ2γ− τ1)I)x− 2τ2 f T f − εxTx

(15)

Let Ω = xT((A− BK)T P + P(A− BK)+ µ+ ε)x+ 2 f T(P + 2(τ2γ− τ1)I)x− 2τ2 f T f
If Ω < 0, then: CDα,λ

0,t V ≤ −εxTx. Then, using Corollary 2 in [16], x = 0 is GML stable.
On the other hand,

Ω < 0
⇔[(

A− BK)T P + P(A− BK
)
+ (µ+ ε)I P + 2(τ2γ− τ1)I

∗ −2τ2 I

]
< 0

(16)

By multiplying (16) on the left and on the right by
[

P−1 0
0 0

]
, we can find:

[
P−1((A− BK)T P + P(A− BK

)
+ (µ+ ε)I

)
P−1 P + 2(τ2γ− τ1)I

∗ −2τ2 I

]
< 0 (17)

Let W = P−1KT and Q = P−1. Then (16) will become:
[

QAT + AQ−WBT − BWT + (µ+ ε)Q2 P + 2(τ2γ− τ1)I
∗ −2τ2 I

]
(18)

Using Lemma 2, (18) is equivalent to:




QAT + AQ−WBT − BWT P + 2(τ2γ− τ1)I Q
∗ −2τ2 I 0
∗ ∗ − 1

µ+ε I


 < 0 (19)

This ends the proof. �

Remark 2. Theorem 2 introduces a significant expansion of the scope covered by Theorem 1. In
particular, the class of systems considered in Theorem 2 is broader than the initial class in Theorem 1.
Furthermore, the chosen class pertains to OSL nonlinear systems. Moreover, the extension of the
feedback control law to encompass the class of Generalized Proportional Fractional order nonlinear
systems is distinctive and has not been addressed in the existing literature.
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5. Simulation Results

This section includes a simulation study featuring a numerical illustrative example,
which aims to verify the effectiveness of the suggested method for stabilizing the proposed
class of FONSs. The system presented in Equation (4) can be described as follows:

A =

[−3 1
1 1

]
, B =

[
3
0

]

f (x, u) = 0.1
[

sin(x2)
sin(x1)

]
,

By setting ρ = 0.1, β = 0.01, and γ = 0, conditions (2) and (3) are adequately met. We
utilize the MATLAB LMI toolbox to solve the LMI (11), which yields the following outcome:

Q =

[
0.438 −0.1018
−0.1018 0.515

]

W =

[
0.0756
0.1145

]
,

P =

[
4.2266 8.3593
8.3593 35.9537

]
,

K =
[
1.2771 4.7503

]
,

(A− BK) =
[−6.2301 −12.5678

1 1

]
,

The simulation is initialized with the condition x0 = (0.2 − 0.3). Using different
values of α and λ, we have generated simulations of the trajectories of x1 and x2 for the
interval [0 1.5], with a time step of 2−10. These simulations are visually represented in
Figures 1–4.
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The figures presented, namely Figures 1–4, showcase the convergence of the system
states towards zero with various values of α and λ. Specifically, the Mittag-Leffler conver-
gence of the system states is observed through these figures. The results presented in the
figures provide strong evidence for the efficacy of the proposed control approach.

6. Conclusions

In this work, a state feedback controller has been designed for a category of GPFO
Nonlinear Systems. The design has been based on the integration of the OSL class of
systems and GPFO modeling. This study aims to stabilize a broad range of fractional order
nonlinear systems, which has not been tackled in prior research. The stabilization method
has been designed to guarantee the GML stability of the system and achieve desirable
performance. The outcomes of this work showcase the feasibility and efficiency of the
suggested approach in stabilizing GPFO nonlinear systems. To guarantee the practicality
of the proposed theoretical results, an illustrative numerical example has been presented.
As a future outlook, this work can be expanded to include other control techniques such as
fuzzy control, sliding mode control, backstepping control, etc. Furthermore, the inclusion
of a practical example would offer an opportunity to showcase the real-world applicability
of our theoretical framework, enabling practitioners to witness firsthand its effectiveness in
solving practical problems. Moreover, incorporating a practical example in future research
endeavors would not only serve as a means of validating our theoretical findings but also
facilitate the identification of potential challenges, limitations, and avenues for further
improvement, ultimately enhancing the practical value and impact of our work.
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Abstract: This work investigates a mathematical fractional-order model that depicts the Caputo
growth of a new coronavirus (COVID-19). We studied the existence and uniqueness of the linked
solution using the fixed point theory method. Using the Laplace Adomian decomposition method
(LADM), we explored the precise solution of our model and obtained results that are stated in terms
of infinite series. Numerical data were then used to demonstrate the use of the new derivative and
the symmetric structure that we created. When compared to the traditional order derivatives, our
results under the new hypothesis show that the innovative coronavirus model performs better.

Keywords: COVID-19; fractional epidemic model; Caputo operator; existence and uniqueness;
numerical simulations

MSC: 34K37; 34B15

1. Introduction

In the last month of 2019, a severe respiratory disease outbreak started in Wuhan
City, Hubei Province, China [1]. At the beginning of January 2020, the clinical diagnosis
was identified and isolated from a single patient, and the disease was termed COVID-19
or the novel coronavirus. Animals were the first source of this virus’s spread. However,
the ratio of reported cases increased as a result of human interaction [2]. According to
recent research, the virus has nearly reached every corner of the globe. Up to 7 December
2020, approximately 66,243,918 people have been reported as infected with the disease,
which has resulted in 1,528,984 deaths. Because of its widespread distribution, the infection
is contagious and has been revealed as a global epidemic by the WHO. Generally, virus
symptoms may include fever, fatigue, coughing, and respiratory problems, among others.
Studies have focused on infectious diseases because of their danger to civilization and novel
aspects. See, for example, [3,4] for a review article on infection prevention epidemiology.
Fractional calculus, fractional differential and integro-differential equations, and the quali-
tative theory of these equations have all been included in the discipline of mathematical
analysis over the past three decades, both on a theoretical level and in terms of its practical
applications. Fundamentally, the theory of fractional calculus, the qualitative theory of
fractional differential and fractional integro-differential equations and their numerical
simulations, and symmetry analyses are all mathematical analysis tools that are used to
study arbitrary order integrals and derivatives. Moreover, they unify and generalize the
traditional notions of differentiation and integration. Nonlinear operators with fractional
order are more practical than classical formulations. Numerous scientific disciplines, in-
cluding fluid mechanics, viscoelasticity, physics, biology, chemistry, dynamical systems,
signal processing, entropy theory, and others, can involve qualitative theory of fractional
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differential equations, fractional integro-differential equations, and fractional order opera-
tors. Because of this, the applications of the theory of fractional calculus and the qualitative
theory of the aforementioned equations have drawn the attention of academics throughout
the world, and many scholars have included them in their latest study. Numerous studies
have used different analytical techniques to analyze the existing coronavirus pandemic [5,6].
There are several mathematical models in the research for the existing global epidemic
that predict the disease’s future. Several researchers [7,8] have provided different control
techniques. Previously, Khan et al. [9] described the spectral transfer of information of
a novel coronavirus using a mathematical model and introduced control techniques to
exterminate the infection. Their model is describe as follows:

dSh(υ)
dυ = ∏∗−β∗1 Ih(υ) + d∗ + β∗2W(υ)Sh(υ),

dIh(υ)
dυ = β∗1 Ih(υ) + β∗2W(υ)Sh(υ)− (σ∗ + d∗1 + d∗)Ih(υ),

dRh(υ)
dυ = σ∗ Ih(υ)− d∗Rh(υ),

dW(υ)
dυ = α∗ Ih(υ)− η∗W(υ).

(1)

In model (1), the letters Sh(υ), Ih(υ), and Rh(υ) represent the susceptible, infected, and
recovered populations, respectively, whereas W(υ) represents the reservoir compartment.
The parameter Π∗ denotes the rate of newborns considered to be susceptible. The vari-
ables β1∗ and β2∗ represent the rates of the transmission of infection from reservoirs and
infected individuals to susceptible populations, respectively. The natural mortality rate is
represented by the symbol d∗, whereas disease-related death is represented by the symbol
d∗1 . Similarly, the recovery rate is σ∗, the virus removal rate is η∗, and the amount that the
virus contributed to the seafood market is α∗.

First, we demonstrate that model (1)’s strategies are bounded. Consider that N(υ) is
the entire population at time υ. By taking the sequential derivative of N(υ) and utilizing
values from the fitted model, we have

dN(υ)

dυ
− dN ≤ Π∗.

The solution of this equation under the boundary conditions Sh(0) ≥ 0, Ih(0) ≥
0, Rh(0) ≥ 0, W(0) ≥ 0 and N(0) = N0 has the form

N(υ) ≤ Π∗

d∗
+

(
N0 −

Π∗

d∗

)
e−d∗υ.

When υ expands without limitation, this solution will be bounded. For the above
model (1), the feasible uniform states (i.e., disease-free (DFE) and inherent) and the thresh-
old amount (basic breeding amount) have been discussed, along with a detailed qualitative
analysis. When the υ parameter rises without a bound, the solution (Sh0, 0, 0, 0, 0), where
Π∗
d∗ becomes constrained:

R0 = β1Π∗
d∗(σ∗+d∗+d∗1)

+
α∗β∗2Π∗

η∗d∗(σ∗+d∗+d∗1)
,

S∗h =
η∗(σ∗+d∗+d∗1)

η∗β∗1+α∗β∗2
,

I∗h =
η∗d∗(σ∗+d∗+d∗1)(R0−1)

σβ∗1η∗+σ∗β∗1α∗+d∗β∗1α∗+d∗1 β∗1η∗+d∗1 β∗2α∗ ,

R∗h = σ∗
d∗ I∗h ,

W∗ = α∗η∗(σ∗+d∗+d∗1)(R0−1)
σ∗β∗1η∗+σ∗β∗1α∗+d∗β∗1α∗+d∗1 β∗1η∗+d∗1 β∗2α∗ ,

R∗h = σ∗
d∗ I∗h .

(2)

Lebniz tried to draw researchers interest toward fractional-order derivatives. Owing
to the unavailability of solutions for fractional-order differential equations, scientists did
not commonly work in the area. When fractional-order derivatives and integrals were
established, the field was mainly concentrated because the classic models did not clarify
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them correctly and came with many mistakes. Fractional order epidemic models contribute
better to a deeper understanding of models while accounting for all lacking factors. As
a result, a few scientists have been drawn to the field and contribute to microbiology.
Discovering a real scenario that can be clarified by a fractional-order model, on the other
hand, is a complex job. These models are more autonomous than traditional models.
These models have the capacity to use the mathematical strategy to address non-integer
order nonlinear systems. This scenario has prompted numerous investigators to use the
fractional-order system when modifying the integral order models. In particular, integer-
order derivatives do not explore evolution more precisely than fractional derivatives. A
number of theoretical physicists have used factors determined by fractional derivatives
in describing numerous numerical solutions. Caputo, Hadamard, Riemann, and Liou-
ville (RL), among others [10,11], have introduced numerous beneficial concepts. A variety
of methods, such as iterative and numerical methods, were used to examine fractional
mathematical models in the traditional Caputo derivative notion, as shown in [12]. The
aforementioned derivative has a singular kernel, which complicates fractional-order deriva-
tives. Caputo and Fabrizio presented a novel concept for the fractional-order derivative
known as the non-kernel [13,14]. Based on the Caputo–Fabrizio (CF) fractional integral,
some significant results have been mentioned. These investigations demonstrate that the
aforementioned operator is, in essence, the function’s fractional estimate with a fractional
integral in the RL context. The aforementioned derivative has been revealed to have po-
tential advantages in heat transfer and fabric sciences [15]. LADM is a beneficial tool for
solving analytically estimated nonlinear problems. This model has been widely applied to
solve problems involving fractional and classical differential equations [16,17]. Avinash [18]
and Chellamani [19] worked on the COVID-19 model. Nonetheless, the aforementioned
method is rarely applied to fractional-order differential equations with nonsingular ker-
nels [20]. Fractional calculus is a growing field that has been extensively used to extend
traditional remedy concepts. The method of [21,22] is noteworthy in this respect. We exam-
ined a fractional variant of the novel coronavirus model 1 in this manuscript and employed
the concept of a fractional CF derivative [23], which is now being used by many scientists
to examine a wide variety of issues in biological and physical sciences; for example, [24–26].
The concept of a CF derivative has already been used numerous times to explain the motion
of different highly infectious infections [27,28]. CF derivatives have been used to examine
the stability, existence, and uniqueness of various mathematical models [29]. Bedi et al. [30]
and Devi et al. [31] studied the fractional-order vector-borne diseases model and transmis-
sion of worms in a wireless sensor network, respectively. Mehmood et al. [32] worked on a
partial differential equation. Niazi et al.[33], Iqbal et al. [34], Shafqat et al. [35], Alnahdi [36],
Khan [37], and Abuasbeh et al. [38–40] investigated the existence and uniqueness of the
fractional evolution equations. In many cases, fractional-order models are more useful
for better describing the evolution of numerous actual issues. The justification for this is
that fractional-order derivatives have a higher level of freedom than classical integer order
derivatives. Rather than ordinary derivatives, the new type of non-singular derivatives of
a fractional order has been considered satisfactory for studying thermal concerns. Rehman
et al. [41] collaborated on the mathematical modeling of COVID-19 with a CF fractional
extension of the model (1), which has the below form:

CFDq
υSh(υ) = Π∗q − β

∗q
1 Ih(υ) + β + β

∗q
2 W(υ) + d∗qS(υ),

CFDq
υRh(υ) = (β

∗q
1 Ih(υ) + β

∗q
2 W(υ) + d∗q)S(υ)− (σ∗q + d∗q + d∗q1 )Ih(υ),

CFDq
υRh(υ) = σ∗q Ih(t)− d∗qRh(υ),

CFDq
υW(υ) = α∗q Ih(t)− η∗qW(υ),

(3)

by using the following initial conditions

S0 = S(0), I0 = I(0), R0 = R(0), W0 = W(0).
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Our current article is organized as follows. In Section 2, we review the basic definitions
and concepts used in the article. In Section 3, the modeling formulation is presented.
Section 4 investigates the existence and uniqueness of the involved solution using a fixed
point theory approach. In Section 5, we investigate the analytical solution of the results of
the model using the Adomian decomposition technique and the Laplace integral transform.
In Section 6, we use current information to run numerical computations to support and
validate our analytical findings. At the end, in Section 7, the conclusion is presented.

2. Preliminaries

The results that we remember are listed below.

Definition 1 ([42]). The fractional RL derivative is defined as

aDp
ωχ(ω) =

1
Γ(n− p + 1)

(
d

dω

)n+1 ∫ ω

a
(ω− τ)n−pχ(τ)dτ, n 6 p 6 n + 1.

Definition 2 ([42]). The Caputo fractional derivatives Ca Dα
ωχ(ω) of order α ∈ R+ are defined by

C
a Dα

ωχ(ω) = aDα
ω(χ(ω)−

k−1

∑
=0

χ()(a)
!

(ω− a)),

in which k = [α] + 1.

Definition 3 ([43]). The Wright function, ψα is defined by

ψα(κ) =
∞

∑
=0

(−κ)

!Γ(−α + 1− α)

=
1
π

∞

∑
=1

(−κ)

(− 1)!
Γ(α) sin(πα), α ∈ (0, 1), κ ∈ C.

Lemma 1 ((Gronwall lemma) [44] ). Assume µ, y ∈ H([0, 1],R+) and let µ be increasing. If
u ∈ H([0, 1],R+) satisfies

u(ω) 6 µ(ω) +
∫ ω

0
y(s)u(s)ds, ω ∈ [0, 1],

then
u(ω) 6 µ(ω) exp

∫ ω

0
y(s)u(s)ds, ω ∈ [0, 1].

Lemma 2 ([45]). Consider {H(ω)}ω∈R as a strongly continuous cosine category in X fulfilling
‖H(ω)‖Lb(X) ≤ MeΩ|ω|, ω ∈ R, and A as an infinitesimal generator of {H(ω)}ω∈R. Then, for
Re(λ) > ω and λ2 ∈ ρ(A),

λR(λ2;A)x =
∫ ∞

0
e−λωH(ω)xdω, R(λ2;A)x =

∫ ∞

0
e−λωS(ω)xdω.

Theorem 1. If X(υ) fulfills Equation (4), then Y(υ) is given by

Y(υ) = Y0 + (Y1 + mv(Y))υ +
1

Γ(β)

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Y(x))dx, υ ∈ [0, ∞),

If this holds, then

Y(υ) = Cq(υ)Y0 + Kq(υ)(Y1 + mv(Y)) +
∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Y(x))dx,
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∀ t ∈ [0, b], such that

Cq(υ) =
∫ ∞

0
Mq(θ)C(υqθ)dθ, Kq(υ) =

∫ υ

0
Cq(s)ds, Pq(υ) =

∫ ∞

0
qθMq(θ)C(υqθ)dθ,

where Cq(υ) and Kq(υ) are continuous with K(0) = I and C(0) = I, |Cq(υ)| 6 c, c > 1 and
|Kq(υ)| 6 c, c > 1, ∀ υ ∈ [0,=].

3. Modeling Formulation

In light of the article [41], we evaluated the following model:

cDq
υS(υ) = ∧− (ξ + µ)S(υ− τ)− βS(υ− τ)E(υ− τ),

cDq
υE(υ) = βS(υ− τ)E(υ− τ)− (γ + µ + η + σ)E(υ− τ),

cDq
υQ(υ) = ξS(υ− τ) + γE(υ− τ)− (µ + υ + θ)Q(υ),

cDq
υ IA(υ) = σE(υ− τ) + θQ(υ)− (µ + r1)IA(υ),

cDq
υ IS(υ) = ηE(υ− τ) + νQ(υ)− (δ + µ + r2)IS(υ),

cDq
υR(υ) = r1 IA(υ) + r2 IS(υ)− µR(υ).

(4)

For q ∈ (1, 2) and υ ∈ [−τ, 0], we studied the model underneath the basic initial
conditions

S(0) = S0 + mv1(S), E(0) = E0 + mv2(E), Q(0) = Q0 + mv3(Q), IA(0) = IA0 + mv4(IA),

IS(0) = IS0 + mv5(IS), R(0) = R0 + v6(R),

S′(0) = S1, E′(0) = E1, Q′(0) = Q1, I′A(0) = IA1 , I′S(0) = IS1 , R′(0) = R1.

Let N(υ) stands for the total number of people. This population is made up of seven
classes: susceptible individuals S(υ), individuals who have been exposed to COVID-19
E(υ), individuals who have asymptotically contracted the disease IA(υ), individuals who
have demonstrated symptoms IS(υ), and individuals who have recovered or been saved
from COVID-19 R(υ). In light of this, the population as a whole is

N(υ) = S(υ) + E(υ) + Q(υ) + IA(υ) + IS(υ) + R(υ).

The terms ∧ and µ stand for the natural natality and mortality rates of humans,
respectively. People who are susceptible (S) either contract the disease after enough
contact with exposed people (E) at a rate of β or they simply move to a class that is
quarantined at a rate of τ. The exposed individuals (E) have the option of moving to the
quarantined (Q) class first or contracting the infection at rates of γ, σ, and η, respectively,
either asymptomatically (IA) or symptomatically (IS). Additionally, individuals who have
been placed under quarantine (Q) could test positive for infection at rates of υ and θ with
symptoms (IS) or (IA), respectively(see Table 1 and Figure 1).

Table 1. Notations used and their meanings (4).

Parameter Parameters Description

ξ Transfer ratio from susceptible people to quarantine
β Contact ratio between susceptible people and exposed individuals
δ Mortality ratio due to coronavirus in symptomatic infected people class
γ Ratio of transfer of exposed people to quarantine
η Ratio of transfer of exposed people from exposed class to symptomatic

infected people class
θ Ratio of quarantined people to asymptomatic infected people class
µ Natural mortality
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Table 1. Cont.

Parameter Parameters Description

υ Ratio of transfer of quarantined people to symptomatic infected people
class

σ Ratio of transfer of exposed people to asymptomatic infected people class
∧ Recruitment (natality) ratio
r1 Recovery ratio of asymptomatic infected people
r2 Recovery ratio of symptomatic infected people

Figure 1. Transmission pattern of COVID-19.

4. Existence and Uniqueness Results for the Model

It is critical to understand whether or not a mathematical model has a solution. The
fixed point theory approach can be used to solve this problem. We studied the uniqueness
and existence of the involved solution. The Banach fixed point theorem was used to meet
the target. We investigated the existence and uniqueness of the results using Picard’s
operator method on the proposed model (4). Allow us to define

cDq
υS(υ) = g1(υ, S(υ)) = ∧− (ξ + µ)S(υ− τ)− βS(υ)E(υ− τ),

cDq
υE(υ) = g2(υ, E(υ)) = βS(υ)E(υ− τ)− (γ + µ + η + σ)E(υ− τ),

cDq
υQ(υ) = g3(υ, Q(υ)) = ξS(υ− τ) + γE(υ− τ)− (µ + υ + θ)Q(υ),

cDq
υ IA(υ) = g4(υ, IA(υ)) = σE(υ− τ) + θQ(υ)− (µ + r1)IA(υ),

cDq
υ IS(υ) = g5(υ, IS(υ)) = ηE(υ− τ) + νQ(υ)− (δ + µ + r2)IS(υ),

cDq
υR(υ) = g6(υ, R(υ)) = r1 IA(υ) + r2 IS(υ)− µR(υ).

(5)

We further set

Qj = sup
C∈[d,bj ]

‖g1(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ)‖, f or j = 1, 2, 3, 4, 5, 6,
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where

C[d, bj] = [υ− d, υ + d]× [u− cj, u + cj] = D× Dj, f or j = 1, 2, 3, 4, 5, 6. (6)

After that, we describe the norm on C ∈ [d, bj] for j = 1, 2, 3, 4, 5, 6 using the Banach
fixed point theorem to demonstrate the existence and uniqueness of the solution:

‖H‖∞ = sup
υ∈[υ−d,υ+b]

|φ(υ)|. (7)

In view of (5), by applying Iq to all of the equations in model (4), we obtained

S(υ) = S(0) + S′(0)υ + Iq
[

g1(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))
]

,

E(υ) = E(0) + E′(0)υ + Iq
[

g2(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))
]

,

Q(υ) = Q(0) + Q′(0)υ + Iq
[

g3(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))
]

,

IA(υ) = IA(0) + I′A(0)υ + Iq
[

g4(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))
]

,

IS(υ) = IS(0) + I′S(0)υ + Iq
[

g5(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))
]

,

R(υ) = R(0) + R′(0)υ + Iq
[

g6(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))
]

.

(8)

We obtained this by analyzing the right-hand side of (8) and writing it in the format
provided below:

Y(υ) = Cq(υ)Y0 + Kq(υ)(Y1 + mv(Y)) +
1√
γ

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Y(x))dx, (9)

where

Y(υ) = (S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ))T ,
Y0(υ) = ((S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ)) + m(S))T ,
Y1(υ) = (S′(υ), E′(υ), Q′(υ), I′A(υ), I′S(υ), R′(υ))T ,
Ω(υ, Y(υ)) = gj(υ, S(υ), E(υ), Q(υ), IA(υ), IS(υ), R(υ)), j = 1, 2, 3, 4, 5, 6.

(10)

Let us define the Picard’s operator as

A : C(V, V1, V2, V3, V4, V5, V6)→ C(V, V1, V2, V3, V4, V5, V6). (11)

The operator in (11) is defined by using (9) and (10):

Y(υ) = Cq(υ)Y0 + Kq(υ(Y1 + mv(Y)) +
1√
γ

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Y(x))dx. (12)

Suppose that the model that is being studied is effectively

‖Y‖ ≤ max{d1, d2, d3, d4, d5, d6}, (13)

Now,
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‖Y0(υ)− Z0(υ)‖ = sup
υ∈D

∣∣∣∣Cq(υ)Y0 + Kq(υ)(Y1 + mv(Y)) +
1√
γ

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Y(x))dx−

Cq(υ)Z0 − Kq(υ)(Z1 + mv(Z))− 1√
γ

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Z(x))dx

∣∣∣∣,

≤ M1|Y0 − Z0|+ M1|Y0 − Z0|υ +
M1

Γ(2q)
|Y0 − Z0|υq,

< M1|Y0 − Z0|(1 + υ +
1

Γ(2q)
υq)

< M1|Y0 − Z0|c, M1 = max{Mj} f or j = 1, 2, . . . , 7,

≤ max{d1, d2, d3, d4, d5, d6, d7}
= c, υ0 = sup{|υ| : υ ∈ D}. (14)

In Equation (14), we have defined c = (1 + υ + 1
Γ(2q)υq). It follows that

c <
c

M1
.

Furthermore, in order to evaluate the equality given by

‖AY1 − AZ1‖ = sup
υ∈D
|Y1 − Z1|, (15)

we make use of (9) and can write

‖AY1 − AZ1‖ = sup
υ∈D

∣∣∣∣Cq(υ)Y1 + Kq[(υ)(Y1 + mv(Y)) +

+
1√
γ

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Y1(υ)(x))dx, Cq(υ)Z1 +

Kq(υ)(Z1 + mv(Z)) +
1√
γ

∫ υ

0
(υ− s)q−1Pq(υ− s)Ω(x, Z1(υ)(x))dx

∣∣∣∣,

≤ M1k|Y1 − Z1|+ M1k|Y1 − Z1|υ +
M1

Γ(2q)
k|Y1 − Z1|υq, M = max{Mj} f or j = 1, 2, . . . , 7,

< M1k|Y1 − Z1|(1 + υ +
1

Γ(2q)
υq)

< ck‖Y1 − Z1‖.

One can infer that operator A is also a closure because Ω is a closure, which leads to
ck < 1. This implies that the system’s (8) solution is unique.

5. Analytical Solution of Model (4)

Here, we computed the numerical solutions to our model. Model (4) can be written
with the normalization value M(q) = 1, and the Laplace transform on both sides is

L[Dq
t S(υ)] = S(0)

s + S′(0)+mvS
s2 + s+q(1−s)

s L[∧− (ξ + µ)S(υ− τ)− βS(υ− τ)E(υ− τ)],

L[Dq
υE(υ)] = E(0)

s + E′(0)+mv(E)
s2 + s+q(1−s)

s L[βS(υ)E(υ− τ)− (γ + µ + η + σ)E(υ− τ)],

L[Dq
υQ(υ)] = Q(0)

s + Q′(0)+mv(Q)
s2 + s+q(1−s)

s2 L[ξS(υ− τ) + γE(υ− τ)− (µ + υ + θ)Q(υ)],

L[Dq
υ IA(υ)] =

IA(0)
s +

I′A(0)+mv(IA)

s2 + s+q(1−s)
s L[σE(υ− τ) + θQ(υ)− (µ + r1)IA(υ)],

L[Dq
υ IS(υ)] =

IS(0)
s +

I′S(0)+mv(IS)

s2 + s+q(1−s)
s L[ηE(υ− τ) + νQ(υ)− (δ + µ + r2)IS(υ)],

L[Dq
υR(υ)] = R(0)

s + R′(0)+mv(R)
s2 + s+q(1−s)

s L[r1 IA(υ) + r2 IS(υ)− µR(υ)].

(16)
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In the following section, we solve, in series form, for every class of the system under
consideration:

S(υ) =
∞

∑
q=0

Sq(υ) + mv1(S), E(υ) =
∞

∑
q=0

Eq(υ) + mv2(E), Q(υ) =
∞

∑
q=0

Qq(υ) + mv3(Q),

IA(υ) =
∞

∑
q=0

IAq(υ) + mv4(IA), W(υ) =
∞

∑
q=0

ISq(υ) + mv5(Is), R(υ) =
∞

∑
q=0

Rq(υ) + mv6(R),

S′(υ) =
∞

∑
q=0

S′q(υ), E′(υ) =
∞

∑
q=0

E′q(υ), Q′(υ) =
∞

∑
q=0

Q′q(υ), I′A(υ) =
∞

∑
q=0

I′Aq
(υ),

W ′(υ) =
∞

∑
q=0

I′Sq
(υ), R′(υ)) =

∞

∑
q=0

R′q(υ). (17)

Using the Adomian polynomials method, the nonlinear terms E(υ)S(υ), Q(υ)S(υ),
and R(υ)S(υ) can be decomposed as follows:

E(υ)S(υ) =
∞

∑
q=0

Xq(E, S), Q(υ)S(υ) =
∞

∑
q=0

Yq(Q, S), R(υ)S(υ) =
∞

∑
q=0

Zq(R, S), (18)

where the Adomian polynomial Xq(E, S), Qq(W, S), Rq(W, S) may be written as

Xq(E, S) =
1
q!

dq

dλq

[ q

∑
k=0

λkEk(υ)
q

∑
k=0

λkSk(υ)

]

λ=0
,

Yq(Q, S) =
1
q!

dq

dλq

[ q

∑
k=0

λkQk(υ)
q

∑
k=0

λkSk(υ)

]

λ=0
,

Zq(R, S) =
1
q!

dq

dλq

[ q

∑
k=0

λkRk(υ)
q

∑
k=0

λkSk(υ)

]

λ=0
.

Equations (17) and (18) are used to create the following system (16):

L
[

∑∞
q=0 Sq(υ)

]
= S(0)

s + S′(0)+mv1(S)
s2 + s+q(1−s)

s L
[
∧−(ξ + µ)∑∞

q=0 Sq(υ− τ)− β ∑∞
q=0 Sq(υ− τ)∑∞

q=0 Xq(υ)

]
,

L
[

∑∞
q=0 Eq(υ)

]
= E(0)

s + E′(0)+mv2(E)
s2 + s+q(1−s)

s L
[

β ∑∞
q=0 Sq(υ− τ)∑∞

q=0 Xq(υ)− (γ + µ + η + σ)∑∞
q=0 Xq(υ)

]
,

L
[

∑∞
q=0 Qq(υ)

]
= Q(0)

s + Q′(0)+mv3(Q)
s2 + s+q(1−s)

s L
[

ξ ∑∞
q=0 Sq(υ− τ) + γ ∑∞

q=0 Xq(υ)− (µ + υ + θ)∑∞
q=0 Yq(υ)

]
,

L
[

∑∞
q=0 IAq(υ)

]
= IA(0)

s +
I′A(0)+mv4(IA)

s2 + s+q(1−s)
s L

[
σ ∑∞

q=0 Xq(υ) + θ ∑∞
q=0 Yq(υ)− (µ + r1)∑∞

q=0 IAq(υ)

]
,

L
[

∑∞
q=0 ISq(υ)

]
= IS(0)

s +
I′S(0)+mv5(IS)

s2 + s+q(1−s)
s L

[
η ∑∞

q=0 Xq(υ) + ν ∑∞
q=0 Yq(υ)− (δ + µ + r2)∑∞

q=0 ISq(υ)

]
,

L
[

∑∞
q=0 Rq(υ)

]
= R(0)

s + R′(0)+mv6(R)
s2 + s+q(1−s)

s L
[

r1 ∑∞
q=0 IAq(υ) + r2 ∑∞

q=0 ISq(υ)− µ ∑∞
q=0 Zq(τ)

]
.

(19)

On both sides of (19), if we equalize like terms, we can write

L[S0(υ)] =
S0

s
, L[E0(υ)] =

E0

s
, L[Q0(υ)] =

Q0

s
, L[IA0(υ)] =

IA0

s
, L[IS0(υ)] =

IS0

s
,

L[R0(υ)] =
R0

s
, L[S′0(υ)] =

S1 + mv1(S)
s2 , L[E′0(υ)] =

E1 + mv2(E)
s2 ,

L[Q′0(υ)] =
Q1 + mv3(Q)

s2 , L[I′A0
(υ)] =

IA1 + mv4(IA)

s2 , L[I′S0
(υ)] =

IS1 + mv5(IS)

s2 ,

L[R′0(υ)] =
R1 + mv6(R)

s2 ,
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L[S1(υ)] =
s + q(1− s)

s
L
[
∧−(ξ + µ)[(S0(υ)−m(S)) + S0(υ)]− β[(S0(υ)−m(S)) + S0(υ)]

[(E0(υ)−m(E)) + E0(υ)]

]
,

L[E1(υ)] =
s + q(1− s)

s
L
[

β[(S0(υ)−m(S)) + S0(υ)][(X0(υ)−m(X)) + X0(υ)]− (γ + µ + η + σ)

[(X0(t)−m(X)) + X0(υ)]

]
,

L[Q1(υ)] =
s + q(1− s)

s
L
[

ξ[(S0(υ)−m(S)) + S0(υ)] + γ[(X0(υ)−m(X)) + X0(υ)]− (µ + υ + θ)

[(Y0(υ)−m(Y)) + Y0(υ)]

]
,

L[IA1(υ)] =
s + q(1− s)

s
L
[

σ[(X0(υ)−m(X)) + X0(υ)] + θ[(Y0(υ)−m(Y)) + Y0(υ)]− (µ + r1)

[(IA0(υ)−m(IA)) + IA0(υ)]

]
,

L[IS1(υ)] =
s + q(1− s)

s
L
[

η[(X0(υ)−m(X)) + S0(υ)] + ν[(Y0(υ)−m(Y)) + Y0(υ)]− (δ + µ + r2)

[(IS0(υ)−m(Is)) + IS0(υ)]

]
,

L[R1(υ)] =
s + q(1− s)

s
L
[

r1[(IA0(υ)−m(IA)) + IA0(υ)] + r2[(IS0(υ)−m(IS)) + IS0(υ)]

−µ[(Z0(υ)−m(Z)) + Z0(υ)]

]
,

.

.

.

L[Sq+1(υ)] =
s + q(1− s)

s
L
[
∧−(ξ + µ)[(Sq(υ)−m(S)) + Sq(υ)]− β[(Sq(υ)−m(S)) + Sq(υ)] (20)

[(Xq(υ)−m(X)) + Xq(υ)]

]
,

L[Eq+1(υ)] =
s + q(1− s)

s
L
[

β[(Sq(υ)−m(S)) + Sq(υ)][(Xq(υ)−m(X)) + Xq(υ)]− (γ + µ + η + σ)

[(Xq(υ)−m(X)) + Xq(υ)]

]
,

L[Qq+1(υ)] =
s + q(1− s)

s
L
[

τ[(Sq(υ)−m(S)) + Sq(υ)] + γ[(Yq(υ)−m(Y)) + Yq(υ)]− (µ + υ + θ)

[(Yq(υ)−m(Y)) + Yq(υ)]

]
,

L[IAq+1(υ)] =
s + q(1− s)

s
L
[

σ[(Xq(t)−m(X)) + Xq(υ)] + θ[(Yq(υ)−m(Y)) + Yq(υ)]− (µ + r1)

[(IA(t)−m(IA)) + IAq(υ)]

]
,
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L[ISq+1(υ)] =
s + q(1− s)

s
L
[

η[(Xq(t)−m(X)) + Xq(υ)] + ν[(Yq(υ)−m(Y)) + Yq(υ)]− (δ + µ + r2)

[(IS(υ)−m(IS)) + ISq(υ)]

]
,

L[Rq+1(υ)] =
s + q(1− s)

s
L
[

r1[(IAq(υ)−mIA) + IAq(υ)] + r2[(ISq(υ)−mIS) + ISq(υ)]

−µ[(Zq(υ)−m(Z)) + Zq(υ)]

]
.

Now, we calculate (20)’s Laplace transform and find

S0 = N1, E0 = N2, Q0 = N3, IA0 = NA4 , IS5 = NS5 , R0 = N6,
S′0 = N1 + mv1(N1), E′0 = N2 + mv2(N2), Q′0 = N3 + mv3(N3), I′A0

= NA4 + mv4(NA4),
I′S5

= NS5 + mv5(NS5), R0(t)′ = N6 + mv6(N6),

S1 =

[
∧−(ξ + µ)[N1 + (N1 + mv1(N1))]− β[N1(N1 + mv1(N1))][N2 + (N2 + mv2(N2))]

]
(1 + q(1− s)),

E1 =

[
β[N1 + (N1 + mv1(N1))][N2 + (N2 + mv2(N2))]− (γ + µ + η + σ)[N2 + (N2 + mv2(N2))]

]

(1 + q(1− s)),

Q1 =

[
ξ[N1 + (N1 + mv1(N1))] + γ[N2 + (N2 + mv2(N2))]− (µ + υ + θ)[N3 + (N3 + mv3(N3))]

]

(1 + q(1− s)),

IA1 =

[
σ[N2 + (N2 + mv2(N2))] + θ[N3 + (N3 + mv3(N3))]− (µ + r1)[NA4) + NA4(NA4 + mv4(NA4))]

]

(1 + q(1− s)),

IS1 =

[
η[N1 + (N1 + mv1(N1))] + ν[N3 + (N3 + mv3(N3))]− (δ + µ + r2)[N5 + (N5 + mv5(N5))]

]

(1 + q(1− s)),

R1 =

[
r1[NA4 + (NA4 + mv1(NA4))] + r2[NS5 + (NS5 + mv1(NS5))]− µ[N6 + (N6 + mv1(N6))]

]

(1 + q(1− s)),

S2 = ∧(1 + q(1− s))−
(
(τ + µ)[s11) + (s11 + mvs11)]− β

(
[N2 + (N2 + mv2(N2))][s11 + (s11 + mvs11)]

+[N1 + (N1 + mv1(N1))][e11 + (e11 + mve11)]

))
×
(

1
2 q2υ2 − 2q2υ + 2qυ + (q− 1)2

)
,

E2 =

(
β

(
[N2 + (N2 + mv2(N2))][s11) + (s11 + mvs11)] + [N1 + (N1 + mv1(N1))][e11 + (e11 + mve11)]

)

−(γ + µ + η + σ)[e11 + (e11 + mve11)]

)
×
(

1
2 q2υ2 − 2q2υ + 2qυ + (q− 1)2

)
,

Q2 =

(
ξ[s11 + (s11 + mvs11)] + γ[e11) + (e11 + mve11)]− (µ + υ + θ)[q11 + (q11 + mvq11)]

)
×

(
1
2 q2υ2 − 2q2υ + 2qυ + (q− 1)2

)
,

IA2 =

(
σ[s11 + (s11 + mvs11)] + θ[q11 + (q11 + mvq11)]− (µ + r1)[iA11 + (iA11 + mviA11)]

)
×

(
1
2 q2υ2 − 2q2υ + 2qυ + (q− 1)2

)
,

IS2 =

(
η[s11 + (s11 + mvs11)] + ν[q11 + (q11 + mvq11)]− (δ + µ + r2)[is11 + (is11 + mvis11)]

)
×

(
1
2 q2υ2 − 2q2υ + 2qυ + (q− 1)2

)
,

(21)
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R2 =

(
r1[iA11 + (iA11 + mviA11)] + r2[iS11 + (iS11 + mviS11)]− µ[r11 + (r11 + mvr11)]

)

×
(

1
2

q2υ2 − 2q2υ + 2qυ + (q− 1)2
)

,

The same procedures can be used to determine additional series solution terms. The
unknown values in Equation (21) above are determined as follows:

s11(υ) = ∧− (ξ + µ)[N1 + (N1 + mvN1)]− β[N1 + (N1 + mvN1)][N2 + (N2 + mvN2)],
e11(υ) = β[N1 + (N1 + mvN1)][N2 + (N2 + mvN2)]− (γ + µ + η + σ)[N2 + (N2 + mvN2)],
w11(υ) = ξ[N1 + (N1 + mvN1)] + γ[N2 + (N2 + mvN2)]− (µ + υ + θ)[N3 + (N3 + mvN3)],
iA11(υ) = σ[N2 + (N2 + mvN2)] + θ[N3 + (N3 + mvN3)]− (µ + r1)[N4 + (N4 + mvN4)],
iS11(υ) = η[N1 + (N1 + mvN1)] + ν[N3 + (N3 + mvN3)]− (δ + µ + r2)[N5 + (N5 + mvN5)],
r11(υ) = r1[N4 + (N4 + mvN4)] + r2[N5 + (N5 + mvN5)]− µ[N6 + (N6 + mvN6)].

(22)

6. Numerical Simulations and Discussion

This section of our manuscript is designed to run computational modeling to validate
the analytical findings in the preceding sections. Initially, we introduced the semi-analytical
solution to the first equations of each compartment in (4), as well as the data in Table 2
with various order derivatives, using the Laplace Adomian decomposition method. The
outcomes are depicted in Figures 2–7. Continuing along the same lines, we take values
from Table 3 and plot our results in Figures 8–13. Red line shows susceptible individuals
S(υ) and blue line individuals who have been exposed to COVID-19 E(υ).

Table 2. Statistical parameters for our model (4).

Parameters Description Numerical Value

∧ 4.21× 10−6

τ 0.000761
µ 0.2516
β 0.00073
γ 3.50× 10−3

η 0.01
σ 0.00039
υ 0.00404720925
θ 0.009567816
δ 0.09871
r1 5.7341
r2 1.6728

Table 3. Statistical parameters for our model (4).

Parameters Description Numerical Value

∧ 4.21× 10−6

τ 0.000761
µ 0.2516
β 0.700
γ 3.0050× 10−6

η 0.01
σ 0.00039
υ 0.00404720925
θ 0.009567816
δ 0.09871
r1 5.7341
r2 1.6728
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Figure 2. Illustration of susceptible individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.

Figure 3. Illustration of exposed individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.
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Figure 4. Illustration of quarantined individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.

Figure 5. Illustration of asymptotically infected individual solutions for six terms at given uncertainty
levels ϑ ∈ [1, 2] versus fractional order.
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Figure 6. Illustration of symptomatic infected individual solutions for six terms at given uncertainty
levels ϑ ∈ [1, 2] versus fractional order.

Figure 7. Illustration of recovered individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.
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Figure 8. Illustration of susceptible individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.

Figure 9. Illustration of exposed individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.
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Figure 10. Illustration of quarantined individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.

Figure 11. Illustration of asymptotically infected individual solutions for six terms at given uncer-
tainty levels ϑ ∈ [1, 2] versus fractional order.
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Figure 12. Illustration of symptomatic infected individual solutions for six terms at given uncertainty
levels ϑ ∈ [1, 2] versus fractional order.

Figure 13. Illustration of recovered individual solutions for six terms at given uncertainty levels
ϑ ∈ [1, 2] versus fractional order.

The susceptible population is shown in Figure 2, followed by the exposed population in
Figure 3, the quarantined population in Figure 4, the asymptotically infected population in
Figure 5, the symptomatically infected population in Figure 6, and the recovered population
in Figure 7 as a function of days at 1.65, 1.75, 1.85, and 1.95. The class gradually decreases
over a brief period of time, and the solution stabilizes. Using information from Table 3
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and a plot for time t in the range of 0 to 30, the four classes shown in Figures 8–13 were all
determined. Figure 8 shows the susceptible population versus days. Figures 9 show the
exposed population versus days, Figures 10 show the quarantined population versus days,
Figure 11 shows the quarantined population versus days, Figure 12 shows the symptomatic
infected population versus days, and Figure 13 shows the recovered population versus
days at 1.65, 1.75, 1.85, and 1.95.

7. Conclusions

In this paper, we investigated a mathematical model for COVID-19 under the Caputo
fractional-order derivative. The qualitative approach, basic reproductive quantity, and
equations of the proposed model were all addressed. The fixed point theory approach
was used to determine the existence and uniqueness of the involved solution. The Laplace
Adomian decomposition method was used to evaluate an approximation of a solution
to the model’s results. We ran computational modeling for our model and explained
the findings temporarily for numerous fractional-order derivative values. Our graphical
representations show that, compared to the conventional integer-order COVID-19 model,
the fractional-order derivative of the Caputo type enables a more precise assessment. To
predict the future spread of infectious diseases, the health department can apply the best
control methods. The concept of optimum control is applicable to the model that we are
considering. This problem is being worked on, and it will be covered in a subsequent
manuscript.
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Abstract: We study the existence and uniqueness of solutions for coupled Langevin differential
equations of fractional order with multipoint boundary conditions involving generalized Liouville–
Caputo fractional derivatives. Furthermore, we discuss Ulam–Hyers stability in the context of the
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1. Introduction

The study of operators of fractional order, including integral and derivative, over
either real or complex domains is the focus of fractional calculus. Due to its active de-
velopment and applications in the fields of physics, mechanics, chemistry, engineering,
etc., fractional differential equations (FDEs) have become a popular topic of study among
scholars. The books [1–7] are recommended for readers interested in the systematic devel-
opment of the topic. In mathematical physics, the Langevin equation (LE) is a potent tool
for modelling anomalous diffusion and other phenomena in a systematic way. Harmonic
oscillators, price index variations [8], and other related processes are examples of this
type of process. The theory of critical dynamics also extensively makes use of a general
Langevin equation for noise sources with correlations [9]. To comprehend the nature of
the quantum noise, a generalized Langevin equation (GLE) [10] can be employed. The
LE has a highly elegant and rich role in fractional systems, such as fractional reaction–
diffusion systems [11,12]. It is suggested that the fractional analogue of the standard LE,
also known as the stochastic differential equation, be used in cases where the separation
between microscopic and macroscopic time scales is not obvious; see, for instance, [13]. For
a GLE of fractional order of the Liouville–Caputo fractional derivative, the author of [14]
investigated moments, variances, location, and velocity correlation. Comparisons were
made between the outcomes and those obtained for the same GLE. The aforementioned
papers [15–21] and their relevant references contain recent studies on the LE with varied
boundary conditions. The study of fractional calculus has become a significant area of
study because of the multiple applications it has in the technical sciences, social sciences,
and engineering professions. Differential and integral operators based on a fractional order
are thought to be more realistic and useful than their integer-order counterparts because
they can show the history of ongoing phenomena and processes. Recently, the literature on
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the subject has included Hadamard, Caputo(Liouville–Caputo), Riemann–Liouville type
derivatives, among others, as well as FDEs. See citations [22–30], as well as the references,
for a few recent publications on the topic. The authors in [31] discussed the existence of
solutions for Langevin FDEs using Liouville–Caputo derivatives:

{
ρ
cDα

a+(
ρ
cDβ

a+ + λ)x(t) = f (t, x(t)), t ∈ J := [a, T],
λ ∈ R, 1 < α ≤ 2, 0 < β < 1, ρ > 0

(1)

{
x(a) = 0, x(η) = 0, x(T) = µρIγ

a+x(ξ), γ > 0, ρ > 0, (2)

where ρ
cDα

a+ , ρ
cDβ

a+ denote the generalized Liouville–Caputo fractional derivatives (GLCFD),
ρIγ

a+ is the generalized fractional integral (GFI). The main results were proven using
a fixed-point index theory. Applications to differential equations in science inevitably
lead to multipoint boundary value problems. A dynamical system with m degrees of
freedom, for instance, might have exactly m examples that are seen at m different times.
An m-point boundary value problem is a mathematical representation of such problems.
Multipoint problems for differential equations are a subset of interface problems and are
therefore amenable to a variety of solutions. The study of fractional differential equations
with multipoint boundary conditions has attracted the interest of numerous researchers
(see [32–35] and the references given therein). We demonstrate the existence, uniqueness
of solutions and Ulam–Hyers stability for the following generalized Langevin fractional
differential system with multipoint boundary conditions, which was inspired by previous
research, by utilizing the fixed-point theorems:

{
ρ
CD

ξ1
0+(

ρ
CD

ζ1
0+ + φ1)x(ι) = f (ι, x(ι), y(ι)), ι ∈ E := [0,S ],

ρ
CD

ξ2
0+(

ρ
CD

ζ2
0+ + φ2)y(ι) = g(ι, x(ι), y(ι)), ι ∈ E := [0,S ],

(3)

{
x(0) = 0, y(0) = 0, x(S) = ε ∑k

j=1 ς jy(vj), y(S) = π ∑k
j=1 $jx(σj),

0 < σ1 < v1 < · · · < σk < vk < S ,
(4)

where ρ
CD

ξ1
0+ , ρ

CD
ξ2
0+ , ρ

CD
ζ1
0+ , ρ

CD
ζ2
0+ are the GLCFD of order 1 < ξ1, ξ2 ≤ 2, 0 < ζ1, ζ2 < 1,

and f , g : E × R× R → R are continuous functions, ε, π ∈ R. The requirement states
that the unknown function’s value at the right endpoint of the specified interval, ι = S ,
must be proportional to its values on different multipoint values of unknown functions
with σj, vj, j = 1, 2, · · · k, where ς j, $j, j = 1, 2, · · · k are arbitrary constants. The GLCFD is
converted into the differentially effective Caputo sense when ρ = 1. It should be noticed
that the multipoint strip boundary condition in (4) is new in the context of generalized
Liouville–Caputo fractional differential equations and can be understood as the value of
a known function at S being proportional to the discrete values of the unknown func-
tion at vi, σi, i = 1, 2, . . . , k. By employing the fixed-point technique, we investigate the
existence and uniqueness solutions of nonlocal generalized Liouville–Caputo fractional
boundary value problem with discrete boundary conditions (3) and (4). Differently from
the above mentioned works, we obtain the Ulam–Hyers stability solutions of the nonlocal
boundary value problem of the generalized Liouville–Caputo type fractional differential
Equations (3) and (4) by using conventional functional analysis. To the best of our knowl-
edge, boundary value problems’ (BVPs) stability analysis is still in its early development.
The fundamental contribution of this research is to investigate the existence of Ulam–Hyers
stability solutions. In addition, we show the problems (3) and (4) used by the fixed-point
theorems of Leray–Schauder and Banach to demonstrate the existence and uniqueness of
the solutions. The remainder of the paper is structured as follows: In Section 2, we review
some fundamental ideas of fractional calculus and find the integral solutions to the given
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problems’ linear versions. The existence results for problems (3) and (4) derived by using
Leray–Schauder’s nonlinear alternative and Banach’s contraction mapping principle are
presented in Section 3. Section 4 looks at the Ulam–Hyers stability of the provided systems
(3) and (4) under particular circumstances. Examples are provided in Section 6 to further
clarify the study’s findings.

2. Preliminaries

This section begins with the fundamental definitions of fractional calculus. Later, we
demonstrate an auxiliary lemma that is crucial in formulating a fixed-point problem related
to the topic at hand. We define space P = {x(ι) : x(ι) ∈ C(E ,R)} equipped with the
norm ||x|| = sup{|x(ι)|, ι ∈ E} as a Banach space. Moreover, Q = {y(ι) : y(ι) ∈ C(E ,R)}
equipped with the norm ||y|| = sup{|y(ι)|, ι ∈ E} is a Banach space. Then, the product
space (P ×Q, ||(x, y)||) is also a Banach space with norm ||(x, y)|| = ||x||+ ||y||.

Definition 1 ([36]). The left- and right-sided GFIs of f ∈ Zy
b (c, d) of order ξ > 0 and ρ > 0, for

−∞ < c < ι < d < ∞, are defined as follows:

(ρIξ
c+ f )(ι) =

ρ1−ξ

Γ(ξ)

∫ ι

c

θρ−1

(ιρ − θρ)1−ξ
f (θ)dθ, (5)

(ρIζ
d− f )(ι) =

ρ1−ξ

Γ(ξ)

∫ d

ι

θρ−1

(θρ − ιρ)1−ξ
f (θ)dθ. (6)

Definition 2 ([37]). The generalized fractional derivatives (GFDs) which are associated with GFIs
(5) and (6), for 0 ≤ c < ι < d < ∞, are defined as follows:

(ρDζ
c+ f )(ι) =

(
ι1−ρ d

dι

)n
(ρIn−ζ

c+ f )(ι)

=
ρζ−n+1

Γ(n− ζ)

(
ι1−ρ d

dι

)n ∫ ι

c

θρ−1

(ιρ − θρ)ζ−n+1 f (θ)dθ, (7)

(ρDζ
d− f )(ι) =

(
−ι1−ρ d

dι

)n
(ρIn−ζ

d− f )(ι)

=
ρζ−n+1

Γ(n− ζ)

(
−ι1−ρ d

dι

)n ∫ d

ι

θρ−1

(ιρ − θρ)ζ−n+1 f (θ)dθ, (8)

if the integrals exist.

Definition 3 ([38]). The above GFDs define the left- and right-sided generalized Liouville–Caputo
type fractional derivatives of f ∈ ACn

γ [c, d] of order ζ ≥ 0

ρ
CD

ζ
c+ f (z) =ρ Dζ

c+

[
f (ι)−

n−1

∑
k=0

γk f (c)
k!

(
ιρ − cρ

ρ

)k
]
(z), γ = z1−ρ d

dz
, (9)

ρ
CD

ζ
d− f (z) =ρ Dζ

d−

[
f (ι)−

n−1

∑
k=0

(−1)kγk f (d)
k!

(
dρ − ιρ

ρ

)k
]
(z), γ = z1−ρ d

dz
, (10)

when n = [ζ] + 1.
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Lemma 1 ([38]). 1. If ζ /∈ N,

ρ
CD

ζ
c+ f (ι) =

1
Γ(n− ζ)

∫ ι

c

(
ιρ − θρ

ρ

)n−ζ−1 (γn f )(θ)dθ

θ1−ρ
=ρ In−ζ

c+ (γn f )(ι), (11)

ρ
CD

ζ
d− f (ι) =

1
Γ(n− ζ)

∫ d

ι

(
θρ − ιρ

ρ

)n−ζ−1 (−1)n(γn f )(θ)dθ

θ1−ρ
=ρ In−ζ

d− (γn f )(ι). (12)

2. If ζ ∈ N,

ρ
CD

ζ
c+ f = γn f , ρ

CD
ζ
d− f = (−1)nγn f . (13)

Lemma 2 ([38]). Let f ∈ ACn
γ [c, d] or Cn

γ [c, d] and ζ ∈ R. Then,

ρIζ
c+

ρ
CD

ζ
c+ f (ι) = f (ι)−

n−1

∑
k=0

γk f (c)
k!

(
ιρ − cρ

ρ

)k
,

ρIζ
d−

ρ
CD

ζ
d− f (ι) = f (ι)−

n−1

∑
k=0

(−1)kγk f (d)
k!

(
dρ − ιρ

ρ

)k
.

In particular, for 0 < ζ ≤ 1, we have

ρIζ
c+

ρ
CD

ζ
c+ f (ι) = f (ι)− f (c), ρIζ

d−
ρ
CD

ζ
d− f (ι) = f (ι)− f (d).

In order to facilitate the computation, we present the following notations:

Ê1 =
Sρζ1

ρζ1 Γ(ζ1 + 1)
, Ê2 =

π ∑k
j=1 $jσ

ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)
, (14)

E1 =
Sρζ2

ρζ2 Γ(ζ2 + 1)
, E2 =

ε ∑k
j=1 ς jv

ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)
, (15)

G = Ê1E2 − E1Ê2 6= 0, (16)

δ1(ι) =

(
ιρζ1

ρζ1 Γ(ζ1 + 1)G

)
, δ2(ι) =

(
ιρζ2

ρζ2 Γ(ζ2 + 1)G

)
. (17)

Lemma 3. Let f̂ , ĝ ∈ C(0,S) ∪ L(0,S), x, y ∈ AC2
γ(E), and Λ 6= 0. The solution of the system

of coupled Langevin fractional BVP:




ρ
CD

ξ1
0+(

ρ
CD

ζ1
0+ + φ1)x(ι) = f̂ (ι), ι ∈ E := [0,S ],

ρ
CD

ξ2
0+(

ρ
CD

ζ2
0+ + φ2)y(ι) = ĝ(ι), ι ∈ E := [0,S ],

x(0) = 0, y(0) = 0, x(S) = ε ∑k
j=1 ς jy(vj), y(S) = π ∑k

j=1 $jx(σj),

0 < σ1 < v1 < · · · < σk < vk < S ,

(18)

is given by
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x(ι) =ρ Iξ1+ζ1
0+ f̂ (ι)− φ

ρ
1I

ζ1
0+x(ι)

+ δ1(ι)

[
E2

(
ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)−ρ Iξ1+ζ1

0+ f̂ (S) + φ
ρ
1I

ζ1
0+x(S)

)
(19)

+ E1

(
π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj)−ρ Iξ2+ζ2

0+ ĝ(S) + φ
ρ
2I

ζ2
0+y(S)

)]

and

y(ι) =ρ Iξ2+ζ2
0+ ĝ(ι)− φ

ρ
2I

ζ2
0+y(ι)

+ δ2(ι)

[
Ê2

(
ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)−ρ Iξ1+ζ1

0+ f̂ (S) + φ
ρ
1I

ζ1
0+x(S)

)
(20)

+ Ê1

(
π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj)−ρ Iξ2+ζ2

0+ ĝ(S) + φ
ρ
2I

ζ2
0+y(S)

)]
.

Proof. Applying operators ρIξ1
0+ ,ρ Iξ2

0+ to (18) and using Lemma 2, we get

(
ρ
CD

ζ1
0+ + φ1)x(ι) =ρ Iξ1

0+ f̂ (ι) + a1, (21)

(
ρ
CD

ζ2
0+ + φ2)y(ι) =ρ Iξ2

0+ ĝ(ι) + b1, (22)

respectively, for some a1, b1 ∈ R. When ρIζ1
0+ ,ρ Iζ2

0+ are applied to the FDEs in (21) and (22),
the solution of the Langevin FDEs in (18) for ι ∈ E is

x(ι) =ρ Iξ1+ζ1
0+ f̂ (ι)− φ

ρ
1I

ζ1
0+x(ι) + a1

ιρζ1

ρζ1 Γ(ζ1 + 1)
+ a2, (23)

y(ι) =ρ Iξ2+ζ2
0+ ĝ(ι)− φ

ρ
2I

ζ2
0+y(ι) + b1

ιρζ2

ρζ2 Γ(ζ2 + 1)
+ b2, (24)

respectively, for some a2, b2 ∈ R. By utilizing the conditions x(0) = y(0) = 0 in
(23) and (24), respectively, we get a2 = b2 = 0. Then, using the multipoint boundary
conditions, we get:

k

∑
j=1

$jx(σj) =
k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− φ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj) + a1

k

∑
j=1

$jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)
, (25)

k

∑
j=1

ς jy(vj) =
k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− φ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj) + b1

k

∑
j=1

ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)
, (26)

which, when combined with the boundary conditions x(S) = ε ∑k
j=1 y(vj),

y(S) = π ∑k
j=1 x(σj), gives the following results:
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ρIξ1+ζ1
0+ f̂ (S)− φ

ρ
1I

ζ1
0+x(S) + a1

Sρζ1

ρζ1 Γ(ζ1 + 1)
= ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)

+b1ε
k

∑
j=1

ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)
, (27)

ρIξ2+ζ2
0+ ĝ(S)− φ

ρ
2I

ζ2
0+y(S) + b1

Sρζ2

ρζ2 Γ(ζ2 + 1)
= π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj)

+a1π
k

∑
j=1

$jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)
. (28)

Next, we obtain

a1Ê1 − b1E1 = ε
k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)−ρ Iξ1+ζ1

0+ f̂ (S) + φ
ρ
1I

ζ1
0+x(S), (29)

b1E2 − a2Ê2 = π
k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj)−ρ Iξ2+ζ2

0+ ĝ(S) + φ
ρ
2I

ζ2
0+y(S), (30)

using the notations (15) in (27) and (28), respectively. When the system of equations is
solved, we find that (29) and (30) for a1 and b1 are

a1 =
1
G

[
E2

(
ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)−ρ Iξ1+ζ1

0+ f̂ (S) + φ
ρ
1I

ζ1
0+x(S)

)

+ E1

(
π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj)−ρ Iξ2+ζ2

0+ ĝ(S) + φ
ρ
2I

ζ2
0+y(S)

)]
, (31)

b1 =
1
G

[
Ê2

(
ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ ĝ(vj)− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)−ρ Iξ1+ζ1

0+ f̂ (S) + φ
ρ
1I

ζ1
0+x(S)

)

+ Ê1

(
π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f̂ (σj)− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj)−ρ Iξ2+ζ2

0+ ĝ(S) + φ
ρ
2I

ζ2
0+y(S)

)]
. (32)

Substituting the values of a1, b1 in (23) and (24), respectively, we obtain the BVP
solution (18).

3. Main Results

We propose a fixed-point problem relevant to the problem in Lemma 3 as follows:
Ψ : P ×Q → P ×Q by

Ψ(x, y)(ι) = (Ψ1(x, y)(ι), Ψ2(x, y)(ι)), (33)

where
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Ψ1(x, y)(ι) =ρIξ1+ζ1
0+ f (ι, x(ι), y(ι))− φ

ρ
1I

ζ1
0+x(ι) + δ1(ι)

[
E2

(
ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ g(vj, x(vj), y(vj))

− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)− ρIξ1+ζ1

0+ f (S , x(S), y(S)) + φ
ρ
1I

ζ1
0+x(S)

)

+ E1

(
π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f (σj, x(σj), y(σj))− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj) (34)

− ρIξ2+ζ2
0+ g(S , x(S), y(S)) + φ

ρ
2I

ζ2
0+y(S)

)]
,

Ψ2(x, y)(ι) =ρIξ2+ζ2
0+ g(ι, x(ι), y(ι))− φ

ρ
2I

ζ2
0+y(ι) + δ2(ι)

[
Ê2

(
ε

k

∑
j=1

ς j
ρIξ2+ζ2

0+ g(vj, x(vj), y(vj))

− εφ2

k

∑
j=1

ς
ρ
j I

ζ2
0+y(vj)−ρ Iξ1+ζ1

0+ f (S , x(S), y(S)) + φ
ρ
1I

ζ1
0+x(S)

)

+ Ê1

(
π

k

∑
j=1

$j
ρIξ1+ζ1

0+ f (σj, x(σj), y(σj))− πφ1

k

∑
j=1

$
ρ
j I

ζ1
0+x(σj) (35)

−ρ Iξ2+ζ2
0+ g(S , x(S), y(S)) + φ

ρ
2I

ζ2
0+y(S)

)]
.

For brevity, we use these notations:

U1 =

(
Sρ(ξ1+ζ1)(1 + |δ1||E2|)

)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
, (36)

V1 = |δ1|
(

|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)
, (37)

Û1 = |φ1|
((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
, (38)

V̂1 = |δ1||φ2|
(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
, (39)

U2 = |δ2|
(

Sρ(ξ1+ζ1)|Ê2|
ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

+
|π||Ê1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

)
, (40)

V2 =
(1 + |δ2||Ê1|)Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
, (41)
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Û2 = |δ2||φ1|
(
Sρζ1 |Ê2|

ρζ1 Γ(ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
, (42)

V̂2 = |φ2|
(
(1 + |δ2||Ê1|)Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
, (43)

Φ = min{1− [ψ1(U1 + U2) + ψ̂1(V1 + V2) + Û1 + Û2],

1− [ψ2(U1 + U2) + ψ̂2(V1 + V2) + V̂1 + V̂2]}. (44)

Let f , g : E ×R×R→ R be continuous functions.

• (A1) there exist constants ψm, ψ̂m ≥ 0(m = 1, 2) and ψ0, ψ̂0 > 0 such that

| f (ι, o1, o2)| ≤ ψ0 + ψ1|o1|+ ψ2|o2|,
|g(ι, o1, o2)| ≤ ψ̂0 + ψ̂1|o1|+ ψ̂2|o2|, ∀om ∈ R, m = 1, 2.

• (A2) there exist constants ψm, ψ̂m ≥ 0(m = 1, 2) such that

| f (ι, o1, o2)− f (ι, ô1, ô2)| ≤ψ1|o1 − ô1|+ ψ2|o2 − ô2|,
|g(ι, o1, o2)− g(ι, ô1, ô2)| ≤ψ̂1|o1 − ô1|+ ψ̂2|o2 − ô2|, ∀om, ôm ∈ R, m = 1, 2.

Theorem 1. If the assumption (A1) is satisfied, then the problem in (3) and (4) has at least one
solution on E if ψ1(U1 + U2) + ψ̂1(V1 + V2) + Û1 + Û2 < 1, ψ2(U1 + U2) + ψ̂2(V1 + V2) +

V̂1 + V̂2 < 1, where U1,V1, Û1, V̂1,U2,V2, Û2, V̂2 are given by (36)–(43), respectively.

Proof. In the first phase, we define operator Ψ : P ×Q → P ×Q as being completely
continuous. The operators Ψ1 and Ψ2 are continuous because the functions f and g are
continuous. The operator Ψ is continuous as a result. For the purpose of illustrating how
the uniformly bounded operator Ψ works, consider the bounded set Ψ ⊂ P ×Q. Then,
N̂1 and N̂2 are positive constants such that | f (ι, x(ι), y(ι))| ≤ N̂1, |g(ι, x(ι), y(ι))| ≤ N̂2,
∀(x, y) ∈ Ψ. Then, we have

|Ψ1(x, y)(ι)| ≤ρIξ1+ζ1
0+ | f (ι, x(ι), y(ι))|+ |φ1|ρIζ1

0+ |x(ι)|

+ |δ1(ι)|
[
|E2|

(
|ε|

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ |g(vj, x(vj), y(vj))|

+ |ε||φ2|
k

∑
j=1

ς j
ρIζ2

0+ |y(vj)|+ ρIξ1+ζ1
0+ | f (S , x(S), y(S))|+ |φ1|ρIζ1

0+ |x(S)|
)

+ |E1|
(
|π|

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ | f (σj, x(σj), y(σj))|+ |π||φ1|

k

∑
j=1

$j
ρIζ1

0+ |x(σj)|

+ ρIξ2+ζ2
0+ |g(S , x(S), y(S))|+ |φ2|ρIζ2

0+ |y(S)|
)]

≤ N̂1





(
Sρ(ξ1+ζ1)(1 + |δ1||E2|)

)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)




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+ N̂2



|δ1|

(
|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)


+



|φ1|

((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
‖x‖

+



|δ1||φ2|

(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
‖y‖,

when taking the norm and using (36)–(39), which yields for (x, y) ∈ Ψ,

||Ψ1(x, y)|| ≤ U1N̂1 + Û1‖x‖+ V1N̂2 + V̂1‖y‖. (45)

Likewise, we obtain

||Ψ2(x, y)|| ≤N̂2




(1 + |δ2||Ê1|)Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)





+ N̂1



|δ2|

(
Sρ(ξ1+ζ1)|Ê2|

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

)


+



|φ2|

(
(1 + |δ2||Ê1|)Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
‖y‖ (46)

+



|δ2||φ1|

(
Sρζ1 |Ê2|

ρζ1 Γ(ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
‖x‖

≤U2N̂1 + Û2‖x‖+ V2N̂2 + V̂2‖y‖,

using (40)–(43). We may infer that Ψ1 and Ψ2 are uniformly bounded based on the inequali-
ties (45) and (46), which means that the operator Ψ is also uniformly bounded. Following
that, we demonstrate that Ψ is equicontinuous. Let ι1, ι2 ∈ E with ι1 < ι2. Then, we have

|Ψ1(x, y)(ι2)−Ψ1(x, y)(ι1)|
≤ |ρIξ1+ζ1

0+ f (ι2, x(ι2), y(ι2))− ρIξ1+ζ1
0+ f (ι1, x(ι1), y(ι1))|+ |φ1||ρIζ1

0+x(ι2)− ρIζ1
0+x(ι1)|

+ |δ1(ι2)− δ1(ι1)|
[
|E2|

(
|ε|

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ |g(vj, x(vj), y(vj))|

+ |ε||φ2|
k

∑
j=1

ς j
ρIζ2

0+ |y(vj)|+ ρIξ1+ζ1
0+ | f (S , x(S), y(S))|+ |φ1|ρIζ1

0+ |x(S)|
)

+ |E1|
(
|π|

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ | f (σj, x(σj), y(σj))|+ |π||φ1|

k

∑
j=1

$j
ρIζ1

0+ |x(σj)|

+ ρIξ2+ζ2
0+ |g(S , x(S), y(S))|+ |φ2|ρIζ2

0+ |y(S)|
)]

≤ρ1−(ξ1+ζ1)N̂1

Γ(ξ1 + ζ1)

∣∣∣∣∣
∫ ι1

0

[
θρ−1

(ι
ρ
2 − θρ)1−(ξ1+ζ1)

− θρ−1

(ι
ρ
1 − θρ)1−(ξ1+ζ1)

]
dθ

+
∫ ι2

ι1

θρ−1

(ι
ρ
2 − θρ)1−(ζ1)

dθ

∣∣∣∣∣
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ρ1−(ζ1)‖x‖
Γ(ζ1)

∣∣∣∣∣
∫ ι1

0

[
θρ−1

(ι
ρ
2 − θρ)1−(ζ1)

− θρ−1

(ι
ρ
1 − θρ)1−(ζ1)

]
dθ

+
∫ ι2

ι1

θρ−1

(ι
ρ
2 − θρ)1−(ζ1)

dθ

∣∣∣∣∣ (47)

+ |δ1(ι2)− δ1(ι1)|
[
N̂1





(
Sρ(ξ1+ζ1)(|δ1||E2|)

)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)





+ N̂2



|δ1|

(
|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)


+



|φ1|

((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
‖x‖

+



|δ1||φ2|

(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
‖y‖

]

→ 0 as ι2 → ι1.

independent of (x, y) with respect to | f (ι, x(ι1), y(ι1))| ≤ N̂1 and |g(ι, x(ι1), y(ι1))| ≤ N̂2.
Similarly, we can express |Ψ2(x, y)(ι2)−Ψ2(x, y)(ι1)| → 0 as ι2 → ι1 independent of (x, y)
in terms of the boundedness of f and g. The operator Ψ is equicontinuous due to the
equicontinuity of Ψ1 and Ψ2. The operator is compact as a result of the Arzela–Ascoli
theorem. Finally, we show that the set Π(Ψ) = {(x, y) ∈ P × Q : λΨ(x, y); 0 < λ <
1} is bounded. Let (x, y) ∈ Π(Ψ). Then, (x, y) = λΨ(x, y). For any ι ∈ E , we have
x(ι) = λΨ1(x, y)(ι), y(ι) = λΨ2(x, y)(ι). By utilizing (A1) in (34), we obtain

|x(ι)| ≤ρIξ1+ζ1
0+ (ψ0, ψ1|x(ι)|, ψ2|y(ι)|) + |φ1|ρIζ1

0+ |x(ι)|

+ |δ1(ι)|
[
|E2|

(
|ε|

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ (ψ̂0 + ψ̂1|x(vj)|+ ψ̂2|y(vj)|)

+ |ε||φ2|
k

∑
j=1

ς j
ρIζ2

0+ |y(vj)|+ ρIξ1+ζ1
0+ (ψ0, ψ1|x(S)|, ψ2|y(S)|) + |φ1|ρIζ1

0+ |x(S)|
)

+ |E1|
(
|π|

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ (ψ0, ψ1|x(σj)|, ψ2|y(σj)|) + |π||φ1|

k

∑
j=1

$j
ρIζ1

0+ |x(σj)|

+ ρIξ2+ζ2
0+ (ψ̂0 + ψ̂1|x(S)|+ ψ̂2|y(S)|) + |φ2|ρIζ2

0+ |y(S)|
)]

,

which is obtained when the norm for ι ∈ E is taken,

||x|| ≤ (ψ0 + ψ1||x||+ ψ2||y||)U1 + (ψ̂0 + ψ̂1||x||+ ψ̂2||y||)V1 + ‖x‖Û1 + ‖y‖V̂1. (48)

Likewise, we have the ability to get

||y|| ≤ (ψ̂0 + ψ̂1||x||+ ψ̂2||y||)V2 + (ψ0 + ψ1||x||+ ψ2||y||)U2 + ‖x‖Û2 + ‖y‖V̂2. (49)

From (48) and (49), we get

||x||+ ||y|| =ψ0(U1 + U2) + ψ̂0(V1 + V2) + ||x||
[
ψ1(U1 + U2) + ψ̂1(V1 + V2) + Û1 + Û2

]

+ ||y||
[
ψ1(U1 + U2) + ψ̂1(V1 + V2) + V̂1 + V̂2

]
,
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which results, with ||(x, y)|| = ||x||+ ||y||, in

||(x, y)|| ≤ ψ0(U1 + U2) + ψ̂0(V1 + V2)

Φ
.

Thus, Π(Ψ) is bounded. Hence the operator Ψ has a fixed point by Leray–Schauder’s
nonlinear alternative [39], which corresponds to at least one solution of the problem in (3)
and (4) on E .

Theorem 2. If the assumption (A2) is satisfied, then the problem in (3) and (4) has a unique
solution on E , and there exist S1,S2 > 0 such that | f (ι, 0, 0)| ≤ S1, |g(ι, 0, 0)| ≤ S2, Then,
given that

(U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2) + (Û1 + Û2) + (V̂1 + V̂2) < 1, (50)

where U1,V1, Û1, V̂1,U2,V2, Û2, V̂2 are given by (36)–(43), respectively.

Proof. Let us fix ϕ ≤ (U1+U2)S1+(V1+V2)S2

1−((U1+U2)(ψ1+ψ2)+(V1+V2)(ψ̂1+ψ̂2)+Û2)+(V̂1+V̂2))
and demonstrate that

ΨBϕ ⊂ Bϕ when operator Ψ is given by (33) and Bϕ = {(x, y) ∈ P ×Q : ||(x, y)|| ≤ ϕ}.
For (x, y) ∈ Bϕ, ι ∈ E

| f (ι, x(ι), y(ι))| ≤ ψ1|x(ι)|+ ψ2|y(ι)|+ S1

≤ ψ1||x||+ ψ2||y||+ S1,

and

|g(ι, x(ι), y(ι))| ≤ ψ̂1|x(ι)|+ ψ̂2|y(ι)|+ S2

≤ ψ̂1||x||+ ψ̂2||y||+ S2. (51)

This leads to

|Ψ1(x, y)(ι)|
≤ρIξ1+ζ1

0+ | f (ι, x(ι), y(ι))− f (ι, 0, 0)|+ | f (ι, 0, 0)|+ |φ1|ρIζ1
0+ |x(ι)|

+ |δ1(ι)|
[
|E2|

(
|ε|

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ |g((vj, x(vj), y(vj))− g(vj, 0, 0)|+ |g(vj, 0, 0)|)

+ |ε||φ2|
k

∑
j=1

ς j
ρIζ2

0+ |y(vj)|+ ρIξ1+ζ1
0+ | f (S , x(S), y(S))− f (S , 0, 0)|+ | f (S , 0, 0)|

+ |φ1|ρIζ1
0+ |x(S)|

)

+ |E1|
(
|π|

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ | f (σj, x(σj), y(σj))− f (σj, 0, 0)|+ | f (σj, 0, 0)|

+ |π||φ1|
k

∑
j=1

$j
ρIζ1

0+ |x(σj)|

+ ρIξ2+ζ2
0+ |g((S , x(S), y(S))− g(S , 0, 0)|+ |g(S , 0, 0)|) + |φ2|ρIζ2

0+ |y(S)|
)]

≤(ψ1||x||+ ψ2||y||+ S1)





(
Sρ(ξ1+ζ1)(1 + |δ1||E2|)

)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)




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+ (ψ̂1||x||+ ψ̂2||y||+ S2)



|δ1|

(
|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)


+



|φ1|

((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
‖x‖

+



|δ1||φ2|

(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
‖y‖

||Ψ1(x, y)|| ≤ (ψ1||x||+ ψ2||y||+ S1)U1 + (ψ̂1||x||+ ψ̂2||y||+ S2)V1 + ‖x‖Û1 + ‖y‖V̂1. (52)

Similarly, we obtain

|Ψ2(x, y)(ι)| ≤(ψ̂1||x||+ ψ̂2||y||+ S2)




(1 + |δ2||Ê1|)Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)





+ (ψ1||x||+ ψ2||y||+ S1)



|δ2|

(
Sρ(ξ1+ζ1)|Ê2|

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

)


+



|φ2|

(
(1 + |δ2||Ê1|)Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
‖y‖ (53)

+



|δ2||φ1|

(
Sρζ1 |Ê2|

ρζ1 Γ(ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
‖x‖

||Ψ2(x, y)|| ≤(ψ̂1||x||+ ψ̂2||y||+ S2)K2 + (ψ1||x||+ ψ2||y||+ S1)J2 + ‖x‖Û2 + ‖y‖V̂2.

As a result, (52) and (53) follow ||Ψ(x, y)|| ≤ ϕ, and thus ΨBϕ ⊂ Bϕ. Now, for
(x1, y1), (x2, y2) ∈ P ×Q and any ι ∈ E , we get

|Ψ1(x1, y1)(ι)−Ψ1(x2, y2)(ι)|
≤ρIξ1+ζ1

0+ | f (ι, x1(ι), y1(ι))− f (ι, x2(ι), y2(ι))|+ |φ1|ρIζ1
0+ |x1(ι)− x2(ι)|

+ |δ1(ι)|
[
|E2|

(
|ε|

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ |g(vj, x1(vj), y1(vj))− g(vj, x2(vj), y2(vj))|

+ |ε||φ2|
k

∑
j=1

$j
ρIζ2

0+ |y1(vj)− y2(vj)|

+ ρIξ1+ζ1
0+ | f (S , x1(S), y1(S))− f (S , x2(S), y2(S))|+ |φ1|ρIζ1

0+ |x1(S)− x2(S)|
)

+ |E1|
(
|π|

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ | f (σj, x1(σj), y1(σj))− f (σj, x2(σj), y2(σj))|

+ |π||φ1|
k

∑
j=1

$j
ρIζ1

0+ |x1(σj)− x2(σj)|

+ ρIξ2+ζ2
0+ |g(S , x1(S), y1(S))− g(S , x2(S), y2(S))|+ |φ2|ρIζ2

0+ |y1(S)− y2(S)|
)]

161



Symmetry 2023, 15, 198

≤(ψ1||x1 − x2||+ ψ2||y1 − y2||)





(
Sρ(ξ1+ζ1)(1 + |δ1||E2|)

)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)





+ (ψ̂1||x1 − x2||+ ψ̂2||y1 − y2||)



|δ1|

(
|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)


+



|φ1|

((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
||x1 − x2||

+



|δ1||φ2|

(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
||y1 − y2||

≤ (U1(ψ1 + ψ2) + V1(ψ̂1 + ψ̂2) + Û1 + V̂1)(||x1 − x2||+ ||y1 − y2||).

Similarly, we obtain

|Ψ2(x1, y1)(ι)−Ψ2(x2, y2)(ι)|

≤(ψ̂1||x1 − x2||+ ψ̂2||y1 − y2||)




(1 + |δ2||Ê1|)Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)





+ (ψ1||x1 − x2||+ ψ2||y1 − y2||)



|δ2|

(
Sρ(ξ1+ζ1)|Ê2|

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

)


+



|φ2|

(
(1 + |δ2||Ê1|)Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
||y1 − y2||

+



|δ2||φ1|

(
Sρζ1 |Ê2|

ρζ1 Γ(ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
||x1 − x2||

≤ (U2(ψ1 + ψ2) + V2(ψ̂1 + ψ̂2) + Û2 + V̂2)(||x1 − x2||+ ||y1 − y2||).

Thus, we obtain

||Ψ1(x1, y1)(ι)−Ψ1(x2, y2)(ι)|| ≤ (U1(ψ1 + ψ2) + V1(ψ̂1 + ψ̂2) + Û1 + V̂1)

(||x1 − x2||+ ||y1 − y2||). (54)

In a similar manner,

||Ψ2(x1, y1)(ι)−Ψ2(x2, y2)(ι)|| ≤ (U2(ψ1 + ψ2) + V2(ψ̂1 + ψ̂2) + Û2 + V̂2)

(||x1 − x2||+ ||y1 − y2||). (55)

Hence, using (54) and (55) we can get

||Ψ(x1, y1)(ι)−Ψ(x2, y2)(ι)|| ≤ ((U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2)

+(Û1 + Û2) + (V̂1 + V̂2))(||x1 − x2||+ ||y1 − y2||).

As a consequence of condition ((U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2) + (Û1 +

Û2) + (V̂1 + V̂2)) < 1, Ψ is a contraction operator. Hence, the operator has a unique fixed
point by Banach’s contraction principle [39], which corresponds to a unique solution of the
problem in (3) and (4).
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4. Example

Consider the following system of coupled generalized Liouville–Caputo type Langevin
FDEs: 




39
50
C D

63
50
0+(

39
50
C D

3
5
0+ + 1

100 )x(ι) = f (ι, x(ι), y(ι)), ι ∈ E := [0, 1],
39
50
C D

44
25
0+(

39
50
C D

17
20
0+ + 1

150 )y(ι) = g(ι, x(ι), y(ι)), ι ∈ E := [0, 1],
(56)

augmented with boundary conditions
{

x(0) = 0, y(0) = 0, x(1) = 9
50 ∑k

j=1 ς jy(vj), y(1) = 4
25 ∑k

j=1 $jx(σj), (57)

where ξ1 = 63
50 , ξ2 = 44

25 , ζ1 = 3
5 , ζ2 = 17

20 , ρ = 39
50 ,S = 1, ε = 9

50 , π = 4
25 , v1 = 8

25 , v2 =
21
50 , v3 = 13

25 , v4 = 31
50 , σ1 = 7

20 , σ2 = 9
20 , σ3 = 11

20 , σ4 = 13
20 , ς1 = 6

25 , ς2 = 17
50 , ς3 = 11

25 , ς4 =
12
25 , $1 = 7

50 , $2 = 4
25 , $3 = 1

5 , $4 = 11
50 , and

f (ι, x(ι), y(ι)) =
(ι + 1)

200

( |y(ι)|
1 + |y(ι)| +

1
4

cos(x(ι)) + 5ι

)
, (58)

g(ι, x(ι), y(ι)) =
e−ι

100

(
1 +
√

ι

4
+

1
7

cos(y(ι)) +
|x(ι)|

3(1 + |x(ι)|)

)
. (59)

with ψ0 = 1
40 , ψ1 = 1

800 , ψ2 = 1
200 , ψ̂0 = 1

400 , ψ̂1 = 1
300 , and ψ̂2 = 1

700 , using condition (A1).
Next, we find that U1 = 7.17720698699361,V1 = 15.76278111144004,
U2 = 3.062775121234468,V2 = 17.146905979118152, Û1 = 0.06427770462505382,
V̂1 = 0.12551798367318132, Û2 = 0.030350664250901854, V̂2 = 0.1356913209638917,
Ui,Vi, Ûi, V̂i(i = 1, 2) are, respectively, given by (36)–(43). Thus, ψ1(U1 + U2) + ψ̂1(V1 +

V2) + Û1 + Û2 u 0.21712730347976808 < 1, ψ2(U1 + U2) + ψ̂2(V1 + V2) + V̂1 + V̂2 u
0.35942305387901086 < 1, and there is at least one solution for the problem in (56) and (57)
on [0, 1] with f and g, which are, respectively, given by (58) and (59). Additionally, all of
the requirements of Theorem 1 have been satisfied.

Moreover, we employ

f (ι, x(ι), y(ι)) =
ι

20
+

1
500

|y(ι)|
1 + |y(ι)| +

3
800

cos(x(ι)), (60)

g(ι, x(ι), y(ι)) =
(e−ι + 1)

50
+

1
400

cos(y(ι)) +
1

700
|x(ι)|

1 + |x(ι)| , (61)

to illustrate Theorem 2. Using assumption (A2) with ψ1 = 3
800 , ψ2 = 1

500 , ψ̂1 = 1
700 , and

ψ̂2 = 1
400 . The assumptions of Theorem 2 are also satisfied with (U1 + U2)(ψ1 + ψ2) + (V1 +

V2)(ψ̂1 + ψ̂2) + (Û1 + Û2) + (V̂1 + V̂2) u 0.5440056270625331 < 1. Consequently, there
exists a unique solution on [0, 1] to the problem in (56) and (57) with f and g supplied by
(60) and (61), respectively, according to Theorem 2.

For brevity, we use these notations:

U1 =

(
Sρ(ξ1+ζ1)(1 + |δ1||E2|)

)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

+|φ1|
((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
, (62)
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V1 = |δ1|
(

|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)

+|δ1||φ2|
(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
, (63)

U2 = |δ2|
(

Sρ(ξ1+ζ1)|Ê2|
ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

+
|π||Ê1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

)

+|δ2||φ1|
(
Sρζ1 |Ê2|

ρζ1 Γ(ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)
, (64)

V2 =
(1 + |δ2||Ê1|)Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

+|φ2|
(
(1 + |δ2||Ê1|)Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)
, (65)

5. Ulam–Hyers Stability Results

With the help of an integral formulation of the solution provided by

x(ι) = Ψ1(x, y)(ι), y(ι) = Ψ2(x, y)(ι), (66)

where Ψ1 and Ψ2 are given by (34) and (35), we analyse the Ulam–Hyers stability for
problem (3) in this section. Consider the following definitions of nonlinear operators

H1,H2 ∈ C(E ,R)× C(E ,R)→ C(E ,R),
{

ρ
CD

ξ1
0+(

ρ
CD

ζ1
0+ + φ1)x(ι)− f (ι, x(ι), y(ι)) = H1(x, y)(ι), ι ∈ E ,

ρ
CD

ξ2
0+(

ρ
CD

ζ2
0+ + φ2)y(ι)− g(ι, x(ι), y(ι)) = H1(x, y)(ι), ι ∈ E .

For some λ̂1, λ̂2 > 0, taking into consideration the following inequality

||H1(x, y)|| ≤ λ̂1, ||H2(x, y)|| ≤ λ̂2, (67)

Definition 4. the system in (3) and (4) is UHS if V1,V2 > 0 and ∃ a unique solution (x, y) ∈
C(E ,R) of the problem in (3) and (4) with

||(x, y)− (x∗, y∗)|| ≤ V1λ̂1 + V2λ̂2,

∀(x, y) ∈ C(E ,R) of inequality (67).

Theorem 3. If assumption (A2) is satisfied, then the BVP (3) and (4) is UHS.

Proof. Let (x, y) ∈ C(E ,R)× C(E ,R) be the solution of the BVP (3) and (4) satisfying (34)
and (35). Let (x, y) be any solution satisfying (67):

{
ρ
CD

ξ1
0+(

ρ
CD

ζ1
0+ + φ1)x(ι) = f (ι, x(ι), y(ι)) +H1(x, y)(ι), ι ∈ E ,

ρ
CD

ξ2
0+(

ρ
CD

ζ2
0+ + φ2)y(ι) = g(ι, x(ι), y(ι)) +H1(x, y)(ι), ι ∈ E ,
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thus,

x∗(ι) = Ψ1(x∗, y∗)(ι) +ρ Iξ1+ζ1
0+ H1(x, y)(ι)− φ

ρ
1I

ζ1
0+x(ι)

+ δ1(ι)

[
E2

(
ε

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ H2(x, y)(vj)

− εφ2

k

∑
j=1

ς j
ρIζ2

0+y(vj)− ρIξ1+ζ1
0+ H1(x, y)(S) + φ

ρ
1I

ζ1
0+x(S)

)

+ E1

(
π

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ H1(x, y)(σj)− πφ1

k

∑
j=1

$j
ρIζ1

0+x(σj)

− ρIξ2+ζ2
0+ H2(x, y)(S) + φ

ρ
2I

ζ2
0+y(S)

)]
.

It follows that

|Ψ1(x∗, y∗)(ι)− x∗(ι)|
≤ρIξ1+ζ1

0+ |H1(x, y)(ι)|+ |φ1|ρIζ1
0+ |x(ι)|

+ |δ1(ι)|
[
|E2|

(
|ε|

k

∑
j=1

ς
ρ
j I

ξ2+ζ2
0+ |H2(x, y)(vj)|

+ |ε||φ2|
k

∑
j=1

ς j
ρIζ2

0+ |y(vj)|+ ρIξ1+ζ1
0+ |H1(x, y)(S)|+ |φ1|ρIζ1

0+ |x(S)|
)

+ |E1|
(
|π|

k

∑
j=1

$
ρ
j I

ξ1+ζ1
0+ H1(x, y)(σj) + |π||φ1|

k

∑
j=1

$j
ρIζ1

0+ |x(σj)|

+ ρIξ2+ζ2
0+ |H2(x, y)(S)|+ |φ2|ρIζ2

0+ |y(S)|
)]

≤ λ̂1

{(Sρ(ξ1+ζ1)(1 + |δ1||E2|)
)

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

+ |φ1|
((
Sρζ1(1 + |δ1||E2|)

)

ρζ1 Γ(ζ1 + 1)
+
|δ1||π||E1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)}

+ λ̂2

{
|δ1|
(

|E1|Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

)

+ |δ1||φ2|
(
|E1|Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|E2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)}

≤U1λ̂1 + V1λ̂2.

Similarly , we obtain
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|Ψ2(x∗, y∗)(ι)− y∗(ι)|

≤λ̂2

{
(1 + |δ2||Ê1|)Sρ(ξ2+ζ2)

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ξ2+ζ2)
j

ρξ2+ζ2 Γ(ξ2 + ζ2 + 1)

+ |φ2|
(
(1 + |δ2||Ê1|)Sρζ2

ρζ2 Γ(ζ2 + 1)
+
|δ2||Ê2||ε|∑k

j=1 ς jv
ρ(ζ2)
j

ρζ2 Γ(ζ2 + 1)

)}

+ λ̂1

{
|δ2|
(

Sρ(ξ1+ζ1)|Ê2|
ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

+
|π||Ê1|∑k

j=1 $jσ
ρ(ξ1+ζ1)
j

ρξ1+ζ1 Γ(ξ1 + ζ1 + 1)

)

+ |δ2||φ1|
(
Sρζ1 |Ê2|

ρζ1 Γ(ζ1 + 1)
+
|π||Ê1|∑k

j=1 $jσ
ρ(ζ1)
j

ρζ1 Γ(ζ1 + 1)

)}

≤U2λ̂1 + V2λ̂2,

where U1,V1,U2, and V2 are defined in (62)–(65), respectively. Consequently, based on the
fixed-point property of the operator Ψ, provided in (34) and (35), we derive

|x(ι)− x∗(ι)| =|x(ι)−Ψ1(x∗, y∗)(ι) + Ψ1(x∗, y∗)(ι)− x∗(ι)|
≤|Ψ1(x, y)(ι)−Ψ1(x∗, y∗)(ι)|+ |Ψ1(x∗, y∗)(ι)− x∗(ι)|
≤((U1ψ1 + V1ψ̂1) + (U1ψ2 + V1ψ̂2))||(x, y)− (x∗, y∗)|| (68)

+ U1λ̂1 + V1λ̂2.

|y(ι)− y∗(ι)| =|y(ι)−Ψ2(x∗, y∗)(ι) + Ψ2(x∗, y∗)(ι)− y∗(ι)|
≤|Ψ2(x, y)(ι)−Ψ2(x∗, y∗)(ι)|+ |Ψ2(x∗, y∗)(ι)− y∗(ι)|
≤((U2ψ1 + V2ψ̂1) + (U2ψ2 + V2ψ̂2))||(x, y)− (x∗, y∗)|| (69)

+ U2λ̂1 + V2λ̂2.

From the above equations (68) and (69) it follows that

||(x, y)− (x∗, y∗)|| ≤(U1 + U2)λ̂1 + (V1 + V2)λ̂2

+ ((U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2))||(x, y)− (x∗, y∗)||.

||(x, y)− (x∗, y∗)|| ≤ (U1 + U2)λ̂1 + (V1 + V2)λ̂2

1− ((U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2))

≤V1λ̂1 + V2λ̂2,

with

V1 =
U1 + U2

1− ((U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2))
,

V2 =
V1 + V2

1− ((U1 + U2)(ψ1 + ψ2) + (V1 + V2)(ψ̂1 + ψ̂2))
.

Thus, the BVP (3) and (4) is UHS.
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6. Example

Consider the following system of coupled generalized Liouville–Caputo type Langevin
FDEs:





39
50
C D

63
50
0+(

39
50
C D

3
5
0+ + 1

100 )x(ι) =
√

ι
30 + 1

40(16+ι)
|y(ι)|

1+|y(ι)| +
4

900 cos(x(ι)), ι ∈ [0, 1],
39
50
C D

44
25
0+(

39
50
C D

17
20
0+ + 1

150 )y(ι) =
ι

70 + 1
400 cos(y(ι)) + 1

800
|x(ι)|

1+|x(ι)| , ι ∈ [0, 1],
(70)

augmented with boundary conditions:
{

x(0) = 0, y(0) = 0, x(1) = 9
50 ∑k

j=1 ς jy(vj), y(1) = 4
25 ∑k

j=1 $jx(σj), (71)

where ξ1 = 63
50 , ξ2 = 44

25 , ζ1 = 3
5 , ζ2 = 17

20 , ρ = 39
50 ,S = 1, ε = 9

50 , π = 4
25 , v1 = 8

25 , v2 =
21
50 , v3 = 13

25 , v4 = 31
50 , σ1 = 7

20 , σ2 = 9
20 , σ3 = 11

20 , σ4 = 13
20 , ς1 = 6

25 , ς2 = 17
50 , ς3 = 11

25 , ς4 =
12
25 , $1 = 7

50 , $2 = 4
25 , $3 = 1

5 , $4 = 11
50 and

| f (ι, x1(ι), y1(ι))− f (ι, x2(ι), y2(ι))| =
4

900
|x1(ι)− x2(ι)|+

1
640
|y1(ι)− y2(ι)|, (72)

|g(ι, x1(ι), y1(ι))− g(ι, x2(ι), y2(ι))| =
1

800
|x1(ι)− x2(ι)|+

1
400
|y1(ι)− y2(ι)|. (73)

with ψ1 = 4
900 , ψ2 = 1

640 , ψ̂1 = 1
800 , and ψ̂2 = 1

400 , and using condition (A2). Next, we
find that U1 = 7.241484691618664,V1 = 15.88829909511322,U2 = 3.0931257854853698,
V2 = 17.282597300082045,Ui,Vi are, respectively, given by (62)–(65). Thus, ((U1 + U2)(ψ1 +
ψ2)+ (V1 +V2)(ψ̂1 + ψ̂2)) u 0.18647029247291969 < 1. Consequently, there exists a unique
solution on [0, 1], to the problem in (70) and (71), which is stable for Ulam–Hyers, with f
and g supplied by (72) and (73), respectively, according to Theorem 3.

7. Asymmetric Case

Remark 1. If ρ = 1, the problem (3)’s generalized Langevin FDEs reduces to the Caputo
Langevin FDEs.

{
CDξ1

0+(CDζ1
0+ + φ1)x(ι) = f (ι, x(ι), y(ι)), ι ∈ E := [0,S ],

CDξ2
0+(CDζ2

0+ + φ2)y(ι) = g(ι, x(ι), y(ι)), ι ∈ E := [0,S ].
(74)

8. Conclusions

We discussed the existence and uniqueness of solutions for a Langevin coupled system
of fractional order involving generalised Liouville–Caputo type and multipoint boundary
conditions in our contribution. To get at our result, we used the Leray–Schauder and
Banach fixed-point theorems, and we included examples to help explain our study results.
By using a conventional functional analysis, we demonstrated Ulam–Hyers stability. Our
findings in this context are original and contribute to the body of knowledge on generalised
fractional integral operators that are used to resolve generalised fractional differential
equations of coupled Langevin systems with nonlocal multipoint boundary conditions.
We highlighted the topic’s asymmetries in the remarks. The form of the solution in these
kinds of statements can be used to conduct additional research on the positive solution and
its asymmetry.
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Abstract: Integral inequalities are a powerful tool for estimating errors of quadrature formulas. In this
study, some symmetric dual Simpson type integral inequalities for the classes of s-convex, bounded
and Lipschitzian functions are proposed. The obtained results are based on a new identity and the
use of some standard techniques such as Hölder as well as power mean inequalities. We give at the
end some applications to the estimation of quadrature rules and to particular means.

Keywords: dual Simpson inequality; Newton–Cotes quadrature; s-convex functions; Lipschitzian
functions; bounded functions

1. Introduction

The concept of convexity and its variants plays a fundamental and important role in
the development of various fields of science and engineering in a direct or indirect way.
This concept has a closed relationship in the development of the theory of inequalities,
which is an important tool in the study of some qualitative properties of solutions for
differential and integral equations as well as in numerical analysis for estimating the errors
in quadrature formulas. Noting that the most used methods for evaluating the integrals
by a numerical approach is that of Newton–Cotes, which comprises a group of formulas
involving a certain numbers of equally spaced points.

Definition 1 ([1]). A function Λ : I → R is said to be convex, if

Λ(ie + (1− i)k) ≤ iΛ(e) + (1− i)Λ(k)

holds for all e, k ∈ I and all i ∈ [0, 1].

Bakula et al. [2], studied the following general form of three point Newton–Cotes
formula via weighted Montgomery identities:

f∫
e

w(j)ℵ(j)dj = C(χ)(ℵ(χ) + ℵ(e + f − χ)) + (1− 2C(χ))ℵ
(

e+ f
2

)
+R(w,ℵ, χ), (1)

where e < f and χ ∈
[
e, e+ f

2

)
,R(w,ℵ, χ) is the remainder term and C(χ) is an arbitrary

real function defined on
[
e, e+ f

2

)
and gives the following results:

∣∣∣∣∣
f∫
e

w(j)ℵ(j)dj− C(χ)(ℵ(χ) + ℵ(e + f − χ)) + (1− 2C(χ))ℵ
(

e+ f
2

)
− gn(χ)

∣∣∣∣∣
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≤ 2B(α+1,n−1)L
(α+n)(n−2)!

(
|C(x)|

(
(χ− e)α+n + ( f − χ)α+n

)
+ |1− 2C(χ)|

(
f−e

2

)α+n
)

,

where

gn(χ) =C(χ)

(
n−1
∑

i=0

ℵ(i+1)( f )
i!

(
f∫
x
(1−W(j))(j− f )idj +

f∫
e+ f−χ

(1−W(j))(j− f )idj

)

−
n−1
∑

i=0

ℵ(i+1)(e)
i!

(
χ∫
e
(1−W(j))(j− e)idj +

e+ f−χ∫
a

(1−W(j))(j− e)idj

))

+ (1− 2C(χ))


n−1

∑
i=0

ℵ(i+1)( f )
i!

f∫
e+ f

2

(1−W(j))(j− f )idj

−
n−1
∑

i=0

ℵ(i+1)( f )
i!

e+ f
2∫
e
(1−W(j))(j− e)idj


,

with W(χ) =
χ∫
e

w(j)dj for all x ∈ [e, f ] and W( f ) = 1. Additionally,

∣∣∣∣∣
b∫
a

w(j)ℵ(j)dj− C(χ)(ℵ(χ) + ℵ(e + f − χ)) + (1− 2C(χ))ℵ
(

e+ f
2

)
− rn(χ)

∣∣∣∣∣

≤ 2B(α+1,n−1)L
( f−e)(α+n+1)(n−2)!

×
(
|C(χ)|

(
(χ− e)α+n+1 + ( f − χ)α+n+1

)
+ |1− 2C(χ)|

(
f−e

2

)α+n+1
)

,

where

rn(χ) =C(χ)
n−1
∑

i=0

(
(−1)iℵ(i+1)( f )− f (i+1)(e)

)(
(x−e)i+2+( f−x)i+2

)

i!(i+2)( f−e)

+ (1− 2C(χ))
n−1
∑

i=0

(
(−1)iℵ(i+1)( f )−ℵ(i+1)(e)

)
( f−e)i+2

i!(i+2)2i+2 .

Obviously, if C
(

3e+ f
4

)
= 2

3 , then identity (1) gives the weighted version of the dual Simpson

inequality. Moreover, if we choose w(j) = 1
f−e , we obtain the classical dual Simpson type

inequality for functions whose nth derivatives are α-L-Hölderians.
In [3], Pečarić and Vukelić used the Euler-type identities and gave some estimates of

the general dual Simpson quadrature formula for functions as well as first derivatives are
of bounded variation on [0, 1], L-Lipschitzian and R-integrable as follows.

In the case where ℵ is L-Lipschitzian on [0, 1], we have
∣∣∣∣∣

1∫
0
ℵ(j)dj− 1

2u−v

(
uℵ
(

1
4

)
− vℵ

(
1
2

)
+ uℵ

( 3
4
))
∣∣∣∣∣ ≤

2u+v
8(2u−v) L. (2)

If ℵ′ is L-Lipschitzian on [0, 1], then
∣∣∣∣∣

1∫
0
ℵ(j)dj− 1

2u−v

(
uℵ
(

1
4

)
− vℵ

(
1
2

)
+ uℵ

( 3
4
))
∣∣∣∣∣

≤ 2u2(3v+
√

2uv)+uv(5v−
√

2uv)+2v2(v+3
√

2uv)
48(2u−v)(v+

√
2uv)(2u+v+2

√
2uv)

L. (3)

If ℵ is a continuous function of bounded variation on [0, 1], then
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∣∣∣∣∣
1∫
0
ℵ(j)dj− 1

2u−v

(
uℵ
(

1
4

)
− vℵ

(
1
2

)
+ uℵ

( 3
4
))
∣∣∣∣∣ ≤

2u+v
4(2u−v)

1∨
0
( f ). (4)

If ℵ′ is a continuous function of bounded variation [0, 1], then
∣∣∣∣∣

1∫
0
ℵ(j)dj− 1

2u−v

(
uℵ
(

1
4

)
− vℵ

(
1
2

)
+ uℵ

( 3
4
))
∣∣∣∣∣

≤ 2u+3v+|2u−5v|
64(2u−v)

1∨
0

(
ℵ′
)
. (5)

By taking u = 2 and v = 1, inequalities (2)–(5) will be reduced to the classical dual Simpson
inequality, of which the general form is as follows:

∣∣∣∣∣
1
3

(
2ℵ
(

3e+ f
4

)
− ℵ

(
e+ f

2

)
+ 2ℵ

(
e+3 f

4

))
− 1

f−e

f∫
e
ℵ(j)dj

∣∣∣∣∣ ≤
7( f−e)4

23040

∥∥∥ℵ(4)
∥∥∥

∞
, (6)

where ℵ is a four-times continuously differentiable function on (e, f ), and
∥∥∥ℵ(4)

∥∥∥
∞

=

sup
x∈(e, f )

∣∣∣ℵ(4)(x)
∣∣∣, (see [4–6]).

In [7], Dragomir gave the following Simpson inequality for mapping of bounded
variation:

∣∣∣∣∣
1
6

(
ℵ(e) + 4ℵ

(
e+ f

2

)
+ ℵ( f )

)
− 1

f−e

f∫
e
ℵ(j)dj

∣∣∣∣∣ ≤
1
3 ( f − e)

f
∨
e
(ℵ),

where
f
∨
e

(
ℵ(n)

)
is the total variation of function ℵ.

Pečarić and Varošanec [8] discussed the Simpson inequality for derivatives of bounded
variation

∣∣∣∣∣
1
6

(
ℵ(e) + 4ℵ

(
e+ f

2

)
+ ℵ( f )

)
− 1

f−e

f∫
e
ℵ(j)dj

∣∣∣∣∣ ≤ cn( f − e)n f
∨
e

(
ℵ(n)

)
,

where n ∈ {0, 1, 2, 3} with c0 = 1
3 , c1 = 1

24 , c2 = 1
324 , c3 = 1

1152 and
f
∨
e

(
ℵ(n)

)
is the total

variation of function ℵ(n).
Regarding some papers dealing with three-point Newton–Cotes, we refer readers

to [9–14] and references therein.
In this paper, by adopting a novel approach, we establish some dual Simpson-type

inequalities for functions whose first derivatives are s-convex. The cases where the first
derivatives are bounded as well as Lipschitzian functions are also discussed. Applications
of the results are given.

2. Main Results

We recall that a non-negative function Λ : I ⊂ [0, ∞) → R is said to be s-convex in
the second sense for some fixed s ∈ (0, 1], if

Λ(ie + (1− i)k) ≤ isΛ(e) + (1− i)sΛ(k),

holds for all e, k ∈ I and i ∈ [0, 1] (see [15]).
Now, we prove the following identity, which is basic to establish our main results.

Lemma 1. Let ℵ : [ϑ, κ]→ R be a differentiable function on [ϑ, κ], with ϑ < κ and ℵ′ ∈ L1[ϑ, κ],
then the following equality holds
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1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

= κ−ϑ
16

(
1∫
0

iℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
di +

1∫
0

(
i− 5

3
)
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
di

+
1∫
0

(
i + 2

3
)
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
di +

1∫
0
(i− 1)ℵ′

(
(1− i) ϑ+3κ

4 + iκ
)

di

)
.

Proof. Let

I1 =
1∫
0

iℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
di,

I2 =
1∫
0

(
i− 5

3
)
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
di,

I3 =
1∫
0

(
i + 2

3
)
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
di,

I4 =
1∫
0
(i− 1)ℵ′

(
(1− i) ϑ+3κ

4 + iκ
)

di.

Integrating by parts I1, we obtain

I1 = 4
κ−ϑ iℵ

(
(1− i)ϑ + i 3ϑ+κ

4

)∣∣∣
i=1

i=0

− 4
κ−ϑ

1∫
0
ℵ
(
(1− i)ϑ + i 3ϑ+κ

4

)
di

= 4
κ−ϑℵ

(
3ϑ+κ

4

)
− 4

κ−ϑ

1∫
0
ℵ
(
(1− i)ϑ + i 3ϑ+κ

4

)
di

= 4
κ−ϑℵ

(
3ϑ+κ

4

)
− 16

(κ−ϑ)2

3ϑ+κ
4∫
ϑ

ℵ(j)dj. (7)

Similarly, we obtain

I2 = − 8
3(κ−ϑ)

ℵ
(

ϑ+κ
2

)
+ 20

3(κ−ϑ)
ℵ
(

3ϑ+κ
4

)
− 16

(κ−ϑ)2

ϑ+κ
2∫

3ϑ+κ
4

ℵ(j)dj, (8)

I3 = 20
3(κ−ϑ)

ℵ
(

ϑ+3κ
4

)
− 8

3(κ−ϑ)
ℵ
(

ϑ+κ
2

)
− 16

(κ−ϑ)2

ϑ+3κ
4∫

ϑ+κ
2

ℵ(j)dj, (9)

and

I4 = 4
κ−ϑℵ

(
ϑ+3κ

4

)
− 16

(κ−ϑ)2

κ∫
ϑ+3κ

4

ℵ(j)dj. (10)

Adding (7)–(10), multiplying the result by κ−ϑ
16 , we obtain the desired result.

Theorem 1. Let ℵ be as in Lemma 1 with 0 ≤ ϑ < κ. If |ℵ′| is s-convex in the second sense for
some fixed s ∈ (0, 1], then we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
16

(
1

(s+1)(s+2)

(∣∣ℵ′(ϑ)
∣∣+
∣∣ℵ′(κ)

∣∣)+ 4s+14
3(s+1)(s+2)

∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
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+ 8s+10
3(s+1)(s+2)

(∣∣∣ℵ′( 3ϑ+κ
4 )

∣∣∣+
∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
))

.

Proof. From Lemma 1, properties of modulus, and s-convexity in the second sense of |ℵ′|,
we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
16

(
1∫
0

t
∣∣∣ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)∣∣∣di +
1∫
0

( 5
3 − i

)∣∣∣ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)∣∣∣di

+
1∫
0

(
i + 2

3
)∣∣∣ℵ′

(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)∣∣∣di +
1∫
0
(1− i)

∣∣∣ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)∣∣∣di

)

≤ κ−ϑ
16

(
1∫
0

i
(
(1− i)s∣∣ℵ′(ϑ)

∣∣+ is
∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
)

di

+
1∫
0

( 5
3 − i

)(
(1− i)s

∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣+ is
∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
)

di

+
1∫
0

(
i + 2

3
)(

(1− i)s
∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣+ is
∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
)

di

+
1∫
0
(1− i)

(
(1− i)s

∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣+ is∣∣ℵ′(κ)
∣∣
)

di

)

= κ−ϑ
16

((
1∫
0

i(1− i)sdi

)
∣∣ℵ′(ϑ)

∣∣+
(

1∫
0

is+1di +
1∫
0
( 5

3 − i)(1− i)sdi

)∣∣∣ℵ′( 3ϑ+κ
4 )

∣∣∣

+

(
1∫
0
( 5

3 − i)isdi +
1∫
0
(i + 2

3 )(1− i)sdi

)∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣

+

(
1∫
0
(i + 2

3 )i
sdi +

1∫
0
(1− i)s+1di

)∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣+
(

1∫
0
(1− i)isdi

)
∣∣ℵ′(κ)

∣∣
)

= κ−ϑ
16

(
1

(s+1)(s+2)

(∣∣ℵ′(ϑ)
∣∣+
∣∣ℵ′(κ)

∣∣)+ 4s+14
3(s+1)(s+2)

∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣

+ 8s+10
3(s+1)(s+2)

(∣∣∣ℵ′( 3ϑ+κ
4 )

∣∣∣+
∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
))

,

where we have used the fact that

1∫
0

i(1− i)sdi =
1∫
0

is(1− i)di = 1
(s+1)(s+2) , (11)

1∫
0

is+1di =
1∫
0
(1− i)s+1di = 1

s+2 , (12)

1∫
0

( 5
3 − i

)
(1− i)sdi =

1∫
0

is(i + 2
3
)
di = 5s+7

3(s+1)(s+2) , (13)

and
1∫
0

is( 5
3 − i

)
di =

1∫
0

(
i + 2

3
)
(1− i)sdi = 2s+7

3(s+1)(s+2) . (14)

The proof is completed.

Corollary 1. For s = 1, Theorem 1 gives
∣∣∣∣∣

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣
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≤ 5(κ−ϑ)
24

(
|ℵ′(ϑ)|+6|ℵ′( 3ϑ+κ

4 )|+6|ℵ′( ϑ+κ
2 )|+6|ℵ′( ϑ+3κ

4 )|+|ℵ′(κ)|
20

)
.

Theorem 2. Let ℵ be as in Lemma 1 with 0 ≤ ϑ < κ. If |ℵ′|q is s-convex in the second sense for
some fixed s ∈ (0, 1] where q > 1 with 1

p + 1
q = 1, then we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ

16(p+1)
1
p

((
|ℵ′(ϑ)|q+|ℵ′( 3ϑ+κ

4 )|q
1+s

) 1
q
+

(
|ℵ′( ϑ+3κ

4 )|q+|ℵ′(κ)|q
1+s

) 1
q

+
(

5p+1−2p+1

3p+1

) 1
p

((
|ℵ′( 3ϑ+κ

4 )|q+|ℵ′( ϑ+κ
2 )|q

1+s

) 1
q
+

(
|ℵ′( ϑ+κ

2 )|q+|ℵ′( ϑ+3κ
4 )|q

1+s

) 1
q
))

.

Proof. From Lemma 1, properties of modulus, Hölder’s inequality, and s-convexity in the
second sense of |ℵ′|q, we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
16



(

1∫
0

ipdi

) 1
p
(

1∫
0

∣∣∣ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)∣∣∣
q
di

) 1
q

+

(
1∫
0

( 5
3 − i

)pdi

) 1
p
(

1∫
0

∣∣∣ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)∣∣∣
q
di

) 1
q

+

(
1∫
0

(
i + 2

3
)pdi

) 1
p
(

1∫
0

∣∣∣ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)∣∣∣
q
di

) 1
q

+

(
1∫
0
(1− i)pdi

) 1
p
(

1∫
0

∣∣∣ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)∣∣∣

q
di

) 1
q



≤ κ−ϑ

16(p+1)
1
p



(

1∫
0

(
(1− i)s∣∣ℵ′(ϑ)

∣∣q + is
∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
q)

di

) 1
q

+
(

5p+1−2p+1

3p+1

) 1
p



(

1∫
0

(
(1− i)s

∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
q
+ is

∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
q)

di

) 1
q

+

(
1∫
0

(
(1− i)s

∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
q
+ is

∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
q)

di

) 1
q



+

(
1∫
0

(
(1− i)s

∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
q
+ is∣∣ℵ′(κ)

∣∣q
)

di

) 1
q



= κ−ϑ

16(p+1)
1
p

((
|ℵ′(ϑ)|q+|ℵ′( 3ϑ+κ

4 )|q
1+s

) 1
q
+

(
|ℵ′( ϑ+3κ

4 )|q+|ℵ′(κ)|q
1+s

) 1
q

+
(

5p+1−2p+1

3p+1

) 1
p

((
|ℵ′( 3ϑ+κ

4 )|q+|ℵ′( ϑ+κ
2 )|q

1+s

) 1
q
+

(
|ℵ′( ϑ+κ

2 )|q+|ℵ′( ϑ+3κ
4 )|q

1+s

) 1
q
))

.

The proof is completed.
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Corollary 2. For s = 1, Theorem 2 gives
∣∣∣∣∣

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ

16(p+1)
1
p

((
|ℵ′(ϑ)|q+|ℵ′( 3ϑ+κ

4 )|q
2

) 1
q
+

(
|ℵ′( ϑ+3κ

4 )|q+|ℵ′(κ)|q
2

) 1
q

+
(

5p+1−2p+1

3p+1

) 1
p

((
|ℵ′( 3ϑ+κ

4 )|q+|ℵ′( ϑ+κ
2 )|q

2

) 1
q
+

(
|ℵ′( ϑ+κ

2 )|q+|ℵ′( ϑ+3κ
4 )|q

2

) 1
q
))

.

Theorem 3. Let ℵ be as in Lemma 1 with 0 ≤ ϑ < κ. If |ℵ′|q is s-convex in the second sense for
some fixed s ∈ (0, 1] where q ≥ 1, then we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
16

((
1
2

)1− 1
q

((
|ℵ′(ϑ)|q+(s+1)|ℵ′( 3ϑ+κ

4 )|q
(s+1)(s+2)

) 1
q
+

(
(s+1)|ℵ′( ϑ+3κ

4 )|q+|ℵ′(κ)|q
(s+1)(s+2)

) 1
q
)

+
( 7

6
)1− 1

q

(
(5s+7)|ℵ′( 3ϑ+κ

4 )|q+(2s+7)|ℵ′( ϑ+κ
2 )|q

3(s+1)(s+2)

) 1
q

+
( 7

6
)1− 1

q

(
(2s+7)|ℵ′( ϑ+κ

2 )|q+(5s+7)|ℵ′( ϑ+3κ
4 )|q

3(s+1)(s+2)

) 1
q
)

.

Proof. From Lemma 1, properties of modulus, power mean inequality, and s-convexity in
the second sense of |ℵ′|q, we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
16



(

1∫
0

idi

)1− 1
q
(

1∫
0

i
∣∣∣ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)∣∣∣
q
di

) 1
q

+

(
1∫
0

( 5
3 − i

)
di

)1− 1
q
(

1∫
0

( 5
3 − i

)∣∣∣ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)∣∣∣
q
di

) 1
q

+

(
1∫
0

(
i + 2

3
)
di

)1− 1
q
(

1∫
0

(
i + 2

3
)∣∣∣ℵ′

(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)∣∣∣
q
di

) 1
q

+

(
1∫
0
(1− i)di

)1− 1
q
(

1∫
0
(1− i)

∣∣∣ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)∣∣∣

q
di

) 1
q



≤ κ−ϑ
16



(

1
2

)1− 1
q

(
1∫
0

i
(
(1− i)s∣∣ℵ′(ϑ)

∣∣q + is
∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
q)

di

) 1
q

+
( 7

6
)1− 1

q

(
1∫
0

( 5
3 − i

)(
(1− i)s

∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
q
+ is

∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
q)

di

) 1
q

+
( 7

6
)1− 1

q

(
1∫
0

(
i + 2

3
)(

(1− i)s
∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
q
+ is

∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
q)

di

) 1
q
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+
(

1
2

)1− 1
q

(
1∫
0
(1− i)

(
(1− i)s

∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
q
+ is∣∣ℵ′(κ)

∣∣q
)

di

) 1
q



= κ−ϑ
16



(

1
2

)1− 1
q

(
∣∣ℵ′(ϑ)

∣∣q
1∫
0

i(1− i)sdi +
∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
q 1∫

0
is+1di

) 1
q

+
( 7

6
)1− 1

q

(∣∣∣ℵ′
(

3ϑ+κ
4

)∣∣∣
q 1∫

0

( 5
3 − i

)
(1− i)sdi +

∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
q 1∫

0

( 5
3 − i

)
isdi

) 1
q

+
( 7

6
)1− 1

q

(∣∣∣ℵ′
(

ϑ+κ
2

)∣∣∣
q 1∫

0

(
i + 2

3
)
(1− i)sdi +

∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
q 1∫

0

(
i + 2

3
)
isdi

) 1
q

+
(

1
2

)1− 1
q

(∣∣∣ℵ′
(

ϑ+3κ
4

)∣∣∣
q 1∫

0
(1− i)s+1di +

∣∣ℵ′(b)
∣∣q

1∫
0
(1− i)isdi

) 1
q



= κ−ϑ
16

((
1
2

)1− 1
q

((
|ℵ′(ϑ)|q+(s+1)|ℵ′( 3ϑ+κ

4 )|q
(s+1)(s+2)

) 1
q
+

(
(s+1)|ℵ′( ϑ+3κ

4 )|q+|ℵ′(κ)|q
(s+1)(s+2)

) 1
q
)

+
( 7

6
)1− 1

q

(
(5s+7)|ℵ′( 3ϑ+κ

4 )|q+(2s+7)|ℵ′( ϑ+κ
2 )|q

3(s+1)(s+2)

) 1
q

+
( 7

6
)1− 1

q

(
(2s+7)|ℵ′( ϑ+κ

2 )|q+(5s+7)|ℵ′( ϑ+3κ
4 )|q

3(s+1)(s+2)

) 1
q
)

,

where we have used (11)–(14). The proof is achieved.

Corollary 3. For s = 1, Theorem 3 gives
∣∣∣∣∣

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
32

((
|ℵ′(ϑ)|q+2|ℵ′( 3ϑ+κ

4 )|q
3

) 1
q
+

(
2|ℵ′( ϑ+3κ

4 )|q+|ℵ′(κ)|q
3

) 1
q

+ 7
3

((
4|ℵ′( 3ϑ+κ

4 )|q+3|ℵ′( ϑ+κ
2 )|q

7

) 1
q
+

(
3|ℵ′( ϑ+κ

2 )|q+4|ℵ′( ϑ+3κ
4 )|q

7

) 1
q
))

.

3. Further Results

In the following results, we will discuss the cases where ℵ′(x) is bounded as well as
ℵ′(x) of L-Lipschitzian functions.

Theorem 4. Let ℵ be as in Lemma 1. If there exist constants −∞ < m < M < +∞ such that
m ≤ ℵ′(x) ≤ M for all x ∈ [ϑ, κ], then we have

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣ ≤
5(κ−ϑ)(M−m)

48 .

Proof. From Lemma 1, we have

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

= κ−ϑ
16

(
1∫
0

iℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
di +

1∫
0

(
i− 5

3
)
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
di
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+
1∫
0

(
i + 2

3
)
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
di +

1∫
0
(i− 1)ℵ′

(
(1− i) ϑ+3κ

4 + iκ
)

di

)

= κ−ϑ
16

(
1∫
0

i
(
ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− m+M

2 + m+M
2

)
di

+
1∫
0

(
i− 5

3
)(
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− m+M

2 + m+M
2

)
di

+
1∫
0

(
i + 2

3
)(
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− m+M

2 + m+M
2

)
di

+
1∫
0
(i− 1)

(
ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− m+M

2 + m+M
2

)
di

)

= κ−ϑ
16

(
1∫
0

i
(
ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− m+M

2

)
di

+
1∫
0

(
i− 5

3
)(
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− m+M

2

)
di

+
1∫
0

(
i + 2

3
)(
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− m+M

2

)
di

+
1∫
0
(i− 1)

(
ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− m+M

2

)
di, (15)

where we have used the fact that

1∫
0

idi +
1∫
0

(
i− 5

3
)
di +

1∫
0

(
i + 2

3
)
di +

1∫
0
(i− 1)di =

1∫
0
(4i− 2)di = 0.

Applying the absolute value in both sides of (15), we obtain
∣∣∣∣∣

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ κ−ϑ
16

(
1∫
0

i
∣∣∣ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− m+M

2

∣∣∣di

+
1∫
0

( 5
3 − i

)∣∣∣ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− m+M

2

∣∣∣di

+
1∫
0

(
i + 2

3
)∣∣∣ℵ′

(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− m+M

2

∣∣∣di

+
1∫
0
(1− i)

(∣∣∣ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− m+M

2

∣∣∣
)

di

)
. (16)

Since m ≤ ℵ′(x) ≤ M for all x ∈ [ϑ, κ], we have
∣∣∣ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− m+M

2

∣∣∣ ≤ M−m
2 , (17)

∣∣∣ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− m+M

2

∣∣∣ ≤ M−m
2 , (18)

∣∣∣ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− m+M

2

∣∣∣ ≤ M−m
2 , (19)

and ∣∣∣ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− m+M

2

∣∣∣ ≤ M−m
2 . (20)
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Using (17)–(20) in (16), we obtain
∣∣∣∣∣

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣

≤ (κ−ϑ)(M−m)
32

(
1∫
0

idi +
1∫
0

( 5
3 − i

)
dt +

1∫
0

(
i + 2

3
)
dt +

1∫
0
(1− i)dt

)

= 5(κ−ϑ)(M−m)
48 .

The proof is completed.

Theorem 5. Let ℵ be as in Lemma 1. If ℵ′ is L-Lipschitzian function on [ϑ, κ], then we have
∣∣∣∣∣

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣ ≤
13(κ−ϑ)2

192 L.

Proof. From Lemma 1, we have

1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

= κ−ϑ
16

(
1∫
0

iℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
di +

1∫
0

(
i− 5

3
)
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
di

+
1∫
0

(
i + 2

3
)
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
di +

1∫
0
(i− 1)ℵ′

(
(1− i) ϑ+3κ

4 + iκ
)

di

)

= κ−ϑ
16

(
1∫
0

i
(
ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− ℵ′(ϑ) + ℵ′(ϑ)

)
di

+
1∫
0

(
i− 5

3
)(
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− ℵ′

(
3ϑ+κ

4

)
+ ℵ′

(
ϑ+3κ

4

))
di

+
1∫
0

(
i + 2

3
)(
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− ℵ′

(
ϑ+κ

2

)
+ ℵ′

(
ϑ+κ

2

))
di

+
1∫
0
(i− 1)

(
ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− ℵ′

(
ϑ+3κ

4

)
+ ℵ′

(
ϑ+3κ

4

))
di

)

= κ−ϑ
16

(
1∫
0

i
(
ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− ℵ′(ϑ)

)
di

+
1∫
0

(
i− 5

3
)(
ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− ℵ′

(
3ϑ+κ

4

))
di

+
1∫
0

(
i + 2

3
)(
ℵ′
(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− ℵ′

(
ϑ+κ

2

))
di

+
1∫
0
(i− 1)

(
ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− ℵ′

(
ϑ+3κ

4

))
di

+ 1
2

(
ℵ′(ϑ)− ℵ′

(
ϑ+3κ

4

))
+ 7

6

(
ℵ′
(

ϑ+κ
2

)
− ℵ′

(
3ϑ+κ

4

)))
. (21)

Applying the absolute value in both sides of (21), and by using the fact that ℵ′ is L-
Lipschitzian on [ϑ, κ], we obtain

∣∣∣∣∣
1
3

(
2ℵ
(

3ϑ+κ
4

)
− ℵ

(
ϑ+κ

2

)
+ 2ℵ

(
ϑ+3κ

4

))
− 1

κ−ϑ

κ∫
ϑ

ℵ(j)dj

∣∣∣∣∣
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≤ κ−ϑ
16

(
1∫
0

i
∣∣∣ℵ′
(
(1− i)ϑ + i 3ϑ+κ

4

)
− ℵ′(ϑ)

∣∣∣di

+
1∫
0

( 5
3 − i

)∣∣∣ℵ′
(
(1− i) 3ϑ+κ

4 + i ϑ+κ
2

)
− ℵ′

(
3ϑ+κ

4

)∣∣∣di

+
1∫
0

(
i + 2

3
)∣∣∣ℵ′

(
(1− i) ϑ+κ

2 + i ϑ+3κ
4

)
− ℵ′

(
ϑ+κ

2

)∣∣∣di

+
1∫
0
(1− i)

∣∣∣ℵ′
(
(1− i) ϑ+3κ

4 + iκ
)
− ℵ′

(
ϑ+3κ

4

)∣∣∣di

+ 1
2

∣∣∣ℵ′(ϑ)− ℵ′
(

ϑ+3κ
4

)∣∣∣+ 7
6

∣∣∣ℵ′
(

ϑ+κ
2

)
− ℵ′

(
3ϑ+κ

4

)∣∣∣
)

≤ κ−ϑ
16

(
(κ−ϑ)L

4

1∫
0

i2di + (κ−ϑ)L
4

1∫
0

( 5
3 − i

)
idi + (κ−ϑ)L

4

1∫
0

(
i + 2

3
)
idi

+ (κ−ϑ)L
4

1∫
0
(1− i)idi + L

2

∣∣∣a− a+3b
4

∣∣∣+ 7L
6

∣∣∣ a+b
2 − 3a+b

4

∣∣∣
)

= 13(κ−ϑ)2

192 L.

The proof is completed.

4. Applications

Dual Simpson’s quadrature formula
Let Λ be the partition of the points ϑ = e0 < e1 < ... < en = κ of the interval [ϑ, κ],

and consider the quadrature formula

κ∫
ϑ

ℵ(j)dj = λ(ℵ, Λ) + R(ℵ, Λ),

where

λ(ℵ, Λ) =
n−1

∑
i=0

ei+1−ei
3

(
2ℵ
(

3ei+ei+1
4

)
− ℵ

(
ei+ei+1

2

)
+ 2ℵ

(
ei+3ei+1

4

))
,

and R(ℵ, Λ) denotes the associated approximation error.

Proposition 1. Let n ∈ N and ℵ : [ϑ, κ] → R be a differentiable function on (ϑ, κ) with
0 ≤ ϑ < κ and ℵ′ ∈ L1[ϑ, κ]. If |ℵ′| is s-convex function with s ∈ (0, 1], we have

|R(ℵ, Υ)| ≤
n−1

∑
i=0

(ei+1−ei)
2

16

(
1

(s+1)(s+2)

(∣∣ℵ′(ei)
∣∣+
∣∣ℵ′(ei+1)

∣∣)+ 4s+14
3(s+1)(s+2)

∣∣∣ℵ′
(

ei+ei+1
2

)∣∣∣

+ 8s+10
3(s+1)(s+2)

(∣∣∣ℵ′( 3ei+ei+1
4 )

∣∣∣+
∣∣∣ℵ′
(

ei+3ei+1
4

)∣∣∣
))

.

Proof. Using Theorem 1 on [ei, ei+1] (i = 0, 1, ..., n− 1), we obtain
∣∣∣∣∣

1
3

(
2ℵ
(

3ei+ei+1
4

)
− ℵ

(
ei+ei+1

2

)
+ 2ℵ

(
ei+3ei+1

4

))
− 1

ei+1−ei

ei+1∫
ei

ℵ(j)dj

∣∣∣∣∣

≤ ei+1−ei
16

(
1

(s+1)(s+2)

(∣∣ℵ′(ei)
∣∣+
∣∣ℵ′(ei+1)

∣∣)+ 4s+14
3(s+1)(s+2)

∣∣∣ℵ′
(

ei+ei+1
2

)∣∣∣

+ 8s+10
3(s+1)(s+2)

(∣∣∣ℵ′( 3ei+ei+1
4 )

∣∣∣+
∣∣∣ℵ′
(

ei+3ei+1
4

)∣∣∣
))

. (22)

Multiplying both sides of (22) by (ei+1 − ei), summing the obtained inequalities for all
i = 0, 1, ..., n− 1 and using the triangular inequality, we obtain the result.

Application to special means
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For arbitrary real numbers e, e1, e2, ..., en, f we have:
The Arithmetic mean: A(e1, e2, ..., en) =

e1+e2+...+en
n .

The p-Logarithmic mean: Lp(e, f ) =
(

f p+1−ep+1

(p+1)( f−e)

) 1
p
, e, f > 0, e 6= f and p ∈ R8{−1, 0}.

Proposition 2. Let e, f ∈ R with 0 < e < f , then we have

∣∣∣∣2A
3
2 (e, e, e, f )− A

3
2 (e, f ) + 2A

3
2 (e, f , f , f )− 3L

3
2
3
2
(e, f )

∣∣∣∣ ≤
15( f−e)

(√
f−√e

)

32 .

Proof. Applying Theorem 4 to the function ℵ(j) = j
3
2 on [e, f ].

5. Conclusions

Many practical studies and engineering problems often lead to calculations of inte-
grals, most of which cannot be solved directly, requiring us to evaluate them by different
quadrature rules, hence the need to estimate the error made to better circumvent and
manage the problem. Thus, in this work, we have considered the dual Simpson quadrature
rule. We have firstly established a novel identity. Based on this identity, we have derived
some new dual Simpson type integral inequalities for functions whose first derivatives are
-convex. We have also discussed the above-mentioned inequality when the first derivatives
lie in the classes of bounded and Lipschitzian functions. We have provided at the end some
applications to quadrature formulas and special means. We hope that the obtained results
stimulate further research, as well as generalizations in various other types of calculus in
this interesting field.
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Abstract: Multiplicative calculus, also called non-Newtonian calculus, represents an alternative
approach to the usual calculus of Newton (1643–1727) and Leibniz (1646–1716). This type of calculus
was first introduced by Grossman and Katz and it provides a defined calculation, from the start,
for positive real numbers only. In this investigation, we propose to study symmetrical fractional
multiplicative inequalities of the Simpson type. For this, we first establish a new fractional identity
for multiplicatively differentiable functions. Based on that identity, we derive new Simpson-type
inequalities for multiplicatively convex functions via fractional integral operators. We finish the study
by providing some applications to analytic inequalities.

Keywords: non-Newtonian calculus; Simpson inequality; multiplicatively convex functions

1. Introduction

Between 1967 and 1970, Grossman and Katz created the first non-Newtonian cal-
culation system, called geometric calculation. Over the next few years they created an
infinite family of non-Newtonian calculi, thus modifying the classical calculus introduced
by Newton and Leibniz in the 17th century each of which differed markedly from the
classical calculus of Newton and Leibniz known today as the non-Newtonian calculus or
the multiplicative calculus, where the ordinary product and ratio are used, respectively, as
sum and exponential difference over the domain of positive real numbers see [1]. This cal-
culation is useful for dealing with exponentially varying functions. It is worth noting that
the complete mathematical description of multiplicative calculus was given by Bashirov
et al. [2]. We recall that the multiplicative derivatives ρ∗ of positive function ρ is defined
as follows:

ρ∗(t) = lim
h→0

(
ρ(t + h)

ρ(t)

) 1
h
.

The relation between ρ∗ and the ordinary derivative ρ′ is as follows:

ρ∗(t) = e(ln ρ(t))′ = e
ρ′(t)
ρ(t) .

Theorem 1. Let ρ : [l, k] ⊂ R → R be four times continuously differentiable function on (l, k).
Then we have

∣∣∣∣∣∣
1
6

(
ρ(l) + 4ρ

(
l + k

2

)
+ ρ(k)

)
− 1

k− l

k∫

l

ρ(u)du

∣∣∣∣∣∣
≤ (k− l)4

2880

∥∥∥ρ(4)
∥∥∥

∞
, (1)

where
∥∥∥ρ(4)

∥∥∥
∞
= sup

u∈[l,k]

∣∣∣ρ(4)(u)
∣∣∣ < ∞.
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The above inequality is well known in the literature as Simpson’s integral inequality.
Regarding some results connected with inequality (1) and related inequalities, we refer
readers to [3–17]. Shafqat et al. [18] investigated the existence and uniqueness of the Fuzzy
fractional evolution equations. Boulares et al. [19,20] studied the existence and uniqueness
of solutions for non-linear fractional differential equations.

The multiplicative derivative admits the following properties:

Theorem 2 ([2]). Let ρ and ϑ be two multiplicatively differentiable functions, and c is an arbitrary
constant. Then functions cρ, ρϑ, ρ + ϑ, ρ/ϑ and ρϑ are ∗ differentiable and

• (cρ)∗(t) = ρ∗(t),
• (ρϑ)∗(t) = ρ∗(t)ϑ∗(t),

• (ρ + ϑ)∗(t) = ρ∗(t)
ρ(t)

ρ(t)+ϑ(t) ϑ∗(t)
ϑ(t)

ρ(t)+ϑ(t) ,

•
( ρ

ϑ

)∗
(t) = ρ∗(t)

ϑ∗(t) ,

•
(
ρϑ
)∗
(t) = ρ∗(t)ϑ(t)ρ(t)ϑ′(t).

The multiplicative integral noted ∗ integral
k∫
l
(ρ(t))dt has the following relationship

with the Riemann integral
k∫

l

(ρ(t))dt = exp





k∫

l

ln(ρ(t))dt



.

The multiplicative integral enjoy the following properties:

Theorem 3 ([2]). Let ρ be a positive and Riemann integrable on [l, k], then ρ is multiplicative
integrable on [l, k] and

•
k∫
l

(
(ρ(t))p)dt

=

(
k∫
l
(ρ(t))dt

)p

,

•
k∫
l
(ρ(t)ϑ(t))dt =

k∫
l
(ρ(t))dt

k∫
l
(ϑ(t))dt,

•
k∫
l

(
ρ(t)
ϑ(t)

)dt
=

k∫
l
(ρ(t))dt

k∫
l
(ϑ(t))dt

,

•
k∫
l
(ρ(t))dt =

c∫
l
(ρ(t))dt

k∫
c
(ρ(t))dt, l < c < k,

•
l∫
l
(ρ(t))dt = 1 and

k∫
l
(ρ(t))dt =

(
l∫
k
(ρ(t))dt

)−1

.

The multiplicative integration by parts is given by the following Theorem:

Theorem 4 ([2]). Let ρ : [l, k] → R be multiplicative differentiable, let ϑ : [l, k] → R be
differentiable so the function ρϑ is multiplicative integrable, and

k∫

l

(
ρ∗(t)ϑ(t)

)dt
=

ρ(k)ϑ(k)

ρ(l)ϑ(l)
× 1

k∫
l

(
ρ(t)ϑ′(t)

)dt
.

Using the above result and the properties of multiplicative derivatives and integrals,
Ali et al. [21], established an interesting identity given by the following lemma.
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Lemma 1 ([21]). Let ρ : [l, k] → R be multiplicative differentiable, let h : [l, k] → R and let
ϑ : J ⊂ R→ R be two differentiable functions. Then we have

k∫

l

(
ρ∗(h(t))h′(t)ϑ(t)

)dt
=

ρ(h(k))ϑ(k)

ρ(h(l))ϑ(l)
× 1

k∫
l

(
ρ(h(t))ϑ′(t)

)dt
.

In recent years, much interest has been given to the development of the theory and ap-
plications of multiplicative calculus. Aniszewska [22] presented the multiplicative version
of the Runge–Kutta method and used it to solve multiplicative differential equations. Rıza
et al. [23], gave the numerical solutions of multiplicative differential equations by intro-
ducing the multiplicative finite difference methods. Misirli and Gurefe [24] presented the
multiplicative Adams Bashforth-Moulton methods. Bashirov and Norozpour [25] extended
the multiplicative integral to complex valued functions. Bhat et al. defined multiplicative
Fourier transform in [26] and multiplicative Sumudu transform [27]. Bashirov [28] studied
double integrals in the sense of multiplicative calculus. In [29], Ali et al. introduced the
multiplicative Hermite–Hadamard inequality for multiplicative integral as follows:

Theorem 5. Let f be a positive and multiplicatively convex function on interval [u1, u2], then
following inequalities hold

f
(

u1 + u2

2

)
≤



u2∫

u1

( f (t))dt




1
u2−u1

≤ G( f (u1), f (u2)),

where G(·, ·) is a geometric mean.

In [30], Ali et al. generalized the obtained results in [29], via φ-convexity. In [31],
Özcan generalized the results in [29] under the h-convexity. In [32], Özcan established the
analogue preinvex of the Hermite–Hadamard inequality. In [33], Özcan generalized the
results of [32] for h-preinvex functions.

In [34], Meftah studied the so-called Maclaurin type inequalities.

Theorem 6. Let f : [u1, u2] → R+ be a multiplicative differentiable mapping on [u1, u2] with
u1 < u2. If f ∗ is multiplicative convex on [u1, u2], then we have

∣∣∣∣∣∣∣

(
f
(

5u1 + u2

6

)3
f
(

u1 + u2

2

)2
f
(

u1 + 5u2

6

)3
) 1

8



u2∫

u1

f (t)dt




1
u1−u2

∣∣∣∣∣∣∣

≤
(
( f ∗(u1))

64
(

f ∗
(

5u1 + u2

6

))379(
f ∗
(

u1 + u2

2

))314(
f ∗
(

u1 + 5u2

6

))379

× ( f ∗(u2))
64
) u2−u1

13824 .

In [21], Ali et al. gave some Ostrowski and Simpson type inequalities for multiplicative
integrals as follow:
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Theorem 7. Let f : I◦ ⊂ R→ R+ be a multiplicative differentiable mapping on I◦, u1, u2 ∈ I◦

with u1 < u2. If f is increasing on [u1, u2] and f ∗is multiplicatively convex on [u1, u2], then the
following Ostrowski type inequality for multiplicative integrals holds for all x ∈ [u1, u2]

∣∣∣∣∣∣∣
f (x)




u2∫

u1

( f (t))dt




1
u1−u2

∣∣∣∣∣∣∣

≤ ( f ∗(a))
x−u1

2(u2−u1)
+
(u2−x)3

+(x−u1)
3

8(u2−u1)
2

( f ∗(b))
u2−x

2(u2−u1)
+
(u2−x)3

+(x−u1)
3

8(u2−u1)
2

.

Theorem 8. Let f : I◦ ⊂ R→ R+ be a multiplicative differentiable mapping on I◦, u1, u2 ∈ I◦

with u1 < u2. If f is increasing on [u1, u2] and f ∗ is multiplicatively convex on [u1, u2], then we
the following Ostrowski type inequality for multiplicative integrals holds for all x ∈ [u1, u2]

∣∣∣∣∣∣∣

(
f (u1) f 2

(
u1 + u2

2

)
f (u2)

)


u2∫

u1

( f (t))dt




1
u1−u2

∣∣∣∣∣∣∣
≤ (( f ∗(a))( f ∗(b)))

5(u2−u1)
72 .

Recently, Abdeljawad and Grossman [35] introduced the multiplicative Riemann–
Liouville fractional integrals as follows:

Definition 1. The of order α ∈ C ,Re(α) > 0, respectively, are defined by

(l Iα
∗ρ)(x) = e

(
Jα
l+

(ln ◦ρ)
)
(x)

and

(∗ Iα
k ρ)(x) = e

(
Jα
k− (ln ◦ρ)

)
(x),

where Jα
l+and Jα

k− denote the left and right Riemann–Liouville fractional integral, defined by

(
Jα
l+ρ
)
(x) =

1
Γ(α)

x∫

l

(x− t)α−1ρ(t)dt, l < x

and
(

Jα
k−ρ
)
(x) =

1
Γ(α)

k∫

x

(t− x)α−1ρ(t)dt, x < k.

Budak and Özçelik [36], used the above operator and presented some Hermite–
Hadamard type inequalities for multiplicatively fractional integrals.

Hoping to stimulate future research in this direction and motivated by paper [21]
and some of the existing results in the literature, in this study, we prove a new integral
identity. Based on this, we establish some symmetrical fractional multiplicatively Simpson
type inequalities for convex functions. Some applications to special means are proposed to
demonstrate the effectiveness of our finding.

2. Main Results

We first recall that a positive function ρ is said to be multiplicatively convex, if the
following inequality holds

ρ(tx + (1− t)y) ≤ [ρ(x)]t[ρ(y)]1−t.

Lemma 2. Let ρ : [l, k]→ R+ be a multiplicative differentiable mapping on [l, k] with l < k. If ρ∗

is multiplicative integrable on [l, k], then we have the following identity for multiplicative integrals
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(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

=




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

)tα− 1
3
)dt


k−l
4



1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) 1

3−(1−t)α)dt


k−l
4

.

Proof. Let

I1 =




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

)tα− 1
3
)dt


k−l
4

and

I2 =




1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) 1

3−(1−t)α)dt


k−l
4

.

Using the integration by parts for multiplicative integrals, I1 gives

I1 =




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

)tα− 1
3
)dt


k−l
4

=




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

) k−l
2 ( 1

2 tα− 1
6 )
)dt


=

(
ρ
(

l+k
2

)) 1
3

(ρ(l))−
1
6

.
1

1∫
0

(
ρ
((

(1− t)l + t l+k
2

)) α
2 tα−1)dt

= (ρ(l))
1
6

(
ρ

(
l + k

2

)) 1
3 1

exp

{
1∫
0

α
2 (t)

α−1 ln
(

ρ
(
(1− t)l + t l+k

2

))
dt

}

= (ρ(l))
1
6

(
ρ

(
l + k

2

)) 1
3 1

exp

{
2α−1α
(k−l)α

1∫
0
(u− l)α−1 ln(ρ(u))du

}

=
(ρ(l))

1
6
(

ρ
(

l+k
2

)) 1
3


exp






 1

Γ(α)

l+k
2∫
l
(u− l)α−1 ln(ρ(u))du










2α−1Γ(α+1)
(k−l)α

= (ρ(l))
1
6

(
ρ

(
l + k

2

)) 1
3
(
(l Iα
∗ρ)

(
l + k

2

))− 2α−1Γ(α+1)
(k−l)α

.

Similarly, we obtain

I2 =




1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) 1

3−(1−t)α)dt


k−l
4
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=




1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) k−l

2 ( 1
6− 1

2 (1−t)α)
)dt


=
(ρ(k))

1
6

(
ρ
(

l+k
2

))− 1
3

.
1

1∫
0

(
ρ
(
(1− t) l+k

2 + tk
) α

2 (1−t)α−1
)dt

= ρ

(
l + k

2

) 1
3
ρ(k)

1
6 .

1

exp

{
α
2

1∫
0
(1− t)α−1 ln ρ

(
(1− t) l+k

2 + tk
)

dt

}

= ρ

(
l + k

2

) 1
3
ρ(k)

1
6 .

1

exp





2α−1

(k−l)α α
k∫

l+k
2

(k− u)α−1 ln ρ(u)dt





=

(
ρ

(
l + k

2

)) n
2(n+2)

(ρ(k))
1

n+2 .
1

exp





2α−1Γ(α+1)
(k−l)α


 1

Γ(α)

k∫
l+k

2

(k− u)α−1 ln f (u)du







=
ρ
(

l+k
2

) 1
3
ρ(k)

1
6


exp






 1

Γ(α)

k∫
l+k

2

(k− u)α−1 ln ρ(u)du










2α−1Γ(α+1)
(k−l)α

.

= ρ

(
l + k

2

) 1
3
ρ(k)

1
6 .
((
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

.

Multiplying the above equalities, we obtain

I1 × I2 = (ρ(l))
1
6

(
ρ

(
l + k

2

)) 1
3
(
(l Iα
∗ρ)

(
l + k

2

))− 2α−1Γ(α+1)
(k−l)α

×
(

ρ

(
l + k

2

)) 1
3
(ρ(k))

1
6 .
((
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

=

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

.

which is the result. The proof is completed.

Theorem 9. Let ρ : [l, k]→ R+ be a multiplicatively differentiable mapping on [l, k] with l < k.
If |ln ρ∗| ≤ lnM on [l, k], then we have

∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤ M
k−l

2

(
α+2

3(α+1)+
2α

α+1 (
1
3 )

1
α +1

)

.

Proof. From Lemma 2, properties of multiplicative integral and using the fact that |ln f ∗| ≤
lnM, we have
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∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

=

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

)tα− 1
3
)dt


k−l
4
∣∣∣∣∣∣∣

×

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) 1

3−(1−t)α)dt


k−l
4
∣∣∣∣∣∣∣

=

∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

) k−l
4 (tα− 1

3 )
)dt

∣∣∣∣∣∣

×

∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) k−l

4 ( 1
3−(1−t)α)

)dt

∣∣∣∣∣∣

≤

exp





1∫

0

∣∣∣∣
k− l

4

(
tα − 1

3

)
ln
(

ρ∗
(
(1− t)l + t

l + k
2

))∣∣∣∣dt








×

exp





1∫

0

∣∣∣∣
k− l

4

(
1
3
− (1− t)α

)
ln
(

ρ∗
(
(1− t)

l + k
2

+ tk
))∣∣∣∣dt








=


exp





k− l
4

1∫

0

∣∣∣∣tα − 1
3

∣∣∣∣
∣∣∣∣ln
(

ρ∗
(
(1− t)l + t

l + k
2

))∣∣∣∣dt








×

exp





k− l
4

1∫

0

∣∣∣∣
1
3
− (1− t)α

∣∣∣∣
∣∣∣∣ln
(

ρ∗
(
(1− t)

l + k
2

+ tk
))∣∣∣∣dt








≤

exp





k− l
4

lnM
1∫

0

∣∣∣∣tα − 1
3

∣∣∣∣dt








exp





k− l
4

lnM
1∫

0

∣∣∣∣
1
3
− (1− t)α

∣∣∣∣dt








=


exp





k− l
4

lnM




( 1
3 )

1
α

∫

0

(
1
3
− tα

)
dt +

1∫

( 1
3 )

1
α

(
tα − 1

3

)
dt











×


exp





k− l
4

lnM




1−( 1
3 )

1
α

∫

0

(
(1− t)α − 1

3

)
dt +

1∫

1−( 1
3 )

1
α

(
1
3
− (1− t)α

)
dt











=

(
exp

{
k− l

4

(
α + 2

3(α + 1)
+

2α

α + 1

(
1
3

) 1
α +1
)

lnM
})

×
(

exp

{
k− l

4

(
α + 2

3(α + 1)
+

2α

α + 1

(
1
3

)1+ 1
α

)
lnM

})

= M
k−l

2

(
α+2

3(α+1)+
2α

α+1 (
1
3 )

1
α +1

)

.

The proof is completed.

Corollary 1. In Theorem 9, if we take α = 1, we obtain
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∣∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6



k∫

l

ρ(u)du




1
l−k
∣∣∣∣∣∣∣
≤M 11

36 (k−l).

Theorem 10. Let ρ : [l, k]→ R+ be a multiplicative differentiable mapping on [l, k] with l < k. If ρ∗

is multiplicatively convex function on [l, k], then we have

∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤ [(ρ∗(l))( f ∗(k))]
k−l

2

(
4−α2−3α

12(α+1)(α+2)+
α

(α+1) (
1
3 )

1+ 1
α − α

2(α+2) (
1
3 )

1+ 2
α

)

×
(

f ∗
(

l + k
2

)) k−l
2

(
4−α

6(α+2)+
α

α+2 (
1
3 )

1+ 2
α

)

.

Proof. From Lemma 2, modulus and properties of multiplicative integral, we have

∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

=

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− t)l + t

l + k
2

)tα− 1
3
)dt


k−l
4
∣∣∣∣∣∣∣

×

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− t)

l + k
2

+ tk
) 1

3−(1−t)α)dt


k−l
4
∣∣∣∣∣∣∣

=

1∫

0

∣∣∣∣∣ρ
∗
(
(1− t)l + t

l + k
2

) k−l
2 ( 1

2 tα− 1
6 )
∣∣∣∣∣

dt

×
1∫

0

∣∣∣∣∣ρ
∗
(
(1− t)

l + k
2

+ tk
) k−l

2 ( 1
6− 1

2 (1−t)α)
∣∣∣∣∣

dt

≤

exp





k− l
2

1∫

0

∣∣∣∣
(

1
2

tα − 1
6

)∣∣∣∣
∣∣∣∣ln ρ∗

(
(1− t)l + t

l + k
2

)∣∣∣∣dt








×

exp





k− l
2

1∫

0

∣∣∣∣
(

1
6
− 1

2
(1− t)α

)∣∣∣∣
∣∣∣∣ln ρ∗

(
(1− t)

l + k
2

+ tk
)∣∣∣∣dt






. (2)

From the multiplicative convexity of ρ∗ and properties on ln, we have

∣∣∣∣ln ρ∗
(
(1− t)l + t

l + k
2

)∣∣∣∣ ≤
∣∣∣∣∣ln(ρ

∗(l))(1−t)
(

f ∗
(

l + k
2

))t
∣∣∣∣∣ (3)

=

(
(1− t) ln(ρ∗(l)) + t ln

(
f ∗
(

l + k
2

)))

and
∣∣∣∣ln ρ∗

(
(1− t)

l + k
2

+ tk
)∣∣∣∣ ≤

∣∣∣∣∣ln(ρ
∗(l))(1−t)

(
f ∗
(

l + k
2

))t
∣∣∣∣∣ (4)
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=

(
(1− t) ln

(
ρ∗
(

l + k
2

))
+ t ln( f ∗(k))

)
.

Combining (2)–(4), we obtain

∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤ exp





k− l
2




( 1
3 )

1
α

∫

0

(
1
6
− 1

2
tα

)(
(1− t) ln(ρ∗(l)) + t ln

(
f ∗
(

l + k
2

)))
dt

+

1∫

( 1
3 )

1
α

(
1
2

tα − 1
6

)(
(1− t) ln(ρ∗(l)) + t ln

(
f ∗
(

l + k
2

)))
dt








× exp





k− l
2




1−( 1
3 )

1
α

∫

0

(
1
2
(1− t)α − 1

6

)(
(1− t) ln

(
ρ∗
(

l + k
2

))
+ t ln( f ∗(k))

)
dt

+

1∫

1−( 1
3 )

1
α

(
1
6
− 1

2
(1− t)α

)(
(1− t) ln

(
ρ∗
(

l + k
2

))
+ t ln( f ∗(k))

)
dt








= exp





k− l
2







( 1
3 )

1
α

∫

0

(
1
6
− 1

2
tα

)
(1− t)dt +

1∫

( 1
3 )

1
α

(
1
2

tα − 1
6

)
(1− t)dt


 ln(ρ∗(l))

+




( 1
3 )

1
α

∫

0

(
1
6
− 1

2
tα

)
tdt +

1∫

( 1
3 )

1
α

(
1
2

tα − 1
6

)
tdt


 ln

(
f ∗
(

l + k
2

))







× exp





ln
(

ρ∗
(

l + k
2

))
k− l

2







1−( 1
3 )

1
α

∫

0

(
1
2
(1− t)α − 1

6

)
(1− t)dt

+

1∫

1−( 1
3 )

1
α

(
1
6
− 1

2
(1− t)α

)
(1− t)dt




+




1−( 1
3 )

1
α

∫

0

(
1
2
(1− t)α − 1

n + 2

)
tdt +

1∫

1−( 1
3 )

1
α

(
1
6
− 1

2
(1− t)α

)
tdt


 ln( f ∗(k))








= exp





k− l
2


ln(ρ∗(l))

(
4−α2−3α

12(α+1)(α+2)+
α

α+1 (
1
3 )

1+ 1
α − α

2(α+2) (
1
3 )

1+ 2
α

)
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+ ln
(

f ∗
(

l + k
2

)) 1
2

(
4−α

(n+2)(α+2)+
α

α+2 (
1
3 )

1+ 2
α

)






× exp





k− l
2


ln

(
ρ∗
(

l + k
2

)) 1
2

(
4−α

(n+2)(α+2)+
α

α+2 (
1
3 )

1+ 2
α

)

+ ln( f ∗(k))

((
4−α2−3α

12(α+1)(α+2)+
α

α+1 (
1
3 )

1+ 1
α − α

2(α+2) (
1
3 )

1+ 2
α

))





= [(ρ∗(l))( f ∗(k))]
k−l

2

(
4−α2−3α

12(α+1)(α+2)+
α

α+1 (
1
3 )

1+ 1
α − α

2(α+2) (
1
3 )

1+ 2
α

)

(
f ∗
(

l + k
2

)) k−l
2

(
4−α

6(α+2)+
α

α+2 (
1
3 )

1+ 2
α

)

,

where we have used

( 1
3 )

1
α

∫

0

(
1
6
− 1

2
tα

)
(1− t)dt =

1∫

1−( 1
3 )

1
α

(
1
6
− 1

2
(1− t)α

)
tdt

=

(
α

6(α + 1)

(
1
3

) 1
α

− α

12(α + 2)

(
1
3

) 2
α

)
,

( 1
3 )

1
α

∫

0

(
1

n + 2
− 1

2
tα

)
tdt =

1∫

1−( 1
3 )

1
α

(
1
6
− 1

2
(1− t)α

)
(1− t)dt

=
α

12(α + 2)

(
1
3

) 2
α

,

1∫

( 1
3 )

1
α

(
1
2

tα − 1
6

)
(1− t)dt =

1−( 1
3 )

1
α

∫

0

(
1
2
(1− t)α − 1

6

)
tdt

=
4− α2 − 3α

12(α + 1)(α + 2)
+

α

6(α + 1)

(
1
3

) 1
α

− α

12(α + 2)

(
1
3

) 2
α

and

1∫

( 1
3 )

1
α

(
1
2

tα − 1
6

)
tdt =

1−( 1
3 )

1
α

∫

0

(
1
2
(1− t)α − 1

6

)
(1− t)dt

=
4− α

12(α + 2)
+

α

12(α + 2)

(
1
3

) 2
α

.

The proof is completed.
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Corollary 2. In Theorem 10, using the multiplicative convexity of ρ∗, i.e., f ∗
(

l+k
2

)
≤
√

ρ∗(l)ρ∗(k),
we obtain

∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6(

(l Iα
∗ρ)

(
l + k

2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤ [(ρ∗(l))( f ∗(k))]
k−l

2

(
4−2α

12(α+1)+
α

(α+1) (
1
3 )

1+ 1
α

)

.

Corollary 3. In Theorem 10, if we take α = 1, we obtain

∣∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6



k∫

l

ρ(u)du




1
l−k
∣∣∣∣∣∣∣

≤ [(ρ∗(l))( f ∗(k))]
2
81 (k−l)

(
f ∗
(

l + k
2

)) 29
324 (k−l)

.

Corollary 4. In Corollary 3, using the multiplicative convexity of f ∗, we obtain

∣∣∣∣∣∣∣

(
(ρ(l))

(
ρ

(
l + k

2

))4

(ρ(k))

) 1
6



k∫

l

ρ(u)du




1
l−k
∣∣∣∣∣∣∣
≤ [(ρ∗(l))( f ∗(k))]

5
72 (k−l).

3. Applications to Special Means

We shall consider the means for arbitrary real numbers l, k.
The Arithmetic mean: A(l, k) = l+k

2 .
The Harmonic mean: H(l, k) = 2lk

l+k .
The logarithmic means: L(l, k) = k−l

ln k−ln l , l, k > 0 , and l 6= k.

The p-Logarithmic mean: Lp(l, k) =
(

kp+1−lp+1

(p+1)(k−l)

) 1
p , l, k > 0, l 6= k and p ∈ R8{−1, 0}.

Proposition 1. Let l, k ∈ R with 0 < l < k, then we have
∣∣∣e

1
6 (2H−1(l,k)−A4(l,k))−L−1(l,k)

∣∣∣ ≤ e−
11

36l2
(k−l).

Proof. The assertion follows from Corollary 1 applied to the function ρ(t) = e
1
t whose

ρ∗(t) = e−
1
t2 ,M = e−

1
l2 and

(
k∫
l
ρ(u)du

) 1
l−k

= exp
{
−L−1(l, k)

}
.

Proposition 2. Let l, k ∈ R with 0 < l < k, then we have

∣∣∣e
1
6 (2A(lp ,kp)+A4p(l,k))−Lp

p(l,k)
∣∣∣ ≤ ep

5(k−l)(lp−1+kp−1)
72 .

Proof. The assertion follows from Corollary 4, applied to the function ρ(t) = etp
with p ≥ 2

whose ρ∗(t) = eptp−1
and

(
k∫
l
ρ(u)du

) 1
l−k

= exp
{
−Lp

p(l, k)
}

.

4. Conclusions

Multiplicative calculus is an alternative to Newtonian calculus. Since its inception
as one of the non-Newtonian calculus, a number of works have been devoted to different
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applications of multiplicative calculus. In this study, we discussed Simpson-type fractional
integral inequalities for multiplicatively differentiable functions based on a new identity.
Some special cases are derived and applications of our findings are provided. We hope that
the new strategy formulated in this paper will inspire and stimulated further research in
this promising field of multiplicative fractional inequalities.
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Abstract: Various scholars have lately employed a wide range of strategies to resolve specific types
of symmetrical fractional differential equations. In this paper, we propose a new fractional identity
for multiplicatively differentiable functions; based on this identity, we establish some new fractional
multiplicative Bullen-type inequalities for multiplicative differentiable convex functions. Some
applications of the obtained results are given.

Keywords: non-Newtonian calculus; Bullen inequality; multiplicatively convex functions

1. Introduction

Fractional calculus has been one of the main axes of mathematical analysis over the
last three decades, both theoretically and in terms of practical applications. Basically,
this theory, together with the qualitative theory of fractional differential and fractional
integro-differential equations, their numerical simulations, and their symmetry represent a
tool of mathematical analysis used to study integrals and derivatives of an arbitrary order,
which unifies and generalizes the notions traditional ways of differentiation and integration.
Fractional-order nonlinear operators are more convenient than classical formulations. Many
scientific disciplines, including fluid mechanics, signal processing, and entropy theory,
may involve the qualitative theory of fractional differential equations, fractional integro-
differential equations, and fractional order operators. For this reason, the applications of
the aforementioned fractional calculus theory and qualitative theory of equations have
attracted the attention of scholars around the world.

Integrals play an essential and vital role in certain pure and applied fields combined
with convexity, and their generalizations have been the subject of permanent research.
As consequence, several papers dealing with convex inequalities in different types of
computation have been published (in classical computation, see [1–6], for fractional com-
putation [7–10] and for non-Newtonian calculus [11–16]).

Recently, Abdeljawad and Grossman [17] introduced the multiplicative Riemann–Liouville
fractional integrals as follows:

Definition 1. The multiplicative Riemann–Liouville fractional integrals of order α ∈ C ,Re(α) >
0, respectively, are defined by

(
f Iα
∗ρ
)
(u) = e

(
Jα

f+
(ln ◦ρ)

)
(u)

and

(∗ Iα
k ρ)(u) = e

(
Jα
k− (ln ◦ρ)

)
(u),

Symmetry 2023, 15, 451. https://doi.org/10.3390/sym15020451 https://www.mdpi.com/journal/symmetry196



Symmetry 2023, 15, 451

where Jα
l+and Jα

k− represents the left and the right Riemann–Liouville fractional integral:

(
Jα

f+ρ
)
(u) = 1

Γ(α)

u∫

f

(u− ς)α−1ρ(ς)dς, f < u

and
(

Jα
k−ρ
)
(u) = 1

Γ(α)

k∫

u

(ς− u)α−1ρ(ς)dς, u < k.

Budak and Özçelik [18] used the above operator and established some Hermite–Hadamard-
type inequalities for multiplicatively fractional integrals. Regarding some papers related to the
applications concerning the non-Newtonian calculus, one can see [19–28].

The following inequality is known as the Bullen inequality:

k∫

l

ρ(x)dx ≤ 1
2

[
f
(

l+k
2

)
+ f (l)+ f (k)

2

]
. (1)

In this paper, we propose the fractional multiplicative analogue of inequality (1). For
this, we first prove a new fractional identity for multiplicative differentiable functions.
Based on this equality, we provide some fractional Bullen-type inequalities for multiplica-
tively convex functions. We also give some examples of applications of the obtained results
to analytical inequalities.

The non-Newtonian calculus was first presented by Grossman and Katz, where they
created and studied the first non-Newtonian calculation system, called geometric calcula-
tion. Next, they created an infinite family of non-Newtonian calculi, thus modifying the
classical calculus introduced by Newton and Leibniz in the 17th century, each of which
differed markedly from the classical calculus of Newton and Leibniz known today as the
non-Newtonian calculus or the multiplicative calculus, where the ordinary product and
ratio are used, respectively, as the sum and exponential difference over the domain of
positive real numbers see [29]. This calculation is useful for dealing with exponentially
varying functions.

It is worth noting that the complete mathematical description of multiplicative calculus
was given by Bashirov et al. [30]. The reader can also refer to the recent monographs [31,32].

Definition 2 ([30]). Let ρ : R → R+ be a positive function. The multiplicative derivative ρ∗ of
the function ρ is defined as follows:

d∗ρ
dt = ρ∗(ς) = lim

h→0

(
ρ(ς+h)

ρ(ς)

) 1
h .

Remark 1. The relation between the multiplicative derivative ρ∗and the ordinary derivative ρ′is
as follows:

ρ∗(ς) = e(ln ρ(ς))′ = e
ρ′(ς)
ρ(ς) .

The multiplicative derivative admits the following properties:

Theorem 1 ([30]). Let c be an arbitrary constant, and let ρ and ϑ be two multiplicatively differen-
tiable functions. Then, functions cρ, ρϑ, ρ + ϑ, ρ/ϑ and ρϑ are ∗ differentiable, and they satisfy

• (cρ)∗(ς) = ρ∗(ς),
• (ρϑ)∗(ς) = ρ∗(ς)ϑ∗(ς),

• (ρ + ϑ)∗(ς) = ρ∗(ς)
ρ(ς)

ρ(ς)+ϑ(ς) ϑ∗(ς)
ϑ(ς)

ρ(ς)+ϑ(ς) ,

197



Symmetry 2023, 15, 451

•
( ρ

ϑ

)∗
(ς) =

ρ∗(ς)
ϑ∗(ς) ,

•
(
ρϑ
)∗
(ς) = ρ∗(ς)ϑ(ς)ρ(ς)ϑ′(ς).

In [30], Bashirov et al. introduced the concept of the ∗ integral called the multiplicative

integral, which is written as
k∫
l
(ρ(ς))dς. It is clear that the sum in the classical Riemann

integral of ρ over [l, k], is replaced in the multiplicative integral of ρ over [l, k] by the
product. However, the product is represented by the raising to power.

The relationship between the Riemann integral and the multiplicative integral is
as follows:

Proposition 1 ([30]). If ρ is a Riemann integrable on [l, k], then ρ is a multiplicative integrable on
[l, k] and

k∫

l

(ρ(ς))dς = exp





k∫

l

ln(ρ(ς))dς



.

Some properties of the multiplicative integral are given by the following theorem.

Theorem 2 ([30]). Let ρ be a positive and a Riemann integrable on [l, k]; then, ρ is a multiplicative
integrable on [l, k] and

•
k∫
l

(
(ρ(ς))p)dς

=

(
k∫
l
(ρ(ς))dς

)p

,

•
k∫
l
(ρ(ς)ϑ(ς))dς =

k∫
l
(ρ(ς))dς

k∫
l
(ϑ(ς))dς,

•
k∫
l

(
ρ(ς)
ϑ(ς)

)dς
=

k∫
l
(ρ(ς))dς

k∫
l
(ϑ(ς))dς

,

•
k∫
l
(ρ(ς))dς =

c∫
l
(ρ(ς))dς

k∫
c
(ρ(ς))dς, l < c < k,

•
l∫
l
(ρ(ς))dς = 1 and

k∫
l
(ρ(ς))dς =

(
l∫
k
(ρ(ς))dς

)−1

.

Theorem 3 ([30], multiplicative integration by parts). Let ρ : [l, k]→ R be multiplicative dif-
ferentiable, let ϑ : [l, k]→ R be a differentiable so the function ρϑ is a multiplicative integrable, and

k∫

l

(
ρ∗(ς)ϑ(ς)

)dς
= ρ(k)ϑ(k)

ρ(l)ϑ(l) × 1
k∫
l

(
ρ(ς)ϑ′(ς)

)dς
.

Lemma 1 ([33]). Let ρ : [l, k] → R be multiplicative differentiable, let h : [l, k] → R, and let
ϑ : J ⊂ R→ R be two differentiable functions. Then, we have

k∫

l

(
ρ∗(h(ς))h′(ς)ϑ(ς)

)dς
= ρ(h(k))ϑ(k)

ρ(h(l))ϑ(l) × 1
k∫
l

(
ρ(h(ς))ϑ′(ς)

)dς
.

Definition 3 ([33]). A function ρ : I → [0,+∞) is said to be multiplicatively convex or log-
convex, if

ρ(ςx + (1− ς)y) ≤ [ρ(x)]ς[ρ(y)]1−ς

holds for all x, y ∈ I and all ς ∈ [0, 1].
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2. Main Results

In order to prove our results, we need the following lemma.

Lemma 2. Let ρ : [l, k]→ R+ be a multiplicative differentiable mapping on [l, k] with l < k. If ρ∗

is a multiplicative integrable on [l, k], then we have the following identity for multiplicative integrals:

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4
(
(l Iα
∗ρ)
(

l+k
2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

=




1∫

0

(
ρ∗
(
(1− ς)l + ς l+k

2

)ςα− 1
2
)dς



k−l
4

×



1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) 1

2−(1−ς)α)dς



k−l
4

.

Proof. Let

I1 =




1∫

0

(
ρ∗
(
(1− ς)l + ς l+k

2

)ςα− 1
2
)dς



k−l
4

and

I2 =




1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) 1

2−(1−ς)α)dς



k−l
4

.

Using the integration by parts for multiplicative integrals, from I1 we have

I1 =




1∫

0

(
ρ∗
(
(1− ς)l + ς l+k

2

)tα− 1
2
)dt



k−l
4

=




1∫

0

(
ρ∗
(
(1− t)l + t l+k

2

) k−l
2 ( 1

2 ςα− 1
2 )
)dς




=
(ρ( l+k

2 ))
1
4

(ρ(l))−
1
4

. 1
1∫
0

(
ρ(((1−ς)l+ς l+k

2 ))
α
2 ςα−1

)dς

=(ρ(l))
1
4
(

ρ
(

l+k
2

)) 1
4 1

exp

{
1∫
0

α
2 (ς)

α−1 ln(ρ((1−ς)l+ς l+k
2 ))dς

}

=(ρ(l))
1
4
(

ρ
(

l+k
2

)) 1
4 1

exp

{
2α−1α
(k−l)α

1∫
0
(u−l)α−1 ln(ρ(u))du

}

=
(ρ(l))

1
4 (ρ( l+k

2 ))
1
4


exp






 1

Γ(α)

l+k
2∫
l
(u−l)α−1 ln(ρ(u))du











2α−1Γ(α+1)
(k−l)α

=(ρ(l))
1
4
(

ρ
(

l+k
2

)) 1
4
(
(l Iα
∗ρ)
(

l+k
2

))− 2α−1Γ(α+1)
(k−l)α .
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Similarly, we obtain

I2 =




1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) 1

2−(1−ς)α)dς



k−l
4

=




1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) k−l

2 ( 1
2− 1

2 (1−ς)α)
)dς




= (ρ(k))
1
4

(ρ( l+k
2 ))

− 1
4

. 1
1∫
0

(
ρ((1−ς) l+k

2 +ςk)
α
2 (1−ς)α−1)dς

=ρ
(

l+k
2

) 1
4
ρ(k)

1
4 . 1

exp

{
α
2

1∫
0
(1−ς)α−1 ln ρ((1−ς) l+k

2 +ςk)dς

}

=
(

ρ
(

l+k
2

)) 1
4
(ρ(k))

1
4 . 1

exp





2α−1
(k−l)α

α
k∫

l+k
2

(k−u)α−1 ln ρ(u)du





=
(

ρ
(

l+k
2

)) n
2(n+2)

(ρ(k))
1

n+2 . 1

exp





2α−1Γ(α+1)
(k−l)α


 1

Γ(α)

k∫
l+k

2

(k−u)α−1 ln f (u)du








=
ρ( l+k

2 )
1
4 ρ(k)

1
4


exp






 1

Γ(α)

k∫
l+k

2

(k−u)α−1 ln ρ(u)du











2α−1Γ(α+1)
(k−l)α

.

=
(

ρ
(

l+k
2

)) 1
4
(ρ(k))

1
4 .
((
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

.

Multiplying above equalities, we obtain

I1 × I2 = (ρ(l))
1
4
(

ρ
(

l+k
2

)) 1
4
(
(l Iα
∗ρ)
(

l+k
2

))− 2α−1Γ(α+1)
(k−l)α

×
(

ρ
(

l+k
2

)) 1
4
(ρ(k))

1
4 .
((
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

=

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4
(
(l Iα
∗ρ)
(

l+k
2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

,

which is the result. The proof is completed.

Theorem 4. Let ρ : [l, k]→ R+ be a multiplicatively differentiable mapping on [l, k] with l < k.
If |ln ρ∗| ≤ lnM on [l, k], then we have

∣∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4
(
(l Iα
∗ρ)
(

l+k
2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤M
k−l

4

(
1+ α

α+1 (
1
2 )

1
α−1

)

.

Proof. From Lemma 2, properties of multiplicative integral and using the fact that |ln f ∗| ≤
lnM, we have
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∣∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4
(
(l Iα
∗ρ)
(

l+k
2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

=

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− ς)l + ς l+k

2

)ςα− 1
2
)dς



k−l
4
∣∣∣∣∣∣∣

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) 1

2−(1−ς)α)dς



k−l
4
∣∣∣∣∣∣∣

=

∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− ς)l + ς l+k

2

) k−l
4 (ςα− 1

2 )
)dt


∣∣∣∣∣∣

∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) k−l

4 ( 1
2−(1−ς)α)

)dς


∣∣∣∣∣∣

≤

exp





1∫

0

∣∣∣ k−l
4

(
ςα − 1

2

)
ln
(

ρ∗
(
(1− ς)l + ς l+k

2

))∣∣∣dς








×

exp





1∫

0

∣∣∣ k−l
4

(
1
2 − (1− ς)α

)
ln
(

ρ∗
(
(1− ς) l+k

2 + ςk
))∣∣∣dς








=


exp





k−l
4

1∫

0

∣∣∣ςα − 1
2

∣∣∣
∣∣∣ln
(

ρ∗
(
(1− ς)l + ς l+k

2

))∣∣∣dς








×

exp





k−l
4

1∫

0

∣∣∣ 1
2 − (1− ς)α

∣∣∣
∣∣∣ln
(

ρ∗
(
(1− ς) l+k

2 + ςk
))∣∣∣dς








≤

exp





k−l
4 lnM

1∫

0

∣∣∣ςα − 1
2

∣∣∣dς








×

exp





k−l
4 lnM

1∫

0

∣∣∣ 1
2 − (1− ς)α

∣∣∣dς








=


exp





k−l
4 lnM




( 1
2 )

1
α

∫

0

(
1
2 − ςα

)
dς +

1∫

( 1
2 )

1
α

(
ςα − 1

2

)
dς











×


exp





k−l
4 lnM




1−( 1
2 )

1
α

∫

0

(
(1− ς)α − 1

2

)
dς +

1∫

1−( 1
2 )

1
α

(
1
2 − (1− ς)α

)
dς











=

(
exp

{
k−l

4

(
2+2α

4(α+1) +
2α

α+1

(
1
2

) 1
α +1
)

lnM
})

×
(

exp
{

k−l
4

(
2+2α

4(α+1) +
2α

α+1

(
1
2

)1+ 1
α

)
lnM

})

=M
k−l

4

(
1+ α

α+1 (
1
2 )

1
α−1

)

.

The proof is completed.
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Corollary 1. In Theorem 4, if we take α = 1, then we obtain

∣∣∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4




k∫

l

ρ(u)du




1
l−k
∣∣∣∣∣∣∣
≤M 3

8 (k−l).

Theorem 5. Let ρ : [l, k]→ R+ be a multiplicative differentiable mapping on [l, k] with l < k. If
ρ∗ is multiplicatively convex function on [l, k], then we have

∣∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4
(
(l Iα
∗ρ)
(

l+k
2

)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤[(ρ∗(l))( f ∗(k))]
k−l

2

(
2−α2−3α

8(α+1)(α+2)+
α

α+1 (
1
2 )

1+ 1
α − α

2(α+2) (
1
2 )

1+ 2
α

)

×
(

f ∗
(

l+k
2

)) k−l
2

(
2−α

4(α+2)+
α

α+2 (
1
2 )

1+ 2
α

)

.

Proof. From Lemma 2, the properties of the multiplicative integral and the multiplicative
convexity of ρ∗, we have

∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4 (

(l Iα
∗ρ)
(

l+k
2

)(
∗ Iα

l+k
2

ρ
)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣

=

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− ς)l + ς l+k

2

)ςα− 1
2
)dς




k−l
4
∣∣∣∣∣∣∣

×

∣∣∣∣∣∣∣




1∫

0

(
ρ∗
(
(1− ς) l+k

2 + ςk
) 1

2−(1−ς)α)dς



k−l
4
∣∣∣∣∣∣∣

=

1∫

0

∣∣∣∣ρ∗
(
(1− ς)l + ς l+k

2

) k−l
2 ( 1

2 ςα− 1
4 )
∣∣∣∣
dς

×
1∫

0

∣∣∣∣ρ∗
(
(1− ς) l+k

2 + ςk
) k−l

2 ( 1
4− 1

2 (1−ς)α)
∣∣∣∣
dς

≤

exp





k−l
2

1∫

0

∣∣∣
(

1
2 ςα − 1

4

)∣∣∣
∣∣∣ln ρ∗

(
(1− ς)l + ς l+k

2

)∣∣∣dς








×

exp





k−l
2

1∫

0

∣∣∣
(

1
4 − 1

2 (1− ς)α
)∣∣∣
∣∣∣ln ρ∗

(
(1− ς) l+k

2 + ςk
)∣∣∣dς








≤

exp





k−l
2

1∫

0

∣∣∣
(

1
2 ςα − 1

4

)∣∣∣
∣∣∣ln(ρ∗(l))(1−ς)

(
f ∗
(

l+k
2

))ς∣∣∣dς








×

exp





k−l
2

1∫

0

∣∣∣
(

1
4 − 1

2 (1− ς)α
)∣∣∣
∣∣∣∣ln
(

ρ∗
(

l+k
2

))(1−ς)
( f ∗(k))ς

∣∣∣∣dς








= exp




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The proof is completed.
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Corollary 2. In Theorem 5, using the multiplicative convexity of ρ∗ i.e., f ∗
(

l+k
2

)
≤
√

ρ∗(l)ρ∗(k),
we obtain

∣∣∣∣∣∣
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))2
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4
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(
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)(
∗ Iα

l+k
2

ρ

)
(k)
)− 2α−1Γ(α+1)

(k−l)α

∣∣∣∣∣∣

≤[(ρ∗(l))( f ∗(k))]
k−l

2

(
1−α

4(α+1)+
α

α+1

( 1
2

)1+ 1
α

)

.

Corollary 3. In Theorem 5, if we take α = 1, then we obtain

∣∣∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4



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ρ(u)du


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1
l−k
∣∣∣∣∣∣∣

≤
[
(ρ∗(l))

(
f ∗
(

l+k
2

))2
( f ∗(k))

] k−l
32

.

Corollary 4. In Corollary 3, using the multiplicative convexity of f ∗, we obtain

∣∣∣∣∣∣∣

(
(ρ(l))

(
ρ
(

l+k
2

))2
(ρ(k))

) 1
4




k∫

l

ρ(u)du




1
l−k
∣∣∣∣∣∣∣
≤ [(ρ∗(l))( f ∗(k))]

k−l
16 .

3. Applications to Special Means

We shall consider the means for arbitrary real numbers l, k.
The Arithmetic mean: A(l, k) = l+k

2 .
The Harmonic mean: H(l, k) = 2lk

l+k
The logarithmic means: L(l, k) = k−l

ln k−ln l , l, k > 0 and l 6= k.

The p-Logarithmic mean: Lp(l, k) =
(

kp+1−lp+1

(p+1)(k−l)

) 1
p , l, k > 0, l 6= k and p ∈ R�{−1, 0}.

Proposition 2. Let l, k ∈ R with 0 < l < k. Then, we have

∣∣∣e
1
4 (2H−1(l,k)−A2(l,k))−L−1(l,k)

∣∣∣ ≤ e−
3(k−l)

8l2 .

Proof. The assertion follows from Corollary 1 applied to the function ρ(ς) = e
1
ς whose

ρ∗(ς) = e
− 1

ς2 ,M = e−
1
l2 and

(
k∫
l
ρ(u)du

) 1
l−k

= exp
{
−L−1(l, k)

}
.

Proposition 3. Let l, k ∈ R with 0 < l < k. Then, we have

∣∣∣e
1
4 (2A(lp ,kp)+A2p(l,k))−Lp

p(l,k)
∣∣∣ ≤ ep

(k−l)(lp−1+kp−1)
16 .

Proof. The assertion follows from Corollary 3, applied to the function ρ(ς) = eςp
with

p ≥ 2 whose ρ∗(ς) = epςp−1
and

(
k∫
l
ρ(u)du

) 1
l−k

= exp
{
−Lp

p(l, k)
}

.

4. Conclusions

In this study, we have considered the fractional multiplicative Bullen-type integral
inequalities, whose main results can be summarized as follows:
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1. A new fractional identity for multiplicatively integrals is proved.
2. Some new fractional multiplicative Bullen-type inequalities for functions whose first

multiplicative derivatives are multiplicative convex are established.
3. Some special cases are derived.
4. Applications of our findings are provided.
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26. Türkmen, C.; Başar, F. Some basic results on the sets of sequences with geometric calculus. In Proceedings of the AIP Conference
Proceedings. American Institute of Physics, Ft. Worth, TX, USA, 5–10 August 2012; Volume 1470, pp. 95–98.

27. Uzer, A. Multiplicative type complex calculus as an alternative to the classical calculus. Comput. Math. Appl. 2010, 60, 2725–2737.
[CrossRef]

28. Uzer, A. Exact solution of conducting half plane problems in terms of a rapidly convergent series and an application of the
multiplicative calculus. Turk J. Elec. Eng. Comp. Sci. 2015, 23, 1294–1311. [CrossRef]

29. Grossman, M.; Katz, R. Non-Newtonian Calculus; Lee Press: Rockport, MA, USA, 1972; p. viii+94.
30. Bashirov, A.E.; Kurpı nar, E.M.s.r.; Özyapıcı, A. Multiplicative calculus and its applications. J. Math. Anal. Appl. 2008, 337, 36–48.

[CrossRef]
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Abstract: In this paper, we suggest an iterative method for solving nonlinear equations that can be
used in the physical sciences. This response is broken down into three parts. Our methodology is
inspired by both the standard Taylor’s method and an earlier Halley’s method. Three evaluations of
the given function and two evaluations of its first derivative are all that are needed for each iteration
with this method. Because of this, the unique methodology can complete its goal far more quickly than
many of the other methods currently in use. We looked at several additional practical research models,
including population growth, blood rheology, and neurophysiology. Polynomiographs can be used
to show the convergence zones of certain polynomials with complex values. Polynomiographs are
produced as a byproduct, and these end up having an appealing look and being artistically engaging.
The twisting of polynomiographs is symmetric when the parameters are all real and asymmetric
when some of the parameters are imaginary.

Keywords: convergence analysis; fractals; efficiency index; symmetric twisting of polynomiographs;
Newton’s method

1. Introduction

Nonlinear equations of the form

Φ(x) = 0, x ∈ R, (1)

are commonplace in many subfields of science and engineering. The current era of computer
research, in which one must acquire maximal results in the shortest amount of time [1],
necessitates the development of innovative and effective iterative approaches for the
resolution of nonlinear equations and systems. The new approaches are anticipated to be
higher-order convergent; however, the efficiency of time consumption and the reduction in
the amount of computing information required are the primary concerns. In the field of
computational sciences, one of the most crucial and topical challenges is to find a solution to
the nonlinear equations that regulates the natural events that arise in real-world problems.
There are a great number of non-linear equations for which it is extremely difficult to obtain
exact solutions. When dealing with these kinds of problems, it is important to come up
with plans for getting close to a solution.

The investigation of productive approaches to the solution of nonlinear equations
and systems appears to be one of the most significant challenges facing the fields of
mathematics and engineering sciences. The solution of nonlinear equations and systems
is not only a distinct subfield of mathematical research, but it also has an impact on the
progression of mathematical knowledge in other subfields. For instance, the standard
discretization processes for nonlinear differential and integral equations [2,3] result in
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systems of nonlinear equations that need to be solved by iterative nonlinear solvers. These
systems of equations can then be analyzed and interpreted. Numerous studies have focused
their attention on nonlinear equation systems that demonstrate real-world applications.
For instance, there are issues with blood flow and rheology in [4,5]. In [6,7], a multitude of
difficult and well-known application issues of the system of nonlinear equations have been
addressed. The systems of nonlinear ordinary and partial differential equations [8–12],
when taken in steady-state, are converted to nonlinear algebraic equations and thereby
require numerical solvers such as the one proposed herein. These problems involve
chemical equilibrium, neurophysiology, combustion, economic modeling, and kinematics.
There are some nonlinear equations and systems that do not have exact solutions. These
equations and systems arise from the mathematical modeling of physical systems.

For this reason, mathematicians have concentrated their efforts on developing non-
linear methods that are robust. Researchers have focused their attention on developing
strategies that involve an improvement in the order of convergence, the utilization of a
smaller number of operations, and a reduction in the number of function and higher-order
derivative evaluations per iteration to create reliable modifications of conventional meth-
ods. The Taylor’s expansion, which was utilized for the Newton method, the Adomian
decomposition, the Homotopy perturbation approach, the quadrature rules, and the vari-
ational iteration method are all examples of the many methods that can be employed to
create novel nonlinear solvers [13–18]. The quadratic convergence of the second-order
classical Newton method has led to it being given considerable weight. This is an old
approach that can be used to solve nonlinear equations. Each repetition of the open-type
Newton technique requires two evaluations: a functional evaluation and an evaluation of
the first-order derivative to approximate the root. According to the hypothesis put forward
by Kung and Traub [19], the order of convergence for the best iterative approach is 2α−1,
where α refers to the number of evaluations performed during each iteration. In this regard,
the Newton technique might also be considered an ideal approach. Although the objective
of current research studies has been to suggest improvements to the Newton method and
its existing versions that are also optimal, it should be noted that approaches with a higher
degree of convergence are also of significant practical value. Since the Kung and Traub
argument is only a hypothesis, many studies have focused on improving the order in
which techniques converge rather than on finding the optimal order. When ranking the
different approaches, the efficiency index (ρ) is another factor that must be considered.
When figuring out a technique’s efficiency index, the number of evaluations that happen
during each iteration (α) and the order (ω) in which the results converge are both taken
into account. It may be noted that the efficiency index is computed as ρ = ω1/α.

The following outline constitutes the framework of this study. In the next Section 2,
you can find information on several existing schemes. After that comes the formulation of
the suggested method (Section 3), followed by the determination of its order of convergence
and the asymptotic error terms for both scalar and vector equations in Section 4. Some
theoretical aspects are discussed, along with the suggested scheme’s stability analysis and
basins of attraction in Section 5. In Section 6, there is a presentation of some numerical
experiments that involve applied problems. Section 7, which talks about the most important
findings and where future research should go, is where the work comes to a close.

2. Existing Iterative Methods

In this section, we will conduct a quick overview of a few well-known numerical
schemes that are widely used to identify approximate solutions to nonlinear models. These
schemes can be found in a variety of mathematical fields. There is absolutely no analytical
method that can produce correct findings when it comes to the solution of such nonlinear
models. As a result, the utilization of numerical strategies is required of us.

When someone thinks of solving a nonlinear equation with a numerical scheme,
the first scheme that comes to mind is the traditional Newton–Raphson, which has optimal
second-order convergence. This is because the Newton–Raphson scheme has been around
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for a long time. In a nutshell, we denoted this method with the symbol CNM2 since
it employs two function evaluations every iteration: one function evaluation and one
first-order derivative evaluation. The outline of the plan is as follows:

xn+1 = xn −
Φ(xn)

Φ′(xn)
, n = 0, 1, 2, . . . , (2)

where Φ′(xn) 6= 0. In 2021, the authors of [20] proposed a new eight-order method with
five function evaluations for solving non-linear equations. The method is shown below
and abbreviated as VNM8:

yn = xn −
Φ(xn)

Φ′(xn)
,

zn = yn −
Φ(xn)2Φ(yn)

Φ(xn)2Φ′(xn)− 2Φ(xn)Φ′(xn)Φ(yn) + Φ′(xn)Φ(yn)2 ,

xn+1 = zn −
Φ(zn)

Φ′(zn)
, n = 0, 1, . . .

(3)

In 2010, Xia Wang and Liping Liu [21] presented a new eight-order iterative method
that required four function evaluations per iteration for solving nonlinear equations.
The method is shown below and abbreviated as PNM8:

yn= xn −
Φ(xn)

Φ′(xn)
,

zn= xn −
Φ(xn)

Φ′(xn)

4Φ(xn)2 − 5Φ(xn)Φ(yn)−Φ(yn)2

4Φ(xn)2 − 9Φ(xn)Φ(yn)
,

xn+1= zn −
Φ(zn)

Φ′(xn)

[
1 + 4

Φ(zn)

Φ(xn)

][
1 +

8Φ(yn)

4Φ(xn)− 11Φ(yn)
+

Φ(zn)

Φ(yn)

]
.

n = 0, 1, . . . (4)

In 2020, Naseem, A. and et al. [22] presented a ninth-order iterative method that
required six function evaluations per iteration for solving nonlinear equations. The method
is shown below and abbreviated as PNM9:

yn = xn −
Φ(xn)

Φ′(xn)
− Φ2(xn)Φ′′(xn)

2Φ′3(xn)
,

zn = yn −
Φ(yn)

Φ′(yn)
,

xn+1 = zn −
Φ(zn)

Φ′(yn)− βΦ(yn)
, n = 0, 1, . . . ,

(5)

where β = 1.
In 2011, Hu et al. [23] presented a three-step iterative method of order nine that

required five function evaluations for solving nonlinear equations. The method is shown
below and abbreviated as PNR9:

yn = xn −
Φ(xn)

Φ′(xn)
,

zn = yn −
(

1 +
(

Φ(yn)

Φ(xn)

)2)(
Φ(yn)

Φ′(yn)

)
,

xn+1 = zn −
(

1 + 2
(

Φ(yn)

Φ(xn)

)2

+ 2
(

Φ(zn)

Φ(yn)

))(
Φ(zn)

Φ′(yn)

)
, n = 0, 1, . . .

(6)
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In 2020, Cordero, A. et al. [17] presented some one-step variants of Halley’s method
with memory. One of such variants of order four that requires four function evaluations
per iteration for solving nonlinear equations is shown below:

xn+1= xn −
6Φ(xn)Φ′(xn)2 − 3Φ(xn)2Φ′′(xn)

6Φ′(xn)3 − 6Φ(xn)Φ′(xn)Φ′′(xn) + Φ(xn)2Φ′′′(xn)
, n = 0, 1, . . . (7)

3. Proposed Iterative Technique

In this section, we have attempted to derive a nonlinear iterative method to solve
nonlinear mathematical models of the type Φ(x) = 0, which is supposed to be a differ-
entiable real-valued function. Let us further assume that γ ∈ D ⊂ R is a simple zero of
Φ(x) = 0. Moreover, we assume that xn be an initial estimate which is close enough to the
exact root γ. After being motivated by a recent research study carried out in [24], the cubic
approximation of Φ(x) via Taylor’s expansion about the point xn can be written as:

Φ(x) = Φ(xn) + (x− xn)Φ
′(xn) +

(x− xn)2

2!
Φ′′(xn) +

(x− xn)3

3!
Φ′′′(xn). (8)

Neglecting the quadratic term in (8) and assuming Φ(xn+1) = 0, we obtain the
following relation:

Φ(xn) + (xn+1 − xn)Φ
′(xn) +

(xn+1 − xn)3

6
Φ′′′(xn) = 0. (9)

Solving the above equation for xn+1 only in the linear part, we get

xn+1 = xn −
Φ(xn)

Φ′(xn)
− Φ′′′(xn)

6Φ′(xn)
(xn+1 − xn)

3. (10)

Substituting the variant of the Halley’s method given in (7) for xn+1 only on the right
hand side of (10), we obtain

xn+1 = xn −
Φ(xn)

Φ′(xn)
− 1

48

[ Φ′′′(xn)Φ(xn)3
(

2Φ′(xn)2 −Φ(xn)Φ′′(xn)

)3

Φ′(xn)

(
Φ′(xn)3 −Φ(xn)Φ′(xn)Φ′′(xn) +

1
6 Φ(xn)2Φ′′′(xn)

)3

]
. (11)

To get rid of the third-order derivative in (11), we use the following identity taken
from [24] as:

Φ′′′(xn) =
6Φ(xn)Φ′(xn)3 − 3Φ(xn)2Φ′(xn)Φ′′(xn)

2Φ(xn)3 . (12)

Substituting (12) into (11), we get

xn+1 = xn −
Φ(xn)

Φ′(xn)
−

[4Φ(xn)3
(

Φ(xn)Φ′′(xn)− 2Φ(xn)2
)3(

− 1
2 Φ(xn)2Φ′(xn)Φ′′(xn) + Φ(xn)Φ′(xn)3

)

Φ′(xn)

(
− 5Φ(xn)2Φ′(xn)Φ′′(xn) + 4Φ′(xn)3Φ(xn) + 2Φ(xn) + 2Φ(xn)Φ′(xn)3

)3

]
.

(13)

Using the classical Newton’s method zn = xn −
Φ(xn)

Φ′(xn)
, the iterative method given

in [25], and the proposed one-step iterative method given in (13), we obtain the final form
of the proposed three-step method as follows:

211



Symmetry 2023, 15, 330

zn = xn −
Φ(xn)

Φ′(xn)
,

yn = zn −
(

1 +
2Φ(zn)

Φ(xn)− 2Φ(zn)

)(
Φ(zn)

Φ′(xn)

)
,

xn+1 = yn −
Φ(yn)

Φ′(yn)
−
[2Φ(yn)3

(
Φ(xn)S− 2Φ(xn)2

)3(
Φ(yn)2Φ′(yn)S− 2Φ(yn)Φ′(yn)3

)

Φ′(yn)

(
5Φ(xn)2Φ′(xn)S + 4Φ′(xn)3Φ(xn)− 2Φ(xn)Φ′(xn)3

)3

]
.

n = 0, 1, . . .

(14)

It may also be noted that the letter S in the third step of the above equations stands

for the finite-difference approximation as
Φ′(yn)−Φ′(xn)

yn − xn
, which has been utilized for

removing the second-order derivative Φ′′(xn). In addition, the method in (14) is abbrevi-
ated as PTNM, which stands for Proposed Taylor’s expansion-based Numerical Method.
The flowchart of the above eighth-order proposed three-step iterative method is shown
in Figure 1. Moreover, the convergence order, the number of function evaluations per
iteration, and the efficiency index of the proposed method are computed as 8, 5, and 1.5157,
respectively. A comparative analysis of some methods under consideration based on these
parameters is depicted in Figure 2.Version January 19, 2023 submitted to Journal Not Specified 6 of 17

Start

Read x0, ε

Read x0, ΦDefine Φ(x), Φ′(x)

y0 = x0 − Φ(x0)
Φ′(x0)

.

z0 = RHS from sec-
ond step in (14)

x1 = RHS from
third step in (14).

E = x1 − x0

Is |E| < ε?

Stop

Yes

Print x1

No

x0 = x1

Figure 1. Flow chart of three-step eighth-order proposed method given in (14).Figure 1. Flow chart of three-step eighth-order proposed method given in (14).
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Figure 2. Comparison of the methods under consideration on the basis of efficiency index, order of
convergence, and the number of function evaluations.

4. Convergence Analysis

When a convergence theorem for an iterative method claims convergence while pre-
suming the existence of a solution x∗ and a suitably chosen initial approximation close
enough to x∗, it is referred to as a local convergence theorem. In contrast, a convergence
theorem [26] pp. 575–600, does not presuppose the existence of any solution a prior but
instead presupposes that specific criteria are true at the beginning point. A semilocal
convergence theorem is what it is termed.

This section has been devoted to proving the convergence analysis based on the
assumption of the existence of at least eighth-order derivatives of Φ(x) = 0. The necessary
order of convergence has been obtained through the application of Taylor’s series expansion
with a single variable. It is important to note that the convergence analysis is approached
in a manner that is comparable to that of a large number of other previously published
publications and that the primary interest in the creation of higher-order methods is of an
intellectual nature. Even if higher-order algorithms are more difficult to understand, their
efficiency can be assessed; this is why we have included the CPU time, which can be found
in Section 6 of the article.

Theorem 1. Suppose that γ ∈ P is the exact root of a differentiable function Φ : P ⊂ R→ R for
an open interval P. Then, the three-step proposed method given in (14) has eighth-order convergence
and the asymptotic error term is determined to be:

en+1 = c3
2(c

2
2 − c3)e8

n +O(e9
n), (15)

where en = xn − γ, and cr =
Φ(r)(γ)

r!
, r = 1, 2, 3, . . . .

Expanding Φ(xn) via series of Taylor about γ, we obtain

Φ(xn) = c1en + c2e2
n + c3e3

n +O(e4
n). (16)

Expanding Φ′(xn) via series of Taylor about γ, we obtain

Φ′(xn) = c1 + 2c2en + 3c3e2
n +O(e4

n). (17)

Applying Taylor series for function
1

Φ′(xn)
about γ, we have

1
Φ′(xn)

=
−3 c1c3e2

n + 4 c2
2e2

n − 2 c1c2en + c2
1

c3
1

+O(e3
n). (18)
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Multiplying (16) and (18), we obtain:

Φ(xn)

Φ′(xn)
=

en(c2en + c1)
(
−3 c1c3e2

n + 4 c2
2e2

n − 2 c1c2en + c2
1
)

c3
1

. (19)

Substituting (19) in the first-step of (14), we obtain

ên =
e2

n
(
3 c1c2c3e2

n − 4 c3
2e2

n + 3 c2
1c3en − 2 c1c2

2en + c2c2
1
)

c3
1

, (20)

where ên = yn − γ. Using the Taylor’s series for Φ(yn) around γ, we obtain:

Φ(yn) = c1 ên + c2 ê2
n +O(ê3

n). (21)

Expanding Φ′(yn) via series of Taylor about γ, we obtain

Φ′(yn) = c1 + 2c2 ên + 3c2
3 ên +O(ê4

n). (22)

Applying Taylor series for function
1

Φ′(yn)
about γ, we have

1
Φ′(yn)

=
−3 c1c3 ê2

n + 4 c2
2 ê2

n − 2 c1c2 ên + c2
1

c3
1

+O(ê3
n). (23)

Multiplying (21) and (23), we obtain:

Φ(yn)

Φ′(yn)
=

ên(c2 ên + c1)
(
−3 c1c3 ê2

n + 4 c2
2 ê2

n − 2 c1c2 ên + c2
1
)

c3
1

, (24)

where ẽn = zn − γ. Using the Taylor’s series for Φ(zn) around γ, we obtain

Φ(zn) = c1 ẽn + c2 ẽ2
n +O(ẽ3

n). (25)

Expanding the Taylor series using Equations (17) and (22), we obtain the expansion
for the finite-difference quotient S as follows:

S = 2c2 + 3c3en + (−2c2(c3
2 + c2c3)− 2c2(−c3

2 − c2(4c2
2 − 3c3)− 2c2(−4c2

2 + 2c3)

+ 2c2(2c2
2 + 2c3)− 2c2(−c2

2 + 2c3)e3
n +O(e4

n).
(26)

Using the Equations (16), (18) and (25) in the second step of the proposed method (14),
we obtain

ê = (−c3
2 − c2(4c2

2 − c3)− 2c2(−4c2
2 + 2c3) + 2c2(−2c2

2 + 2c3)− 2c2(−c2
2 + 2c3)e4

n +O(e5
n). (27)

Using the Equations (16)–(18), (21)–(23) and (26) in the third step of the proposed
method (14), we obtain

en+1 = c3
2(c

2
2 − c3)e8

n +O(e9
n). (28)

The aforementioned equation demonstrates that the suggested approach (14) con-
verges to the eighth order.

5. Polynomiography: Fractal and Non-Fractal Images

Creative design and pattern development are two of the trickiest challenges in CAD.
The process of creating patterns includes many different steps, such as analysis, creativity,
and development. A designer must address all of these factors to create an engaging pattern
that can be used in jewelry design, carpet design, tapestry design, etc. That is why it is so
inspiring and practical to find novel ways to generate a wide range of fascinating patterns.
Mathematical theory is one potential source for such procedures. As a type of mathematical
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object, polynomials have the potential to produce a wide range of interesting and lovely
patterns. Polynomiography is commonly used to create patterns using polynomials.

Polynomiography is a method that combines mathematics with art to develop a new
kind of visual art. The visuals that are produced are the outcome of an algorithmic visual-
ization of repeated attempts to solve a polynomial problem. At the turn of the 21st century,
Dr. Bahman Kalantari was the one who first articulated the meaning of this phrase [27]. Dr.
Bahman Kalantari’s research on polynomial root-finding served as the impetus for the de-
velopment of the concepts of polynomiography. Polynomial root-finding is an age-old and
time-honored field of study, but it never ceases to produce new insights with the advent of
new generations of mathematicians and scientists. The term “polynomiography”, which is
a combination of the words “polynomial” and the suffix “graphy”, was initially developed
by Dr. Kalantari. A picture that was generated independently as a consequence of poly-
nomiography is referred to as a “polynomiograph”. “An iterative process for constructing
two-dimensional colored drawings (polynomiographs) that represent polynomials”, is how
its definition reads.

Fractals are connected to polynomials via an area of mathematics known as poly-
nomiography. Polynomiography is described as “the art and science of visualizing the
zeros of complex polynomials utilizing fractal and non-fractal pictures formed using the
mathematical convergence qualities of iteration functions. Instead of being a fractal image,
a polynomiograph is a visual depiction of a polynomial’s roots. Finding the roots of small
to intermediate degree polynomials has received a lot of research, while big polynomials
have received less attention since they are less frequently encountered in mathematical
studies. The fractal patterns that were created were different and could be used in many
different ways, such as in the textile and ceramics industries.

To generate polynomiographs over the complex plane C utilizing the computer pro-
gram, we made use of a rectangle R along with the dimensions [−2, 2]× [−2, 2], and the
maximum number of iterations of N = 50 with accuracy ε = 0.001. This was done by
taking some complex polynomials as shown in Equation (29). The areas of the image where
the algorithm did not successfully converge have been assigned the color black. The pixel
density of the produced visual representations is defined by the dividing of R; for example,
if we partition the rectangle R into a grid of 2000, the plotting polynomiographs would
have a higher resolution as a result. We used the following four complex polynomials
including their roots (both real and complex) to show graphic elements in the complex
plane:

Φ1(z) = z3 − 1, z1,2,3 = 1,−0.5± 0.8660i,

Φ2(z) = z4 − 1, z1,...,4 = ±1,±i,

Φ3(z) = z5 + z, z1,...,5 = 0, 0.7071± 0.7071i,−0.7071± 0.7071i,

Φ4(z) = 45z15 + 45z8 − 1,

z1,...,15 = 0.6187,−0.6243,−0.9967, 0.4367± 0.4393i,−0.4423± 0.4393i,−0.0028± 0.6212i,

0.2257± 0.975i,−0.6203± 0.7819i, 0.9041± 0.4339i.

(29)

The images obtained are shown in Figures 3–6 for the complex-valued polynomials
given in Equation (29), respectively while considering the iterative techniques as follows:

(a) Classical Newton Method of second order convergence in (2).
(b) A method with eighth-order convergence in (3).
(c) A method with eighth-order convergence in (4).
(d) A method with ninth-order convergence in (5).
(e) A method with ninth-order convergence in (6).
(f) The proposed method with eighth-order convergence in (14).

It is worth to be noted that in each Figure, plot (a) shows the fractal behaviour of the
classical Newton Method of second-order convergence, plot (b) shows the fractal behaviour
of the eighth-order method given in (3), plot (c) shows the fractal behaviour of the eighth-

215



Symmetry 2023, 15, 330

order method given in (4), plot (d) shows the fractal behaviour of the ninth-order method
given in (5), plot (e) shows the fractal behaviour of the ninth-order method given in (6),
and plot (f) shows the fractal behaviour of the proposed eighth-order method given in
(14). Darker regions in each plot indicate divergence regions that do not appear in fractal
pictures generated using the suggested eighth-order approach. It demonstrates how, with a
good first approximation, the approach can converge more quickly.

Figure 3. Polynomiographs for the complex function Φ1(z) = z3 − 1 drawn with methods in (a) (2),
(b) (3), (c) (4), (d) (5), (e) (6), and (f) (14).

Figure 4. Polynomiographs for the complex function Φ2(z) = z4 − 1 with methods in (a) (2), (b) (3),
(c) (4), (d) (5), (e) (6), and (f) (14).
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Figure 5. Polynomiographs for the complex function Φ3(z) = z5 + z with methods in (a) (2), (b) (3),
(c) (4), (d) (5), (e) (6), and (f) (14).

Figure 6. Polynomiographs for the complex function Φ4(z) = 45z15 + 45z8 − 1 with methods in
(a) (2), (b) (3), (c) (4), (d) (5), (e) (6), and (f) (14).

It may also be noted that the pseudo-code for the polynomiography via the proposed
three-step method (14) is given in Algorithm 1. It has been explained how the different
coloring is assigned in some regions and how the colormap works in case of different colors
and shadings within the phase planes of several complex polynomials under consideration.
Pseudo-code offers a way to find polynomiographs. The proposed three-step procedure
is iterated in the algorithm for each point in the region R ⊂ C under consideration. We
assume the resulting sequence converges to a root of p and stops iterating if the modulus
of the difference between two successive points in the iteration process is less than the
provided precision (ε). If the maximum number of cycles (N) is reached, then the generated
sequence is assumed to not converge to a root of p. At the very end, we assigned a color to
the location that was being considered by utilizing the colormap that was presented to us
together with the iteration number when we exited the while loop.

217



Symmetry 2023, 15, 330

Algorithm 1: Pseudo code for the polynomiograpghy with the proposed three-
step method (14).

Input: p ∈ C[Z], deg(p) ≥ 2-polynomial, R ⊂ C-area , N-the maximum number
of iterations, ε-accuracy, colors[0..N]-colormap.

Output: Polynomiography for the polynomial p within the area R.
1 for z0 ∈ R do
2 n = 0
3 while n ≤ N do
4 zn+1 = proposed three-step method given in (14)
5 if |zn+1 − zn| < ε then
6 break

7 n = n + 1

8 Show z0 with colormap[n] color

6. Physical Models for Numerical Simulations

In this section, we will conduct some numerical simulations to highlight the per-
formance of the suggested iterative technique with eighth-order convergence, which is
given in the equation. There are many distinct kinds of nonlinear functions that are taken
into account. Only applicable nonlinear models, such as those used in medical science,
healthcare, population dynamics, and blood flow, are discussed in this article in order to
provide the findings with more support and credibility. We utilize the stopping criterion
|Φ(xN)| ≤ ε to determine when to end the number of iterations, where the tolerance is set
to ε = 10−300, and the needed accuracy is specified to be as high as 4000.

The following tabular representations of numerical results obtained from nonlinear
practical models have been created, with each table containing an initial guess, a total
number of function evaluations to achieve the tolerance, absolute error, the absolute value
of the underlying function at the final approximated solution, and the amount of CPU time
consumed by each approach, measured in seconds. The required numerical results were
accomplished by using the program Mathematica 12.1 while operating under the Windows
10 operating system. The computer has an Intel(R) Core(TM) i7-1065G7 CPU running at a
speed of 1.30 GHz. The installed memory was 24.0 GB.

Numerical Results and Discussions

Tables 1–3 show that the absolute error at the final iteration after simulating the chosen
real models with the proposed method is the smallest of all the errors produced by other
existing methods, as is the absolute functional value while consuming a reasonable amount
of machine time measured in seconds. The number of function evaluations required by
PTNM is appropriate for the first assumptions and, in some cases, it outperforms higher-
order approaches. In addition, it is important to highlight that the suggested technique
does not contain any aspects of divergence, in contrast to certain current methods, which do
have such elements, as shown in Table 3. In conclusion, it has been demonstrated that the
procedure described in (14) is applicable in a variety of real-life and physical circumstances
where one must interact with a nonlinear phenomenon.

Problem 1. We have taken a blood rheology nonlinear model from [4] as shown below:

Φ1(x) =
x8

441
− 8x5

63
− 0.05714285714x4 +

16x2

9
− 3.624489796x + 0.36, (30)

where x shows the plug flow of Caisson fluid flow. Caisson fluid is used to represent blood despite
the fact that it is a non-Newtonian fluid. The Caisson fluid model hypothesizes that a simple fluid
like water or blood will move through a tube in such a way that its central core will move as a plug
with very little distortion and that a velocity gradient will develop along the tube’s walls. It may be
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noted that the blood comes under the category of Caisson fluid. The numerical simulations for the
model (30) are presented in Table 1.

Table 1. Comparison of several methods with the proposed method for the initial guess x0 = 5.5 for
the blood rheology model given in (30) having an approximate solution to be x = 3.8200.

Method FE ε = |xN − xe| |Φ1(xN)| Time

CNM2 28 1.48 × 10−443 2.70 × 10−884 1.4100 × 10−1

PNM8 20 1.49 × 10−492 1.93 × 10−3933 2.8200 × 10−1

VNM8 30 1.46 × 10−1527 1.00 × 10−3998 1.8700 × 10−1

PNM9 30 1.16 × 10−1895 1.00 × 10−3998 2.0400 × 10−1

PNR9 30 4.34 × 10−316 9.26 × 10−2835 1.2500 × 10−1

PTNM 30 3.00 × 10−2328 1.00 × 10−3998 3.1200 × 10−1

Problem 2. Law of Blood Flow [5]:

Φ2(x) =
P
ηl

(
R2 − x2

)
, (31)

where P = 4000, η = 0.027, R = 0.008, and l = 2 are chosen for the simulations with x ∈ [0, R]
being the distance to be determined. With these parameters, the above model turns out to be

R f x3 − 20p(1− x)2 = 0, (32)

where R f stands for the radius of the fiber, p shows the specific hydraulic permeability,
and x ∈ [0, 1] is the porosity of the medium. If we assume R f = 100× 10−9 and p = 0.4655,
we obtain the following third-degree polynomial:

Φ2(x) = −100× 10−9x3 + 9.3100x2 − 18.6200x + 9.3100. (33)

The numerical simulations for the model (33) are presented in Table 2.

Table 2. Comparison of several methods with the proposed method with the initial guess x0 = 2 for
the blood rheology model given in (33) having an approximate solution to be x = 1.

Method FE ε = |xN − xe| |Φ2(xN)| Time

CNM2 46 5.56 × 10−382 2.88 × 10−762 1.0900 × 10−1

PNM8 36 6.41 × 10−882 3.00 × 10−3999 1.2500 × 10−1

VNM8 45 7.42 × 10−857 7.00 × 10−3999 7.8000 × 10−2

PNM9 45 4.04 × 10−845 2.00 × 10−3999 7.8000 × 10−2

PNR9 54 2.39 × 10−1231 6.00 × 10−3999 6.2000 × 10−2

PTNM 45 1.09 × 10−1514 7.00 × 10−3999 1.4100 × 10−1

Problem 3. In the study of population dynamics, one of the models that is utilized most commonly
is the mathematical representation of population growth, referred to as the population growth (PG)
model. Using a first-order ordinary differential equation, the following expression can be used to
describe the model:

PG′(t) = κPG(t) + ν, (34)

where PG(t) stands for the population growth at time t, κ shows the constant birth rate while ν
is for constant immigration rate. The above linear ordinary differential equation has the following
closed-form solution:

PG(t) = PG0 exp(κt) +
ν

κ

(
exp(κt)− 1

)
, (35)
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where PG0 is the population at t = 0 (initial population). In one particular piece of research,
the problem is stated as follows: Let us say that a particular community had a starting population of
1,000,000 people, that 435,000 people immigrated into the community in the first year, and that the
town had a total population of 1,564,000 people by the conclusion of the first year. Determine the
rate of births (κ) in this population. Using the initial condition and values of the other parameters
given as stated, the birth rate κ can be determined with the help of the following nonlinear equation
which is the closed-form solution of the model (34) after applying the stated situation:

Φ3(x) = 1564− 103 exp(x)− 435
x

(
exp(x)− 1

)
= 0, (36)

where x = κ is the required birth rate. The numerical simulations for the model (36) are presented
in Table 3.

Table 3. Comparison of several methods with the proposed method with the initial guess x0 = 5.5
for the population growth model given in (36) having an approximate solution to be x = 1.01× 10−1.

Method FE ε = |xN − xe| |Φ3(xN)| Time

CNM2 32 4.29 × 10551 1.16 × 101098 2.0300 × 101

PNM8 diverge - - -
VNM8 30 5.37 × 10480 8.23 × 103834 2.5000 × 101

PNM9 30 1.90 × 10508 3.10 × 103996 1.5600 × 101

PNR9 diverge - - -
PTNM 30 2.82 × 10995 6.00 × 103997 2.0300 × 101

7. Concluding Remarks and Future Directions

The success of this investigation hinges on the development of a brand-new itera-
tive strategy that converges at the eighth-order level after three iterations. The projected
computational order of convergence is consistent with the theoretical demonstration of con-
vergence provided by Taylor’s series expansion for nonlinear equations. Thus, the PTNM
method can be applied to problems with either a single nonlinear equation or a system
of such equations. In addition, dynamical aspects of PTNM can be investigated using
basins of attraction, which, when applied to complex-valued functions, yield aesthetically
pleasing phase plane diagrams. This demonstrates the method’s validity for making first
estimates that are statistically very close to the underlying nonlinear model. We also
get polynomiographs that are both aesthetically pleasing and intellectually stimulating.
The real values of parameters have a symmetrical effect, but the imaginary values of param-
eters distort polynomials. In the end, some medically-relevant nonlinear equations were
applied to PTNM and other well-known optimum and non-optimal techniques in the sense
of King–Traub. It has been found that PTNM yields better results than other methods in
the vast majority of cases. This is notably the case concerning the N-th iteration threshold
for achieving the target precision, error, and functional value. It is also worth noting that
the proposed method will always converge, regardless of how close to or far from the
starting guess the approximate solution is. Remembering this is essential. The PTNM
algorithm converges to the eighth order and is an iterative method that can compete with
other algorithms. It can be used to find solutions to nonlinear systems and equations.

As far as we can tell, high-order approaches are solely of interest in the academic
community since very precise approximations to answers are not needed in most real-world
contexts. However, these methods are rather complex and do not significantly increase
productivity relative to simpler alternatives. The method proposed here is also one of the
memory-free techniques discussed in the article. In the case of nonlinear systems, it also
requires the evaluation of additional Jacobian matrices, which increases the computing
burden. To reduce the computational complexity of the current method, we plan to make a
change in future research by proposing a finite-difference approximation for the first-order
derivative. We will also look more closely at the proposed method to see if it has semi-
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local convergence and better visualization with a variety of convergence tests including
distance and non-distance conditions over different types of metrics. In addition, the three-
step numerical solver that was proposed can be extended to the concept of fractional
calculus [28], in which the traditional derivative is replaced by the fractional Riemann–
Liouville or Caputo derivatives. This allows the solver to be used to solve problems
involving fractional calculus.
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