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Preface

The challenges of climate change and energy transition require fundamental changes in energy

systems. Significant progress is necessary for the current energy systems to satisfy the ambitious

targets of the Energy Roadmap 2050 of the European Commission, aiming to fully decarbonize the

European economy by reducing GHG emissions in developed countries to below 80–95% of the 1990

levels. A circular economy has risen high in the agendas of policymakers as a way of enhancing the

decarbonization approach.

This Special Issue presents articles related to techno-economic analysis and optimization

approaches, especially for energy systems, and collates the latest research and advancements in their

application.

Nineteen papers were submitted to this Special Issue, of which fifteen were published. Although

each paper covers a different topic, three categories can be identified based on the following focus

areas of the published papers:

• Decarbonization: One of the main current challenges is decarbonization, with energy systems

being significant contributors to the transition. The published articles encompass the

implementation of decarbonization from the generation of electricity to the transport sector,

proposing cost-effective solutions and optimization approaches. The authors discuss all types

of renewable energy sources and their different production methodologies, with both on-land

and shipping applications.

• Energy Demand: Estimating and managing energy demand is an issue that has occupied

researchers throughout the years. It is fully linked to the need to meet demands and the parallel

need to reduce greenhouse gas emissions, making it a constant timely challenge.

• Optimization of Energy Systems: In achieving the optimization of energy systems, the

optimization of their individual components is a fundamental condition.

Konstantinos Aravossis and Eleni Strantzali

Editors
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Assessment of Co-Gasification Methods for Hydrogen
Production from Biomass and Plastic Wastes

Jonah M. Williams 1,* and A. C. (Thanos) Bourtsalas 1,2,*
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2 Earth Engineering Center, Columbia University, New York, NY 10027, USA
* Correspondence: jmw2291@columbia.edu (J.M.W.); ab3129@columbia.edu (A.C.B.)

Abstract: In recent decades, economic development and population growth has been accompanied
by the generation of billions of tonnes of solid residues or municipal “wastes”, a substantial portion
of which is composed of plastics and biomass materials. Combustion-based waste-to-energy is a
viable and mature method of extracting calorific value from these end-of-life post-recyclable materials
that are otherwise landfilled. However, alternative thermochemical methods, such as gasification, are
becoming attractive due to the ability to synthesize chemical precursors for supply chain recirculation.
Due to the infancy of gasification technology deployment, especially in the context of anthropogenic
CO2 emission reduction, additional systems engineering studies are necessary. Herein, we conduct an
attributional life cycle analysis to elucidate the syngas production and environmental impacts of ad-
vanced thermochemical gasification methods for the treatment of biomass and plastic wastes obtained
from municipal solid wastes, using a comprehensive thermodynamic process model constructed
in AspenTech. Feedstock composition, process parameters, and gasification methods are varied to
study the effects on syngas quality, yield, power generation potential, and overall greenhouse gas
emissions. Steam-based gasification presents up to 38% reductions in CO2 emissions when compared
to conventional thermochemical methods. Using gasifier-active materials, such as metal hydroxides,
can also further reduce CO2 emissions, and realizes a capture load of 1.75 tonnes of CO2 per tonne of
plastic/stover feedstock. This design alteration has implications for reductions in CAPEX due to the
mode of CO2 capture utilized (e.g., solid sorbent vs. liquid SELEXOL). The use of renewable energy
to provide a method to generate steam for this process could make the environmental impact of such
MSW gasification processes lower by between 60–75% tonnes of CO2 per tonne of H2. Overall, these
results can be used to inform the guidance of advanced waste gasification methods as a low-carbon
transition towards a circular economy.

Keywords: municipal waste treatment; hydrogen production; gasification; carbon capture utilization
and storage; thermochemical conversion; plastic pollution

1. Introduction

Humanity’s dependence on plastic since the oil boom in the first half of the 20th
century has gone hand-in-hand with many of the technological advancements society
enjoys today [1]. Although methods of recycling exist to re-purpose waste plastics into
virgin materials, a majority of used plastics are either disposed of in a managed fashion
(e.g., combustion-based waste to energy or landfilling) or improperly disposed of (open
dumping or ocean dumping) [2–4]. In the U.S., in 2018 alone, about 35,680K tonnes of
plastic were generated and of that amount, 26,970K U.S. tons were landfilled (75.5%) [2].
Globally, the amount landfilled is closer to 350 million tonnes per year, and global plastic
production is projected to grow at a rate of about 15 million tonnes per year due to increased
industrialization [5,6]. The staggering issue of plastics generation and their longevity has
led to the development of recycling programs to offset the usage of virgin polymers.
However, not all plastics can be recycled, as their relative complexity, contamination,

Energies 2023, 16, 7548. https://doi.org/10.3390/en16227548 https://www.mdpi.com/journal/energies1



Energies 2023, 16, 7548

accessibility, heavy metal content, etc., make it more challenging [5,7,8]. For example,
plastic food containers can be challenging to mechanically recycle due to the presence of
residual food wastes. This leaves few alternatives for dealing with the issues of growing
plastic pollution. Additionally, China recently enacted its “National Sword” policy (2017),
decreeing that it will no longer import Western recycling materials [9]. This has severely
impacted the global flows of recyclables, and furthers the need for interim technologies
to mitigate the sheer volume of plastics that are landfilled. One such method is Waste-to-
Energy (WtE) processes, which allow the recovery of calorific value in the form of power
and/or fuels from waste streams through combustion, gasification, or pyrolysis [10].

Ciuffi et al. (2020) enumerate many disposal pathways for MSW plastics. The first
two, primary and secondary, include mechanical recycling, which is applicable only with
pure, point-source separated feedstocks. The tertiary recycling method, WtE, provides a so-
lution for contaminated bulk MSWs that can be continually processed and incinerated [11].
Among the WtE processes listed, gasification shows clear advantages, as a high quality
syngas rich in CO/H2 can be recovered (Table 1) [12]. This syngas can then be utilized in
heat-recovery operations or as a precursor to downstream fuels and polymer synthesis
processes (e.g., Fischer–Tropsch). Although the technology maturity is currently low, gasifi-
cation facilities for the treatment of MSWs show future promise, especially in the context of
a circularized and constrained carbon economy for the production of chemical precursors
for supply chain recirculation. Currently, there are many types of gasification reactors and
process schemes that can be used generate synthesis gas. For high-carbon feedstocks such
as coal or biomass, there is much flexibility in the type of gasifier that can be used. For MSW
streams, which usually have a medium gross calorific value, the best type of gasifier to use
is likely a moving-bed type, where the waste is pre-pulverized and fluidized in the gasifier
with an oxidant. This allows for lower residence times, increased char and tar cracking,
higher temperatures, and overall better conversions and volatilization. Gasifiers typically
run at elevated temperatures (>1000 ◦C) and pressures greater than 50 bar to effectively
convert the feedstocks. Although H2 and CO are the primary syngas components, CO2 is
also produced during gasification along with partially oxidized sulfur species (H2S and
COS), chlorides (HCl, Cl−), and trace heavy metals. The gasification of MSWs is poised to
generate more hazardous metals and species, such as dioxins and chloro-compounds due
to the wide variability of the feed based on the addition refuse components found with the
plastics in the feed [13–15].

The gasifier can be operated in many different oxidant modes such as air-blown,
oxygen-blown, steam, and sorbent-based gasification (Figure 1). Air-blown gasifiers are
the most widely used, are generally inexpensive relative to the other methods; they have
a simplistic reactor design but produce low-value syngas (low LHV) with larger carbon
emissions. Oxygen-blown gasifiers produce high-purity syngas with a high LHV with
lower pollutant levels; however, a full-scale Air Separation Unit (ASU) is needed to provide
the oxidant charge. Steam gasification uses superheated or supercritical steam as the
oxidant, which can produce a high hydrogen content in the syngas, increased char and tar
cracking, which leads to higher gas yields; however, greater energy needs are necessary
as the overall process is endothermic when steam is used [11,16]. Lastly, sorbent-based
gasification utilizes catalytically active gasifier bed materials that aid in both feedstock
conversion and CO2 sequestration in the form of metal (M) carbonates M(CO3)x [17]. In
situ carbon capture is very attractive as it has implications for the cost reduction of syngas
cleanup downstream; however, external heat needs to be supplied to the gasifier due to
the slightly endothermic nature of the reactions. Additionally, due to the large volumes
and reserves of alkaline waste materials that can act as gasifier-active species (e.g., olivine,
serpentine, portlandite, etc.), the motivation to run these gasification systems is increasing.
Greater hydrogen yields can theoretically be obtained due to the participation of the OH−
ions in the reaction, as exemplified with the alkaline thermal treatment of portlandite
below: [18,19]

Ca(OH)2 + Carbon (C) + H2O → CaCO3 + 2H2 (1)

2
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Figure 1. Different gasification cases compared in this study, analyzed in the context of hydrogen
and power generation capacities compared to the benchmark of SMR.

Table 1. Comparison of the three major thermochemical treatment methods to recovery calorific
value from MSW streams.

Pyrolysis Gasification Combustion

Air provided to the system No air Sub stoichiometric air Excess air

Feedstock Source separated
plastic materials

Source separated high calorific
value materials, e.g., plastics,

and paper, and biomass
Mixed wastes

Products Liquid fuels, e.g., oil Syngas (CO and H2) Energy—electricity and/or heat

By Products

High char, unconverted
solid will remain

Pollutants in reduced
form (H2S, COS)

Char @ low Temp;
Vitrified slag @ high Temp
Lower fly ash carries over,
compared to combustion

Pollutants in reduced
form (H2S, COS)

Bottom ash (inert),
fly ash (hazardous)

Pollutants in oxidized
form (SOx, NOx, etc.)

3
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Table 1. Cont.

Pyrolysis Gasification Combustion

Temperature <500 ◦C 700–1200 ◦C >1100 ◦C

Maturity Not proven—small scale, ~10
tonne per day

Not proven—failures
reported, e.g., Tees Valley in
the UK and PyroGenesis in

Florida, USA

Proven and dominant, ~1000
plants worldwide with capacities

from 100 tonnes per day up to
5000 tonnes per day.

Flexible and optimized system

Previous studies have tried to compare different gasification models in the context of
either biomass, coal, or petroleum coke gasification, but few examine it in the context of
MSWs, especially with an underlying assessment of emissions metrics [20–23]. Addition-
ally, most do not consider models that combine upstream gasification with downstream
gas scrubbing, sulfur removal, and heat recovery units [24,25]. In order to address this
need, this study compares these four viable promising gasification methods in the context
of MSW treatment and examines the ramifications of each from a comprehensive thermody-
namic system engineering perspective. Hydrogen production and purification is carefully
examined with respect to these thermochemical conversion cases as an alternative to the
most conventional method of producing H2, steam methane reforming (SMR), which is
CO2-intense. Due to the growing interest in and the need to reduce anthropogenic CO2
emissions, this model also considers cases with advanced point-source carbon capture
systems using commercialized physisorption thermal-swing processes. Materials balances
were produced from the AspenTech gasification combined cycle simulations for six indi-
vidual cases. All cases considered the same general process configuration, where the main
difference was the type of feedstock or method of gasification. Overall, this study represents
the development and assessment of a complex thermodynamic MSW gasification model,
which considers the production of hydrogen while capturing and producing a pure stream
of CO2 for utilization or storage.

2. Materials and Methods

2.1. Block Flow Diagram and Boundary Conditions

An attributional cradle-to-gate Life Cycle Analysis (LCA) was conducted, examining
the conversion of raw materials (biomass and MSW-derived plastics) through an integrated
gasification combined cycle (IGCC) facility which produces high-purity hydrogen gas and
electricity. The hydrogen will be produced via pressure swing absorption of syngas, and
the purge/reject gas will be further oxidized in a gas turbine (GC) equipped with a heat
recovery steam generator (HRSG).

Figure 2 shows a block flow diagram of the considered process along with the input
and exit boundaries. The boundaries of this project include the feedstocks arriving at the
gasifier block, and exclude pretreatment and transportation. The raw material inputs are
air, water, feedstock (MSW-plastic or biomass), energy (in the form of either electricity or
steam), and SELEXOL charge (fresh ethyl ethers of polyethylene glycol) for CO2 capture.
The materials exiting the plant are energy, in the form of power, stack emissions, from
the gas turbine combined cycle (GTCC) and heat recovery steam generator (HRSG), pure
hydrogen, char, and ash from the gasifier, and process waste-water. Although not included
in Figure 2, pure hydrogen sulfide gases and pure carbon dioxide gases, to feed either a
Claus Unit to make elemental sulfur or to be stored in a saline aquifer, respectively, are also
exiting the process. For the purpose of this study, the plant efficacy is determined solely
based on hydrogen product value and energy produced.

4
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Figure 2. Block flow diagram (BFD) of the proposed LCA showing the boundary conditions and the
inputs/outputs from the plant. Near the gasifier, the ASU, HP Steam, and External heat represent
different gasification operation modes. The ASU is only used in the case of oxygen-blown gasification,
HP steam to the gasifier is for the case of sorbent-based gasification and steam gasification, and
external heat is for sorbent-based gasification.

2.2. Functional Unit

Two different metrics were used to assess the flows at the boundary condition, one
being hydrogen produced per metric tonne of feedstock basis and MWh produced per
metric tonne of feedstock. The first basis will be useful in comparing the amount of energy
produced, hydrogen purified, CO2-captured, etc., per tonne of feedstock when different
feedstock slates are compared. Additionally, with the potential to co-gasify plastics and
biomass, this metric is important to compare potential synergies between the feedstocks.
The second metric will be useful for assessing the functionality of the plant at scale, and
will provide plant-wide data relative to power generation, which is an important parameter
in the success of WtE facilities.

2.3. Assumptions

There are many assumptions present throughout this comparison and they are
used to provide greater support and motivation for the subsequent data. As established
by ISO 14040 [26], assumptions allow for less misinterpretation of LCA study results
(Table S1).

5
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2.4. Thermodynamic Model of MSW Gasification Combined Cycle

For almost all of the simulation models, the Predictive Soave-Redlich-Kwong (PSRK)
property set method from the AspenTech Property Set Database was used. The PSRK
method is useful for predicting chemical equilibria for high-pressure gas systems, which
is the majority of this process [27,28]. However, to model the liquid–liquid gas equilibria
in the SELEXOL process the NRTL-Electrolyte method from the AspenTech Property Set
Databased was chosen [29]. These methods were selected to yield the most robust and
accurate process model possible. A full process flow diagram (PFD) to showcase the
AspenTech model developed is available in Figure S1 and a description to accompany this
PFD is present in Supplementary Information Description S3.

2.5. Systems Assessed and Sensitivity Analysis

This study assesses four methods of industrial gasification in the context of both
biomass and MSW-derived plastic wastes. The six test cases studied and variations of the
thermodynamic model are described below:

Case 1 is a coal-fired oxyfuel plant (benchmark), Case 2 is a methane fired autothermal
steam methane reforming plant (benchmark), and Case 3 is an MSW-plastic/corn stover
(1:1 ratio by mass) oxyfuel plant. These three cases are almost identical, aside from the
different feedstocks utilized. Case 4 is an MSW-plastic/corn stover (1:1 ratio by mass)
steam gasification plant, which does not have an ASU but instead uses very high-pressure
steam as the oxidant in the gasifier. Case 5 is the same as Case 4, but utilizes a mixture of
steam, oxygen, and a sorbent (in this case Ca(OH)2—portlandite) to perform in-situ carbon
capture and hydrogen generation. Lastly, Case 6 is an air-blown gasifier which recovered
hydrogen from an MSW-plastic/biomass mixture (1:1 ratio by mass), but does not have
an ASU nor gas turbine nor gas cleanup process due to the presence of large amounts
of nitrogen circulating throughout. The general differences in the gasification islands are
highlighted in Figure 1.

2.6. Feedstocks Considered and Heating Values

The feedstock considered for the MSW/Biomass gasification processes was selected
from a group of known WtE feedstocks and their associated ultimate analyses (Table S2).
A representative mix of corn stover and MSW-derived plastics, in equal mass portions.
This was done as a proof-of-concept to simulate ideal conditions for MSW plastics contami-
nated with biomass wastes (e.g., agricultural) from landfilling. Additionally, since the full
ultimate elemental analysis is known for each component, they were ideal candidates for
the development of the thermodynamic mode. For the purpose of this analysis, the MSW-
derived plastics was considered to be a poly-ethylene derivative. Sub-bituminous coal and
a shale-derived natural gas were also considered as reference feedstocks to compare the
proposed theoretical process to industrially available gasification processes. Table S3 show-
cases the different energetic values in Btu/lb for the four feedstocks. Natural gas, due to
the abundance of methane, shows the highest heating value while the MSW-derived plastic
comes in second due to the assumption that is a poly-ethylene derivative; the energetic
value of C-H bonds and relative abundance in the (CH2-CH2)n backbone is quite high. Corn
stover, with a heating value of ~7590 Btu/lb, is much lower than the other feedstocks, how-
ever quite in line with other lignocellulosic biofuel materials [30]. The low heating value
of biomass feedstocks makes them quite challenging in gasification/power-generation
activities; generally, more feedstock is needed to produce the same electricity/chemical
yields in reference to coal, for example, due to the high water and oxygen content. This can
lead to the presence of tars and waxes which can also foul up the gasifier.

2.7. Indicators Examined

Environmental impact indicators were considered in the assessment of the gasifica-
tion thermodynamic models developed from AspenTech. The most important metrics
considered were carbon dioxide (CO2), nitrogen oxides (e.g., NOx), carbon monoxide (CO),

6
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reduced sulfur species (H2S, COS), chloride emissions (Cl−), ashes from the gasifier block,
and predicted process waste-water (from steam). Each metric is reported in the most salient
metric possible. For instance, gaseous emissions, such as NOx, CO, and H2S/COS, were
reported according to U.S. powerplant standards (e.g., lbs contaminant per MMBtu fired in
turbines). Other metrics were reported as metric tonnes per hour for simplicity.

2.8. Sensitivity to Examine CO2 Reduction Using Renewables to Generate Steam

The use of steam gasification and steam-sorbent gasification (Case 4 and Case 5,
respectively) for the disposal and recovery of value from MSW plastics and biomass show
potential advantages over oxyfuel and air gasification processes. This is due to the use of
water as an oxidant, which allowed for enhanced methanation and greater hydrogen yields
per feedstock charge. However, high energy penalties are incurred as a function of the
external boiler firing duty needed to vaporize BFW to produce VHP steam to supply to
the gasifier. This can hamper the overall CO2 emissions of the process and the energetics,
making steam gasification less desirable than oxyfuel gasification. However, if the energy
needed to maintain the gasifier temperature of the energy needed to vaporize water into
steam for Case 4 and 5 could be sourced by alternative energy systems, the carbon balance
of these plants may fall into a more desirable range. A sensitivity analysis was performed
to examine the difference in carbon emissions if the energy to charge the gasifier with steam
could be sourced from renewables (e.g., solar thermal).

3. Results and Discussion

3.1. Material and Energy Balances

Table 2 shows the overall material balances for the processes examined. Case 2, steam
methane reforming (SMR) produces the most hydrogen of all the processes. This is due
to the clean nature of the feed which readily reacts with steam to yield H2 much more
efficiently than the solid gasification processes. Case 3 (plastic/biomass oxyfuel) is very
similar to Case 1 (coal oxyfuel), however the yield of hydrogen is about half. This suggests
that due to the lower combined heating value of the fuel, an MSW-cogasification facility
needs to input more feedstock per desired unit hydrogen [30]. The biomass and organic
fraction of the feed brings down the intrinsic heating value. Plastics, however, boost the
calorific value of the feed due to the abundance of C-C and C-H bonds (e.g., LDPE is about
85% carbon by mass) [31]. The potential for the creation of tars and waxes is very prevalent
during the gasification of plastics, and thus the gasifier temperature needs to be kept
constantly elevated [11]. Case 4 elucidates that using steam as an oxidant can more readily
produce hydrogen in an MSW-cogasification facility and unload power requirements from
the ASU; however, the energy requirements for producing the steam charge to the gasifier
are large. Case 5 showcases that the use of a gasifier bed material, in this case portlandite,
can seriously alleviate both carbon dioxide emission and the penalties associated with the
physisorption SELEXOL process [32]. Finally, the air gasification shows little merit (Case 6),
with low hydrogen yields and high emissions. This further supports a growing consensus
that either pure oxygen or steam must be used as a gasifier oxidant to avoid penalties from
circulating large amounts of nitrogen.

Energy balances, in terms of the main users and producers, were tabulated to
evaluate the efficacy of the plants from a full-scale power generation standpoint. Overall,
similar trends as discussed for the material balances exist for the energy balances as
well (Table 3). Case 1 and Case 3 are very similar from an energy balance, as expected,
showcasing the predictability of oxyfuel fired gasification processes. The ability to
generate roughly the same amount of power, but different hydrogen yields, shows
that the differences in the energetic value of the feedstocks are most important in the
yield of hydrogen. In Case 4 and Case 5, steam gasification and sorption enhanced
steam gasification, significantly boosting the yield of net power, almost 4- and 3.2-fold,
respectively. This is impressive, but likely due to the large presence of reformation and
methanation reactions that are driven by the steam. These reactions are less likely to
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occur in the presence of oxygen, as partial oxidation will be dominant. However, it
should be noted that preparation of the steam to feed the gasifier requires large amounts
of energy, almost 1024 MMKcal/h in Case 4 and 512.1 MMKcal/h in Case 5. This is
because in the absence of oxygen, steam gasification is mostly endothermic, so the heat
for gasification must come from an ancillary boiler. This boiler will likely be fired with
natural gas, and thus will incur additional CO2 penalties. However, from an absolute
yield Case 4 and Case 5 are the most efficient in terms of power generation.

Another important metric in assessing the efficacy of these gasification processes is
the feedstock conversion capacities, expressed in both per tonne of hydrogen produced
and per MW of power generated. Figure 3 showcases these LCA metrics for all six of
the gasification cases studies. As observed, the process utilizing natural gas SMR to
generate hydrogen and power is the most efficient from per tonne of methane utilized
and per tonne of hydrogen produced. This is attributed to the energetic value of the
feedstocks, with methane being the highest. Similarly, coal oxyfuel gasification (Case 2)
and the plastic/stover oxyfuel gasification (Case 3) follow the same trend in tonne
feedstock/tonne hydrogen, with Case 3 being the most at about 22 tonnes of feedstock
per tonne of hydrogen produced. As seen in Case 4 and Case 5, the use of steam and
steam plus a gasifier bed sorbent can actually reduce the required tonnage of feedstock
per tonne of hydrogen and tonne of feedstock per MW of power. The use of steam as
an oxidant increases the amount of methane and hydrogen relative to the other gases,
while oxygen in the gasifier increases the relative amounts of CO due to the partial
oxidation. Using a gasifier-bed sorbent brings down the tonne of feedstock required
per tonne of hydrogen produced by further increasing the amount of hydrogen through
in situ carbon capture. By capturing carbon dioxide that is being generated in the
gasifier, the sorbent effectively shifts the equilibria of the water gas shift by removing
CO2 in solid form as a carbonate salt, thereby allowing more CO to react with water
to yield increased fractions of hydrogen [18]. Thus, the use of bed-active gasifier
materials could be an attractive way to further enhance the production of hydrogen
from low-calorific-value feedstocks.

Figure 3. Feedstock production capacity LCA metric for six gasification cases in terms of tonne of
feedstock needed for tonne of hydrogen produced (red) and tonne of feedstock needed per MW of
power generated (blue).
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3.2. Environmental Impact Assessment

Table 4 shows the environmental impact of the six gasification cycles studied. The
major environmental pollutants produced from this site are: carbon dioxide emissions,
nitrogen oxide (NOx) emissions from the GTCC, CO emissions from non-combusted
material in the GTCC, hydrogen sulfide emissions from the gasification process, chloride
emissions from the gasifier, ash emissions (both bottom and fly ash), and process waste-
water [33]. Carbon dioxide is produced in both the gasification process and the gas turbine
as well. In Cases 4 and 5, where very-high-pressure (VHP) steam is injected into the
gasifier, additional CO2 emissions are incurred from a boiler producing the steam. NOx
emissions stem from the gas turbine, where nitrogen can itself become oxidized. CO is
emitted from incompletely combusted materials in the gas turbine, and has to be controlled
as it is poisonous in large quantities. Diluents can be injected into the gas turbine to
mitigate NOx emissions by lowering the combustion temperature; however, lowering the
combustion temperature will also increase the amount of CO [34]. Thus, the addition of
a diluent must be carefully tuned. Chlorides and ash wastes are significant problems in
MSW gasification operations, and need to be carefully controlled to prevent the emission
of hazardous pollutants. Chlorides must be removed early on in the process to prevent
corrosion downstream via chloride-induced corrosion stress cracking [35]. As seen in
Table 4, Case 3 (plastic/biomass, oxyfuel) actually generates the least amount of carbon
dioxide and correspondingly low amounts of NOx and CO relative to all other scenarios.
Due the presence of the ASU, water was only used to make a feedstock slurry in this case,
and thus process waste-water requirements are also reduced. Case 4 yields the highest
amount of carbon emissions due to the firing of almost 1124 MMKcal/h of VHP steam as an
oxidant in the gasifier, higher CO emissions, and large amounts of waste-water produced.
The addition of a sorbent, as shown in Case 5, can assist in reducing CO2, CO, Cl, Ash, and
waste-water emissions relative to Case 4. Thus, the use of a catalytically active gasifier bed
material could help at reducing the emissions profile of steam-based gasification processes,
which can also produce more hydrogen.

3.3. Emission Potential (CO2-Equivalents)

Overall, it was determined that the air-blown gasification of an MSW plastic/corn
stover is the worst from a carbon emission standpoint per tonne of hydrogen produced
and MW power (Figure 4). The use of the SELEXOL-based carbon capture process and
its advantages can clearly be observed in all other gasification cases relative to Case 6. It
should be noted that most of the carbon dioxide emissions for Cases 1–5 used in these
LCA metrics come from the HRSG stack, and are generated during the combined cycle.
Additional carbon capture systems could be installed for the stack gas; however, for the
purpose of this study it was not considered due to the dilute amounts of CO2 present in the
flue gas. Cases 1–5 are quite similar in their carbon emissions relative to power generated,
however using steam as an oxidant does incur a greater CO2 penalty per MW power and
an extreme penalty in terms of tonnes of CO2 per tonne of hydrogen produced. This can
be explained by the fact that water is a lesser oxidant in gasification systems. A penalty
is incurred in steam gasification because of the large gas firing duties from the auxiliary
boilers to supply steam. The chief reactions occurring during steam-based gasification
are methanation coupled with water–gas shift, yielding high amounts of methane and
hydrogen. The sheer mass of methane allows the significant recovery of energy by firing
in the gas turbine, suggesting that from a power perspective, steam gasification could
make energetic sense, however from a commodity chemical standpoint, it may not be the
best method of recovering value from MSW and biomass. The data suggest that full-scale
oxyfuel MSW-plastic/biomass co-gasification facility equipped with a GTCC-HRSG is
competitive enough to compete in the range of conventional SMR and coal gasification
plants on all emissions LCA metrics as indicated by Figure 4.
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Figure 4. Carbon dioxide LCA emission metric for six gasification cases in terms of tonnes of
carbon dioxide emitted per tonne of feedstock (green), tonnes of carbon dioxide emitted per tonne of
hydrogen produced (red), and tonnes of carbon dioxide emitted per MW of power generated (blue).

Carbon Capture Potential

As a component of the LCA, a full carbon balance was performed to assess the
overall environmental greenhouse gas release potential of the various gasification cycles
studies herein. Overall, all gasification cases, with the exception of the air-blown gasifier,
were tuned such that almost all of the carbon dioxide produced during gasification
was captured using the SELEXOL process. Thus, the intrinsic syngas carbon capture
efficiency for all cases (except 6) was approximately 100%. In all cases, as a component of
the combined cycle process, a gas turbine was operated to fully combust the PSA offgas.
As visualized in Figure 5, the carbon capture efficiency for Case 1 (coal, oxyfuel) and
Case 2 (autothermal methane reforming) is quite similar, however the overall carbon
emissions for Case 2 are the highest of all the processes. The large amount of CO2
released in the autothermal reforming process is due to the highly energetic value of
the methane feed, producing a PSA off-gas which is quite rich in methane and CO
with a great combustible value. The MSW-plastic/biomass oxyfuel, steam, and steam-
sorbent gasification series showed relatively similar total CO2 emissions, suggesting
that the PSA off-gas has roughly the same energetic composition to feed the gas turbine.
Interestingly, the sorption-enhanced gasification process yielded the highest degree of
potential carbon capture due to the presence of the portlandite, which performs in situ
capture of CO2 in the gasifier (producing carbonates), yielding a higher-purity hydrogen
and methane stream for downstream use. Portlandite or Ca-bearing phases can be
sourced from alkaline industrial wastes, such as steel slag, construction and demolition
waste, and mine tailings, which could be used as sorbent materials in this process [36,37].
Regeneration of Ca gasifier-bed active materials could be achieved through conventional
calcination and slaking cycles (e.g., calcium looping) which would produce pure gaseous
CO2 for storage, but this could be energy-intense, require additional unit operations, and
require piping and access to CO2 storage wells [38]. The produced calcium carbonates
from such a process could be re-used in carbon utilization applications, especially within
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the context of the built environment. Recent studies have attempted to understand
the processes and mechanisms that are the most important in the crystallization of
CaCO3 for carbon utilization [39,40] in addition to how these carbonates modify cement
hydration [41] and rheology [42] when they are reincorporated as new built environment
building blocks. Alternatively, if the carbonate materials are not re-utilized within
industrial applications, they can be stored as thermodynamically stable CO2 sinks
underground (e.g., reclaimed mines) for deep and permanent sequestration.

Figure 5. Carbon capture potential for the six gasification cycles considered in this study. The chart
shows the total carbon emissions produced (grey), the total carbon captured (red), and the carbon
emissions from the turbine (blue). On the right axis (in green), the carbon capture efficiency was
tabulated for all the processes.

3.4. Sensitivity Analysis: Use of Renewable Energy Systems

In order to reduce carbon emissions during the generation of steam for the steam
gasification of MSWs, a sensitivity test was conducted to investigate offsets using renewable
steam generation methods. One such promising technology is the use of concentrating
solar power (CSP) plants to supply thermal energy. These facilities utilize thousands of
heliostats and power towers to concentrate solar light to a point source boiler at high-
pressure and high-temperature conditions (>60 bar, >550 ◦C). A comparison between the
different emission profiles of Case 4 and Case 5 was tabulated on both a per power basis
(Figure 6a) and on a per tonne of hydrogen basis (Figure 6b). Overall, significant reductions
in CO2 emissions can be achieved by using CSP to provide heat to the gasifier, especially in
Case 4, where no sorbent was utilized in the gasifier itself. The potential hybridization of
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these steam gasification processes with alternative energy systems may make them more
attractive for both near-term and long-term investment prospects.

Figure 6. Analysis of using a solar thermal-based power process to produce the steam required for
the steam gasification cases, Case 4 and Case 5 in the context of MSW plastic/biomass gasification.
Offsetting carbon emissions that are incurred through boiler firing to generate the steam for the
gasifier would yield significant benefits from carbon balance standpoint. This figure showcases the
reductions (green) versus the base case (black) in tonne of CO2 per MW power (a) and tonne of CO2

per tonne of hydrogen (b) produced.

3.5. Limitations of the Study

While the methodology used in this study provides valuable insights into the conver-
sion of biomass and plastic materials via integrated gasification, several limitations should
be noted:

1. Scope Limitation: The attributional cradle-to-gate LCA primarily focuses on the
conversion process and excludes pretreatment and transportation of feedstocks. This
might not capture the complete environmental footprint of the entire lifecycle.
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2. Data Quality and Reliability: Assumptions made throughout the study, as high-
lighted by ISO 14040, can impact the results. While they are meant to provide clarity,
they may also introduce biases or inaccuracies.

3. Thermodynamic Models: The choice of the Predictive Soave–Redlich–Kwong (PSRK)
and NRTL-Electrolyte methods for thermodynamic modeling, while robust, may not
account for all possible chemical interactions or unforeseen process deviations.

4. Feedstock Representation: The study considers a mix of corn stover and MSW-
derived plastics as a representation. The variability in actual feedstock compositions
in real-world scenarios might result in different outcomes.

5. Limitation of Indicators: While multiple environmental indicators were assessed,
other potential environmental impacts might not have been captured in this study.

6. Scaling Limitations: The results obtained are based on the described process
configurations and may not directly scale or apply to different setups or larger
industrial scenarios.

7. Sensitivity Analysis: The study assumes that the energy for certain processes could
be sourced from renewables. In real-world scenarios, the availability, consistency, and
reliability of renewable sources can vary, impacting the outcomes.

8. External Factors: External factors like policy changes, technological advancements,
or economic factors that might influence the feasibility and efficiency of the described
processes in the future were not considered.

Future research should consider addressing these limitations for a more comprehensive
understanding of the gasification process and its environmental impacts.

4. Conclusions

Gasification systems applied to mixture of biomass and MSW-derived plastic wastes
comprise a technology that has immense potential. As seen by the carbon and energy
balances presented herein, steam gasification is a promising method to dispose of these
plastics/biomass feedstocks and yields 75% greater fraction of power per tonne of
feedstock and 33% greater fraction of hydrogen per tonne of feedstock as compared to
air or oxyfuel gasification. Although steam gasification could be a better gasification
pathway, extreme heat penalties are incurred via an auxiliary boiler to supply the steam
charge. This decreased the total carbon capture ability of the plant by about 10%.
However, sourcing alternative energy resources to supply the gasifier with the steam (e.g.,
CSP), could become practical in a carbon-constrained world, allowing the hybridization
of alternative energy, waste disposal, and commodity chemical production. Lastly,
using gasifier active bed materials, such as sorbents like portlandite [Ca(OH)2], can
dramatically reduce the need for complicated scrubbing systems (e.g., SELEXOL) and
the produced calcium carbonate could be safely stored or reused for carbon utilization
efforts. Overall, this study provides a thermodynamic metric assessment of emerging
gasification technologies to deal with the growing problem of MSWs, especially those
rich in biogenic and plastic fractions. As society moves closer towards the development
of circularized commodities economies, these advanced gasification facilities, especially
using sorbent materials, become quite attractive.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/en16227548/s1, Table S1: Assumptions for the gasification LCA
presented in this study adhering to the ISO 14040. Table S2: Various WtE feedstocks and their
associated elemental ultimate analysis (if known) and corresponding Gross Calorific Value (MJ/kg).
Table S3: The estimated feedstock energetic values for the gasifier thermodynamic block based on the
aforementioned collected feedstock data from Table S2. Figure S1: Overall Process Flow Diagram
(PFD) of the modeled IGCC showing all of the major unit operations and the flow of materials
throughout. Refs. [43–47] are cited in the Supplementary Materials.
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Abstract: Various research and development activities are being conducted to use hydrogen, an
environmentally friendly fuel, to achieve carbon neutrality. Using natural gas–hydrogen blends has
advantages such as the usage of traditional combined cycle power plant (CCPP) technology and
existing natural gas piping infrastructure. Therefore, we conducted CCPP process modeling and
economic analysis based on natural gas–hydrogen blends. For process analysis, we developed a
process model for a 400 MW natural gas CCPP using ASPEN HYSYS and confirmed an error within
the 1% range through operation data validation. For economic analysis, we comparatively reviewed
the levelized cost of electricity (LCOE) of CCPPs using hydrogen blended up to 0.5 mole fraction.
For LCOE sensitivity analysis, we used fuel cost, capital expenditures, capacity factor, and power
generation as variables. LCOE is 109.15 KRW/kWh when the hydrogen fuel price is 2000 KRW/kg
and the hydrogen mole fraction is increased to 0.5, a 5% increase from the 103.9 KRW/kWh of CCPPs
that use only natural gas. Economic feasibility at the level of 100% natural gas CCPPs is possible by
reducing capital expenditures (CAPEX) by at least 20%, but net output should be increased by at least
5% (20.47 MW) when considering only performance improvement.

Keywords: hydrogen–natural gas blends; economic analysis; levelized cost of electricity; total
revenue requirement; low-carbon fuels

1. Introduction

The use of fossil energy in various industries generated 37.1 billion tons of CO2
emissions worldwide in 2021, which has been causing environmental problems, such as
global warming and ocean acidification [1]. Moreover, since CO2 is a major cause of climate
change, in February 2021, 124 countries pledged to make joint efforts to eliminate carbon
using carbon reduction technologies to become carbon-neutral by 2050 or 2060 [2]. The plan
is to continue to reduce CO2 emissions through various kinds of research and development
activities, but transition to environmentally friendly fuels is crucial at this point to achieve
zero emissions. When hydrogen, which is a typical environmentally friendly fuel, is
used as a fuel for power generation, only oxygen (O2) is created as the by-product in the
process, and hence it can be the ultimate solution to problems related to energy and the
climate crisis. According to market research by the International Energy Agency (IEA),
the global demand for hydrogen was 75 million tons in 2019, but it is expected to increase
sharply to approximately 1200 million tons by 2070 as its application scope expands to
industries, transport, and fuels. Moreover, using hydrogen or hydrogen-based fuels is
expected to reduce CO2 emissions by 8% per year, which is why it is necessary to use
hydrogen for sustainable energy industries [3]. To use hydrogen in various industries,
it is necessary to establish the entire process of production, storage, and supply. First,
hydrogen is classified into three types according to the production method. Gray hydrogen
is produced through steam methane reforming (SMR) of fossil fuels (coal, oil, or gas),

Energies 2023, 16, 6822. https://doi.org/10.3390/en16196822 https://www.mdpi.com/journal/energies19
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blue hydrogen is produced by additionally applying carbon capture and storage (CCS)
equipment, and green hydrogen produces hydrogen through renewable energy [4]. Of
all the hydrogen produced worldwide, 48% is produced using natural gas, 30% using oil,
and 18% using coal; only about 4% is produced using water electrolysis [5]. Moreover, less
than 1% is produced using renewable energy, which suggests a need to increase production
of green hydrogen through continuous R&D and demonstration [6]. Next, the storage
and supply method of hydrogen is addressed. To use hydrogen as a fuel, countries with
insufficient hydrogen production are considering phase-converting and storing gaseous
hydrogen in a liquid state and then supplying it through transport. Liquid hydrogen has
an extremely low melting point, 20 K, and it generates boil-off gas (BOG) even with a
small heat input from the outside, which limits long-distance transport. Hence, continuous
efforts are being made to establish a hydrogen ecosystem by developing technologies, such
as slush hydrogen production for zero boil-off application [7,8] or methods to transport
hydrogen using catalytic reactions of organic liquids, such as toluene/methylcyclohexane
and ammonia (NH3) [9–11].

It Is difficult to ensure economic feasibility with existing technologies, considering
the production, storage, and transport process of hydrogen, but it will be possible to
produce grey hydrogen for USD 1.0–USD 2.1/kg, blue hydrogen for USD 1.5–USD 2.9/kg,
and green hydrogen for USD 3.0–USD 7.5/kg [12]. As 7.5–8 kg of oxygen is generated
per kg of hydrogen through electrolysis when a hydrogen electrolyzer is used, a plan
has also been suggested to ensure economic feasibility by lowering the cost of produced
oxygen to USD 2.98–USD 3.2/kg-H2 in connection with biomass gas and the process [13].
Moreover, the method of blending natural gas and hydrogen has been receiving attention
for using business infrastructure that is already established, and many studies are currently
being conducted on this method [14]. Blending hydrogen into a natural gas pipeline
network can reduce greenhouse gas emissions more than using just natural gas alone.
An experiment proved that blending 20% hydrogen into natural gas for combustion can
reduce CO2 by up to 9.33% per year [15]. Other experiments have also confirmed that
blending as much as 20% hydrogen into the engine using natural gas results in lower
emissions such as hydrocarbon and carbon monoxide than recommended by European
emission standards such as Euro-5 (Euro V) and Euro-6 (Euro VI) [16,17]. Furthermore,
it is possible to ensure economic feasibility and increase supply by using the natural gas
pipeline networks established in each country, and the demand and supply of hydrogen
can be adjusted by gradually increasing the amount of blended hydrogen from 0.1% to
10%, until a large amount of hydrogen production is secured [18,19]. Countries such as the
UK, Netherlands, and France have studied ways to blend 2–20% hydrogen into the existing
natural gas pipelines and reviewed the applicability by changing the method of combustion
control and reinforcing safety equipment [20–22]. However, an experiment regarding the
effect of operating pressure on piping when blending natural gas and hydrogen proved that
fatigue life rapidly decreased when the amount of hydrogen blended into high-pressure
12 MPa natural gas piping was increased up to 50%, which suggests the need for additional
research on materials [23]. A combustor design to prevent flashbacks is important since
hydrogen combusts faster than natural gas. Cameretti et al. suggested a method that does
not cause flashbacks even when blending more than 10% hydrogen into natural gas using
computational fluid dynamics (CFD) [24]. The well-known problem of flashback at higher
hydrogen concentrations can be prevented by using water dilution [25]

Recently, gas turbines have been developed, such as the distributed electric and
thermal energy generation to avoid any possible waste [26]. Combustor development is
one of the key technologies of gas turbines, and the GE DLN-2.6 combustor is capable
of 15% hydrogen cofiring, which is limited to 5% in actual operation. There is ongoing
research and demonstration to apply high-concentration hydrogen of more than 50% [27].
Siemens is capable of up to 15% hydrogen blending without significantly changing the
current natural gas combustor for natural gas–hydrogen cofiring and is currently validating
the performance of the gas turbine combustor to apply up to 50% [28]. An examination of
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fuel characteristics and review of the performance of diaphragm gas meters to accurately
measure the flow rate of blended gas revealed that the error is small when 0–15% hydrogen
is blended into natural gas [29].

Meanwhile, many studies anticipate several benefits from using natural gas–hydrogen
blends, but there are several problems. Italy has a natural gas pipeline network of approxi-
mately 300,000 km, so economic benefits are expected from blending hydrogen. However,
the lower heating value (LHV) per unit mass of hydrogen is 120.1 MJ/kg, which is higher
than that of natural gas (49.3 MJ/kg), but the heating value per unit volume is 10.8 MJ/Nm3,
which is lower than that of natural gas (39.08 MJ/Nm3). Hence, the volume of hydrogen
should be at least 3.6 times that of natural gas to produce the same heating value [30].
Therefore, when using blended fuel, it is important to design the combustor according to
the increase in volume. Moreover, various studies have been conducted on the levelized
cost of hydrogen (LCOH) in which hydrogen is produced and stored using a hydrogen
electrolyzer associated with renewable energy, but many studies are still needed to ensure
economic feasibility at the level of USD 37.9–USD 52.9/kg when applying a 200–300 kW
hydrogen electrolyzer [31]. Therefore, this study validated a process model for a combined
cycle power plant (CCPP) using natural gas–hydrogen blends as fuels and examined the
economic benefits of using natural gas–hydrogen blends through economic analysis. First,
we validated the analytical model by comparing the simulation results of the existing
CCPP process that uses 100% natural gas as fuel with actual operation data. Then, using
the validated model, we calculated the change rate in power generation and temperature
character depending on the amount of hydrogen blended. Therefore, we verified the fuel
costs of adequate hydrogen by comparing the levelized cost of electricity (LCOE) expected
from operating a 400 MW CCPP with natural gas–hydrogen blends. In addition, we pro-
posed proper operation conditions to secure competitiveness with natural gas CCPPs by
comparing LCOE according to changes in hydrogen fuel cost, capacity factor, and facilities
investment cost, namely, capital expenditures (CAPEX).

2. Methodology

2.1. Process Model
2.1.1. Assumption of Combined Cycle Power Plant (CCPP)

The CCPP process generates power using natural gas as fuel, and it is a system that
operates at more than 60% efficiency by generating power from a gas turbine while recov-
ering the heat from the high-temperature exhaust gas discharged simultaneously, which
is supplied to the steam turbine [32]. CCPPs mainly comprise a compressor, gas turbine,
heat recovery steam generator, steam turbine, deaerator, condenser, boiler feedwater pump
(BFP), and condensate extraction pump (CEP).

Figure 1 shows the schematic diagram for the performance review of a CCPP, which
mostly comprises 1 gas turbine, 1 heat recovery steam generator, 1 steam turbine, and
balance of plant (BOP) equipment. The net power output of the process is 393.58 MW,
and the net power efficiency at higher heating value (HHV) and lower heating value
(LHV) is 53.6% and 58.8%, respectively. Conditions such as ambient relative humidity
of 60%, ambient dry bulb temperature of 15°C, and atmospheric pressure of 1.013 bar(a)
were considered, and the HHV and LHV of the natural gas supplied were 54,136 kJ/kg
and 49,300 kJ/kg, respectively [33]. In addition, the following conditions were set for
process analysis.

• The flow is in a steady state.
• Air and combustion products are assumed as ideal gas.
• The gas turbine and steam turbine models are operated at a steady state.
• Heat transfer between the components of the plant and the environment is negligible.

We used ASPEN HYSYS V 12.0 for the CCPP process modeling and applied the Peng–
Robinson (PR) equation of state (EOS) for analysis. The values provided by the HYSYS
database were used for material properties. The composition of Natural gas is shown in
Table 1.
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Figure 1. Schematic diagram of a combined cycle power plant.

Table 1. Natural gas fuel composition.

Gas CH4 C2H6 C3H8

Vol (%) 89.5 8.8 1.7

2.1.2. Model simulation

For CCPP process modeling, we used the 400 MW CCPP heat and mass balance dia-
gram operated by Korea South-East Power Co., Ltd. (Jinju, Republic of Korea). To perform
block modeling including the gas turbine, the combustion efficiency of the combustor was
set at 100% and the heat loss that may occur in the combustion process was set at 3%. The
efficiency of the gas turbine and compressor was set at 85% and 89.3%, respectively, and
it was modeled so that 11% of the compressed air flow would be used for cooling the
gas turbine. Required equations for the calculation of components of compressor and gas
turbine are given below [34].

Compressor

Tout = Tin

(
1 +

1
ηAC

(
r

k−1
k

AC − 1
))

(1)
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Gas turbine

Tout = Tin(1 − ηGT

(
1 −
(

Pin
Pout

) k−1
k
)

(2)

The heat recovery steam generator of the steam turbine block was modeled by ar-
ranging 4 economizers, 3 evaporators, and 7 superheaters, and the minimum approach
temperature was set at 5 K. We conducted a comparative review on temperature, pressure,
and flow rate at the major points, and the differences between the actual heat and mass
balance diagram and the simulation model are as shown in Table 2.

Table 2. Thermophysical property comparison of actual and simulation data.

Point Stream
Temperature (◦C) Pressure (Bar) Mass Flow Rate (t/h)

Actual Simulation Actual Simulation Actual Simulation

1 Air 15 15 1.013 1.013 2,122 2132
2 Natural gas 200 200 39 39 48.83 48.83

3 Combustion
gas 1500 1,514 39 39 2,170 2181

4 Exhaust gas 611.8 616.0 1.039 1.09 2,170 2181
5 Exhaust gas 83.0 83.6 1.013 1.07 2,170 2181
6 Steam 596.4 596.0 129.7 129.7 257.5 288.8
7 Steam 582.3 582.0 27.2 31.3 283.1 317.4
8 Steam 235.5 238.2 2.0 2.5 289.5 289.6
9 Steam 244.2 245 4.0 4.2 47.8 49.2
10 Steam 29.4 31.2 0.041 0.094 340.1 342
11 Water 29.5 29.5 9.5 9.5 340.8 345

The model analysis results revealed a difference in flow rate at certain points, and
there were some errors in the process since the LP sealing steam and the steam fumed
intermittently to the condenser. However, we confirmed that the maximum error was
around 1% by similarly controlling the rates of fuel consumption and total power produced
in the steam turbine and gas turbine blocks. The thermodynamic efficiency of the CCPP
was evaluated by net efficiency (ηnet,CCPP) based on the power produced, and it is defined
as shown in Equation (3).

ηnet, CCPP =
Pnet, GT + Pnet, ST( .

mNG
)× LHV

× 100 (3)

Here, Pnet,GT is the net power of the gas turbine, excluding the auxiliary power gener-
ated in the compressor from the gross power produced in the gas turbine. Pnet,ST is the net
power of the steam turbine, excluding power such as BFP and CEP from the gross power
produced in the steam turbine, and

.
mNG is the fuel supply based on LHV.

We compared the change in the amount of hydrogen blended with natural gas by
increasing the amount from 0 to 0.5 in mole fraction. Equation (4) shows the natural
gas-hydrogen blend ratio in mole fraction [35], and the amount of natural gas–hydrogen
blends injected is as shown in Table 3.

Mole fractionH2 =
χH2

χH2 + χNG
× 100 (4)

2.2. Economic Model
2.2.1. Methodology of Levelized Cost of Electricity (LCOE)

Connecting the processes or converting fuels can improve the efficiency of the CCPP
system, but it generally involves a complicated system or reduces economic feasibility.
Hence, a newly proposed process or a process altered by fuel conversion requires a com-
parative review between different power generation systems through economic evaluation.
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The LCOE can quantitatively evaluate the economic feasibility of the source of power
through the process of converting the costs required for constructing and operating the
equipment in the CCPP into the present value and levelizing them. The total revenue
requirement (TRR) methodology used by the US Electric Power Research Institute (EPRI)
was applied to calculate the LCOE of the 400 MW natural gas–hydrogen CCPP [36].

Table 3. Flow rate of blended fuel based on mole fraction.

Fuel Composition

H2 Mole Fraction
H2 Flow Rate

(t/h)
NG Mole Fraction

NG Flow Rate
(t/h)

0 0 1.0 48.83
0.1 0.662 0.9 47.38
0.2 1.435 0.8 45.68
0.3 2.352 0.7 43.67
0.4 3.455 0.6 41.24
0.5 4.808 0.5 38.26

The TRR calculates the cost of system construction and other expenditures with the
cost that must be recovered annually by selling electric power. Hence, it requires the
calculation of TCI (total capital investment), which consists of FCI (fixed capital investment)
and OO (other outlay). FCI is divided into DC (direct cost) and IC (indirect cost) and is
expressed as shown in Equation (5).

TCI = FCI + OO = DC + IC + OO (5)

DC includes purchased equipment cost (PEC), piping, land, and service facilities, and
IC includes engineering cost, construction cost, and contingency. OO includes startup cost,
working capital, and allowance for funds used during construction.

Meanwhile, TRR is calculated as the sum of annual expense and CC (carrying charge)
required for facility operation. Expenses comprise electricity cost (or fuel cost, FC) and
O&M cost (OMC), and CC includes capital recovery, return on equity, return on debt,
income taxes, other taxes, and insurance. Figure 2 shows the diagram for calculating
TRR [37].

CRj (capital recovery) is calculated as the sum of BDj (book depreciation), DITXj
(differed income taxes), and RCEAFj (recovery of common-equity AFUDC), as shown in
Equation (6).

CRj = BDj + DITXj + RCEAFj (6)

DITX is the tax incurred owing to the difference between TXD (tax depreciation) and
BD (book depreciation), and it is as shown in Equation (7), considering fMARCS, j (rate of
depreciation), t (tax rate), and TL (taxation period).

TXD = TDI + fMARCS, j j = 1, . . . , TL + 1
TXD = 0 j = TL + 2, . . . , n
DITX = (TXD − BD)× t j = 1, . . . , TL + 1

DITX = −∑TL+1
k=1 DITXk
n−(TL−1) j = TL + 2, . . . , n

(7)
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Meanwhile, CC (carrying charge) is calculated as shown in Equation (8), using vari-
ables such as ROI (return on investment), BBY (balance beginning of year), fx (funding
ratio), ADJ (adjustment), and BD (book depreciation).

ROI = BBYj,x × ix x = d, ps, ce
BBY = TCI × fx x = d, ps, ce

BBYj = BBYj−1 − (BDj−1 + ADJj−1) j = 2, . . . , n
ADYj,d = DITXj × fx j = 2, . . . , n, x = d, ps

ADYj,d = DITXj × fce + RCEAFj j = 1, . . . , n
ITX = t

1−t
(

ROIce × ROIps + RCEAFj
)− DITX

CC = TCR + ROIce + ROIps + ROId + ITX + OXTI
Expense = FC + OMC

(8)

Figure 2. The concept of the TRR method for a CCPP.

Then, to levelize TRR, i.e., the sum of CC and expense, the constant escalation leveliza-
tion factor (CELF) is applied to the cost incurred for overall system operation, as shown in
Equation (9).

CCL = CRF × n
∑
1

CCj

(1+ie f f )
j

CRF =
ie f f (1+ie f f )

n

(1+ie f f )
n−1

FCL = FCO × CELFFC

CELFFC =
kFC(1−kn

FC)
1−kFC

× CRF, kFC = 1+rFC
1+ie f f

OMCL = OMCO × CELFOMC

CELFOMC =
kOMC(1−kn

OMC)
1−kOMC

× CRF, kOMC = 1+rOMC
1+ie f f

TRRL = CCL + FCL + OMCL

(9)
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The LCOE is calculated by subtracting BPV (by-product value) from TRR and dividing
the result by annual power, as shown in Equation (10) [38].

LCOE [$/MWh] =
TRRL − BPV

Annual Power
(10)

2.2.2. Capital Cost Calculation

To calculate the LCOE of a natural gas–hydrogen CCPP, a levelization process is
required to prepare cash flows, calculate annual costs to be recovered, and convert them
into present values. Hence, a few necessary conditions for economic analysis were assumed,
as shown in Table 4. For the annual inflation rate, nominal inflation rate, and exchange rate,
1.5%, 1.5%, and KRW 1100 were applied, respectively, with the consideration of the means
from 2012 to 2020 for each [39,40]. The first and second FPI supply refer to the facilities
investment cost of each year, assuming that the construction period is two years, and this
is randomly assumed to convert the interest incurred during the construction period into
allowance for funds used during construction. Total income tax rate was set as 22%, and
other tax rate as 2.0%, which is 10% of total income tax rate [41]. Since the lifetime of a
turbine, which is a major facility, is generally about 30 years, plant life was set as 30 years
and tax years, as 20 years [42]. In addition, capacity factor was set as 28.6% based on the
actual utilization rate, and for fuel cost, the actual fuel cost of the CCPP operated by Korea
South-East Power Co., Ltd. was applied. Regarding the combustor replacement cost for
natural gas–hydrogen cofiring, we used the data provided by a gas turbine company in
Korea. The results obtained from the experiment and analysis of CFD can be used to adjust
the amount of hydrogen blended or replace the combustor for application to the existing
CCPP system [43].

Table 4. Economic assumptions and index input for economic analysis.

Contents Unit Value

Overall
economic

index

Annual inflation rate [39] % 1.5
Nominal inflation rate [39] % 1.5

Fuel escalation % 1.0
Levelized interest rate % 4.7

First FPI supply % 40.0
Second FPI supply % 60.0

Won–dollar exchange rate [40] KRW 1100

System
financing

Plant design start year year 2020
Plant construction start year year 2020

Plant operation start year year 2022

Common equity Financing fraction
Required annual return

% 50.7
% 7.0

Preferred stock Financing fraction % 0.0
Required annual return % 8.0

Debt Financing fraction % 49.3
Required annual return % 2.4

Resulting average cost of money % 4.7
Total income tax rate [41] % 22.0
Other tax income rate [41] % 2.0

Plant operation
index

Plant life [42] year 30
Tax life year 20

Capacity factor (or plant operation rate) %/year 28.6
Power plant net power kW 406,211

Fuel cost Natural gas unit price USD/MJ 20,488
Hydrogen unit price USD/t 7273

Combustor

Number of combustors ea. 14
Unit cost per combustor USD/ea. 272,727
Lifetime of combustor h 25,000

Total combustor cost for
repair USD 26,757,818.2

Total combustor cost for
repair per year USD/year 1,337,891
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Meanwhile, for the total facilities investment cost, land cost, and other utility costs
of the natural gas CCPP, we used the data provided by Korea South-East Power Co., Ltd.,
and other main equipment manufacturers to calculate DC, IC, and OO. Table 5 summarizes
the total net outlay and total facilities investment cost that is not depreciated from the total
investment cost calculated.

Table 5. Capital cost calculation summary.

Contents Cost (USD)

Fixed capital
investment

Direct cost

Onsite costs Purchased equipment
cost 209,090,909

Offsite costs
Land cost 20,909,901

Civil, structural and
supervision 118,181,818

Total cost 348,181,818

Indirect cost

Engineering and supervision 27,854,545
Construction cost 52,227,273

Contingency 64,239,545

Total cost 144,321,364

Total cost 492,503,182

Other outlay

Startup cost

Fuel and O&M for startup 9,543,459
Escalated startup cost 288,451

Total cost 9,831,910

Working
capital

Working capital cost 23,233,479
Escalated working capital cost 1,061,267

Total cost 24,294,746

AFUDC
Allowance for funds used during construction 30,372,455

Total AFUDC after 2 years 34,883,398

Total capital investment
(TCI)

Total net outlay

Land cost 20,909,091

Plant facilities
investment 490,220,655

Startup cost 9,831,910

Working capital 24,294,746

Total net outlay 545,256,402

Total cost 580,139,800

Total depreciable
capital Investment

Total net capital investment Total capital investment 580,139,800

Total cost 580,139,800

Total nondepreciable capital investment

Land cost 20,909,091

Working capital 24,294,746

Common equity
AFUDC 25,948,579

Total cost 71,152,416

Total depreciable
capital investment 508,987,384

2.2.3. Model Development

Before calculating the LCOE of the 400 MW natural gas–hydrogen CCPP system, it
is necessary to validate the TRR model. Hence, validation was conducted to determine
whether the same level of LCOE is calculated by applying the actual facilities investment
cost of Bundang CCPP Unit 2, which has been in operation since 1997. Table 6 summarizes
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the variables applied for validation. The results showed that the LCOE calculated using
the suggested TRR method was 96.5 KRW/kWh, indicating a 1.4% difference from that of
Bundang CCPP Unit 2 (95.16 KRW/kWh), which confirmed that the proposed model has
sufficient reliability.

Table 6. Evaluation of TRR method model.

Contents Unit Bundang CCPP-2
TRR Method
Simulation

Total capital investment KRW 162,900,000,000 162,900,000,000
Common equity financing fraction % 50.73 50.73

Cost of equity capital % 7.02 7.02
Debt financing fraction % 49.27 49.27

Cost of debt capital % 2.36 2.36
Weighted average cost of capital % 4.7 4.7

Income tax rate % 22 22
Plant lifetime Year 30 30

Capacity factor % 28.6 28.6
Plant net power MW 368 368

Fuel cost/year, only NG KRW 80,200,000,000 80,200,000,000

Levelized cost of electricity KRW/kWh 95.16 96.5

3. Analysis Results

3.1. Process Simulation Results

Based on the model that has been validated using actual CCPP data, we checked for a
change in performance according to the natural gas–hydrogen blend ratio. For performance
comparison, we applied the same condition by setting the heat energy of the natural gas–
hydrogen blend supplied to the gas turbine at 743.3 MW and consistently supplying air at a
flow rate of 2132 t/h by replacing only the combustor in the existing gas turbine. Moreover,
the amount of air required according to the increase in hydrogen cofiring rate increased
gradually when the hydrogen volume was 80% or higher, but the ratio was around 0.5%,
proving that there was almost no change in the characteristics of the compressor [33].
Table 7 shows the comparison of the process analysis results and efficiency.

Table 7. Results of the thermodynamic analysis.

Contents Unit Actual Simulation
Error
(%)

Gas turbine block

NG flow rate t/h 48.83 48.83 -
Air flow rate t/h 2122 2132 0.46

GT inlet temperature ◦C 1500 1500 -
GT outlet temperature ◦C 611.8 616 0.65

GT exhaust gas flow rate t/h 2170 2181 0.46
Net power kW 263,180 263,197 0.01

Steam turbine
block

BFP flow rate t/h 340 345 1.47
HRSG inlet temperature ◦C 83 83.6 0.72

Net power kW 130,400 130,968 0.43

Total net power generation kW 393,580 394,165 0.14
ηnet.CCPP (LHV) % 58.86 58.94 0.13

An increase in the ratio of hydrogen blended into the fuel led to an increase in the
output of the gas and steam turbines. At 0.5 mole fraction, the gas turbine block generated
271.17 MW of power, showing that power generation increased by 3.03%, while the steam
turbine block generated 135.36 MW, showing that power generation increased by approxi-
mately 3.1%. Thus, a total of 406.53 MW was generated. Figure 3 shows the characteristics
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of the increase in an enthalpy change and output due to the increase in the partial pressure
of water as the hydrogen blend ratio increased.

 

Figure 3. The performance results of the CCPP based on blended fuels.

Figure 4 shows that when the mole fraction of hydrogen in the fuel increases to 0.5,
the net efficiency improves by 1.86% from 58.94% to 60.8%, proving that fuel supply in
mass decreases by 11.8%. This is because the per unit mass LHV of hydrogen is 2.43 times
greater than that of LNG, but the analysis was conducted assuming the heating value of
the fuel supplied to the CCPP is the same. Therefore, higher efficiency can be expected
by increasing the hydrogen blend ratio in the fuel. The inlet volume flow increased by
63.9% from that when supplying 100% natural gas. This proves that combustor design is
important for using hydrogen fuel blends.

Figure 4. Correlation of net efficiency with fuel consumption based on blended fuels.

3.2. LCOE of Natural Gas–Hydrogen CCPP

We reviewed the expected LCOE in case a natural gas–hydrogen CCPP is operated by
changing or replacing the existing combustor in the LCOE model based on the TRR method.
The target hydrogen supply price was 6000 KRW/kg in 2022 according to the Korean govern-
ment’s Hydrogen Economy Roadmap, but as the distribution was 7000–8800 KRW/kg in 2022,
the hydrogen fuel supply price was set as 8000 KRW/kg [44]. Moreover, we calculated the
combustor replacement cost and TCI based on the expected cost of constructing a 400 MW
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CCPP provided by a turbine manufacturer and used the values listed in Table 6 for other
variables. The LCOE when only natural gas is used versus when natural gas–hydrogen
blends are used is as shown in Table 8.

Table 8. Index input for LCOE of a natural gas–hydrogen CCPP.

Unit Natural Gas
Natural Gas and

Hydrogen

Total capital investment KRW 360,000,000,000 360,000,000,000
Hydrogen mole fraction - 0 0.5

Plant lifetime Year 20 20
Plant operating rate % 28.6 28.6

Plant net power MW 394.165 406.53
Combustor repair cost KRW/year - 1,470,000,000

Fuel cost/year KRW 72,000,000,000 152,800,000,000

Levelized cost of electricity KRW/kWh 103.9 180.67

For the natural gas CCPP, fuel and maintenance costs play a bigger role than capital
expenditures (CAPEX) when calculating LCOE. Consequently, it was found that the cost
increased up to 180.67 KRW/kWh when operating a natural gas–hydrogen CCPP owing to
hydrogen fuel cost.

3.3. Sensitivity Analysis of LCOE

The key variables that affect the LCOE calculation of the CCPP include fuel cost,
capacity factor, CAPEX, and power generation. Hence, we reviewed ways to achieve price
competitiveness by conducting a sensitivity analysis of the variables that affect LCOE.

The IEA has predicted that the price of hydrogen in China will decrease to USD
2–USD 5/kg by 2030, and the price of hydrogen in the global market is expected to be
USD 1.5–USD 2.5/kg [45]. For fuel cost, since LCOE may fluctuate greatly depending on
hydrogen supply price, LCOE was reviewed at the price range of 2000–8000 KRW/kg
(USD 1.8–USD 7.2/kg). Figure 5 shows the analysis results based on a hydrogen fuel
supply of up to 50% in terms of mole fraction. The range of LCOE when using 50%
blends is 109.15–180.67 KRW/kWh, and when the supply fuel is converted 100% to hydro-
gen, the expected LCOE could be 432.08 KRW/kWh (8000 KRW/kg), 280.20 KRW/kWh
(5000 KRW/kg), or 128.32 KRW/kWh (2000 KRW/kg).

Capacity factor, which is the utilization rate of the natural gas–hydrogen CCPP, can
also be a key variable. Increasing the capacity factor from 28.6% to 35% or more can lower
the LCOE to 103.76 KRW/kWh, down to the LCOE level (103.9 KRW/kWh) of a CCPP
using only natural gas. Here, hydrogen fuel price must be lowered to 2000 KRW/kg, and
the results of the economic analysis on hydrogen supply price and capacity factor are as
shown in Figure 6.

The investment cost associated with hydrogen production is expected to be reduced by
approximately 30% by 2050 with a learning rate of 17–23% due to technology development
and learning effects [46,47]. Even in the case of combustors and related equipment for
using hydrogen fuel, it is necessary to review LCOE according to an approximately 30%
change in CAPEX, considering a case in which CAPEX decreases owing to technology
development or the cost increases owing to increased technical difficulty. Figure 7 shows
the change in LCOE according to the increase and decrease in CAPEX. Even when CAPEX
decreases by up to 30%, the LCOE changes only by around 5%. When the hydrogen supply
price is 8000 KRW/kg, the LCOE is 171 KRW/kWh even when CAPEX is reduced by
30%. However, it is 2000 KRW/kg, the LCOE is 118.17 KRW/kWh even when CAPEX is
increased by 30%, which is significantly lower. Therefore, a change in fuel price is much
more important than a change in CAPEX.
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Figure 5. LCOE analysis results considering fuel blend.

Figure 6. LCOE analysis results considering capacity factor.

Finally, Figure 8 shows the power generation required for a natural gas–hydrogen
CCPP to achieve competitiveness with a CCPP that uses only natural gas as fuel. If the
output of a CCPP using 2000 KRW/kg hydrogen blended in 0.5 mole fraction is 427 MW
or more, it achieves competitiveness with a CCPP that only uses natural gas. The results
of the process analysis conducted earlier show that the output (power generation) of a
natural gas–hydrogen CCPP is 406.53 MW. If the output is increased by at least 20.47 MW
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by optimizing the process and improving performance, it will be possible to achieve a
similar level of LCOE as a natural gas CCPP.

Figure 7. LCOE analysis results considering CAPEX discount rate.

 

Figure 8. LCOE analysis results considering power generation.

Thus, the LCOE sensitivity analysis showed that, for a natural gas–hydrogen CCPP to
secure competitiveness, it is more effective to reduce the hydrogen fuel supply price than
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CAPEX and increase utilization rate. Furthermore, performance must be improved by at
least 5% (20.47 MW) to secure an LCOE at the level of a natural gas CCPP.

4. Discussion

Various R&D and demonstration projects are underway to build a hydrogen ecosystem
within the energy industry, from hydrogen production and storage to its transport and
use. This study economically evaluated the gradual increase in hydrogen use as well as the
use of natural gas–hydrogen blends that can be linked to natural gas-based CCPPs, which
are used as a key power source in various countries. First, we simulated the natural gas
CCPP process with 400 MW of output using ASPEN HYSYS to evaluate the benefits of
using hydrogen fuel. The simulated model showed an error of around 1% by comparing
the material properties of the key points of actual operation data, thereby confirming the
excellence of the validation and implementation model.

Based on the validated process model, we reviewed ways to secure the economic
feasibility of natural gas–hydrogen CCPPs compared with natural gas CCPPs. We com-
pleted the validation of the LCOE calculation model based on the TRR method using the
commercialization costs of the operational Bundang CCPP-2. A sensitivity analysis was
conducted with fuel cost, capacity factor, CAPEX, and power generation as the variables to
evaluate the LCOE of natural gas–hydrogen CCPPs. The results showed that the change
in LCOE was most significant according to hydrogen fuel prices, revealing that when
hydrogen supply price decreases to 2000 KRW/kg, the LCOE does not change much even
if hydrogen is blended into the fuel by up to 0.5 mole fraction. Hence, it will be possible to
obtain an LCOE at a similar level as that of natural gas CCPPs by optimizing the process
and improving performance while gradually increasing the ratio of hydrogen fuel. The
capacity factor is expected to gradually increase more than 28.6% as the ratio of coal-fired
power plants decreases and that of natural gas CCPPs increases within the power system in
Korea. Hence, using natural gas–hydrogen blends will help to improve economic feasibility.
Finally, regarding CAPEX, according to the use of hydrogen fuel, a reduction in cost is
expected owing to the expansion of hydrogen-related industries and continuous technology
development. Consequently, even if the amount of blended hydrogen is increased by up to
50%, natural gas–hydrogen CCPPs will be able to achieve sufficient competitiveness owing
to technology development and green energy policies.

This study has a few limitations. First, the process model was validated using the
operation data of natural gas CCPPs, but there is no operation data of the CCPP model
using natural gas–hydrogen blends. Therefore, it is necessary to validate the reliability of
the model through actual operation and experimental data in the future. Next, LCOE was
analyzed by limiting the scope of variables used in economic analysis to certain values, but
it is necessary to consider additional variables based on the ones confirmed in this study.
Finally, it was assumed that hydrogen is blended into natural gas in certain ratios, but it is
necessary to also consider specific hydrogen supply plans for future economic analysis.

Despite several limitations, this study suggested a method to secure economic feasibil-
ity of CCPP by using natural gas–hydrogen blended fuels instead of using only natural gas.
In further research, we intend to analyze the probabilistic effects using methodologies such
as Monte Carlo simulation for extensive economic analysis while connecting variables such
as CAPEX, and capacity factor with learning rate. The cumulative probability curve using
Monte Carlo will show the optimal LCOE conditions by reflecting price fluctuations in the
equipment and electricity costs.

5. Conclusions

This study examined ways to secure the economic feasibility of using hydrogen fuel
by simulating the process of a CCPP that uses natural gas–hydrogen blends and calculating
LCOE. We increased the ratio of hydrogen in natural gas from 0 to 0.5 mole fraction and
analyzed LCOE according to changes in the values of variables, such as fuel cost, capacity
factor, CAPEX, and power generation. The results are as follows.
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• We developed a process model for natural gasbased CCPPs and compared the material
properties of each key point with operation data, which revealed an error range of
around 1%, thereby completing the validation of the process model.

• When hydrogen fuel is supplied at 2000–8000 KRW/kg, the LCOE is 103.9–180.67 KRW/kWh.
When it is supplied at under 2000 KRW/kg, the LCOE is 109.15 KRW/kWh even if
the ratio of hydrogen blending is increased to 50%, showing a 5.0% increase from the
LCOE of existing natural gas CCPPs (103.9 KRW/kWh).

• When the capacity factor of the CCPP is increased from 28.6% to at least 35% after
blending 50% hydrogen at the price of 2000 KRW/kg with natural gas, the LCOE falls
under 103.76 KRW/kWh, thereby ensuring price competitiveness over CCPPs using
only natural gas.

• Even when CAPEX is reduced by up to 30%, the LCOE is reduced by only around
5%, not showing much of a reduction effect. However, when it is reduced by 20%,
the LCOE is 103.3 KRW/kWh, which is lower than that of a CCPP that uses only
natural gas.

• The process analysis showed that blending 50% hydrogen is expected to result in
power generation of 406.53 MW and an LCOE of 109.15 KRW/kWh, suggesting
that the same LCOE as that of existing natural gas CCPPs can be secured when net
power generation is increased by 20.47 MW by optimizing the process and improving
efficiency.
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Nomenclature

ADJ Adjustment
AFUDC Allowance for funds used during construction
BBY Balance beginning of year
BD Book depreciation
BFP Boiler feedwater pump
BPV Byproduct value
CC Carrying charge
CCPP Combined cycle power plant
CEP Condensate extraction pump
CP Cumulative probability
CRF Capital recovery factor
DC Direct cost
DITX Differed income taxes
ESS Energy storage system
FCI Fixed capital investment
FOM Fixed operating and maintenance
IC Indirect cost
LCOE Levelized cost of electricity
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MACRS Modified accelerated cost recovery system
OO Other outlay
OTXI Other taxes and insurance
PEC Purchased equipment cost
PEI Plant facilities investment
RCEAF Recovery of common-equity AFUDC
ROI Return of investment
SRHF Standing reserve hourly fee
SRP Standing reserve payment
SRSC Standing reserve scheduled capacity
TCI Total capital investment
TCR Total capital recovery
TDI Total depreciable investment
TRR Total revenue requirement
TRRL Total revenue requirement levelized
TXD Tax depreciation
Subscript
a Annualized
ce Common equity
d Debt
FC Fuel cost
j J th year
k Ratio of specific heats
L Levelized
η Net efficiency
n Operating year
OMC Operating and maintenance cost
ps Preferred stock
R Replacement
r Pressure ratio
t Tax rate
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Abstract: Plastic waste has a high energy content and can be utilized as an energy source. This
study aims to assess the economic feasibility of polypropylene plastic waste (PP) pyrolysis. A
literature review was carried out to determine the optimal pyrolysis conditions for oil production.
The preferred pyrolysis temperature ranges from 450 ◦C to 550 ◦C, where the oil yields vary from
82 wt.% to 92.3 wt.%. Two scenarios were studied. In the first scenario, pyrolysis gas is used for the
pyrolysis heating needs, whereas in the second scenario, natural gas is used. An overview of the
economic performance of a pyrolysis plant with a capacity of 200,000 t/year is presented. Based on
the results, the plant is economically viable, as it presents high profits and a short payback time for
both scenarios considered. Although the annual revenues are smaller in scenario 1, the significant
reduction in operating costs makes this scenario preferable. The annual profits amount to 37.3 M€,
while the return on investment is 81% and the payback time is 1.16 years. In scenario 2, although the
plant is still feasible and shows high profitability, the annual profits are lower by about 1.5 M€, while
the payback time is 1.2 years.

Keywords: pyrolysis; plastic waste; polypropylene; feasibility assessment; circular economy; indus-
trial symbiosis

1. Introduction

The production of plastics on a global scale is on an upward trajectory, due to their
extensive use in agriculture, construction, packaging, the automobile industry, and electrical
equipment manufacturing. In 2020, global production reached 367 million t, displaying
a 25% increase compared to 2010. It is estimated that by 2050, the production could
potentially exceed 1 billion t if the current production and consumption trends persist [1].
The improper disposal of plastic waste leads to soil and groundwater pollution, and thus
poses a serious threat to the environment and human health. Presently, approximately only
10% of plastic waste is recycled properly, while the bulk of it is either landfilled, incinerated,
or generally left untreated and mismanaged [2].

In Greece, approximately 700 thousand t of plastic waste, or 68 kg per capita, is gener-
ated annually. Currently, the majority (i.e., 84%) is landfilled and only 8% is recycled [3].
The improper management of plastic waste is mostly attributed to low collection rates,
highly mixed waste streams and limited recycling infrastructure [4]. The accumulation
of plastic waste poses an important issue for the country, as more than 40 thousand t of
plastic leaks into nature and local ecosystems each year. Additionally, there are negative
implications on the national economy, with annual losses amassing to 26 M€, affecting the
tourism, shipping, and fishing sectors [3,5].

There is still significant room for improvement in terms of the diversion of plastic
waste from landfills and incineration plants and managing them in an efficient and envi-
ronmentally sound manner [6]. The potential of utilizing plastic waste and feeding it into a
forward supply chain, within the model of circular economy, is significant. A circular econ-
omy model focuses on waste management and resource recovery, through reuse, recycling,
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and energy utilization. Additionally, it aids in the development of new industries and jobs,
reducing emissions, and promoting the efficient use of resources [7].

There are several pathways for the proper management and utilization of plastic waste
within a circular economy concept. Plastic waste can be recycled and converted into other
useful products. Mechanical recycling, which is also referred to as secondary recycling,
involves a plastic waste recovery process based on mechanical means. Moreover, plastic
waste has a high energy content and can, therefore, be utilized as an energy source.

An efficient method of utilizing these materials is through the process of pyrolysis,
which involves indirect energy recovery from the feedstock. During pyrolysis, the feedstock
is heated in the absence of oxygen, and the molecular chains are deconstructed. There
are three main products of this process, which are pyrolysis oil, gas, and char. Pyrolysis
oil can be used as a fuel, and it has properties that are similar to those of conventional
fuels. The gas can be used to partially cover the energy demands of the process, while
the solid product (char) can either be sold or used to produce activated carbon and other
useful products. The conversion of plastic waste into valuable products and energy carriers
through the pyrolysis process contributes to the reduction in the negative environmental
impacts of the waste and to the reduction in fossil fuel use [6–8].

The utilization of plastic waste through pyrolysis can promote the transition to a
circular economy that emphasizes industrial symbiosis. Industrial symbiosis is a part of
industrial ecology, and it aims to foster cooperation between enterprises through the physi-
cal exchange of materials, energy, and/or by-products by using neighboring geographical
advantages. Material symbiosis includes the use of by-products or waste generated by
upstream production units as raw materials for downstream production. Energy symbiosis
promotes the improvement of energy efficiency in industry, through the optimization of
energy exchange networks in line with the overall supply–demand relationship. In the
concept of energy symbiosis, industrial plants are urged to adopt the model of energy
cascading and cogeneration, and thus improve their energy utilization efficiency [8,9].

A graphical conceptual representation of plastic waste treatment via pyrolysis in a
circular economy and industrial symbiosis is presented in Figure 1. Several industrial plants
that produce plastic waste can offer their waste as feedstock to a pyrolysis plant, ensuring
an efficient and environmentally safe utilization route for their waste. The pyrolysis oil can
be sold, providing a source of revenue for the pyrolysis plant. As mentioned, it can be used
to generate heat and electricity, or it can be upgraded to produce fuels. Apart from the oil, a
pyrolysis plant can generate two additional products, which can be used efficiently within
the concept of industrial symbiosis. The gaseous product can be utilized to cover the energy
demands of the pyrolysis plant. It can potentially also be used by neighboring industrial
plants as a source of thermal energy, thus reducing their operating costs and dependence
on fossil fuels, such as natural gas. Lastly, the char can be offered to neighboring plants
and used as fuel. It can also be used as feedstock in a plant that produces activated carbon.

Countries (governments and companies) must implement circular economy pathways
to reduce waste, conserve biodiversity, maintain environmental quality, and achieve eco-
nomic sustainability. Investment in alternative energy sources including bioenergy, must
be prioritized [10].

Different approaches can be used to mitigate and reduce the global environmental
impacts of plastic waste. These include taxes on plastic products, especially plastic packag-
ing, incentives to reuse and repair, target values for recycled products, extended producer
responsibility, improved waste management infrastructure and schemes, and increased
litter collection rates [11]. However, the successful implementation of such policies on a
larger scale is still a significant challenge. Furthermore, the lack of plastic waste treatment
infrastructure is an important issue, as efficient large-scale plastic waste recycling pathways
are still scarce [12].
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Figure 1. Conceptual representation of plastic waste pyrolysis in a circular economy and industrial
symbiosis model.

In the European context, the EU has proposed several policies and actions towards
the more sustainable management of plastic waste, where the focus is plastic reuse and
recycling. The Action Plan for a Circular Economy, which was adopted in December
2015, identified the management of plastic waste as an area of high priority and focused
on combating the potential challenges that arise from plastics throughout their value
chain and their entire life cycle. The Plastics Strategy of 2018 outlined the transition to a
circular plastics economy, made commitments for action at the EU level and recommended
measures to national authorities and industry, to make plastic waste recycling profitable
for businesses. The Revised Waste Framework Directive, which was passed in May 2018,
updated the rules for waste management in the EU, including the management of plastic
waste. The European Green Deal was presented in December 2019 and set out a roadmap for
no net emissions of greenhouse gases by 2050. The Plastics Strategy aims at implementing
new legislation, as well as specific targets and measures for tackling over-packaging and
waste generation. Moreover, it promotes the strengthening of legal requirements to boost
the market for secondary raw materials with mandatory recycled content, as well as
guarantee that all packaging in the EU market is reusable or recyclable in an economically
viable manner by 2030 [13,14].

In Greece, there are efforts underway to minimize the generation of plastic waste and
promote its proper management and utilization. The Extended Producer Responsibility
(EPR) Law 2939/01 obliges producers to finance the collection and recycling of waste
through EPR schemes. The New Recycling Law 4496/2017 introduced a national plan for
a four-stream collection system, including paper, glass, metals, and plastics. It also sets
new targets, as 74% of the waste produced must be diverted from landfills. Moreover,
the Landfill tax 4042/2012 proposed a 35 €/t tax for landfilling untreated waste, aiming
to reach up to 60 €/t, but it was never rolled out. The government has also made active
efforts to cease operations of illegal dump sites or convert them [3]. However, despite the
introduction of such initiatives, there are still several challenges that hinder their proper
implementation, such as low capacity and stakeholder pushback [4,5]. Additionally, the
country still has limited infrastructure for recycling or utilizing plastic waste to generate
useful products.

In order to promote the establishment of pyrolysis and other installations for the
treatment of plastic waste, it is vital to determine the optimal conditions for their operation
and assess the feasibility of such systems [4].
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The aim of this study is to estimate the economic feasibility of polypropylene (PP)
plastic waste utilization using pyrolysis for closing loops in energy and materials. PP
is a thermoplastic polymer with properties such as fire resistance, simplicity, high heat
distortion temperature, and dimensional solidity and accounts for 16% of the worldwide
plastics market [1]. Petrochemical companies have generated an increasing demand for PP
products and have raised environmental concerns related to PP waste.

This study is part of a Greek project entitled “Utilization of plastic and rubber waste
for the production of alternative liquid fuels and adsorbent materials with innovative
processes within the framework of the circular economy and industrial symbiosis model
- ACTOIL”. It is, therefore, focused on the development of a PP waste pyrolysis plant in
Greece, within the context of circular economy and industrial symbiosis, by utilizing the
industrial sector’s plastic waste, such as PP waste from HELLENIC OILS, which is a Greek
company responsible for the refining, supply and sales of petroleum and petrochemical
products. The company produces considerable PP waste, which could be used as feedstock
for a pyrolysis plant in Greece. Through economic assessment, it is possible to evaluate
whether such installations can be profitable, to identify potential areas of improvement and
to outline the optimal plant capacities. Overall, the aim of this study is to contribute to
supporting developers and investors in the establishment of plastic waste pyrolysis plants.
The findings of the study stress the potential of the pyrolysis of plastic waste and can, thus,
play a pivotal role in the promotion of circular economies of plastic waste in the Greek
context and in other countries.

In this paper, comprehensive information on the study’s data, theoretical background,
and methodology is provided. A literature review is provided in Section 2 to help position
the paper. In Section 4, the economic analysis provides detailed insights and useful data
for decision-makers and investors and in Section 5, the main findings derived from the
economic evaluation are depicted.

2. Literature Review

Through a literature review, this paper identifies the most important parameters that
affect the quality and yields of pyrolysis products. It also provides a critical overview on
the optimal pyrolysis conditions required to produce oil. Thus, the results of the literature
review were used as guidelines for the selection of pyrolysis operating parameters for
different types of plastic waste feedstocks. Furthermore, the feasibility of a PP pyrolysis
plant is examined through a preliminary techno-economic assessment.

The selection of relevant papers for the literature review was made (Chapter 2). In
Chapter 3 of the report, the effect of the different parameters that affect pyrolysis product
yields is presented, as well as an overview of the optimal conditions for oil production based
on the literature review. Chapter 4 includes a feasibility assessment of a polypropylene
pyrolysis plant located in Greece, while Chapter 5 provides conclusions and suggestions.

The feedstocks that were considered were as follows: polypropylene (PP), polystyrene
(PS), polyethylene terephthalate (PET), poly-vinyl chloride (PVC), high-density polyethy-
lene (HDPE), low-density polyethylene (LDPE) and mixed plastic waste, but the focus was
on PP.

Internet search engines and electronic libraries were used for the review of relevant
articles and journals. Scopus, ScienceDirect and Google Scholar were used to research
plastic waste pyrolysis, focusing on publications between 2012 and 2022. The following
keywords were used: ‘plastic waste’ AND ‘pyrolysis’, ‘polypropylene’ AND ‘pyrolysis’,
‘polystyrene’ AND ‘pyrolysis’, ‘polyethylene terephthalate’ AND ‘pyrolysis’, ‘poly-vinyl
chloride’ AND ‘pyrolysis’, ‘high-density polyethylene’ AND ‘pyrolysis’, ‘low-density
polyethylene’ AND ‘pyrolysis’, ‘mixed plastics’ AND ‘pyrolysis’. The contribution of the
published articles for each search term is presented in Figure 2. An increasing trend in
the number of articles can be observed, with the highest number of articles of interest
published in 2021 and 2022. Mixed plastic waste was the most common type of feedstock
encountered in the articles, followed by polypropylene and polystyrene.
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Figure 2. Annual contribution of the published articles of interest in the period 2012–2022.

The number of articles was 7656 and after an initial screening process based on the
titles and abstracts, the number decreased to 295. A second screening process was carried
out, in order to define the most relevant articles related to the effect of pyrolysis parameters
on product yields and properties. Eventually, 44 articles were chosen for the plastic waste
pyrolysis literature review. The distribution of the selected articles per year of publication
and per type of feedstock is presented in Figure 3 and Table 1, respectively.

 

Figure 3. Share of the articles used in the study per year of publication.
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Table 1. Share of the articles used in the study per type of feedstock.

Type of Feedstock Share of Articles Used in the Study (%)

PP 24%

LDPE 17%

HDPE 15%

PS 15%

Mixed plastics 12%

PET 7%

PE 5%

PVC 5%

Most of the articles considered within this study were published in 2022 (32%), fol-
lowed by 2021 (14%), 2020 and 2014 (11% each). Polypropylene (PP) and low-density
polyethylene (LDPE) were the most common feedstocks in the relevant articles.

3. Literature Review Findings on Plastic Pyrolysis Maximizing the Oil’s Yield

Pyrolysis is a thermochemical process that involves the deconstruction of molecular
chains of materials by heating them in an oxygen-free environment. Typically, the tem-
perature of pyrolysis varies between 300 ◦C and 800 ◦C. The products of pyrolysis are
a liquid product, called pyrolysis oil, a solid product called char and a gaseous product.
Pyrolysis oil can be used for the production of electricity or thermal energy. It can also
undergo further processing to produce a fuel with similar properties to conventional fuels,
i.e., diesel, gasoline or kerosene [15,16]. The gaseous product, which consists mainly of
carbon monoxide and carbon dioxide, hydrogen, and hydrocarbons, has a relatively high
calorific value and can, therefore, be exploited to meet part of the energy needs of the
process [17]. The solid product of pyrolysis can be used as a fuel or as raw material for the
production of activated carbon and other useful products [18]. In the pyrolysis process, an
inert gas is always used, which does not participate in the reaction and in most cases, this
gas is nitrogen [15].

The type of raw material, the conditions of pyrolysis (i.e., temperature, heating rate,
duration and pressure), the type of reactor and the use of a catalyst are parameters that
affect the yield and properties of the products, as well as their final composition [19,20].

3.1. Temperature and Heating Rate Effect on Pyrolysis

The temperature of pyrolysis significantly affects the product yields. Temperatures
between 300 ◦C and 600 ◦C are preferred if the desired product is pyrolysis oil, while
temperatures above 600 ◦C favor the formation of gaseous products. In addition, the
heating rate and the duration also affect the pyrolysis process. In general, oil production is
favored by intermediate temperatures, short residence times and relatively high heating
rates, while the optimal yields of liquid products can be observed at temperatures between
450 ◦C and 600 ◦C [21]. On the contrary, gaseous products are favored by very high
temperatures and long residence times [22], while low heating rates at low temperature
with long residence times lead to char production [18]. Temperature, residence time and
heating rate determine the type of pyrolysis (Table 2).

Table 2. Types of pyrolysis [15,20,21].

Type of
Pyrolysis

Temperature
(◦C)

Residence Time
Heating Rate

(◦C/s)
Feedstock Size

(mm)

Slow 300–650 5–60 min 0.1–1 5–50
Fast 450–600 0.5–10 s 10–200 <1

Flash 450–1000 <0.5 s >1000 <0.2
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3.2. Impact of the Type of Plastic Waste on Pyrolysis Process

The type of feedstock, as well as its characteristics and composition, have a significant
impact on the pyrolysis process. It affects the yields, as well as the properties of the
products. In the context of this study, different types of plastic waste were examined as
feedstocks in the pyrolysis process.

A significant advantage of pyrolysis compared to other methods of plastic waste
management is that no sorting process is required, and different types of plastics can be
used simultaneously as feedstocks of the process [23]. Nevertheless, the type of plastic that
is used can affect product yields, as well as their properties and quality. A high volatile
content in the raw material favors the formation of pyrolysis oil, while on the contrary, a
high content of ash leads to an increased yield of gas and solid products [15]. The list of
plastics used in pyrolysis processes, as well as some of their applications, are presented in
Table 3. The proximate analysis of the different types of plastic is presented in Table 4.

Table 3. Types of plastic and their applications [19,24,25].

Type of Plastic Symbol Uses/Applications

Polyethylene terephthalate PET Plastic beverage packaging, electrical
insulation, magnetic tapes; printing sheets

Polypropylene PP Packaging, stationery, reusable containers,
textiles, auto parts; laboratory equipment

High-density polyethylene HDPE Bottles for packaging, oil cans, toys; insulating
material

Low-density polyethylene LDPE Plastic bags, wrapping sheets, insulating
material; household goods

Polystyrene PS Food packaging, electronics, medical
equipment, appliances; toys

Polyvinyl chloride PVC Pipes, insulation material, flooring, medical
equipment; construction material

Table 4. Proximate analysis of different types of plastic [19,21].

Type of Plastic Moisture (wt.%)
Fixed Carbon

(wt.%)
Volatile Matter

(wt.%)
Ash (wt.%)

PET 0.45–0.7 6–14 85–92 0–0.1
HDPE 0–0.3 0.01–0.03 94–99.8 0.2–1.5
LDPE 0–0.3 0 99–99.8 0–0.4
PVC 0.7–0.8 5–7 85–95 0–0.1

PP 0.15–0.4 0.15–1.2 95–99 1–4

PS 0.25–0.3 0.12–0.2 99–99.8 0–0.5

PET and PVC have the lowest volatile content; therefore, it is expected that their
pyrolysis will favor the formation of gaseous and solid products. In addition, the pyrolysis
of PVC results in the release of harmful products, such as HCl, as well as the formation of
chlorobenzene in pyrolysis oil, which is toxic to the environment. The use of PVC pyrolysis
oil requires further processing, adding further costs to the process [26]. PP, PS, HDPE and
LDPE have a high volatile content, reaching up to 99.8 wt. %, indicating their suitability for
the production of pyrolysis oil.

As mentioned, the properties of pyrolysis oil are significantly influenced by the type
of plastic used as feedstock, as shown in Table 5. The higher heating value (HHV) of the
pyrolysis oil from HDPE, LDPE, PS and PP is usually within the range of 39–43 MJ/kg,
which is similar to conventional fuels, such as gasoline and diesel. In contrast, the thermal
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content of PVC and PET pyrolysis oil is significantly lower (21.8 MJ/kg and 28.2 MJ/kg,
respectively).

Table 5. Properties of plastic pyrolysis-derived oil and comparison with conventional fuel-derived
oil [15,20,21].

Feedstock
HHV

(MJ/kg)
Density,

15 ◦C (g/cm3)

Elemental Composition (wt.%)

C H N S Other

PET 28.2 0.087–0.9 62.1 4.21 - - 33.7
HDPE 43.3 0.8–0.92 85.4 14.2 - 0.28 0.12
LDPE 40.6 0.77–0.8 85.4 14.2 - 0.25 0.15
PVC 21.8 0.84 39.2 4.9 - 0.58 55.3

PP 39.6 0.77–0.86 84.7 14.1 - 0.33 0.87

PS 41.5 0.85–0.86 91.5 7.4 - 0.19 0.91
Gasoline 42.5 0.78

Diesel 44 0.81 85.6 14.1 0.3 - -

3.3. Pyrolysis Reactor’s Effect on Pyrolysis

The type of reactor used for pyrolysis significantly affects the performance and dura-
tion of the process, as well as the properties of the final products. Based on the conditions,
the scale of production and the desired end products, the selection of the appropriate type
of reactor can be made.

Batch reactors are closed systems where there is no flow of reactants or products
during the reaction. Semi-batch reactors allow the addition of reagents and the removal
of products during operation, giving them greater flexibility. An important advantage of
these types of reactors is the ease of controlling the parameters of pyrolysis, leading to high
yields and conversion rates. However, the high operating costs make this type of reactor
better for small- and laboratory-scale applications [19].

Fixed-bed reactors are used extensively, especially in the case of catalytic pyrolysis.
Despite their simple design, they have some disadvantages since the available surface
of the catalyst during the reaction is limited. Fluidized-bed reactors use a fluidizing gas
that ensures better mixing of the catalyst with the raw material, and thus a more efficient
reaction. This type of reactor ensures good temperature control and is more flexible than
batch and semi-batch reactors. In general, fluidized-bed reactors are preferred for large-
scale applications, mainly from an economic point of view [17,19].

Rotary kiln reactors present several advantages, such as simple construction, low
purchase costs, simple operation, and feedstock flexibility. These reactors are heated using
solid heat carriers. In addition, the rotational movement of the furnace improves the mixing
between materials and heat dissipation, while at the same time preventing the formation
of agglomerates. It should be noted that the filling rate of this type of reactor significantly
affects the performance and quality of the finished products. The ideal filling rate for oil
production is about 15–20%, ensuring optimal heat transfer [27].

3.4. Catalyst’s Effects on Pyrolysis

Pyrolysis is an energy-intensive process and catalysts contribute significantly to its
optimization, as they limit the energy requirements. For example, optimal yields in py-
rolysis oil can be achieved even at temperatures below 450 ◦C using the appropriate
catalyst [17,28].

Catalysts are used in the pyrolysis of plastic waste to accelerate the rate of reactions.
Their presence significantly enhances the efficiency of the process and reduces the required
reaction time and degradation temperature of the raw material, while at the same time
improving the quality of the fuel.

Several studies have reported that the ratio of raw material to catalyst significantly
affects both the yield and the composition of pyrolysis products. The increase in the amount
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of catalyst is not linearly related to process efficiency. Usually, an increase in efficiency
is observed up to a certain amount of catalyst, while further addition does not affect
the reaction [20]. Various catalysts, such as natural zeolite (NZ), FCC, Cu-Al2O3, Fe2O3,
MCM-41, ZSM5, HZSM-5 and Al(OH)3Ca(OH)2, have been used in plastic waste pyrolysis
processes [15,17,19,28].

3.5. Pyrolysis Oil

The results of the literature review on plastic waste pyrolysis are disaggregated based
on the type of plastic used. The parameters studied are the type of reactor, the use of
catalyst, and the temperature of the pyrolysis process.

3.5.1. Polypropylene (PP) Pyrolysis Oil Yields

Polypropylene is used extensively as feedstock for pyrolysis, as typically very high
yields in pyrolysis oil are achieved. Optimal oil production can usually be achieved at
temperatures ranging from 450 ◦C to 550 ◦C.

Generally, very low pyrolysis temperatures are not preferable, since in these cases, the
formation of gaseous products is favored. Ahmadis et al. [29] performed PP pyrolysis at
300 ◦C, with a heating rate of 20 ◦C/min, and the process yield of oil reached 69.9 wt.%.
The increase in temperature resulted in the improved production of oil, as at 380 ◦C, the
yield reached 80.1 wt.% [30]. Similarly, Kusenberg et al. [31] reported an oil yield of 87
wt.% at 450 ◦C, using a CSTR reactor. Pyrolysis at 500 ◦C [32] and 550 ◦C [33] resulted in
oil yields of 82.1 wt.% and 92 wt.%, respectively. It should be noted that excessively high
temperatures can negatively affect the process. As demonstrated by Demirbas [34], the oil
yield fell to only 48.8 wt.% at 740 ◦C, as gas production was favored (49.9 wt.%).

Catalytic pyrolysis of PP has several advantages since optimal yields are achieved
at lower temperatures. In a semi-batch reactor, an FCC catalyst was used, achieving the
optimal oil yield (85 wt.%) at 400 ◦C [35]. Abbas-Abadi et al [36], by using the same type
of catalyst and reactor, achieved improved oil production (92.3 wt.%), due to the higher
operating temperature (450 ◦C). The use of natural zeolite for catalytic pyrolysis at 430 ◦C
resulted in an oil yield of 72.2 wt.% in a semi-batch reactor [37].

3.5.2. Polyvinyl Chloride (PVC) Pyrolysis Oil Yields

PVC is not generally used as feedstock for pyrolysis, due to its relatively low oil yield
and the production of toxic by-products. Thermal degradation of polyvinyl chloride is
estimated to take place at temperatures between 220 ◦C and 520 ◦C [19]. During PVC
pyrolysis at 500 ◦C and in a fixed-bed reactor, very low oil production was observed,
with a yield of 12.3 wt.%, while the main product of the process was gas (87.8 wt.%) [24].
Marino et al. [38] used a fixed-bed reactor with a ZSM-5 catalyst at 450 ◦C with significantly
improved results. The process yield of oil was 60 wt.% and the yield of gas was 35 wt.%, in
which a high HCl content was observed.

3.5.3. Polystyrene (PS) Pyrolysis Oil Yields

Unlike PET and PVC, polystyrene pyrolysis displays very high yields of oil. For
its thermal breakdown, temperatures between 350 ◦C and 500 ◦C are required, while
it is estimated that the pyrolysis temperature should not exceed 550–600 ◦C to achieve
maximum oil yields [19]. Generally, PS pyrolysis oil yields vary between 90 wt.% and 99
wt.%. In a batch reactor, an oil yield of 89.5 wt.% was observed at 580 ◦C [34], while at a
lower temperature (450 ◦C), the yield of liquid products was 56 wt.% [39].

The use of a catalyst during the pyrolysis of PS reduces the required reaction time, but
there is a slight improvement in the oil yields of the process. Terapalli et al. [40] used PS as
feedstock for pyrolysis at 600 ◦C in a microwave reactor, using KOH as a catalyst. The oil
yield reached 95.2 wt.%, using a heating rate of 31 ◦C/min and 7.5 gr of KOH for 27.5 gr of
PS. In these conditions, the gas and char yields were 3.5 wt.% and 1.3 wt.%, respectively.
Adnan, Shah and Jan [41] used a Zn catalyst in a batch reactor at 500 ◦C. The yields of
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the oil and gas products were 96.7 wt.% and 3.3 wt.%, respectively. A similarly high oil
yield was observed with the use of an MgO catalyst in a fixed-bed reactor. PS pyrolysis
took place at 400 ◦C and 500 ◦C. The final yield of oil was 93 wt.% in both cases, while
gas production increased from 2 wt. % to 5 wt.% [35]. Finally, Miandad et al. [28] studied
PS pyrolysis at 450 ◦C using the following two different catalysts: (i) natural zeolite with
heat treatment at 500 ◦C for 5 h (TA-NZ) and (ii) natural zeolite with treatment with 0.1 m
HNO3 for 48 h (AA-NZ). The highest oil yield observed was 70 wt.% and this was achieved
using the TA-NZ catalyst. However, while the yield of the liquid product with the AA-NZ
catalyst was lower (60 wt.%), the HHV of the oil produced (42.1 MJ/kg) was higher.

3.5.4. Polyethylene Terephthalate (PET) Pyrolysis Oil Yields

As mentioned, the use of PET as a pyrolysis feedstock is not preferred, mainly due to
its low content of volatile components and its generally low oil yield compared to other
plastics. However, there have been some studies that have examined the utilization of PET
via pyrolysis.

It has been observed that the thermal breakdown of PET takes place in a temperature
range between 350 ◦C and 520 ◦C [19]. Çepelioğullar and Pütün [17] used a fixed-bed
reactor at a temperature of 500 ◦C with a heating rate of 10 ◦C/min. The main product
was gas, with a yield of 76.9 wt.%, while the yield for oil was found to be 23.1 wt.%.
Furthermore, a high content of benzoic acid was observed in the oil produced (49.93 wt.%),
giving it a strongly acidic character. Additionally, Shahbaz et al. [42] studied PET pyrolysis
at 450 ◦C, with a heating rate of 10 ◦C/min, achieving an oil yield of 18 wt.%. Finally, PET
pyrolysis, using a fixed-bed reactor at 500 ◦C and at a heating rate of 6 ◦C/min, resulted in
oil production of 39.89 wt.%, while at the same time, yields for the gas and solid products
were 52.13 wt.% and 7.98 wt.% [32], respectively.

3.5.5. Low Density Polyethylene (LDPE) Pyrolysis Oil Yields

The use of low-density polyethylene as feedstock for pyrolysis has been studied
extensively. In general, it is estimated that the thermal breakdown of LDPE takes place
from 360 ◦C up to 550 ◦C [19] and optimal yields of oil are achieved between 500 ◦C and
550 ◦C. Based on the study by Bagri and Williams [43], LDPE pyrolysis at 500 ◦C and
in a fixed-bed reactor produces 95 wt.% oil and 5 wt.% gas. In addition, FakhrHoseini
and Dastanian [30] observed an oil yield of 80.4 wt.% at 500 ◦C, while in another study
in a fluidized-bed reactor, it was observed that a very high temperature (600 ◦C) led to a
significant decrease in oil yields to 51 wt.% [44]. It should also be noted that the pressure
of the process affects the quantity of the products. Odejobi et al. [33], while performing
pyrolysis at 450 ◦C, managed to achieve oil yields of approximately 41 wt.%, with gas
production reaching 57 wt.%.

According to Wu et al. [45], the use of HZSM5 as a catalyst helped to increase the
process oil yields in a fixed-bed reactor. At a temperature of 550 ◦C and a heating rate of
20 ◦C/min, oil production reached 93.42 wt.%. Similarly, in another study, the combination
of an HZSM5 catalyst with a relatively high temperature (550 ◦C) again resulted in a very
high oil yield of 93.1 wt.% [46].

3.5.6. High-Density Polyethylene (HDPE) Pyrolysis Oil Yields

Like LDPE, HDPE is used extensively for pyrolysis oil production. In the absence of a
catalyst, Dzol et al. [46] achieved an oil yield of 90 wt.% at 500 ◦C in a fixed-bed reactor.
On the other hand, when using HZSM5 or waste chicken eggshells (WCE) as catalysts,
optimal results were obtained with WCE, providing an oil yield of 80 wt.% [47]. According
to Mastral et al. [48], oil production dropped to 68.5 wt.% when the process was performed
at 650 ◦C and with a duration of 20 min. Using an MIL-53 (Cu)-derived zeolite Y catalyst at
500 ◦C [49], the oil yield reached 95.3 wt.%, while with the HZSM5 catalyst at 550 ◦C [46],
oil production was 85 wt.%. Abbas-Abadi et al. [41] studied HDPE pyrolysis, where the
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process took place in a semi-batch reactor at 450 ◦C and with an FCC catalyst. In this case
oil, the gas and solid product yields were 91.2 wt.%, 4.1 wt.% and 4.7 wt.%, respectively.

3.5.7. Mixed Plastic Waste Pyrolysis Oil Yields

In many cases, a mixture of plastics can be used as the feedstock of pyrolysis. For exam-
ple, Donaj et al. [50] performed pyrolysis of an LDPE/HDPE/PP mixture in a fluidized-bed
reactor. Without the use of catalyst, the optimal oil yield, 48.4 wt.%, was reached at 650 ◦C,
while using a Ziegler–Natta catalyst, oil production increased to 89 wt.% at the same tem-
perature. It should also be noted that the same series of experiments were carried out at
730 ◦C with lower yields.

Moreover, the PE/PP/PS mixture has been extensively studied, showing generally
low yields of oil. With the PE-PP/PS mixture (75 wt.%/25 wt.%), Kaminsky, Schlesselmann
and Simon [51] achieved a yield of 48.4 wt.% of oil, performing pyrolysis in a 730 ◦C
fluidized-bed reactor. Similar results, with an oil yield of 46.6 wt.%, were reported by
Demirbas [32] in a batch reactor. Based on the findings of the literature review, the use
of a catalyst does not significantly affect the oil yields of the process in this case. In a
batch reactor, at 450–500 ◦C and using natural zeolite as a catalyst, Nugroho, Pratama and
Saptoadi [52] reported that oil production reached 45.1 wt.%, as the gaseous product was
favored (50 wt.%). Miandad et al. [28] used the PS/PE/PP mixture (50 wt.%/25 wt.%/25
wt.%) at 450 ◦C with a natural zeolite catalyst. The yields of oil, gas and solid products
were 44 wt.%, 37 wt.% and 19 wt.%, respectively.

3.5.8. Selection of Pyrolysis Operating Conditions for Maximizing Oil Production

Based on the results of the literature review, pyrolysis parameters were selected on the
basis of maximizing oil yields. An overview of all the results with the optimal conditions
for oil production are depicted in Table 6.

In the study of Miandad et al. [28], where various mixtures of plastics were examined,
oil yields of less than 55 wt.% were obtained. Optimal results were reported for the
following two cases of pyrolysis at 450 ◦C: (i) a PS/PE mixture (50 wt.%/50 wt.%) with
a catalyst of natural zeolite treated with HNO3, producing an oil yield of 52 wt.%, and
(ii) a PS/PP mixture (50 wt.%/50 wt.%) with a natural zeolite catalyst and heat treatment,
resulting in an oil yield of 54 wt.%.

Table 6. Literature review results of catalytic and non-catalytic plastics pyrolysis.

Feedstock Reactor T (◦C) Catalyst
Yield (wt.%)

Ref.
Oil Gas Char

PP

- 450
TA-NZ 40 41.1 18.9

[28]
AA-NZ 54 26.1 19.9

- 300 - 69.82 28.84 1.34 [29]

Batch 380 - 80.1 6.6 13.3 [30]

CSTR 450 - 87 9 3 [31]

- 500 - 82.1 17.8 0.1 [32]

- 550 - 92 8 0 [33]

Batch 740 - 48.8 49.6 1.6 [34]

- 400 FCC 85 13 2 [35]

- 450 FCC 92.3 4.1 3.6 [36]

Batch 430 NZ 72.17 27.83 0 [37]

PVC
Fixed-bed 500 - 12.3 87.7 0 [24]

Fixed-bed 450 ZSM-5 60 35 5 [38]
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Table 6. Cont.

Feedstock Reactor T (◦C) Catalyst
Yield (wt.%)

Ref.
Oil Gas Char

PS

- 450
TA-NZ 70 14.2 15.8

[28]
AA-NZ 60 24.6 15.4

Batch 581 - 89.5 9.9 0.6 [34]

Fixed-bed
400

MgO
93 2 5

[35]
500 93 5 2

Batch 450 - 56 45 1 [39]

- 600 KOH 95.2 3.5 1.3 [40]

Batch 500 Zn 96.73 3.27 0 [41]

PET

- 400–500 - 26-28 - - [24]

Fixed-bed 500 - 39.89 52.13 7.98 [32]

- 450 - 18 33 49 [42]

LDPE

- 500 - 80.4 19.4 0.2 [30]

Batch 450 - 41 57 2 [33]

Fixed-bed 500 - 95 5 0 [43]

Fluidized-bed 600 - 51 24.2 0 [44]

Fixed-bed 550 HZSM5 93.4 6.4 0.2 [45]

Batch 550 HZSM5 93.1 14.6 0 [46]

- 550 - 80 20 0 [53]

HDPE

- 450 FCC 91.2 4.1 4.7 [41]

Batch 550 HZSM5 84.7 15.3 0 [46]

Fixed-bed 500
WCE 90 9 1

[47]
- 80 13 7

Fluidized-bed 650 - 68.5 31.5 0 [48]

Fixed-bed 500 MIL-53(Cu) Y zeolite 95.3 - - [49]

CSBR 500–900 - 14.7 84.5 0.8 [54]

PE

- 450 TA-NZ 40 47 13
[28]

- AA-NZ 42 50.8 7.2

CSTR 450 - 85 10 5 [39]

PS/PE (50/50) - 450 AA-NZ 52 29.2 18.8

[28]

PS/PP (50/50) - TA-NZ 54 25.7 20.3

PP/PE (50/50) - TA-NZ 44 44.6 11.4

PS/PE/PP
(50/25/25)

- TA-NZ 44 37 19

PS/PP/PE/PET
(40/20/20/20)

- AA-NZ 30 38.4 31.6

PP/PE/PS Batch - 46.6 35 2.2 [32]
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Table 6. Cont.

Feedstock Reactor T (◦C) Catalyst
Yield (wt.%)

Ref.
Oil Gas Char

LDPE/HDPE/PP
Fluidized-bed 650 Ziegler–Natta 89 6.5 4.5

[50]
- 48.4 36.9 15.7

PE-PP/PS (75/25) Fluidized-bed 730 - 48.4 35 16.6 [51]

PE/PP/PS
(50/40/10)

Batch 450–500 NZ 45.1 50 4.9 [52]

Polypropylene (PP) pyrolysis displays very high yields of pyrolysis oil. The properties
of the oil are similar to those of conventional fuels. The optimal temperature range for
PP pyrolysis is from 450 ◦C to 550 ◦C, where oil yields from 82 wt.% to 92.3 wt.% were
reported. For temperatures below 450 ◦C, lower yields were observed (<80 wt.%), while at
much higher temperatures (740 ◦C), the gas production increases significantly, limiting the
formation of oil. The use of an FCC catalyst significantly affects the process, achieving an
oil production value of 92 wt.% at 450 ◦C.

The pyrolysis of PVC and PET favors the production of gaseous products, with yields
ranging between 55 wt.% and 88 wt.%. Oil production is limited to the range of 12-40 wt.%.
The process is carried out at 450–500 ◦C. During the pyrolysis of PVC, harmful by-products
are released, such as HCl in the gas product and chlorobenzene in the oil. Their removal is
vital and significantly adds to the overall cost of the process.

The pyrolysis of PS, regardless of the type of reactor and the presence of a catalyst,
typically has oil yields ranging from 60 wt.% up to 98.7 wt.% for temperatures of 450–600 ◦C.
Optimal oil yields are reported at temperatures from 550 ◦C up to 600 ◦C, while the use of
catalysts such as FCC and Zn allows the process to be carried out at lower temperatures
with high oil production. In general, polystyrene showed the highest oil yields compared
to other plastics.

Both LDPE and HDPE pyrolysis result in high oil yields, typically exceeding 80 wt.%
for temperatures of 450 ◦C to 550 ◦C. In the case of LDPE, the increase in pressure and
the presence of a catalyst has a positive effect on the oil yield; oil production of 93.1 wt.%
can be achieved at 550 ◦C, using an HZSM5 catalyst. The use of an FCC, Si-Al or HZSM5
catalyst during HDPE pyrolysis resulted in oil yields higher than 85 wt.% for temperatures
ranging from 450 ◦C to 550 ◦C. The yields of oil for LDPE pyrolysis (73.6 wt.%) are higher
than PP (73 wt.%) and HDPE (71.5 wt.%).

Compared to the pyrolysis of a single type of plastic, the use of a mixture of plastics
shows much lower oil yields, which are usually in the range of 30–50 wt.%. Optimal
pyrolysis temperatures are in the range of 450 ◦C–650 ◦C. When using a Ziegler–Natta
catalyst at 650 ◦C, the oil yields are 90 wt.%. The properties of the final product show many
similarities with those of conventional fuels.

4. Feasibility Study for a PP Pyrolysis Plant in Greece

A preliminary economic assessment was carried out for a PP pyrolysis plant. The
assessment was conducted for different plant capacities. The economic performance of the
plant was evaluated based on the following economic indicators: the initial investment, the
operating costs, annual cash inflows, gross and net profits, return on investment (R.O.I)
and pay-out time (P.O.T).

R.O.I is an indicator used to measure the profitability of a particular investment and is
used to express the percentage of the initial investment that can be recovered over one year.
Generally, a positive R.O.I denotes an investment that is profitable. However, if similar
investments occur with a higher R.O.I, these are preferable [55].
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P.O.T is an indicator used to measure the period required for the profit or other benefits
of an investment to equal the cost of the investment. A smaller P.O.T is a sign of a more
attractive investment opportunity [55].

By studying the effect of the plant’s capacity on the two indicators, it was possible
to determine a range for the preferred capacity of the pyrolysis plant. The present study
examines the following two scenarios:

• Scenario 1: Pyrolysis gas is used to meet the energy requirements of the process. If
there is further availability, then the remaining amount of gas is sold.

• Scenario 2: the entire amount of pyrolysis gas is sold.

4.1. Hypotheses of the Study

The pyrolysis plant utilizes PP waste from HELLENIC OILS, which is a Greek company
responsible for the refining, supply and sales of petroleum and petrochemical products.
The company produces considerable PP waste, which could be used as feedstock for a
pyrolysis plant in Greece. In the context of circular economy and industrial symbiosis
models, the pyrolysis plant receives the waste from HELLENIC OILS and utilizes it to
generate the following three main products: pyrolysis oil, pyrolysis gas and char. Liquid
and solid products are sold and are an important source of revenue for the unit. Pyrolysis
gas can either be sold or used to meet the energy requirements of the process either partially
or completely.

The hypotheses of the study are as follows:

� The capacity selected for the PP pyrolysis plant is 200,000 t/year; the process followed
to make this selection is shown in Chapter 4.3.7.

� Based on the literature review, the optimal pyrolysis temperature for oil production is
500 ◦C; the process takes place at atmospheric pressure.

� According to the literature review findings, the oil yield is to be considered equal to
86 wt.%, the gas yield is equal to 13.9 wt.% and the char yield is equal to 0.1 wt.%.

� A rotary kiln reactor was chosen, due to its extensive use and advantages, such as
simple construction, low purchase costs and simple operation.

� It was assumed that product yields are not affected by the increase in plant capacity.
� The unit operates for 330 days and 24 h/day.
� The facility is in Greece.
� PP waste transportation costs are negligible, assuming that this cost is integrated into

the price of the PP waste.

A general overview of the characteristics of the studied plant is given in Table 7.

Table 7. Characteristics of PP pyrolysis plant under study.

Days of Operation Per Year 330

Operating hours (h/d) 24
Feedstock Industrial PP

PP input (t/day) 606
Temperature (◦C) 500

Pressure (atm) 1
Pyrolysis oil production (t/day) 521
Pyrolysis gas production (t/day) 84
Pyrolysis char production (t/day) 0.6

4.2. Description of the PP Pyrolysis Plant

Figure 4 shows the generalized flowchart for a PP pyrolysis unit. A brief description
of the devices used, as well as the process currents, is also presented.

The main types of equipment used in the process are as follows:

• M-101: shredder—used to shred the feedstock and facilitate its energy utilization.
• M-102: feed hopper.
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• R-101: rotary kiln reactor where the pyrolysis process takes place.
• C-101: Condenser—the gases produced in the reactor are fed into C-101. The resulting

condensate contains a percentage of water and is, therefore, led to a separator to be
removed.

• C-102: Condenser—the gaseous product that was not condensed in C-101 is fed into
C-102. The condensate does not contain water and is driven into an oil collection
container.

• S-101: oil/water separator—used to remove the water from the pyrolysis oil.
• T-101: pyrolysis oil collection container.
• G-101: gas storage container—the gas can either be sold or used to meet the reactor’s

energy requirements.

Figure 4. Generalized flowchart of the pyrolysis process [56–58].

The main process streams, as depicted in the flowchart, are as follows:

• 101: feedstock (industrial PP).
• 102: shredded feedstock.
• 103: feed stream of the pyrolysis reactor.
• 104: solid residue of pyrolysis (char), which can either be stored for further processing

or sold directly.
• 105: main product of pyrolysis, which contains the products of the process in gaseous

form and is led to the condensers.
• 106: contains water and pyrolysis oil and is led to a separation device.
• 107: contains gases and pyrolysis oil in gaseous form and is led to the second condenser

for further separation.
• 108: contains water that is removed.
• 109: contains pyrolysis oil for storage.
• 110: contains pyrolysis oil resulting from the condenser; the product is fed to the

storage tank.
• 111: contains the gaseous product of pyrolysis that is either stored or used to meet the

energy requirements of the process.

4.3. Preliminary Economic Assessment

A preliminary economic assessment was carried out, considering the initial investment,
the operating costs, annual cash inflows and gross and net profits, as well as two economic
indicators, which are R.O.I (return on investment) and P.O.T (pay-out time). Moreover, the
effect of plant capacity on the economic performance was also considered.
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4.3.1. Initial Investment (CAPEX)

The Chemical Engineering Plant Cost Index (CEPCI) was used to calculate the invest-
ment requirements for the PP pyrolysis plant. The initial investment of one unit for 2022
can be calculated from the following equation:

IF, 2022 = IF,X × CEPCI2022

CEPCIX
(1)

where IF,2022 is the investment for the year 2022 and IF,X the investment for the year X, for
which bibliographic data were found. As no values are available for the CEPCI index for
2022, it is possible to make an estimate based on the data presented in Figure 5, showing
that CEPCI2022 = 651.4.

Figure 5. CEPCI indicators for 1996–2020 [59].

The initial investment is directly related to the capacity of the pyrolysis plant. Table 8
shows the investment requirement for units of different capacities, based on the literature
review. Using the CEPCI indicators, all values are transposed and refer to 2022.

Table 8. Initial investment for pyrolysis units of different capacities.

IF,X (M EUR)
Capacity
(T/Day)

Year CEPCI IF,2022 (M€) Ref.

1.17 2.5 2018 603.1 1.35 [60]
3.12 40 2019 608 3.34 [61]
26.1 110 2021 640.6 26.5 [62]
33.1 120 2018 603.1 35.8 [63]
8.07 133 2021 640.6 8.2 [64]
32.4 876 2019 608 34.7 [65]
102.9 1000 2021 640.6 104.6 [66]

Using the data in Table 8, it is possible to make an estimate of the relationship between
capacity and the investment requirement for a plastics pyrolysis plant. This can be achieved
based on the equation obtained from Figure 6, which is as follows:

IF,2022 = 667, 520 × Q0.6603 (2)
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where IF,2022 is the initial investment for 2022 and Q is the plant capacity (t/day). Con-
sequently, the initial investment for the PP pyrolysis plant with the selected capacity of
200,000 t per year is IF = 45.9 M€. It should be noted that the investment is the same for
both PP pyrolysis scenarios considered.

 

Figure 6. Relation of plant capacity and initial investment.

4.3.2. Operating Costs (OPEX)

The next step in the economic assessment of the pyrolysis plant is to determine the
operating costs. This category of expenses includes labor, raw materials, and the cost of
utilities, as well as some additional costs.

Operating expenses differ between the two scenarios, due to the difference in costs for
utilities. In scenario 1, where pyrolysis gas is used to meet the energy requirements of the
process, natural gas is not used, thus reducing costs by approximately 3 M€. The overall
operating costs for the two scenarios are presented in Table 9 [67]. The detailed calculation
methodology is presented below.

Table 9. Overview of PP pyrolysis operating costs.

Type of Cost Cost Estimation EUR/year

I. Production Costs
A. Direct Costs

i. Feedstock 35 × 106

ii. Labor 831,140
iii. Supervision 15% A(ii) 124,670

iv. Utilities
Scenario 1 6.28 × 106

Scenario 2 9.45 × 106

v. Maintenance 5% IF 2.3 × 106

vi. Materials 0.75% IF 344,210
vii. Lab costs 10% A(ii) 83,115

B. Fixed Costs
i. Insurance 1% IF 458,950

ii. Taxes 1% IF 458,950
C. Additional Costs 60% (A(ii)+A(iii)+A(v)) 1.65 × 106

II. General Costs
A. Administration costs 5% A (ii) 41,560

B. Distribution costs 5% IF 2.29 × 106

Total Operating Costs C
Scenario 1 51.3 M€

Scenario 2 54.8 M€
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Labor Costs

The man-hours are calculated using the Wessels method with the following equa-
tion [67]:

manhours
(days)× (stages)

= α ×
(

tonnes
day

)0.24
(3)

The days of operation were considered to be 330, the stages to be 3, the parameter
α equal to 11, and the capacity of the unit to be 606 t/day. Using the man-hour price for
Greece [68], the total labor costs were defined, as observed in Table 10.

Table 10. Labor costs calculation.

Days of Operation 330

Operation stages 3
Capacity (t/day) 606

Number of man-hours 50,679
Man-hour cost (€/hour, Greece) 16.4

Total Labor Costs (€/year) 831,143

Feedstock Costs

To determine the cost of the raw material, the price of PP scraps was taken as 175
€/t [69]. Based on the capacity of the unit and the feedstock price, it was calculated that the
total annual feedstock costs amount to 35 M€.

Utilities Cost

The utilities required for the operation of the pyrolysis plant are electricity, cooling
water and natural gas for heating the reactor.

It is estimated that a pyrolysis plant requires 28 kWh of electricity and 13 m3 of cooling
water per t of feedstock [63]. Considering the cost of electricity of 0.13 €/kWh [70] and the
cost of water of 0.98 €/m3 [71], the annual costs were 728,000 €/year and 2.55 M€/year
respectively. The electricity requirements (28 kWh/t) do not include the cost of operating
the shredder. It is estimated that this expenditure amounts to approximately 15 €/t of raw
material [72], adding 3 M€ to the annual costs of utilities.

In addition, for the calculation of the annual cost of natural gas, it is required to
determine the energy requirements of the process. For this, the following equation was
used:

Qpyro = mPP,dry ×Cp,PP ×
(

Tf inal − Tin

)
+mwater × hevap +mwater ×

(
hw, f inal − hw,in

)
(4)

All the required data for this calculation are presented in Table 11.

Table 11. Calculation of PP pyrolysis energy requirements.

Characteristics Value Ref.

Feedstock moisture (wt.%) 0.6 -
Feedstock quantity mPP,dry (kg/s) 6.97 -

Specific heat Cp,PP (kJ/kgK) 1.92 [73]
Tin (◦C) 20 -
Tout (◦C) 500 -

Water quantity mwater (kg/s) 0.04 -
hevap (kJ/kg) 2454 [74]
hw,20 (kJ/kg) 83.9 [75]
hw,500 (kJ/kg) 3488 [75]

Energy Requirements Q 6.67 MW

55



Energies 2023, 16, 593

The energy requirements for the pyrolysis reactor (Q = 6.67 MW) can be met either
using pyrolysis gas (scenario 1) or by natural gas (scenario 2).

Based on bibliographic data, it is estimated that the calorific value of pyrolysis gas
is 26 MJ/kg [76–78]. Given that the amount of pyrolysis gas produced is 84 t/day, the
gas can provide about 25 MW, thus fully meeting the energy requirements of the reactor.
Consequently, the cost to heat the pyrolysis reactor is zero for scenario 1.

In scenario 2, natural gas is used. The calorific value of natural gas is 31.7 MJ/m3 [79],
while its price is 0.53 EUR/m3 [80]. The total cost of the PP pyrolysis plant utilities is shown
in Table 12. The utilities costs are significantly lower for scenario 1.

Table 12. Utility costs for PP pyrolysis unit for scenarios 1 and 2.

Type of Utility Quantity Cost (M€/year)

Electricity 5.6 GWh/year 0.73
Cooling water 2.6 Mm3/year 2.55

Shredding (electricity) 3

Natural Gas
Scenario 1 0 0
Scenario 2 6 Mm3/year 3.17

Total Utilities Cost
Scenario 1 6.28
Scenario 2 9.45

4.3.3. Cash Inflow

The revenue of the PP pyrolysis plant originates from the sale of the three products.
Based on the quantities produced and their respective selling prices, it is possible to
calculate the annual cash inflow of the installation, as shown in Table 13.

In scenario 1, part of the pyrolysis gas is used to meet the energy requirements of the
processes and the remaining amount is sold. In scenario 2, the entire amount of pyrolysis
gas is sold, leading to higher cash inflows for the plant.

Table 13. Total cash inflows of the PP pyrolysis unit.

Product
Quantity

(t/d)
Selling Price

(€/t)
Cash Inflow

(M€/year)
Source

Pyrolysis oil 521 652 112 [81,82]

Pyrolysis gas Scenario 1 62 176 3.6 [83]
Scenario 2 84 176 4.89 [83]

Char 0.6 580 0.12 [84]

Total Cash Inflows S
Scenario 1 115.86 M€

Scenario 2 117.15 M€

4.3.4. Net Profits

Based on the total cash inflows (S) and operating costs (C), it is possible to calculate the
annual gross profit of the PP pyrolysis plant for both scenarios, as shown by the equations
below:

RScenario 1 = S − C = 64.5 M€/y

RScenario 2 = S − C = 62.3 M€/y

The net annual profit of the installation is calculated with the following equation:

PScenario 1 = R − e × I f −
(

R − d × I f

)
× t = 37.3 M€/y

PScenario 2 = R − e × I f −
(

R − d × I f

)
× t = 36 M€/y

The following assumptions were made for this calculation:
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• The economic life of the plant is N = 15 years.
• Depreciation is linear.
• The uniform tax rate is t = 0.4.
• The depreciation rate for tax purposes is d = 1/N = 0.06.
• The depreciation rate of the fixed investment is e = d.

4.3.5. Financial Indicators

To assess the viability of the PP pyrolysis plant, two economic indicators were also
examined, namely the return based on the initial investment (R.O.I) and payback time
(P.O.T). These indicators are calculated as follows:

ROI =
P

Cost o f Investment

POT =
I f

P + e × I f

Initially, the return based on the initial investment (R.O.I) is calculated as follows for
the two scenarios:

ROIScenario 1 = 81%

ROIScenario 2 = 78%

In addition, the payback time (P.O.T) is as follows:

POTScenario 1 = 1.16 years

POTScenario 2 = 1.2 years

4.3.6. Overview of Feasibility

An overview of the economic performance of the PP pyrolysis plant with a capacity of
200,000 t/year is presented in Table 14. Based on the results of the analysis, it appears that
the plant is economically viable, as it presents high profits and a short payback time for
both scenarios considered.

More specifically, the use of pyrolysis gas to supply heat to the reactor (scenario 1) has
a positive effect on the feasibility of the plant. Although the annual revenues are smaller in
scenario 1, the significant reduction in the operating costs makes this scenario preferable.
The annual profits amount to 37.3 M€, while the return on investment is quite high at 81%.
Finally, the payback time of the unit is only 1.16 years. In contrast, in scenario 2, although
the plant is still feasible and shows high profitability, the annual profits are lower by about
1.5 M€, while the payback time is a little higher at 1.2 years.

Table 14. Overview of the feasibility of the PP pyrolysis plant.

Scenario 1 Scenario 2

Capacity (t/year) 200,000
Investment (M€) 45.9

Operating costs (M€ /year) 51.3 54.8
Annual cash inflows (M€/year) 115.86 117.15

Net annual profit (M€/year) 37.3 36
R.O.I 81% 78%

P.O.T (years) 1.16 1.2

Pyrolysis oil is the most important product of the process, as more than 95% of the
annual revenue of the plant is due to its sale. The solid product (char) is produced in very
small quantities; therefore, it does not contribute significantly to the profitability of the
plant.
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The annual operating costs amount to 51.3 and 54.8 M€, respectively, for the two
scenarios, 1 and 2. The cost of purchasing the raw material constitutes about 60% of the total.
The cost of utilities is a significant part of the total operating costs, with shredding costs
amounting to 3 M€. Some additional operating costs, such as supervision, maintenance,
local taxes, administration, and distribution costs, make up about 15% of the unit’s total
annual operating costs.

4.3.7. Sensitivity Analysis Effect of Plant Capacity on Economic Indicators

Based on the process described in the previous sections, the economic performance
of the PP pyrolysis plant can be examined for a range of capacities. The impact of plant
capacity on the initial investment is depicted in Figure 7. The investment increases with
the plant’s capacity, from 4.02 M€ for 5000 t/year to 59.98 M€ for 300,000 t/year.

 
Figure 7. Effect of PP pyrolysis plant capacity on the initial investment (scenario 1).

Nevertheless, this is not a sufficient criterion for comparing the economic viability
of facilities of different scales; therefore, the indicators R.O.I and P.O.T are preferred, as
shown in Figure 8, to assess optimal capacity.

 

Figure 8. Effect of PP pyrolysis plant capacity on R.O.I and P.O.T (scenario 1).
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For small capacities (<50,000 t/year), the PP pyrolysis plant seems profitable, but does
not appear to be a very viable or attractive investment. The payback period is between 2
and 10 years, which means that it takes a very long time to recover the initial investment.
However, the R.O.I index is less than 45%, which is significantly lower compared to higher
capacity installations.

In plants with a capacity of >100,000 t per year, the investment is much more advanta-
geous. It seems that the initial investment can be recovered in less than two years, as the
time decreases with increasing capacity. Accordingly, the higher the capacity of the unit,
the more efficient the investment.

Nevertheless, the initial investment increases significantly. For example, for a pyrolysis
plant with a capacity of 300,000 t/year, the R.O.I index is at its maximum (96%) and the
payback time is at its minimum (1 year), which means that it presents the optimal financial
performance. However, due to the size of the facility, the initial investment amounts to 60
M€, which can be a deterrent. Accordingly, to determine the optimal capacity, a profitable
investment with a reasonably high initial investment must be found.

As shown in Figure 8, the P.O.T index decreases with increasing capacity. When
the capacity has significantly increased, there is a very small reduction in payback time.
Especially for capacities >200,000 t/year, the payback time is insignificantly reduced,
meaning that while the initial investment significantly increases, the economic performance
of the plant is only improved slightly. The R.O.I index is constantly increasing, but its
increase is less significant for capacities >200,000 t/year.

Based on these observations, it can be assumed that while the unit is viable for all the
capacities that were considered, optimal economic efficiency can be achieved for capacities
in the range of 150,000–200,000 t per year.

5. Conclusions

Pyrolysis is an effective method of managing plastic waste mainly for oil production,
which exhibits similar properties to conventional fuels, such as gasoline or diesel. Many
factors affect the yields of the process, as well as the properties and quality of the final
products. The temperature, the type of feedstock and the presence of a catalyst are the
most important parameters to consider, although the type of reactor, the pressure and the
heating rate are also important.

Polypropylene (PP) is very often used as feedstock for pyrolysis, as very high yields
of pyrolysis oil are observed. The properties of the oil are similar to those of conventional
fuels. The preferred temperature for PP pyrolysis ranges from 450 ◦C to 550 ◦C, where oil
yields vary from 82 wt.% to 92.3 wt.%. For temperatures below 450 ◦C, lower oil yields
can be observed (<80 wt.%), while at higher temperatures (740 ◦C), the gas yield increases
significantly, limiting oil production.

Based on the results of the feasibility assessment, a PP-based pyrolysis plant can be
economically viable, with its optimal capacity being in the range of 150,000 to 200,000 t
per year. Pyrolysis oil is the main product of the plant, and it is responsible for generating
a significant part of the total revenue, while the gaseous product also contributes to the
economic viability. The pyrolysis plant shows significant profits both when the pyrolysis
gas is used to cover the energy requirements of the process (scenario 1) and when the gas is
sold as a final product (scenario 2). The solid (char), despite its relatively high selling price,
constitutes a very low percentage of the annual profits, due to its low yields.

For scenario 1, the pyrolysis plant with a capacity of 200,000 t PP/year is estimated
to have annual profits of 37.3 M€, while the payback time of the initial investment is very
low, at 1.16 years. Using part of the gas to meet the energy needs of the pyrolysis reactor
significantly reduces the operating costs, as the use of natural gas is not required. However,
the remaining amount of gas is sold and contributes to the annual revenue. In the case
where the entire amount of gas is sold (scenario 2), the profitability of the plant remains,
but this option is less preferable, due to the higher operating costs associated with the use
of natural gas.
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The results of this study show that the PP pyrolysis unit is economically viable for
a wide range of capacities. However, this is an approximate analysis based on certain
assumptions; thus, a detailed feasibility study is proposed to produce more accurate
results.

Author Contributions: Conceptualization, A.Z.; methodology, A.Z. and I.V.; formal analysis, I.V.;
investigation, A.Z. and I.V.; resources, I.V. and A.Z.; data curation, I.V.; writing—original draft
preparation, I.V.; writing—review and editing, A.Z.; visualization, I.V. and A.Z.; supervision, A.Z.;
project administration, A.Z.; funding acquisition. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by the action «Investment Plans for Innovation’ of the region of
Central Macedonia, Greece; grant number KMP6-0283869.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: We acknowledge the administrative support provided by CAO HELLAS.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Xayachak, T.; Haque, N.; Parthasarathy, R.; King, S.; Emami, N.; Lau, D.; Pramanik, B.K. Pyrolysis for Plastic Waste Management:
An Engineering Perspective. J. Environ. Chem. Eng. 2022, 10, 108865. [CrossRef]

2. Zhu, H.; He, D.; Duan, H.; Yin, H.; Chen, Y.; Chao, X.; Zhang, X.; Gong, H. Study on coupled combustion behaviors and kinetics
of plastic pyrolysis by-product for oil. Energy 2023, 262A, 125452. [CrossRef]

3. WWF. Plastic Pollution in Greece: How to Stop It—A Practical Guide for Policy Makers; Worldwide Fund for Nature: Vaud, Switzerland,
2019.

4. Elliott, T.; Xirou, H.; Stergiou, V.; Bapasola, A.; Gillie, H. Policy Measures on Plastics in Greece; Eunomia Research & Consulting:
London, UK, 2020.

5. YPEKA; EOAN; GIZ. Citizens Leaflet—Practical Tips for a More Sustainable and Cleaner Greece. Available online: https:
//ypen.gov.gr/wp-content/uploads/2021/09/Guidelines_Citizens_FINAL_EN.pdf (accessed on 19 December 2022).

6. Babaremu, K.O.; Okoya, S.A.; Hughes, E.; Tijani, B.; Teidi, D.; Akpan, A.; Igwe, J.; Karera, S.; Oyinlola, M.; Akinlabi, E.T.
Sustainable plastic waste management in a circular economy. Heliyon 2022, 8, e09984. [CrossRef] [PubMed]

7. Hossain, R.; Islam, M.T.; Ghose, A.; Sahajwalla, V. Full circle: Challenges and prospects for plastic waste management in Australia
to achieve circular economy. J. Clean. Prod. 2022, 368, 133127. [CrossRef]

8. Mirkarimi, S.M.R.; Bensaid, S.; Chiaramonti, D. Conversion of mixed waste plastic into fuel for diesel engines through pyrolysis
process: A review. Appl. Energy 2022, 327, 120040. [CrossRef]

9. Chen, X.; Dong, M.; Zhang, L.; Luan, X.; Cui, X.; Cui, Z. Comprehensive evaluation of environmental and economic benefits of
industrial symbiosis in industrial parks. J. Clean. Prod. 2022, 354, 131635. [CrossRef]

10. Hassan, S.T.; Wang, P.; Khan, I.; Zhu, B. The impact of economic complexity, technology advancements, and nuclear energy
consumption on the ecological footprint of the USA: Towards circular economy initiatives. Gondwana Res. 2023, 113, 237–246.
[CrossRef]

11. OECD. Global Plastics Outlook: Policy Scenarios to 2060; OECD: Paris, France, 2022.
12. Kusenberg, M.; Eschenbacher, A.; Delva, L.; De Meester, S.; Delikonstantis, E.; Stefanidis, G.D.; Ragaert, K.; Van Geem, K.M.

Towards high-quality petrochemical feedstocks from mixed plastic packaging waste via advanced recycling: The past, present
and future. Fuel Process. Technol. 2022, 238, 107474. [CrossRef]

13. European Commission. Circular Economy: Commission Takes Action to Reduce waste from Single-Use Plastics. (Online)
European Commission. 2022. Available online: https://ec.europa.eu/commission/presscorner/detail/en/ip_22_5731 (accessed
on 19 October 2022).

14. CMS. Plastics and Packaging Laws in the European Union. (Online) CMS. 2021. Available online: https://cms.law/en/int/
expert-guides/plastics-and-packaging-laws/european-union (accessed on 20 November 2022).

15. Eze, W.; Umunakwe, R.; Obasi, H.; Ugbaja, M.; Uche, C.; Madufor, I. Plastics waste management: A review of pyrolysis technology.
Clean Technol. Recycl. 2021, 1, 50–69. [CrossRef]

16. Rehan, M.; Miandad, R.; Barakat, M.A.; Ismail, I.M.I.; Almeelbi, T.; Gardy, J. Effect of zeolite catalysts on pyrolysis liquid oil. Int.
Biodeterior. Biodegrad 2017, 119, 162–175. [CrossRef]

17. Armenise, S.; SyieLuing, W.; Ramírez-Velásquez, J.; Launay, F.; Wuebben, D.; Ngadi, N.; Rams, J.; Muñoz, M. Plastic waste
recycling via pyrolysis: A bibliometric survey and literature review. J. Anal. Appl. Pyrolysis 2021, 158, 105265. [CrossRef]

60



Energies 2023, 16, 593

18. Jamradloedluk, J.; Lertsatitthanakorn, C. Characterization and Utilization of Char Derived from Fast Pyrolysis of Plastic Wastes.
Procedia Eng. 2014, 69, 1437–1442. [CrossRef]

19. Anuar Sharuddin, S.; Abnisa, F.; Wan Daud, W.; Aroua, M. A review on pyrolysis of plastic wastes. Energy Convers. Manag. 2016,
115, 308–326. [CrossRef]

20. Maqsood, T.; Dai, J.; Zhang, Y.; Guang, M.; Li, B. Pyrolysis of plastic species: A review of resources and products. J. Anal. Appl.
Pyrolysis 2021, 159, 105295. [CrossRef]

21. Erdogan, S. Recycling of Waste Plastics into Pyrolytic Fuels and Their Use in IC Engines. Sustain. Mobil. 2020. [CrossRef]
22. Basu, P. Biomass Gasification and Pyrolysis; Academic Press: Amsterdam, The Netherlands, 2010.
23. Abnisa, F.; Wan Daud, W. A review on co-pyrolysis of biomass: An optional technique to obtain a high-grade pyrolysis oil. Energy

Convers. Manag. 2014, 87, 71–85. [CrossRef]
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Abstract: The increasing environmental concerns and dependence on fossil fuel-based energy sectors
necessitate a shift towards renewable energy. Off-grid communities can particularly benefit from
standalone, scaled renewable power plants. This study developed a comprehensive techno-economic
framework, analyzed the objective metrics, and assessed the influence of economies of scale in
solar PV power plants to electrify off-grid communities, taking Baluchistan, Pakistan, as a pilot
case. Simulations and analyses were performed using the System Advisor Model (SAM). The
results indicate a noteworthy reduction in the levelized cost of energy (LCOE) with increased power
generation capacity. It was observed that utilizing bi-facial modules with single-axis tracking leads to
a more cost-effective LCOE compared to the relatively expensive dual-axis trackers. The main cost
factors identified in the analysis were capital costs, installed balance of plant (BOP), mechanical, and
electrical costs. Notably, the disparity between the highest and lowest LCOE values across the six
different power generation pathways amounted to approximately 38.5%. The average LCOE was
determined to be 2.14 USD/kWh for fixed-mounted plants, 1.79 USD/kWh for single-axis plants,
and 1.74 USD/kWh for dual-axis plants across the examined power generation capacity range. The
findings can serve as a valuable benchmark, specifically for regional key stakeholders, in making
informed investment decisions, formulating effective policies, and devising appropriate strategies for
off-grid electrification and the development of renewable energy value chains.

Keywords: solar PV; techno-economic analysis; economy of scale; off-grid electrification

1. Introduction

The renewable energy sector is continuously evolving, with technological advance-
ments improving the efficiency and cost-effectiveness of renewable energy systems (RES) [1].
As technology progresses, off-grid communities can benefit from more affordable and
improved renewable energy solutions [2]. Reliance on centralized power grids can be
challenging in remote or off-grid areas where infrastructure development is limited. The
adoption of RES would enable these communities to achieve self-sufficiency and reduce
dependence on external energy sources.

Like many other developing nations, Pakistan faces significant electricity challenges
access, affordability, and shortfall. Around 40% of the population lacks access to reliable
electricity, while even those with access encounter issues such as electricity shortages and
high prices [3]. Moreover, 37.2% of Pakistan’s population live in extreme poverty in 2023,
earning an average of USD 3.65 per day [4]. This means that they may struggle to afford
its usage even if they have access to the national electricity grid. As of August 2022, the
electricity deficit in Pakistan has escalated to 7461 MW [5]. Considering an anticipated
surge in electricity demand, this deficit is anticipated to escalate significantly, reaching a
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staggering 40,000 MW by the year 2030 [6]. These statistics highlight the need for Pakistan
to address the electricity shortfall issues while considering the accessibility and affordability
challenges faced by a significant portion of the population.

Baluchistan is the largest province in terms of area in Pakistan [7], and approximately
85% of its total population (13.16 million) resides in rural areas, leading this province to be
known as the “powerless province” [8]. The electrification rate in this province stands at
around 23%, significantly lower than the average national electrification rate of 72% [9]. As
of 2023, the electricity demand is 1650 MW, but only 400–600 MW are supplied, resulting
in persistent and regular load shedding (power/grid outages) of 12–18 h/day in main
towns, excluding the capital city of Quetta, regardless of the season [10]. The situation in
rural areas of this province is even worse, with electricity available for only 4 h/day, and
significant areas still are beyond the jurisdiction of the national or regional grid systems [11].
Consequently, this province suffers greatly in terms of agricultural, industrial, and trade
activities, in addition to civic problems, making it the least-developed province. The
National Transmission and Despatch Company (NTDC) has a total electric transmission
line of ~27 km in the province, capable of transmitting a maximum of around 600 MW [9].
Therefore, even when the government issues orders to reduce load shedding across the
country, it does not provide any relief to consumers in Baluchistan due to the inadequate
and insufficient transmission and distribution network.

The energy needs in Baluchistan Province are predominantly fulfilled through biomass
energy sources such as firewood, animal dung, and agricultural waste [12]. However, elec-
tricity consumption is increasing at a rate of 17% per year [13]. The province has significant
potential for solar, wind, geothermal, and micro-hydro power. Around 40% of its land re-
ceives solar energy at 6 kWh/m2 per day, which adds up to a power generation potential of
approximately 1.2 million MW [14]. The government of Pakistan, specifically the Ministry
of Planning and Development, has recently shown its endorsement for investigating local-
ized and off-grid alternatives to deliver electricity in the remote regions of Baluchistan [15].
Harnessing solar power for off-grid communities in this province would contribute to
improvements in healthcare, education, communication, and water supply, leading to
overall socio-economic development and well-being. A detailed survey conducted for the
adoption of solar power in rural Baluchistan revealed that 89.2% of the rural population is
willing to install solar power systems. However, due to their poor financial condition, they
have been unable to install these systems and are awaiting support from the government or
international donors [16]. In 2016, the provincial government of Baluchistan allocated USD
4.6 million for solar and wind power to attract private sector investment [17]. However,
the private sector has shown reluctance to invest due to several factors, including the poor
law and order situation, the remote location of the area, inadequate communications and
infrastructure, and a low return on investment [18]. Another potential hurdle associated
with emerging technologies is that financial institutions and large-scale investors tend to be
risk-averse, often requiring realistic techno-economic information and a pilot plan before
providing financing.

As of 2022, the global utility-scale solar sector has witnessed significant growth, with
approximately 37,000 MW of operating projects and an additional 112,000 MW in de-
velopment [19]. The 2030 target of achieving an unsubsidized levelized cost of energy
(LCOE) of USD 0.02/kWh for utility-scale solar PV projects was set by the Department of
Energy (DOE), USA [20]. However, several challenges hinder the widespread adoption
of solar power, including inefficient solar panels and LS and high capital and operational
expenditures contributing to a higher LCOE in comparison to power tariffs. To promote
the adoption of large-scale solar PV systems in areas with favorable solar energy po-
tential, it is crucial to assess the techno-economic metrics based on local conditions and
specific components.

In addition to the continuous research focused on reducing costs in solar systems, it is
imperative to address concerns regarding inefficient infrastructure and the development
of a proper value chain. Furthermore, to attract private sector investment, make well-
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informed investment decisions, and gain a comprehensive understanding of the potential
and challenges involved, it is of utmost importance to possess detailed techno-economic
information about scaled solar power plants in specific geographical locations. Provid-
ing this information would greatly contribute to instilling confidence in investors and
financial institutions.

The reviewed set of recent studies in Table 1 reveals a disparity in the clarity of the
literature concerning the techno-economic metrics of scaled solar power plants. These
studies demonstrate variations in technical assumptions and cost estimates and exhibit
limitations in scope and procedural deficiencies. Furthermore, they overlook multiple
parameters essential for determining the LCOE beyond capital expenditure (CAPEX) and
operational expenditure (OPEX). The key deficiencies, as summarized below, underscore
the importance of evaluating detailed techno-economic metrics in this field:

• Several significant cost-contributing parameters were either overlooked or arbitrarily
selected. For example, Niaz et al. (2022) [21] examined the LCOE considering CAPEX
and OPEX over ten years but did not include factors such as power generation scale,
salvage value, degradation rate, loss factors, or replacement cost. Similarly, Nadaleti
et al. (2020) [22] only considered CAPEX and OPEX. Yates et al. (2020) [23] calculated
LCOE using a range of CAPEX and OPEX costs but did not address the impact of
economies of scale. Ahshan et al. (2022) [24] investigated the LCOE of wind power,
primarily focusing on CAPEX and OPEX. Shehabi et al. (2022) [25] used income
tax rate, CAPEX, OPEX, balance of system (BOS) cost, equity, and replacement cost
to determine LCOE but did not consider salvage value or the impact of economies
of scale.

• The lack of a standardized approach for accounting CAPEX is noted. The direct
CAPEX should encompass the costs of PV modules, current balancing devices, in-
stallation expenses, and contingency costs when calculating the net present value
(NPV). However, it is taken generically, considering CAPEX as the cost/unit-power
while excluding the other three cost variables, e.g., by Assowe et al. [26], Alessandro
et al. [27], Jang et al. [28], and Burdack et al. [29].

• Furthermore, in the USA as of 2021, out of a total of 1125 proposed photovoltaic
(PV) projects, 90% were based on single-axis tracking systems as opposed to fixed
tilt systems, and mono-crystalline silicon (mono-c-Si) modules accounted for 69% of
installations compared to thin-film modules [30]. Additionally, policy measures in the
USA, such as extending the exemption from the 15% import duty through 2026, have
encouraged the installation of bi-facial modules. This divergence in plant setup and
module specifications in large-scale deployment highlights the need for research to
understand how these factors impact energy output and cost.

To facilitate informed decision making regarding the implementation of scaled solar
power for electrifying off-grid communities, this study provides a comprehensive techno-
economic assessment.

Given the existing knowledge gap and the projected growth in renewable electricity
demand, the contribution of this study mainly includes:

• Development of a robust framework for scaled solar PV plants that incorporates all
relevant technological, financial, and benefit considerations. This approach enabled
the accurate determination of techno-economic metrics, allowing for a fair comparison
with fossil fuel-based power generation.

• Incorporate the essential macro- and micro-cost and technical parameters (Table 2)
that are integral to the analysis and that must be considered when developing a
techno-economic analysis model. Neglecting any of these parameters can lead to
underestimation or overestimation of techno-economic metrics, rendering them unre-
liable. While certain parameters may have specific ranges, completely excluding them
may result in misleading conclusions.

• Evaluation of economies of scale impact on techno-economic metrics of a scaled
renewable power plant.
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• By examining these factors, the primary objective of the study is to generate valuable
insights into the feasibility and viability of implementing scaled solar power plants in
the region.

Table 1. Key parameters of LCOE (non-exhaustive).

Study (Year Published, Ref.) 2022, [21] 2022, [24] 2022, [25] 2020, [22] 2020, [31] 2020, [23] 2016, [32] 2015, [33]

System lifetime
√ √ √ √ √ √ √ ×

Degradation rate × √ × × × × × ×
Technical loss factor × × × × √ × × ×
Carbon trading price × √ × × × × × ×

Residual value × × × × × × × ×
CAPEX

√ √ √ √ √ √ √ √
OPEX

√ √ √ √ √ √ √ √
Discount rate × × × √ × √ √ ×
Inflation rate × × × × × × √ ×

BOS and installation cost × × × × × × × ×
Foundation (land

preparation) × × × × × × × ×
Engineering and developer

overhead × × × × × × × ×
Contingency × × × × × × × ×

Table 2. Parametric framework of techno-economic assessment.

Category Parameter Notes

Site selection Geographical location DNI and financial factors, e.g., utility tariffs, tax rate, inflation and discount rate,
carbon credits, etc., vary with location/country of interest.

Energy generation Capacity The economy of scale has an impact on net technical and cost parameters.

Performance and cost System lifetime Various renewable power-generation systems have different life spans and
replacement costs.

Feasibility Energy harvesting system Solar PV, solar-thermal, wind, and biomass have different energy potentials
concerning net output power.

System performance Efficiency Module type in the case of PV, turbine class in the case of wind, and Biomass’s
energy-to-power-conversion technique affect the power generated.

System performance Loss factor In practice, at the industrial level of power generation systems, specific energy and
exergy losses typically exist, e.g., DC/AC losses in PV plants.

Net output power Degradation rate The performance of the power generator degrades with time, reducing the net
output power.

System cost

CAPEX
The cost of components related to renewable energy system changes due to ongoing

increases in global installed capacity and product improvements; more realistic
CAPEX based on a well-defined system’s design impacts the net cost.

Lifetime cost Power generation systems and BOS have different lifetimes; hence during the specific
analysis period, these should be accounted for separately.

OPEX
Logistics, labor wages, and insurance costs, and other soft costs are often

country-specific, hence have a pronounced impact in the long run as OPEX mainly
affects annual equivalent costs.

Project finance Equity
The equity with a specific interest rate through a reasonable estimate must be

accounted for in the life cycle costing of the renewable power generation to encourage
private sector investment.

Net present value

Residual value The residual value is a significant cost factor, specifically when the analysis period is
shorter than plant life.

Discount rate Discount and inflation rates directly affect the LCOE, neglecting or assuming it leads
to unrealistic results.Inflation rate

IRR To attract private sector investment, IRR with a reasonable estimate should be
declared, and its effect should be reflected in net cost.
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Table 2. Cont.

Category Parameter Notes

Annualized cost
Carbon credit The penalty charges avoided from reducing CO2 emitting to the atmosphere are

accounted for in LCC while evaluating the LCOE.

Replacement cost If the analysis period is different than the system life, then replacement cost needs to
be accounted for in annualized cost.

Capital cost

Foundation
Renewable power plant requires a considerable land area for installation, which has a

significant impact on CAPEX if leased or purchased. The CAPEX must account for
land purchase and preparation costs where applicable.

Engineering and developer
overhead

Overhead costs, e.g., computer programming, communication, and encoding, are
specifically crucial in setting central control systems in scale enactment.

Contingency In LCOE estimation over the 25–35 years period of the power generation system, the
cost associated with uncertain and unpredictable risk should be considered.

BOS and installation cost BOS equipment and installation cost is a significant direct cost component, and it
should be accounted for separately from the CAPEX.

2. Methods and Materials

2.1. Geographical Location

Several factors impact the site selection for a scaled solar power plant, such as the
country’s economic condition, commitment to the green energy transition, resource con-
straints, and renewable energy targets [34]. Additional considerations include wind speed,
direct normal irradiance (DNI), water resources, transportation, and existing infrastructure
such as industrial zones. Yang et al. [35] recommend a cumulative irradiation value of
>2000 kWh/m2/year while cautioning against exposure to less than 1600 kWh/m2/year of
DNI. High wind speeds can have adverse effects on solar PV plant performance, leading
to increased thermal losses and structural instability [34]. Given that around 83% of the
population in District Chagai, Balochistan, in Table 3 resides in the off-grid area [36], and
considering the region’s favorable solar energy potential, this study selects this area as a
pilot case (Figure 1).

Table 3. Characteristics of selected solar PV plant site.

Production Site
(Pakistan)

Co-Ordinates
(◦N, ◦E)

DNI
(kWh/m2/d)

Avg. GHI
(kWh/m2/d)

Avg. Wind Speed
(m/s)

Avg. T
(◦C)

Chagai,
Baluchistan 29.3058, 64.6945 5.94 5.93 3.1 28.6

2.2. Metrological Data

The metrological data was obtained from the National Solar Radiation Database at
the NREL database [37]. By employing these site-specific data, it is believed that the
assessment of solar power will yield more precise results compared to relying on average
solar irradiation statistics for a given location.

2.3. Power Generation Pathways

The simulation encompasses a range of pathways derived from the combination of
three different module configurations and two module types. Through comprehensive
enumeration, a total of six pathways were examined in Figure 2. The findings were obtained
through open-access simulation tools, the System Advisor Model (SAM.V22.11.21) [38] and
a spreadsheet analyzer.
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Figure 1. Geographical location of the selected site.

 

Figure 2. Roadmap of solar PV plant.

2.4. Simulation Algorithm

The algorithm presented in Figure 3 is employed to assess the key objective metrics:
The LCOE, capacity factor (CF), total annual energy generated, and energy yield (EY). The
technical specifications of the modules, as outlined in Table 4, along with the air-mass
modifier polynomial ratio described in Ref. [39], are taken into account to address the
effects of the solar spectrum on net power. Additionally, losses resulting from optical lenses,
alignment errors, tracker errors, and wind flutter are considered in the loss factor.
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Figure 3. Simulation algorithm of power plant.

Table 4. Specification of solar PV module.

Parameters Unit

Value

Bi-Facial
[40]

Mono-Facial
[41]

Efficiency % 21.79 20.88
Power capacity Wdc 671.055 540.696

Performance degradation %/y 0.45 0.55
Voltage (maximum) Vdc 38.5 31.2
Current (maximum) Adc 17.4 17.3

Temperature coefficient W/◦C −0.303 −0.371
Cells Nos 66 55
Area m2 3.080 2.59

Unit mass kg/m2 11.092 11.092
Length m 3.08 2.59
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The model incorporates factors such as efficiency, loss factors, thermochemical char-
acteristics, variation in cell efficiency, and the impact of azimuth angle. The performance
and cost of the converters, trackers, and voltage optimizers significantly influence the
net output of the system. The critical technical characteristics of the modules, along with
the application of air-mass modifier polynomial ratios explained in Ref. [39], effectively
account for the spectrum effects on net power. The model also considers losses attributed
to the visual lens, placement error, tracker error, and wind flap, which are encompassed
within the overall loss factors.

The economic model incorporates various input parameters such as module cost,
inverter cost, BOS mechanical and electrical costs, installation cost, and non-labor soft
costs including approval, procurement, and developer overhead (Table 5). Estimated
expenses within the literature typically fall within a specific price range. For instance,
predictions for the total installed cost of a solar PV system with single-axis tracking range
from 1.3 USD/Wac to 1.14 USD/Wdc for a 100 MW capacity [42,43]. The Solar Energy
Industries Association (SEIA) [19] reported that the global average cost of commercial solar
PV plants installed in 2021 was 0.77 USD/Wdc for fixed-tilt systems and 0.89 USD/Wdc
for single-axis systems. The NREL [44] reports the median cost of 25 different utility-scale
solar PV plants as 1.2 USD/Wac and 0.97 USD/Wdc. These costs represent global averages,
and the net output is significantly influenced by module scale, location, type, brand, and
the presence of clean energy credits. Dedvar et al. [45] examined the scaled impact on
the minimum sustainable price (MSP) of solar PV modules in a practical manufacturing
plant setting. They observed a progressive decline in MSP with increasing capacity, with
reductions of 9%, 8%, and 6% for capacities of 600 MW, 1.2 GW, and 2.4 GW, respectively.

Certain fixed expenditures, such as general administration, vegetation care, and
module cleaning, are shared among various plant components, resulting in decreased
OPEX with increasing plant capacity. Around a 50% decline in OPEX has been noted in
thirteen years, i.e., from 35 USD/kWdc/year in 2007 to 17 USD/kWdc/year in 2019 [46].
Similarly, a report from Berkeley Lab [47] highlights a 51.4% reduction in OPEX over the past
12 years. The Trina-Solar modules examined in this study claim a 6.32% reduction in BOS
costs when bi-facial 600+ W modules are installed compared to mono-facial modules [48].

Table 5. Economic parameters.

Parameters Unit Value Reference

Installer margin and overhead USD/Wdc 0.05 [49]
WACC % 6 Typical value

Installation cost USD/Wdc 0.11 [49]
BOP (mechanical) USD/Wdc 0.10 [50]

BOP (electrical) USD/Wdc 0.09 [50]
Sun-tracker (single-axis) USD/Wdc 0.1 [30]
Sun-tracker (dual-axis) USD/Wdc 0.15 [30]

Engineering and developer overhead USD/Wdc 0.08 [49]
PII USD/Wdc 0.04 [50]

Contingency % CAPEX 2 Typical value
Fixed-mounted OPEX USD/kWdc/y 13 [51]

Single-axis OPEX USD/kWdc/y 14 [52]
Dual-axis OPEX USD/kWdc/y 16.26 [52]

Depreciation %/y MACRS Standards
(Industries) [53]

DC/DC power optimizer USD/Wdc 0.15 [54]
PV Module Performance degradation %/y 0.5 [50]

Residual value % CAPEX 20 Typical value
Inflation % 2.6 [55]

AC: alternate current; DC: direct current; CAPEX: capital expenditures; OPEX: operating expenditures; MARCS:
modified accelerated cost recovery system; BOP: balance of plant; PV: photovoltaic; PII: permitting, inspection,
and interconnection; WACC: weighted average cost of capital.
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The LCOE serves as an economic metric for comparing renewable power generation
systems from various sources. Equation (1) defines the LCOE [39], and in this study,
modified and detailed relationships are employed as presented in Equations (2) and (3).
These equations are solved using the standard life cycle cost (LCC) concept, as illustrated
in Figure 4, to determine the NPV. By adopting this approach, a thorough evaluation of the
economic feasibility of the solar power plant system can be achieved.

LCOE (USD/kWh) =
Total li f e cycle cost o f the energy generation system ($)

Total electricity generated (kWh)
(1)

LCOE (USD/kWh) =
CAPEX + Co&m − rdeg

n − Rvalue

En
(2)

where:

CAPEX is the capital expenditure (USD)
Co&m is the operation and maintenance cost (USD)
rdeg is the degradation rate (%)
n is the plant’s lifetime
Rvalue is the residual value (USD)
En is the electricity generated

LCOE (USD/kWh) =
CAPEX + Cins +

Crep

(1+d)n + ∑n
i=1

Co&m
(1+d)i − ∑n

i=1
(rdep×rtax)

i

(1+d)i − Rvalue
(1+d)n

∑n
i=1

Ei×(1−rdeg)
i

(1+d)i

(3)

where:

Cins is the installation cost (power plant) (USD)
Crep is the replacement cost (USD)
Ii is the Year “i”
kW is the Kilowatt
n is the plant’s lifetime
USD is the dollar (United States)
rdep is the depreciation rate (%)
rtax is the federal capital tax on investment

 

Figure 4. Life cycle cost.

2.5. Assumptions and Exclusions

• The economic model focused on cost analysis without an energy storage system.
• Power transmission and distribution costs were not taken into account.

72



Energies 2023, 16, 6262

• The cost of land acquisition or lease was not included and was assumed to be covered
by the public development budget.

• Incentives for investment, green power generation, or capacity build-up are not ac-
counted for in the NPV.

3. Results and Discussion

Techno-economic metrics are analyzed across four different generation capacities:
1000 MW, 3000 MW, 5000 MW, and 7000 MW, and six various pathways. The reason for
considering different capacities is to evaluate the influence of economies of scale on the
overall impact. The chosen range of installed capacity aligns with the requirements of
the region’s first solar PV plant [56], designed to meet the annual energy demands of an
off-grid community. To ensure an equitable comparison across various renewable energy
technologies and geographical sites in a global context, the power plant is considered
connected directly to the consumer’s facility, eliminating the need for an energy storage
system. It is worth noting that the irradiation potential varies throughout the year, such that
during the winter solstice it is ~44.3% lower compared to the summer solstice in Figure 5.
As a result, the monthly energy generation at the selected plant location exhibits significant
variability, particularly during the spring and fall equinoxes (Figure 6).

 

Figure 5. Average direct of normal radiation per month in Pakistan.

 
Figure 6. Monthly energy generated from various generation pathways, (M; mono-facial, B; bi-facial,
F; fixed-mounted, S; single-axis, D; dual-axis).

Given the variation in the energy received, the size of a power plant required to meet
a particular electricity load at this study site is found ~38.4% smaller during the summer
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solstice compared to the winter solstice. The comparative assessment of current market
prices reveals that the cost of bi-facial modules is ~38% higher than mono-facial modules.
Additionally, transitioning from a fixed-mounted configuration of the sun-tracking system
to a single-axis configuration increases the cost by ~47%, while the cost difference in
transitioning from a single-axis to a dual-axis configuration is ~40%. Considering these
discrepancies, an evaluation of the energy generation and plant performance in Table 6
is conducted to determine the optimal plant setup using either mono-facial or bi-facial
modules for scaled implementation in a standalone position.

Table 6. Plant performance metrics.

Metric
Fixed-Mounted Single-Axis Dual-Axis

Mono-Facial Bi-Facial Mono-Facial Bi-Facial Mono-Facial Bi-Facial

Annual energy (GWh) 17.76 18.52 22.53 23.64 24.45 25.56
CF (%) 22.9 22.1 28.3 29.5 31.1 32.2

Energy yield (kWh/kW) 1777 1852 2255 2363 2446 2558

The analysis reveals that transitioning from mono-facial to bi-facial modules with a
single-axis configuration results in a net power output change of ~5%. Similarly, changing
the plant setup from mono-facial to bi-facial modules using the dual-axis configuration
leads to a net power output change of ~4.6%. Based on this comparative assessment, the
use of bi-facial modules in a single-axis configuration is preferred over the mono-facial
configuration due to the higher difference observed in net power output.

The model evaluated the installation of two distinct module types presently accessible
on the market, along with three potential mounting structures. Comparable meteorological
data and economic and technical input parameters are used to evaluate the influence of
module types on BOS costs and LCOE. Six distinct designs are assessed, encompassing two
module types and three module orientations, yielding varying optimized LCOE values in
Figure 7. The LCOE experiences a decrease of ~12% when shifting from a fixed-mounting
to a single-axis configuration, regardless of whether mono-facial or bi-facial modules are
used. However, the difference in LCOE when transitioning from a single-axis to a dual-axis
configuration is ~2%, which is not considered significant. Considering the higher cost
associated with installing dual-axis sun-trackers and the relatively lower increase in energy
generation, the LCOE assessment suggests that single-axis tracking is more economically
favorable until dual-axis systems become more developed and economically feasible in
the future.

Comparing the outcomes of this study with other studies proves challenging due
to variations in solar energy potential across different worldwide geographical locations,
differences in plant installed capacity, and diverse technical and cost assumptions and
limitations. Nonetheless, the results obtained from this study can be compared to recently
bid utility-scale regional solar PV projects conducted in areas with similar solar irradiance
levels in Table 7. The observed decrease in costs with increasing plant capacity in this
study aligns with the awarded prices of the power purchase agreement (PPA) for recent
projects. For example, the LCOE for a 2000 MW plant in the UAE is ~55% lower than that
of a 1200 MW project. Similarly, the LCOE in Qatar and Oman, which are reported as
1.57 USD/kWh and 1.78 USD/kWh respectively, are also comparable to the findings of this
study, with slight variations attributed to differences in solar irradiance due to different
geographical locations. Furthermore, the resulting LCOE from this study is comparable
to the reported values of 1.67 USD/kWh (PV-battery storage system) and 1.45 USD/kWh
(PV-battery storage system-diesel generator) for the geographical location in District Dera
Ismail Khan, Pakistan [57]. Similarly, another study by ARENA in Australia [58] reported
1.14 USD/kWh, with the slight difference attributed to ~11% more sunshine hours available
for a full load at the selected site of this study as compared to the location in Australia.
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Figure 7. Economy of scale impact of solar PV electricity cost at the selected site (M; mono-facial,
B; bi-facial).

Based on a qualitative assessment, the integration of concentrated solar power with
conventional plants in Pakistan resulted in a reduced levelized cost of electricity (LCOE) [59].
An evaluation encompassing technical, economic, and environmental considerations ad-
vocated for an independent standalone solar PV system in Ref. [60], exhibiting a payback
period of 3.125 years and facilitating a substantial reduction of 90,225 tons per annum in
CO2 emissions within the Pakistani context.

Drawing from an inquiry into a hybrid energy system combining wind, PV, and
biomass components in Pakistan, an LCOE of 5.744 USD/kWh was ascertained [61]. More-
over, a comparative analysis of the technical and economic dimensions of scaled solar PV
installations across five diverse locations, detailed in Ref. [62], identified the Baluchistan
Province as the most suitable locale, distinguished by a diminished LCOE of approximately
2.6 USD/kWh. When juxtaposed with the established LCOE of 5.6 USD/kWh attributed to
a wind power system as appraised in Ref. [63], the present study’s findings—specifically,
LCOE values of 2.14 USD/kWh (fixed-mounted PV systems), 1.79 USD/kWh (single-
axis tracking systems), and 1.74 USD/kWh (dual-axis tracking systems)—underscore the
viability of solar PV plants within the prevailing market dynamics.

Table 7. PPA of recently tendered regional projects.

Country
Plant Capacity

(MW)
Awarded PPA
(USD/kWh)

Year Reference

UAE
1200 2.951 2019 [64]
2000 1.351 2022 [65]

Qatar 800 1.572 2020 [66]
Oman 500 1.781 2019 [67]

PPA: power purchase agreement.

4. Conclusions and Policy Recommendations

The techno-economic analysis conducted on scaled solar PV plants with a power
capacity range of 1000–7000 MW has yielded several significant findings. The transition
from mono-facial to bi-facial modules, combined with a single-axis configuration, resulted
in a noticeable increase in net power output of ~5%. Similarly, the shift from mono-facial
to bi-facial modules with a dual-axis configuration led to a net power output increase of
around 4.6%. The findings indicate that a power plant utilizing bi-facial modules with
a single-axis configuration offers greater feasibility compared to one employing mono-
facial modules in a fixed-mount arrangement. In terms of cost factors, the BOS cost and
the OPEX, primarily attributed to cleaning and vegetation management, emerged as the
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most significant after considering the CAPEX. The selected site demonstrated substantial
power generation potential, making it well-suited for large-scale commercial solar PV
plants. The average LCOE was determined to be 2.14 USD/kWh for fixed-mounted
plants, 1.79 USD/kWh for single-axis plants, and 1.74 USD/kWh for dual-axis plants
across the examined power generation capacity range. The anticipated economies of
scale, driven by the expanding global market for solar PV plants and renewable energy,
are expected to further contribute to overall cost reductions. Given the lower cost of
green power, as evidenced by the LCOE, particularly in Pakistan and specifically in the
Balochistan Province, the region’s extensive land area, and high solar energy yield (with
7–13 h of sunshine per day) position it as a compelling leader in the renewable power
sector. The comprehensive techno-economic framework developed in this study has
yielded a meticulously crafted solar PV system design that is scalable for implementation in
off-grid rural settings. This design is a product of rigorous exploration of pertinent techno-
economic variables. In forthcoming research endeavors, this framework is positioned
for augmentation to encompass the assessment of additional sustainable power systems,
including wind and biomass alternatives. This envisioned extension bears the promise of
providing invaluable insights to inform the energy system design within off-grid regions.

To foster investment decisions and formulate effective policies to promote off-grid
electrification and the development of renewable energy value chains, the following policy
recommendations are proposed:

• The active involvement of the private sector is crucial in fostering a resilient renewable
energy value chain, especially in regions with limited existing energy infrastructure. It
would be helpful to mobilize financial resources from non-budgetary sources and to
provide the technical and managerial expertise required for building scaled solar PV
plants in off-grid areas.

• The formulation of specialized policies and regulatory frameworks related to solar
power generation is required. These initiatives are essential to attract and facili-
tate investors and to overcome the challenges associated with the renewable energy
value chain.

• The BOS cost is the major contributing factor in the LCOE; therefore, solar PV module
manufacturers should focus on improving module density within a string to reduce
expenses for accessories such as electric cables and racks. Additionally, the production
of large-sized and high-power solar PV modules is recommended to decrease the
construction time and lower the overall cost of the system.

• Although the LCOE using bi-facial modules is ~7–10% lower, a careful comparison of
sun-tracker costs is necessary before deciding. A dual-axis tracking system generates
around 19.87% more power than a fixed-mounted system, but it comes with a net
installed cost difference of ~15.45%. Therefore, when dealing with limited space, a
cost-benefit analysis of installing sun trackers and types of modules is critical.
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Abbreviations

BOS Balance of system
CCUS Carbon capture utilization and storage
CAPEX Capital expenditures
CF Capacity factor
DNI Direct normal irradiance
FCEV Fuel cell electric vehicle
GHG Greenhouse gas
GHI Global horizontal irradiance
IPCC Intergovernmental Panel on climate change
IRENA International renewable energy agency
LCOE Levelized cost of energy
LCC Life cycle cost
MOE Ministry of Energy United States of America
MOU Memorandum of understanding
MT Million tones
NPV Net present value
NREL National Renewable Energy Laboratory
OPEX Operational expenditures
PV Photovoltaic
PPA Power purchase agreement
R&D Research and development
RES Renewable energy systems
SAM System Advisor Model
TWh Terawatt hours
USD United States dollar
WACC Weighted average cost of capital
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Abstract: The present paper focuses on investigating the cost-effective configuration of an array of
wave energy converters (WECs) composed of vertical cylinders situated in front of a vertical seawall
in irregular waves. First, the hydrodynamic calculations are performed using a WAMIT commercial
code based on linear potential theory, where the influence of the vertical wall is incorporated using the
method of image. The viscous damping experienced by the oscillating cylinder is considered through
CFD simulations of a free decay test. A variety of parameters, including WEC diameter, number of
WECs, and the spacing between them, are considered to determine an economically efficient WEC
configuration. The design of the WEC configuration is aided by a cost indicator, defined as the ratio
of the total submerged volume of the WEC to overall power capture. The cost-effective configuration
of WECs is achieved when WECs are positioned in front of a vertical wall and the distance between
them is kept short. It can be explained that the trapped waves formed between adjacent WECs as
well as the standing waves in front of a seawall significantly intensify wave fields around WECs
and consequently amplify the heave motion of each WEC. A cost-effective design strategy of WEC
deployment enhances the wave energy greatly and, consequently, contributes to constructing the
wave energy farm.

Keywords: wave energy converter; cost-effective analysis; method of image; linear potential theory;
vertical seawall

1. Introduction

The urgency to address global warming and the resulting climate changes highlights
the necessity of reducing greenhouse gas emissions, particularly within the energy sector,
where electricity and heat production are the largest contributors to global emissions [1].
Meanwhile, energy demand continues to surge. As a promising solution for curbing
greenhouse gas emissions, renewable energy, notably solar and wind power, is projected
to contribute 43% of the world’s electricity by 2030, a significant increase from the current
level of 28% [2]. Notably, wave energy boasts a higher power density compared to solar
and wind energy. For instance, at a latitude of 15◦ N within the Northeast Trades, the
average power density is 0.17 kW/m2 for solar, 0.58 kW/m2 for wind, and 8.42 kW/m2 for
wave energy [3]. Despite its higher potential, wave energy has not yet achieved commercial
viability similar to solar and wind power sources due to its levelized cost of energy still
lacking competitiveness with other renewable sources [4]. Wave energy exhibits greater
availability compared to solar and wind energy, as it remains available both day and night,
and persists throughout the entire year. Hence, achieving cost-effectiveness in harnessing
wave energy is essential for establishing it as a financially feasible choice among renewable
energy alternatives.

There have been many studies focusing on optimizing wave energy converters (WECs)
for maximizing power extraction so that they become economically viable. In [5], an
optimization of dimensions and layout of an array of heaving buoy WECs have been carried
out. A control method is proposed in [6] for an array of WECs maximizing power and
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satisfying constraints for optimal energy extraction performance, with full consideration of
wave and multi-body interactions, as multiple WECs instead of stand-alone devices could
increase energy production by over 15% per device. In [7], a comprehensive assessment
is carried out focusing on the geometric optimization of wave energy conversion devices.
This review offers a critical analysis of the current state-of-the-art in geometry optimization
and outlines its limitations. Similarly, [8] provides a review of the geometry optimization of
WECs, aiming to discover enhanced hull shapes that can maximize power generation while
minimizing the associated costs. An investigation into the hydrodynamic optimization
of a sloped motion point absorber WEC has been conducted in [9] using a time-efficient
frequency-domain numerical model. In [10], the authors presented a size optimization
of WECs on a floating wind–wave combined power generation platform, which has a
significant increase in power generation compared with the single point absorber. The
structural optimization of oscillating-array buoys was performed in [11] to improve the
wave energy capture efficiency with the simulated models of different spacing, placement
modes, and actuating arm lengths of buoys. A review was conducted and presented in [12]
for the optimal configuration of wave energy conversions concerning nearshore wave
energy potential where WECs’ shape optimization may significantly boost performance,
and where if it is combined with the PTO control approach may lead to better outcomes.
In [13], power take-off optimization has been carried out to maximize energy conversion
with a two-body WEC system utilizing relative heave motion to extract power.

One method to increase wave power absorption is by positioning WECs in front
of a reflective structure which can amplify the WEC’s motion, thereby extracting higher
power. The authors of [14] analyzed the hydrodynamic performance of a series of truncated
cylinders positioned in front of a vertical wall in the frequency domain. This examination
aimed to explore the impact of wave reflections coupled with disturbances caused by the
bodies themselves. An experimental evaluation was conducted in [15] to determine the
hydrodynamic performance of a WEC system integrated into a breakwater, in comparison
with conventional WECs. The WECs positioned in front of the breakwater experience
increased heave motion, indicating that the presence of the breakwater enhances the energy
conversion performance of the WEC array. In [16], the authors conducted a hydrodynamic
investigation into an innovative breakwater featuring parabolic openings designed to
harness wave energy. Truncated cylinder-type WECs were positioned in front of these
openings, which effectively converge propagating waves toward a focal point. This con-
figuration notably increased the extracted wave power. A theoretical assessment of the
hydrodynamic attributes of arrays consisting of vertical axisymmetric floaters of various
shapes positioned in front of a vertical breakwater was conducted [17] using an analytical
method. The image method was utilized to simulate the breakwater’s influence on the array.
The study investigated three distinct types of floaters and various array configurations
situated in front of the vertical wall. The hydrodynamic coefficients either increased or
decreased depending on the distance between the wall and the floater. The investigation
delved further in [18] into evaluating an array of cylindrical WECs with a vertical symmetry
axis positioned in front of a reflective vertical breakwater. This study explored three distinct
array configurations: parallel, perpendicular, and rectangular arrangements, considering
various distances from the wall, inter-body spacing, wave heading angles, and mooring
stiffness values. Results indicated that the most power-efficient WEC arrangement was the
one aligned parallel to the breakwater. Additionally, the deployment of WECs in closer
proximity to the breakwater demonstrated higher power efficiency across the majority
of wave frequencies compared to WECs positioned farther away. Moreover, the pres-
ence of the breakwater positively influenced the system’s power absorption, significantly
enhancing absorbed power across various arrangements, wave angles, and inter-body
spacings. This amplification effect was particularly notable for the parallel, close-to-wall
configuration across incoming wave angles. In [19], the hydrodynamic efficiency of a WEC
placed in front of a bottom-seated, surface-piercing, vertical orthogonal breakwater in
the frequency domain has been analyzed. A theoretical approach, employing the image
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method, was utilized to simulate how the walls affected the device’s power absorption,
taking into account the infinite length of the walls’ arms. The wave power absorption of
WEC five by five arrays and a single array of five WECs positioned in front of a vertical
wall were computed in [20,21] using an in-house transient wave-multi-body numerical tool
called ITU-WAVE, respectively. This tool employed a marching scheme to solve boundary
integral equations for analyzing hydrodynamic radiation and exciting forces. The method
of images accounted for the perfect reflection of incident waves from the vertical wall. Nu-
merical findings revealed significantly enhanced performance and wave power absorption
of WEC arrays in front of a vertical wall compared to arrays without this vertical wall
effect. This heightened efficiency primarily resulted from the presence of standing and
nearly trapped waves between the vertical wall and the WEC arrays, along with robust
interactions between the WECs themselves.

The present models used for estimating the expenses associated with a wave energy
project are often oversimplified, leading to a wide range of economic assessments. This
variability in evaluations raises uncertainties for potential investors, thus hindering the
progress of wave energy development. Indeed, comprehending the costs associated with
wave energy is a pivotal area of research within marine renewable energy. Within this con-
text, the paper [4] provides a comprehensive review of all factors essential for an economic
analysis of wave energy. This includes considering numerous elements that are typically
overlooked. The study aimed to delineate both direct and indirect costs of a wave farm,
encompassing preliminary expenses, construction, operational, and maintenance costs,
as well as decommissioning costs, alongside potential revenues. The expense associated
with WECs constitutes a substantial portion of the total cost of a wave farm. Similar to
other renewable sources like solar photovoltaic (PV) and solar thermal systems, the current
capital costs for wave energy surpass those of conventional generation technologies such
as gas and coal. Nonetheless, these expenses are anticipated to decline as economies of
scale come into play with increased wave farm installations. This trend, coupled with the
uncertainty surrounding long-term fuel costs and rising construction expenses for tradi-
tional generation technologies, is leading to a narrowing of the significant gaps in electricity
costs that were previously evident. Additionally, the operational and maintenance costs are
notably high, given the sea environment. Concerning the revenues generated by a wave
farm, the primary source of income naturally stems from the sale of the generated energy.
Currently, WECs exhibit relatively low performance levels, and enhancing their efficiency
will significantly strengthen the economic feasibility of wave energy.

In [22], a comprehensive techno-economic optimization of a floating WEC was con-
ducted using a genetic algorithm considering a wide multi-variate design space. This
included considerations of the floater’s shape, dimensions, subcomponent configuration,
and characteristics. Similarly, a techno-economic assessment of the influence on the siz-
ing of WECs was conducted [23]. The articles [24,25] provided economic evaluations
and cost estimations for WECs during their initial developmental phases. To assess the
cost-effectiveness of WECs in power generation, Ref. [26] introduces a cost indicator that
mirrors the expenses linked to WECs, as they constitute a significant portion of the overall
project cost.

Although there have been research works on parametric analysis of configurations
of WECs in regular waves, exploring the application of prototype-scale WECs in an array
subjected to irregular waves is crucial. Specifically, varying key parameters like WEC
diameters, the number of WECs, and their spacing while situating them in front of a
vertical seawall would provide valuable insights into the hydrodynamic interaction among
the WECs themselves and with the reflective wall at the sea site. Therefore, finding an
efficient configuration coupled with effective PTO damping is essential for optimization to
maximize power extraction, which should also factor into the economic aspect to make it a
commercially viable option. Hence, the objective of this research is to conduct an analysis
aimed at identifying a cost-efficient arrangement for an array of point absorber-type WECs
installed in front of a vertical seawall in irregular waves. Vertical cylindrical floaters have
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been selected as the WECs, with varying parameters like diameter, number of WECs, and
spacing between them, to determine an economically efficient configuration for harnessing
wave energy. To facilitate this process, a cost indicator [26] is utilized, representing the ratio
of submerged volume to power capture, which provides insight into the cost associated with
extracting a unit of electrical power. The hydrodynamic calculations have been performed
using the linear potential theory, and the method of image [17–21] has been employed to
account for the influence of the vertical wall. The viscous damping was obtained from a
computational fluid dynamics (CFD) simulation of heave-free decay test. Optimal PTO
damping at the natural frequency as well as PTO damping that results in maximum power
output under irregular waves are considered to maximize power extraction.

2. Methodology

An array of N vertical cylindrical WECs is placed in front of a vertical seawall, which
is perfectly reflective throughout the constant water depth h. The diameter and draft of
WECs are D and d, respectively. WECs are placed at a distance Lw from a seawall in a
parallel arrangement, whereas the distance between WECs is L. WECs are independently
oscillating vertically in waves while the other modes of motion are restricted. An array
of WECs is exposed to plane incident waves with angular frequency ω and amplitude A
propagating into the negative x-axis. Figure 1 depicts the array of WECs placed in front of
a vertical seawall.

Figure 1. Definition sketch of an array of vertical cylindrical WECs placed in front of a vertical
seawall. (a) top view (b) side view.

2.1. Hydrodynamic Model

The added mass, radiation damping, and wave excitation force on the WECs are
computed numerically from a panel-based commercial software WAMIT (Version 7.1),
which is widely used in computing wave loads and motions of offshore structures and
floating vessels. The linear potential theory has been used in numerical modeling under
the assumption of small amplitude, inviscid and incompressible fluid, and irrotational flow.
When a floating body oscillates near a rigid lateral boundary like a vertical seawall, the
interaction between them must be accounted for. Conventionally, the effect of a rigid wall
can be considered by imposing the no-flux boundary condition ∂φ

∂n = 0 on a rigid wall.
However, a more convenient approach is to replace the effect of a seawall with an image
body, which is placed symmetrically on the opposite side of the wall, with a prescribed

84



Energies 2024, 17, 128

motion to ensure that the boundary condition on the seawall is satisfied [17–21]. Figure 2
shows a top view of an array of WECs positioned in front of a vertical seawall, which is
replaced with image bodies.

Figure 2. Top view of an array of (a) WECs in front of a vertical seawall and (b) WECs and image
bodies denoted by a dashed line to replace the vertical seawall.

In this approach, let us consider the WEC p placed in front of the vertical seawall,
which is replaced with an image WEC p′ symmetrically placed on the opposite side
of the seawall. The hydrodynamic parameters of the WEC p with the influence of the
vertical seawall can be obtained by combining the hydrodynamic parameters of the forced
oscillation of the WEC p and its image p′ effect, in the respective mode of motion. For
instance, the surge added mass, radiation damping coefficient, and wave excitation force

can be derived [17] as ap
11 − ap′

11, bp
11 − bp′

11 and f p
1 − f p′

1 respectively. Similarly, the heave
added mass, radiation damping coefficient, and wave excitation force can be obtained by

ap
33 + ap′

33, bp
33 + bp′

33, and f p
3 + f p′

3 , respectively. ap
ij, bp

ij and f p
i are the hydrodynamic forces

of the p floater in i-th direction due to j-th mode of motion, where 1 and 3 denote the surge
motion and heave motion respectively.

2.2. Equation of Motion

The p-th WEC is independently oscillating with a vertical mode in incident waves,
with the other modes of motion being constrained. The wave power has been extracted with
a power take-off (PTO) system, which converts the heave motion of the WEC into electricity.
The PTO system is realized by an equivalent linear damping force. The schematic diagram
of the WEC in heave motion is shown in Figure 3.

The equation of heave motion can be written as [27–30]

(mp + ap
33)

..
zp + (bp

33 + bp
vis + bp

PTO)
.
zp + cp

33zp = f p
3 (1)

where mp is a mass of the p-th WEC, ap
33, bp

33, f p
3 are the frequency-dependent heave added

mass, radiation damping coefficient, and wave excitation force respectively, cp
33 is the

85



Energies 2024, 17, 128

heave restoring force coefficient, and bp
vis is the heave viscous damping coefficient, which is

obtained by

bp
vis =

2κpcp
33

ω
p
N

− bp
33(ω

p
N) (2)

where the undamped heave natural frequency is given by ω
p
N =

√
cp

33
mp+ap

33(ω
p
N)

. The damp-

ing factor κp for the heave mode can be obtained from the heave-free decay test, which
can be conducted experimentally or using a CFD simulation. In the present study, the
heave-free decay test was conducted in a CFD simulation to obtain the viscous damping
coefficient. bp

PTO is the PTO damping coefficient and zp is the heave motion response of the
p-th WEC.

Figure 3. Schematic representation of the WEC in heave motion.

2.3. Extracted Wave Power

Wave power extracted by the WEC depends on the PTO damping and velocity of the
WEC. In regular waves, the time-averaged extracted power of p-th WEC per unit wave
amplitude is expressed as [27–30]

Pp
(ω) =

1
2

bp
PTOω2∣∣zp

∣∣2 (3)

We can extend the extracted power in regular waves to irregular waves characterized
by a significant wave height H1/3 and peak period TP. The JONSWAP spectrum is used for
the incident wave spectrum Sς(ω), which is obtained by [31]

Sς(ω) = β
H2

1/3ω4
P

ω5 exp
[
−1.25

(
ω

ωP

)−4
]

γ
exp [− (ω−ωP)2

2σ2ω2
P

]

with β = 0.0624
0.23+0.0336γ−0.185(1.9+γ)−1 (1.094 − 0.01915 ln γ)

(4)

where ωP(=
2π
TP
) is the peak frequency. The peakedness factor γ = 3.3, σ = 0.07 for

ω < ωP, and σ = 0.09 for ω ≥ ωP.
The mean extracted power of the p-th WEC under the irregular waves can be obtained

by [27,28,30,32,33]

Pp
irr =

∞∫
0

Sς(ω)Pp
(ω)dω (5)
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Thus, the total power of N WECs in an array can be written as

PTotal =
N

∑
p=1

Pp
irr (6)

2.4. PTO Damping

Based on Equation (3), the extracted power will be maximum under the condition of

dPP

dbp
PTO

= 0 (7)

which leads to a derivation of the frequency-dependent optimal condition of

b̃p
PTO(ω) =

√√√√(bp
33)

2
+

(
cp

33
ω

− ω(mp + ap
33)

)2

(8)

Although applying the variable optimal damping coefficient b̃p
PTO as a function of

wave frequency might yield higher power extraction theoretically, it might not be practical
to apply variable PTO damping in the real sea according to incoming wave frequency. Thus,
adopting a single best PTO damping is desirable.

Conventionally, the optimal PTO damping at a natural frequency would be the best
option as the optimal PTO damping will be bp

PTO = bp
33 at a natural frequency based on

Equation (8), which will lead to a maximum power extraction at resonance. Hence the
optimal PTO damping at a natural frequency can be a candidate in the maximizing of
power extraction.

An alternative approach is to explore a range of PTO damping values, calculate the
associated extracted power (Pp

irr) for each PTO damping under the irregular waves, and
then select the PTO damping that yields the maximum extracted power. In this method,
as the PTO damping increases, the heave motion decreases, and these reductions are
reflected as the extracted power. However, the extracted power reaches a maximum with
the increase in PTO damping, after which it starts to decrease despite further increases in
PTO damping. Therefore, the PTO damping that results in maximum power can be chosen
as another candidate.

So, in the present study, both the optimal PTO damping at a natural frequency and the
PTO damping which yields maximum power extraction are considered and compared to
each other.

2.5. Cost Indicator

The cost-effectiveness configuration design of WECs is achieved by reducing the
cost of energy production while increasing wave power capture. To demonstrate the
cost-effectiveness design, a cost indicator [26], which is defined as a ratio of submerged
volume to power capture, is being used. In an array of WECs, it is defined as a ratio of total
submerged volume to the total power capture of all the WECs.

Cost indicator =
Total submerged volume

(
m 3)

Total power capture (kW)
(9)

The submerged volume is used to reflect the cost of materials for energy production.
Hence the large cost indicator denotes higher fabrication cost of WECs in producing unit
power of electricity, which is not desirable in achieving cost-effectiveness. Thus, the analysis
for a cost-effective array of WECs focuses on identifying an array of WECs with a smaller
cost indicator. Hence, the ranking of cost-effective configurations has been determined
based on a scale of lower to higher value of the cost indicator.
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3. Numerical Results and Discussion

3.1. Validation
3.1.1. Validation of Hydrodynamic Parameters

The present numerical results of hydrodynamic forces obtained from the commercial
software WAMIT are compared with the published analytical results [17] for validation
purposes. The WAMIT software supplies frequency-domain solutions based on the low-
order panel method for the radiation and diffraction problems under linear potential theory.
The hydrodynamic parameters obtained from the WAMIT were modified using the image
method to consider the vertical seawall effect.

As a numerical model, an array of five cylindrical WECs is placed in front of a vertical
seawall similar to the arrangement shown in Figure 2. The diameter (D) and draft (d)
of WECs are 2 m and 1 m. The water depth (h) is identical to the WEC’s diameter. The
distance (L) between WECs and the distance (Lw) between WECs and a vertical seawall are
8 m and 4 m, respectively. The comparison is shown with the dimensionless added mass

aii/
ρD3

8 , radiation damping bii/
ωρD3

8 , and wave excitation force fi/
ρgD2 A

4 where i = 1, 3
denote the surge and heave motion mode, which are plotted against kD/2 where k is the
wave number. Numerical simulations are performed for the cases without the vertical
seawall and with the vertical seawall, which is based on the image method. The numerical
results of the first WEC in an array denoted as WEC 1© are presented here. Figures 4 and 5
show the comparison between the present numerical solutions and analytical results [17]
for surge and heave hydrodynamic forces of the WEC 1©. The numerical results are in
perfect agreement with the analytical results.
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Figure 4. Dimensionless added mass, radiation damping, and wave excitation force of the WEC 1© in
surge mode [17].
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Figure 5. Dimensionless added mass, radiation damping, and wave excitation force of the WEC 1© in
heave mode [17].

3.1.2. Validation of CFD Simulation

The viscous damping is obtained from a CFD simulation of the free decay test in the
heave direction, where the numerical calculation is performed by the commercial CFD
code STAR-CCM+. The computational problem is solved by using the three-dimensional
continuity, momentum, and K-Omega turbulence model with multiphase interaction in
implicit unsteady time-steps. The volume of fluid (VOF) method was adopted to track
the free surface in two phases (air and water). Two regions were created, one being the
background region and the other surrounding WEC as an overset region with information
exchanged through overlapping cells. The domain has been discretized into small cells
with a trimmed cell mesher while the surface remesher was selected to create mesh around
the WEC and prism layer for handling boundary layer while the domain has been created
predominantly with hexahedral elements. The domain’s length has been adequately
extended to avoid wave reflection, with the outermost and bottom boundaries designated as
walls, while the top boundary was a pressure outlet. With the finer time-step, a simulation
time of four times the natural period of the WEC has been used to capture peaks of
heave decay.

The computational result of the free decay test was compared with an experimental
result to validate the numerical model. The model used in the experiment was a vertical
cylinder with a diameter of 0.12 m and a draft of 0.25 m, which was placed in a water depth
of 0.6 m. The experiment was carried out in a two-dimensional wave flume, located at Jeju
National University, which was 20 m long and 0.8 m wide. The model was placed in the
middle of a tank with the help of four slack mooring lines which had negligible effect on
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motion response. The model was initially given a displacement in the heave direction and
allowed to oscillate freely. The heave motion was then tracked using image markers on
the model, and Python code was used to process the video clips and extract time series
data. Figure 6 shows the comparison of the numerical simulation with the experimental
observation, which showed good agreement. The validated numerical model was used to
simulate the free decay test of WECs with the present study to obtain the viscous damping
coefficient of WECs.
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m
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Figure 6. Comparison of experimental results with CFD simulation in the heave free decay test.

3.2. Modeling Parameters

In the calculation, the prototype WECs were considered in irregular wave climates
described by a JONSWAP spectrum with a significant wave height (H1/3) of 3 m and peak
period (TP) of 5 s. To search for a cost-effective design of WECs, various parameters of
WECs such as diameter, number of WECs, and distance between them were considered.
The diameters (D) considered were 2 m, 3 m, and 4 m while the drafts (d) of WECs were
selected as 5.55 m, 5.25 m, and 5 m, accordingly and mass (m) of 17,872 kg, 38,038 kg and
64,403 kg respectively. These drafts were chosen to tune the heave natural period of WEC
to align with the peak period of the wave spectrum such that the heave motion will be
maximized at the peak frequency where wave energy is concentrated. The number of
WECs under consideration were 1, 3, and 5, which enabled comparison of the performance
of a single WEC and multiple WECs in an array. The distance between the WEC and the
vertical seawall (Lw) is fixed to be equal to the WEC’s diameter (D). The WECs are deployed
with a parallel layout to the seawall. The distance between WECs (L) is considered as
two- and five-times the diameter of the WEC. These can be representative values of the
minimum required distance and a sufficiently distant placement respectively [18,21]. The
WECs were placed in a water depth of 10 m. Figure 7 shows a schematic sketch of different
configurations of an array of WECs and key parameters with a total of 15 cases.

All these design scenarios were initially tested without a vertical seawall. Subsequently,
the WECs were placed in front of a vertical seawall, allowing for a comparison of how
the seawall influences the performance of the WEC. Likewise, the comparison of the
performance of the different sizes, the number of WECs in an array, and the distance
between WECs were analyzed. As explained in Section 2.4, the extracted power was
calculated for different conditions like the optimal PTO damping at a natural frequency and
the PTO damping that yields maximum power extraction. Both the results were compared
and analyzed.
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Number of

WEC (N)

Distance between

WEC (L)

Diameter ofWEC (D)

2 m 3m 4m

1 - Case 1 Case 6 Case 11

3 2D Case 2 Case 7 Case 12

5D Case 3 Case 8 Case 13

5 2D Case 4 Case 9 Case 14

5D Case 5 Case 10 Case 15

(b)

Figure 7. (a) Schematic sketch of different configurations of an array of WECs with various parameters
such as WEC diameter, number of WECs, and spacing between WECs. (b) Various parameters in a
tabular form with a total of 15 cases.

3.3. Viscous Damping

Figure 8 shows the CFD simulation of the heave-free decay test for different diameters
of the WEC. The damping factor κ and damped natural period TN are indicated inside each
plot. The viscous damping coefficient bvis can be obtained using Equation (2), which is
proportional to the damping factor. It can be observed from the plots that as the WEC’s
diameter increased, the viscous damping increased due to the increase of the circumference
length of the bottom of a cylinder where the generation of vortices occurs.
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Figure 8. CFD simulation of the heave free decay test with different diameters of the WEC.

3.4. Extracted Power and Cost Indicator

The hydrodynamic parameters, computed from WAMIT with the method of image
to incorporate the influence of vertical seawall, were combined with the viscous damping
from CFD simulation and PTO damping. These combined parameters were then utilized to
compute the heave motion of the WEC, as well as the extracted power from the PTO system
and the related cost indicator under irregular wave conditions across different scenarios.
A MATLAB code was used to integrate the parameters obtained from WAMIT and CFD
calculations, for calculating the heave response of the WEC, along with the extracted power
and cost indicators across various scenarios under irregular waves.

Table 1 provides a breakdown of the extracted power of each WEC and the total power
of an array, along with the associated PTO damping and cost indicator for WECs positioned
without a vertical seawall. The calculations are presented for both the optimal PTO damping
at a natural frequency and the PTO damping yielding maximum power. Hereafter, these
will be referred to as “optimum” and “maximum”, respectively. Meanwhile, Table 2
presents corresponding data for WECs positioned in front of a vertical seawall. It can be
observed that the extracted power was significantly higher with the “maximum” than the
“optimum”. This difference can be attributed to the higher PTO damping associated with
the “maximum” resulting in increased power extraction. Likewise, the cost indicator was
notably reduced with the “maximum”, coinciding with the objective of cost-effectiveness.
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Table 1. Extracted power and cost indicator of WECs placed in the open sea, calculated for the optimal
PTO damping at a natural frequency and the PTO damping for the maxi mum power (denoted as
“optimum” and “maximum” respectively).

D
(m)

N L Case

Pirr
(kW)

bPTO
(kNs/m)

PTotal
(kW)

Cost Indicator
(m3/kW)

Opt Max Opt Max Opt Max Opt Max

2

1 - 1 WEC1 1.01 3.40 0.23 3.00 1.01 3.40 17.23 5.13

3

2D 2
WEC1
WEC2
WEC3

1.01
0.95
1.01

3.41
3.32
3.41

0.23
0.22
0.23

3.00
3.00
3.00

2.96 10.15 17.66 5.15

5D 3
WEC1
WEC2
WEC3

1.05
1.08
1.05

3.50
3.55
3.50

0.24
0.24
0.24

3.00
3.00
3.00

3.18 10.55 16.46 4.96

5

2D 4

WEC1
WEC2
WEC3
WEC4
WEC5

1.06
1.01
1.00
1.01
1.06

3.56
3.46
3.44
3.46
3.56

0.23
0.23
0.23
0.23
0.23

2.90
3.00
3.00
3.00
2.90

5.14 17.48 16.98 4.99

5D 5

WEC1
WEC2
WEC3
WEC4
WEC5

1.03
1.07
1.09
1.07
1.03

3.45
3.53
3.60
3.53
3.45

0.24
0.24
0.24
0.24
0.24

3.00
3.00
2.90
3.00
3.00

5.30 17.56 16.46 4.96

3

1 - 6 WEC1 2.00 5.82 0.88 8.90 2.00 5.82 18.57 6.37

3

2D 7
WEC1
WEC2
WEC3

2.21
2.19
2.21

6.18
5.96
6.18

0.92
0.96
0.92

8.80
8.90
8.80

6.62 18.32 16.83 6.08

5D 8
WEC1
WEC2
WEC3

2.00
2.11
2.00

5.94
6.36
5.94

0.86
0.84
0.86

8.90
8.80
8.90

6.11 18.24 18.23 6.10

5

2D 9

WEC1
WEC2
WEC3
WEC4
WEC5

2.26
2.40
2.49
2.40
2.26

6.31
6.48
6.66
6.48
6.31

0.92
0.96
0.97
0.96
0.92

8.80
8.80
8.80
8.80
8.80

11.81 32.25 15.71 5.75

5D 10

WEC1
WEC2
WEC3
WEC4
WEC5

2.05
2.10
2.00
2.10
2.05

6.01
6.27
6.05
6.27
6.01

0.87
0.84
0.84
0.84
0.87

8.80
8.80
8.90
8.80
8.80

10.30 30.61 18.02 6.06

4

1 - 11 WEC1 4.00 9.02 2.45 17.50 4.00 9.02 15.70 6.96

3

2D 12
WEC1
WEC2
WEC3

4.72
5.13
4.72

10.23
10.29
10.23

2.57
2.87
2.57

17.40
17.50
17.40

14.57 30.75 12.94 6.13

5D 13
WEC1
WEC2
WEC3

3.94
4.05
3.94

9.21
9.64
9.21

2.34
2.27
2.34

17.50
17.40
17.50

11.94 28.07 15.79 6.72

5

2D 14

WEC1
WEC2
WEC3
WEC4
WEC5

4.46
5.31
5.60
5.31
4.46

9.67
10.78
11.67
10.78
9.67

2.60
2.82
2.70
2.82
2.60

17.60
17.40
17.20
17.40
17.60

25.13 52.55 12.50 5.98

5D 15

WEC1
WEC2
WEC3
WEC4
WEC5

3.98
3.95
3.86
3.95
3.98

9.25
9.54
9.42
9.54
9.25

2.35
2.24
2.21
2.24
2.35

17.50
17.50
17.50
17.50
17.50

19.74 47.00 15.92 6.68
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Table 2. Extracted power and cost indicator for WECs placed in front of a vertical seawall, calculated
for the optimal PTO damping at a natural frequency and the PTO damping for the maximum power
(denoted as “optimum” and “maximum” respectively).

D
(m)

N L Case

Pirr
(kW)

bPTO
(kNs/m)

PTotal
(kW)

Cost Indicator
(m3/kW)

Opt Max Opt Max Opt Max Opt Max

2

1 - 1 WEC1 4.50 12.21 0.31 3.00 4.50 12.21 3.87 1.43

3

2D 2
WEC1
WEC2
WEC3

4.91
4.67
4.91

12.66
12.20
12.66

0.33
0.32
0.33

3.00
3.00
3.00

14.48 37.54 3.61 1.39

5D 3
WEC1
WEC2
WEC3

4.86
5.25
4.86

12.94
13.38
12.94

0.31
0.33
0.31

2.90
2.90
2.90

14.97 39.26 3.49 1.33

5

2D 4

WEC1
WEC2
WEC3
WEC4
WEC5

5.31
5.36
5.48
5.36
5.31

13.75
13.40
13.34
13.40
13.75

0.33
0.34
0.35
0.34
0.33

2.90
3.00
3.00
3.00
2.90

26.82 67.64 3.25 1.29

5D 5

WEC1
WEC2
WEC3
WEC4
WEC5

4.73
5.13
5.24
5.13
4.73

12.58
13.20
13.71
13.20
12.58

0.32
0.33
0.32
0.33
0.32

3.00
3.00
2.90
3.00
3.00

24.95 65.27 3.49 1.34

3

1 - 6 WEC1 9.46 18.78 1.46 8.90 9.46 18.78 3.92 1.98

3

2D 7
WEC1
WEC2
WEC3

12.20
12.60
12.20

22.26
21.93
22.26

1.64
1.78
1.64

8.70
8.80
8.70

37.01 66.44 3.01 1.68

5D 8
WEC1
WEC2
WEC3

9.74
10.69
9.74

19.39
21.84
19.39

1.46
1.39
1.46

8.90
8.80
8.90

30.18 60.61 3.69 1.84

5

2D 9

WEC1
WEC2
WEC3
WEC4
WEC5

12.26
14.64
16.42
14.64
12.26

22.81
25.61
27.39
25.61
22.81

1.59
1.74
1.86
1.74
1.59

8.70
8.60
8.60
8.60
8.70

70.22 124.23 2.64 1.49

5D 10

WEC1
WEC2
WEC3
WEC4
WEC5

10.20
10.55
9.56

10.55
10.20

19.86
21.29
19.82
21.29
19.86

1.50
1.42
1.39
1.42
1.50

8.80
8.70
9.00
8.70
8.80

51.07 102.11 3.63 1.82

4

1 - 11 WEC1 15.75 24.79 4.19 17.50 15.75 24.79 3.99 2.53

3

2D 12
WEC1
WEC2
WEC3

21.93
28.37
21.93

32.50
36.44
32.50

4.54
5.85
4.54

17.00
16.50
17.00

72.23 101.43 2.61 1.86

5D 13
WEC1
WEC2
WEC3

14.84
14.93
14.84

24.93
26.46
24.93

3.79
3.50
3.79

17.60
17.70
17.60

44.62 76.32 4.22 2.47

5

2D 14

WEC1
WEC2
WEC3
WEC4
WEC5

19.27
28.16
29.49
28.16
19.27

28.62
37.22
41.90
37.22
28.62

4.65
5.59
4.84
5.59
4.65

17.60
16.80
16.70
16.80
17.60

124.35 173.59 2.53 1.81

5D 15

WEC1
WEC2
WEC3
WEC4
WEC5

15.25
14.28
13.49
14.28
15.25

25.16
25.92
25.15
25.92
25.16

3.88
3.39
3.26
3.39
3.88

17.60
17.80
17.80
17.80
17.60

72.55 127.30 4.33 2.47
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These results are further plotted below for a detailed analysis. In Figure 9, the total
power output of various configurations of an array is assessed both for WECs without a
vertical seawall and those with a vertical seawall. WECs situated in front of the seawall
exhibited greater power extraction by the increase of WECs’ heave motion due to the
formation of standing waves. Also, the extracted power drastically increased with the
diameter as the larger WEC possesses the potential to accommodate larger PTO damping,
enabling higher power absorption.
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Figure 9. Comparison of total power for each configuration of an array of WECs placed in the open
sea and in front of a vertical seawall for different diameters of the WEC.

To understand how the number of WEC in an array and the distance between WECs
affects the power absorption of each WEC, the “optimum” extracted power of each WEC
in an array configuration of single, three, and five WECs with a distance of 2D and 5D
between WECs is compared in Figure 10.

The heave motion of the inside-positioned WECs in an array influenced the motion of
adjacent WECs. However, the outside-positioned WECs facing the open sea on one side
were only affected by the neighboring WEC on the other side. The WECs positioned at
the symmetrical placement in an array had the same performance. Therefore, the power
extracted from the centered WEC and the outmost WEC in an array were compared, as
these serve as representative WECs for the analysis. For the single WEC, the outmost WEC
and centered WEC are the same.
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(a) Centered WEC in an array (b) Outmost WEC in an array
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Figure 10. Comparison of wave power extracted from each WEC in the configuration of a single
WEC and multiple WECs placed in front of the vertical seawall calculated for the “optimum” PTO.

It is noticed from Figure 10 that when compared to a single WEC, configurations
with three and five WECs exhibited an increase in power of each WEC, especially five
WECs. This enhancement was a result of the interaction between neighboring WECs due
to the presence of trapped waves between them. The trapped waves between WECs,
coupled with the standing waves resulting from the reflection of incident waves against
the vertical seawall, significantly intensified wave fields and consequently amplified the
heave motion of each WEC. Thus, the centered WEC showed higher power absorption
because of higher interactions of adjacent WECs than the outmost WEC which is open to
sea on one side. Likewise, the intermediate WECs ( 2©, 4©) in an array of 5 WECs showed
increased power extraction. Therefore, an increase in the number of WECs results in
increased interactions among them, contributing to the enhanced power output of each
WEC. However, the extracted power would also depend on the distance between WECs,
which might constructively or destructively affect the performance. Among all cases
of multiple WECs, a separation distance of 2D between WECs exhibited greater power
enhancement compared to 5D, except for the 2 m diameter with an array of 3 WECs,
where only a marginal difference was observed. Notably, the WECs with larger diameters
demonstrated a substantial increase in the power extraction for the closer distance. This
power enhancement could be attributed to higher interactions among WECs while keeping
a closer distance between them than keeping them farther apart. Hence, these individual
power enhancements of each WEC within an array collectively contribute to a higher
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overall power output. The same observations held when employing the “maximum”
power calculation method. Therefore, an increased number of WECs arranged in an array
with shorter distances between them would be the optimal configuration for maximizing
power extraction.

3.5. Ranking of a Cost-Effective Array of WECs

The cost-effectiveness of various configurations of an array of WECs is assessed
based on a cost indicator, which reflects the cost associated with extracting unit power. In
Figures 11 and 12, the cost-effective configurations are prioritized according to the cost
indicator, with the most favorable scenarios placed at the top of the plots. The WECs placed
in front of a vertical seawall have substantially reduced the cost indicator with greater
power extraction. This occurred because the vertical seawall increases the heave motion of
WEC due to the formation of standing waves, resulting in increased power output for the
equivalent submerged volume.

(a) Without Vertical Seawall

(b) With Vertical Seawall
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Figure 11. Ranking of the cost-effectiveness of configurations of WECs based on the “optimum”
power calculation method.
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(a) Without a vertical seawall

(b) With a vertical seawall
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Figure 12. Ranking of the cost-effectiveness of configurations of WECs based on the “maximum”
power calculation method.

In Figure 11, the trend indicates that the WECs with the sequence of larger-to-smaller
diameter, when combined with an increase in the number of WECs in an array and po-
sitioned closer together, tended to achieve superior rankings in cost-effectiveness under
the “optimum” power calculation method. In contrast, when employing the “maximum”
calculation method, the WECs with the decrease of the diameter of WECs tended to attain a
superior ranking as shown in Figure 12. When utilizing the “optimum” calculation method,
larger diameters tended to exhibit effective PTO damping for maximizing power extraction
for an equivalent submerged volume. Conversely, the “maximum” calculation method pro-
vided an opportunity for smaller diameters to accommodate efficient damping from a range
of PTO damping which yields higher power output for an equivalent submerged volume.

4. Conclusions

An assessment was conducted to determine the cost-effective configuration of an
array of WECs positioned in front of a vertical seawall in irregular waves. It involved a
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parametric study of varying diameters, number of WECs, and distances between the WECs.
The WEC oscillates vertically in heave motion while utilizing a linear PTO damping system
to harness wave power. The hydrodynamic parameters were numerically obtained using
WAMIT with the method of image to incorporate the influence of the vertical seawall. These
numerical calculations were validated against previously published analytical results. The
viscous damping was obtained from a CFD simulation of the free decay test, which was
validated beforehand against the experimental measurement for the cylinder model in a 2D
wave tank. The power calculations were performed using both the optimal PTO damping
at a natural frequency and the PTO damping that result in maximum power output. The
cost-effectiveness was evaluated using a cost indicator, represented as the ratio of the total
submerged volume of WECs to the overall power captured which reflects the production
cost associated with extracting a unit power.

Based on the parametric analysis, the WECs placed in front of the vertical seawall
achieve greater power extraction compared to the WECs placed in the open sea. The
formation of standing waves due to total reflection by vertical seawall increases the heave
motion of WECs, leading to higher power extraction. When compared to a single WEC,
an increase in the number of WECs in an array shows higher power absorption due to
interactions among WECs caused by trapped waves between them. The cost-effectiveness
of WECs increases when the WECs are placed in front of the seawall, with a larger number
of WECs in an array while keeping a shorter distance between them. The larger diameter of
WECs excels in cost-effectiveness rankings when considering the optimal PTO damping at
a natural frequency, whereas the smaller diameter of WECs exhibits superior performance
with the PTO damping for maximum power extraction. These differences are attributed
to the methods employed in implementing effective PTO damping, which enables higher
power output for an equivalent submerged volume of WEC.

These findings demonstrate that achieving economically efficient wave power ex-
traction is possible by installing multiple WECs in front of a reflecting seawall, even in
nearshore shallow water regions. The shorter distance between WECs and the larger
number of WECs in an array enables the production of more power. In addition, the
nearshore installation of WECs also allows cost-effective power transmission connectivity
to the onshore grid and the cost associated with maintenance compared to the offshore
installation. Nevertheless, the challenges associated with nearshore installation encompass
securing suitable space for WEC installation, implementing PTO systems, and establishing
grid connectivity, particularly in densely developed coastal areas, could pose significant
hurdles that must be addressed. These multiple WECs can also be installed in front of
the offshore wind power platform that has a reflective wall similar to the seawall. This
hybrid power system utilizing wind and wave power simultaneously could potentially
offer cost-effectiveness by sharing the supported structure, power grid, and connectivity.
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Abstract: In the last decade, shipping decarbonization has accelerated rapidly in response to the
regulatory framework. Shifting toward alternative marine fuel options is the subject of extensive
study from stakeholders and researchers. This study attempts to propose a decision support model for
alternative fuel evaluation. The decision-making process is multidimensional, comprising economic,
technical, environmental, and social aspects, and has been carried out with the aid of the outranking
multicriteria methodology, Promethee II. The approach is based on a comprehensive list of 11 criteria
and 25 sub-criteria, covering all the crucial aspects. The weighting criteria process postulates the
viewpoints of six stakeholder categories, including all the stakeholders’ preferences: shipowners,
fuel suppliers, industry and engine manufacturers, academics, banks and the public. The results
demonstrated that although LNG, MGO and HFO are classified in the highest positions, there are
renewable options that also appear in high-ranking positions in most categories and especially among
academics, banks, the public and in the combined case scenario. The commercially available options
of drop-in biofuels, bio and e-LNG, fossil and bio methanol were ranked in these high positions.
This approach offers insight into the assessment and selection of alternative marine fuel options,
providing an incentive for strategic planning.

Keywords: decarbonization; marine fuels; shipping; multicriteria decision making; Promethee

1. Introduction

Maritime transportation constitutes a crucial part of the transportation sector and the
global economy, with an over 80% share of the volume of commodities transported by
sea [1]. In 2018, 2.89% of the global anthropogenic CO2 emissions was due to emissions
from the shipping sector [2]. International shipping emits 70% of global shipping energy
emissions and, supposing that it was a state, it would have the sixth or seventh largest CO2
emissions [3]. The International Maritime Organisation (IMO) has proposed ambitious
strategies to decrease GHG emissions from international shipping during this century [2].
Initially, the first strategy, Resolution MEPC.304(72), included initial targets to shrink
CO2 emissions per transport work, with a minimum 40% and 70% until 2030 and 2050,
respectively, based on emissions from 2008. Furthermore, GHG emissions have to be
reduced by at least 50% by 2050 compared to 2008 [4]. Shipping GHG emissions are going
to be increased between 50% and 250% by 2050 (compared to 2008 levels) if no actions are
taken [3]. In July 2023, the IMO adopted the IMO GHG Strategy from Ships (Resolution
MEPC.377(80)), which includes the use of zero/near-zero GHG emission technologies, fuels
and energy sources for a minimum 5–10% of the energy used by international shipping
until 2030. GHG emissions from international shipping should become net zero by or
around 2050. Furthermore, the current Strategy recalls the 2018 Strategy and might be
replaced in the future from a revised IMO GHG Strategy in 2028 [5].
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Additionally, the European Commission (EC), in 2021, introduced the ‘Fit for 55′
legislative package, mandating a reduction of 55% of GHG emissions by 2030. The shipping
sector is also affected by this European package, as it will be included in the European
emission trading system (EU ETS), applying to all vessels exceeding 5.000 gross tonnage
(GT) and covering 100% of intra-European Economic Community (EEC) emissions as
well as 50% of extra-EEC emissions. The FuelEU Maritime Proposal set a stepwise limit
for reducing the carbon content of the maritime fuel, and the European energy taxation
directive (EU ETD) also set a gradually increasing minimum tax for maritime fuels [6–9].

A shift to low- or zero-carbon fuels seems to be mandatory to comply with the above-
mentioned IMO and EU targets. The decarbonization of the shipping sector encompasses a
range of possible and innovative alternative technical and operational measures. Liquified
Natural Gas (LNG), methanol, biofuels, hydrogen, ammonia and electricity are discussed
worldwide as promising alternative fuel options. Each marine fuel option has to face its own
specific challenges for its adoption. New buildings will accelerate the compliance process.

In response to the legislation requirements, there has been a growing trend in the literature
to compare and evaluate the alternative fuel options. Ampah et al. reviewed 583 papers,
published between 2000 and 2020 in the field of alternative marine fuels, demonstrating the
growth of interest in the field. One of the research gaps, they concluded, is that most of
their examined studies only considered the effect on emission reductions from their proposed
measures. The types of proposed measures mainly covered technical aspects, such as hull
design, power and propulsion system, energy sources and operational optimization [10].
However, fuel option selection requires a multidimensional approach and appropriate tools
of evaluation to aid in decision making. Although multicriteria decision-making techniques
have been popular over decades in the field of supplier selection, there are only a few research
studies employing MCDM methods for alternative fuel selection, considering economic,
technical, environmental and social aspects. Furthermore, only a part of these published
studies (Deniz and Zincir [11], Hansson et al. [12,13], Mandic et al. [14] and Yang et al. [15])
included the alternative fuels of methanol, hydrogen, ammonia, bio and e-fuels in their
assessment. Thus, the development of a comprehensive integrated evaluation framework that
aligns with independent shipping stakeholders seems to be a demanding challenge.

The aim of the current paper is to present an in-depth evaluation process of alternative
marine fuels by identifying a variety of criteria. This approach assesses 16 alternative fuel
options, also taking into consideration the current fossil fuels, HFO (Heavy Fuel Oil) and
MGO (Marine Gas Oil) and adopting a set of 25 significant and coherent key parameters.
As the fuel selection problem has a multidimensional nature, a multicriteria analysis was
assumed for the assessment process, covering the economical, technical, environmental
and social aspects of the problem.

The rest of this paper is organized as follows: Section 2 presents the examined alterna-
tive marine fuels. Section 3 displays a literature review in the field and a brief presentation
of the proposed methodology, including the used multicriteria methodology and the
weighting criteria process. Section 4 analyzes the criteria used and determines their values,
while in Section 5, the results from the implementation of the evaluation methodology are
presented, followed by Section 6 with this research’s conclusions.

2. Alternative Marine Fuels

Globally, there are several potential marine fuel options as viable solutions to oil-based
fuels to aid the shipping industry in achieving the future emission reduction targets. In
this study, the examined marine fuels are divided into three categories: (a) commercially
available fuel options, (b) fuels in the demonstration phase and (c) fuels under development.
HFO and MGO are used as baseline options, given that they are the current dominant fuels
in international shipping. A brief general description of the examined alternative fuels is
given below:

Liquified Natural Gas (LNG) is the most prolific and commercially available fuel. The
main energy source for LNG is natural gas, composed of methane, liquefied at −162 ◦C, at
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atmospheric pressure. As a renewable replacement for LNG, bio-LNG has a much lower
carbon footprint than other fossil fuels or biofuels. It is made by processing organic waste,
such as animal waste or municipal waste. LNG could also be produced synthetically with
the power to gas process. This process includes hydrogen production from water, using
a renewable electricity source (wind, solar or other option) or it can be processed into
methane by adding non-fossil carbon dioxide obtained from carbon capture. E-LNG is
interchangeable with LNG and is able to be utilized in existing infrastructure. Nearly all
the current LNG production is from natural gas [16].

Methanol is mainly used to produce chemicals, like formaldehyde, plastics, and acetic
acid. It is produced from carbon sources, such as natural gas, coal, biomass, and even CO2.
About 65% of methanol production is currently based on natural gas reformation (grey
methanol), while the rest (35%) is largely based on coal gasification (brown methanol) [17].
In this study, grey and brown methanol is referred to as fossil methanol. Blue methanol is
produced using blue hydrogen in combination with carbon capture technology. Biomass
feedstocks, such as forestry and agricultural waste or biogas from landfill and municipal
solid waste, can be used as the raw materials for biomethanol production. Green e-methanol
is obtained with hydrogen production from renewable electricity sources or with the carbon
capture process. It has the advantage of being liquid in ambient conditions and so there is
no need for refrigeration or pressurization for transport and storage. Its bunkering process
is similar to HFO, and only minor modifications are necessary to existing infrastructure,
being already available in some ports [17].

Biofuels can be made from a variety of feedstocks and can be used as drop-in fuels with
minimal alterations to the existing equipment. In some cases, an alternative fuel may not be
useable in its 100% pure form and may require ‘blending’ to produce a drop-in solution [16].
Advanced biofuels are produced from specific feedstocks with no indirect land use change
(ILUC). In this study, the examined biofuels are as follows: HTL (hydrothermal liquefaction)
fuel oil, pyrolysis fuel oil, HVO and FAME and their respective feedstocks of energy crops,
lignocellulosic biomass, oil crops, waste oils and fats. Although crop-based feedstocks, like
palm oil and soybean, are widely available, their use in Europe is limited due to the policy of
ILUC. Lignocellulosic biomass, such as forestry and agricultural residues as well as woody
and grassy energy crops, seems to have greater future potential, whereas waste oils and
fats in the maritime sector have to face competition from other transport sectors. Biofuels’
sustainability depends mostly on the type of feedstock [16]. Hydrothermal liquefaction
(HTL) is direct thermochemical conversion of wet biomass into bio-crude at 300–350 ◦C
and 10–25 MPa. Pyrolysis is a thermochemical conversion of biomass to bio-oil. HVO
(Hydrotreated Vegetable Oil) is produced through a hydrotreating process, also called
hydroprocessing, in order to remove sulphur, oxygen, and nitrogen. Fatty Acid Methyl
Ester (FAME), known as biodiesel, is a prevalent biofuel in the EU. Nowadays, waste, used
cooking oils and animal fats are the main feedstocks for FAME, and transesterification is
the used chemical process [18].

Hydrogen can be produced from both fossil and renewable sources. Each year, almost
95% of global hydrogen production comes from gas and coal (grey hydrogen) [16]. Green
hydrogen is hydrogen through water electrolysis fueled by renewable-based electricity.
Hydrogen can also be produced from biomass as a biofuel. The production process refers
to the steam reformation of methane (biogas) obtained from the anaerobic digestion of
organic waste. The choice of an alternative production pathway for hydrogen is determined
to a large extent by the local availability of the energy source [16]. It can be utilized in
internal combustion engines or fuel cells. Experience from LNG in shipping could be useful,
given the similarity of the known technology of cryogenic conditions. A key barrier to
the liquefaction of hydrogen is the low temperature needed, −253 ◦C. Hydrogen facilities
have to increase approximately more than 220-times to reach the current LNG facilities,
becoming widespread in world trade [19].

Ammonia constitutes the basic product in chemical industries and especially in the
production of fertilizers. Although it is a carbon-free fuel, its application is currently limited.
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It has the advantage of being used directly as marine fuel or as a hydrogen carrier (ammonia
is converted back to hydrogen for combustion) [20]. Ammonia can be produced through
three pathways based on the energy source used: natural gas (fossil grey or blue ammonia),
renewable ammonia taking advantage of solar photovoltaics and wind (green ammonia)
and from residual biomass and municipal waste (bio-ammonia) [16]. Renewable ammonia
is chemically identical to fossil-based ammonia. It can be characterized as a versatile
fuel as it can be stored in liquid form at atmospheric pressure at −33 ◦C or at ambient
temperature and at least 8 bar and can be used in internal combustion engines, gas turbines
and fuel cells [21]. The conversion of the existing ammonia tankers to ammonia-fueled
ships could be applicable in the short term, as the issue of fuel availability from ports ceases
to exist. Fossil-based ammonia will perform a transitional role as a short-term solution in
decarbonization, whereas renewable NH3 is predicted to have a dominant role in future
markets. Although renewable ammonia is able to displace conventional fuels, its use can
increase nitrogen oxide emissions, NOX, nitrous oxide and N2O, and an aftertreatment
technology is obligatory. Furthermore, ammonia is a hazardous toxic chemical [21].

3. Materials and Methods

3.1. Literature Overview

Currently, the shipping industry has a number of possible low- and zero-carbon marine
fuels available to meet IMO 2030 and 2050 emission reduction goals. The selection of each
fuel option has its own special characteristics, composing a multicriteria decision-making
problem with a finite set of criteria comparing stakeholders’ priorities [22]. Thus, the
comparative evaluation of fuel options needs a rigorous decision support framework able
to incorporate the different preferences of the stakeholder groups. Multicriteria methods
can solve problems with conflicting and multiple objectives, expressed by the decision
makers and stakeholders.

The topic of making marine fuels greener has been investigated by various researchers.
Studies are mainly divided into investigations of the feasibility of alternative technologies
and literature reviews mapping the research in respective domains. As a preliminary step,
an extensive literature review was implemented. Although there are numerous studies
in the field of shipping decarbonization, the number of publications dealing with the
multicriteria evaluation of marine fuels is only twelve, as shown in Table 1. Their ranking
results are utilized as a base for comparison with the obtained results from this study.

Table 1. Literature review—multicriteria applications.

Authors Method Evaluation Alternatives

1 Ren J. and Lützen M., 2015 [23] Fuzzy AHP and VIKOR Low sulphur fuel, Scrubber and LNG

2 Deniz C. and Zincir B., 2016 [11] AHP Methanol, Ethanol, LNG and Hydrogen.

3 Ren J. and Liang H., 2017 [24] Fuzzy logarithmic least squares and fuzzy
TOPSIS Methanol, LNG and Hydrogen

4 Ren J. and Lützen M., 2017 [22] Dempster-Shafer theory and a trapezoidal
fuzzy AHP LNG, Nuclear and Wind power

5 Hansson J. et al., 2019 [12] AHP LNG, LBG, Methanol from NG, Renewable
methanol, Hydrogen, HVO and HFO

6 Kim A.R. and Seo Y.-J., 2019 [25] Fuzzy AHP Low sulphur fuels, Scrubbers and LNG

7 Hansson J. et al., 2020 [13] AHP NG-NH3, Elec-NH3, LNG

8 Luciana (Marcu) T.A. et al., 2021 [26] AHP LNG and oil gas

9 Mandic N. et al., 2021 [14] AHP and SAW Biofuels, LNG, Hydrogen, LPG, Batteries

10 Carvalho F. et al., 2021 [27] Qualitative analysis Alternative fuels’ production pathways

11 Moshiul A.M. et al., 2023 [28] TOPSIS Criteria assessment

12 Yang Z. et al., 2023 [15] AHP and q-ROLPBM (q-Rung Orthopair
Linguistic Partition Bonferroni mean) E-fuel, Solar fuel, Biofuel, E-biofuel
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An overview of the paper’s content is summarized below:
Ren J. and Lützen M., 2015 [23], combined Fuzzy AHP and VIKOR to validate three

alternative technologies (low-sulphur fuel, scrubber, and LNG), resulting in LNG as the
most viable option for long-term use.

Deniz C. and Zincir B., 2016 [11], qualitatively compared methanol, ethanol, LNG and
hydrogen with eleven criteria using the AHP methodology, based on given points from
five experts. According to their assessment process, LNG was placed in front of the three
examined alternative fuel options, followed by hydrogen and closing with methanol and
ethanol.

Ren J. and Liang H., 2017 [24], applied fuzzy logarithmic least squares for the weights’
calculation and fuzzy TOPSIS for the assessment of three alternative marine fuels, methanol,
LNG and hydrogen, taking into consideration 11 criteria (including environmental, eco-
nomic, technological and social). This resulted in a similar classification to that of Deniz
and Zincir (2016) [11].

Ren J. and Lützen M., 2017 [22], combined Dempster–Shafer theory and a trapezoidal
fuzzy AHP for the sustainability assessment of nuclear power, LNG and wind energy
as possible energy resources for shipping, prioritizing nuclear power as a sustainable
alternative for shipping.

Hansson J. et al., 2019 [12], assessed seven alternate marine fuels (LBG, fossil and
renewable methanol, fossil and electric hydrogen, HVO and HFO with scrubbers). The
alternative fuels were compared through pairwise comparisons with regard to four main
categories of criteria, economic, technical, environmental and social, and 10 sub-criteria,
based on the preferences of Swedish stakeholders. LNG and HFO were classified at the
highest levels, followed by fossil methanol and biofuels. Meanwhile, the evaluation based
on the Swedish government expressed priority in renewable marine fuels, renewable hy-
drogen and renewable methanol, whereas, in 2020, Hansson J. et al. [13] attempted to
evaluate the prospects of ammonia compared to LNG, MGO, hydrogen, HVO, LBG and
methanol, including 10 criteria and using AHP. The weights of the criteria were retrieved
from shipowners, fuel producers, engine manufacturers and Swedish government authori-
ties. They observed that ammonia has restricted potential for large-scale applications, as
issues remain to be solved.

Kim A.R. and Seo Y.-J., 2019 [25], used fuzzy AHP to evaluate three existing alternatives
for emission reductions, low-sulphur fuels, scrubbers and LNG-powered vessels for Korean
shipping companies.

Luciana (Marcu) T.A. et al., 2021 [26], used 6 criteria and AHP methodology to assess
LNG and oil gas.

Mandic N. et al., 2021 [14], proposed the application of AHP and Simple Additive
Weighting (SAW) for the alternative marine fuel assessment in coastal shipping. Biofuels,
LNG, hydrogen, LPG and batteries were prioritized using 10 criteria covering environmen-
tal, technological and economical aspects, and the selected study area was Croatia. Electric
propulsion stands out from all the alternatives, and the ranking order is differentiated
according to the stakeholder groups.

Carvalho F. et al., 2021 [27], developed a qualitative analysis for ranking 14 fuel pro-
duction options for the Brazilian maritime trade. The analysis incorporated 9 criteria,
including technical, economic and environmental. The drop-in fuels dominated in their re-
sults followed by bio-methanol and bio-LNG, whereas green hydrogen and green ammonia
were the least-promising alternatives for Brazil.

Moshiul A.M. et al., 2023 [28], used the multicriteria technique, TOPSIS, to assess the
most important criteria for the selection of fuel alternatives by prioritizing the preferences
of shipowners and shipping companies’ management of Singapore firms. The criteria
assessment process included 15 factors and 77 subfactors, considering technical aspects,
technology status, policies, economic, environmental and socio-political aspects. Their
assessment indicated technological aspects, technology status, expenditure, ecosystem
impact and health and safety as the most crucial criteria.
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Yang Z. et al., 2023 [15], evaluated four alternative low-carbon fuel production path-
ways (e-fuel, solar fuel, biofuel, e-biofuel), using AHP and the q-ROLPBM operator. The
evaluation process was carried out with 13 criteria, including economic, environmental,
technical and social, for the United Kingdom. Their research indicated e-fuel and e-biofuel
as the most promising production pathways.

The above review concludes that the existing literature for comparison and evalu-
ation of multiple alternative fuels is limited. In the majority of papers, the evaluation
includes 2–3 fuel options, and only Hansson J. et al. [12,13] and Mandic N. et al. [14] deal
with 5–7 fuels, incorporating a manageable set of 10 criteria, while Carvalho F. et al. [27]
and Moshiul A.M. et al. [28] assess fuel production pathways and evaluation criteria, re-
spectively. A broader range of fuel options incorporating a broader range of criteria will
provide additional insight in the obtained rankings. In the present study, 16 fuel options
are considered and assessed through 25 criteria, which also constitute the novelty of the
presented methodological framework. In addition, the multicriteria method Promethee II
is applied for the first time to a fuel option evaluation.

3.2. Methods
3.2.1. Multicriteria Evaluation Methodology

Each multicriteria approach has its own advantages and disadvantages, and the choice
of the appropriate one depends on the nature of the problem. As can be seen in the literature
review, the majority of existing studies are based on the AHP method, where all the criteria
and alternatives must be compared by the decision maker/user in a pairwise process,
which might be impossible in cases with many criteria.

Outranking methods have been developed rapidly during the last few decades, as
they incorporate the characteristic of allowing incomparability between a finite number of
alternatives and a conflicting set of criteria [29,30]. Electre (elimination and choice trans-
lating reality) and Promethee (Preference Ranking Organization Method for Enrichment
Evaluation) are the most commonly used outranking multicriteria techniques [31]. TOPSIS
(technique for order preference by similarity to ideal solutions) is another option to Electre
methodology, based on the comparison of Euclidean distances of alternatives.

The multicriteria methodology Promethee II was adopted for the assessment process
in this research, taking advantage of the pairwise comparison of the alternatives and their
final ranking as an output of the process, without the involvement of the decision maker
in the process of extracting the results. A multicriteria preference index is formulated for
each alternative action X (named “Alternative Fuels”). The importance of each criterion is
expressed by a weight. The preference functions, V-type and usual type, for quantitative
and qualitative criteria, respectively, were selected for the calculation of the preference
index. Furthermore, a preference threshold was considered, whereas the indifference
threshold was ignored. The alternative fuels were sorted by a positive or negative flow,
Φ+(X) and Φ−(X), where X is the alternative fuel. The positive flow, “Φ+(X)”, indicates
how the alternative X outranks all the others, and the negative flow, “Φ−(X)”, indicates a
preference among all other alternatives compared to alternative X. The net outranking flow,
Φ(X), determines an overall score for each alternative [30,31].

3.2.2. Weighting Criteria

Elicitation of weights is always a challenging phase in the decision-making process and
it is crucial to reflect all the possible preferences. Simos technique is an indirect weighting
methodology, aiding in the expression of preferences, even for stakeholders unfamiliar
with decision-making methodologies. The initial Simos approach was extended to face
robustness issues, creating the revised Simos approach [32].

In this study, a weight was assigned to each criterion, and the process was carried
out according to the revised Simos approach. The criteria weights were categorized in
seven different strategies obtained through literature review and interviews/workshops
with shipping-related stakeholders. Stakeholders are categorized into six groups associated
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with their expertise: (i) shipowners, (ii) fuel suppliers, (iii) industry-engine manufacturers,
(iv) academics, (v) banks and (vi) public. The seventh category, “combined case” scenario,
reflects the combined viewpoints of all stakeholders for the criteria and is estimated as
the weighted geometric mean for each criterion. All the participants were informed of
the content of the research. A 10-point Likert scale was used to capture each criterion’s
importance. As can be seen in Table 2, there are some similarities among the stakeholder
groups, as the importance given to the following criteria is obvious: “emissions reduction”,
“regulation”, “fuel availability” and the economic criteria, “Capex” and “fuel cost”.

Table 2. Criteria weights (%).

Criteria
Weights (%)

Shipowners
Fuel

Suppliers
Industry—Engine

Manufacturer
Academics Banks Public

Combined
Case

Capex C1 13.8 4.6 8.9 4.6 17 6.2 8.1

Opex C2 3.1 1.6 7.1 3.1 7.3 6.2 3.9

Fuel Cost C3 15.3 13.6 10.7 12.1 8.9 6.2 12.4

Fuel
Availability

C4 15.3 16.5 14.4 9.1 13.8 6.2 14.5

Adaptability C5 10.8 12.1 7.1 10.6 5.7 6.2 8.1

Commercial
effects

C6 9.2 3.1 3.5 1.6 4.1 6.2 3.8

Risk
assessment

C7 12.3 7.6 5.3 7.6 15.4 15 10.3

Emissions
reduction

C8 6.2 10.6 12.6 16.5 12.2 16.8 14.5

Fuel
properties

C9 4.7 9.1 12.6 13.6 2.5 6.2 6

Regulation C10 7.7 15.1 16.2 15.1 10.6 13.3 16.7

Job creation C11 1.6 6.1 1.6 6.1 2.5 11.5 1.7

4. Criteria

The literature review, in Section 3.1, highlighted that the evaluation criteria are usu-
ally grouped into four main aspects: economic, technical, environmental and social. In
this study, 25 sub-criteria were derived as the most frequently used indicators and were
categorized into 11 main criteria and the 4 above-mentioned groups (Figure 1).

4.1. Economic Indicators

Economic indicators (Table 3) can be broken down into (a) capital cost for propulsion
(Capex): this includes the expenditures of propulsion and related system components per
installed engine capacity (such engines’ cost, fuel tanks, pipelines, gas alarm systems, fuel
processors, etc.); (b) operational cost (Opex): this includes crew cost, maintenance and
insurance cost but excludes fuel cost [12,13]; (c) fuel cost: the expense of the fuel price is
divided into two subcriteria, the current fuel cost (based on fuel prices of 2021) and the
potential reduction for future cost, according to the prediction of IMO [9,16,33,34].
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Figure 1. The criteria tree.
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Table 3. The values of the economic indicators [9,12,13,16,33,34].

Fuels/Criteria Capex 1 ($/kW) 2 Opex 3

($/MWh) 2

Fuel Cost 4

Current Fuel cost
($/GJ Fuel) 5

Potential Cost
Reduction

HFO 4800–7300 5 5–12 Low

MGO 4500–7040 5 12–14 Low

Commercially available options

LNG

LNG

5100–7710 9

7–10 Low

Bio-LNG 8.5–28.5 Medium

e-LNG 23–110 High

In demonstration phase

Methanol

Fossil

4700–7180 6

4–31 Low
High (for CCS)

Medium
High

Blue 21–237

Bio 22–35

e-methanol 58–463

Biofuels
(Drop-in)

HTL fuel oil

4500–7040 5

51–98

Medium
Pyrolysis fuel oil 31–45

HVO 24–39

FAME 20–35

Under Development

Hydrogen

Grey or Blue

6500–12,040 11

11–26 High (for CCS)

Green 16–33 High

Bio 20–54 High (for
gasification)

Ammonia

Fossil (or blue)

5200–11,400 9–11

16–27 High (for CCS)

Green 23–27
High (for

electrolysers and
renewable energy)

Bio 20–54 High
1 Capex: includes the cost for onboard infrastructure per engine capacity, 2 in 2015 dollars (2015 is selected as
a reference year common for all fuel options based on the data retrieved by the literature review process),
3 Opex: fuel cost in not included, 4 The sub-criteria of “Fuel cost” do not include potential carbon taxes,
5 in 2021 dollars (2021 is selected as a reference year common for all fuel options based on the data retrieved by
the literature review process).

4.2. Technical Indicators

This category assesses fuel availability, adaptability of technology, commercial effects
of the adoption of the alternative fuel option and their performance in the case of a hazard.
More specifically, fuel availability includes the following sub-criteria: (i) production tech-
nology readiness, representing the existing level of adequacy of the production technology
and the necessary processes, and (ii) raw material availability, meaning the current avail-
ability of feedstocks and energy sources [16]. The technology feasibility of the alternative
fuels, as regards the onboard procedures of bunkering, storage, processing, conversion and
propulsion, is examined through the criterion of “Adaptability” (it is expressed using the
TRL score, too). It should be noted that TRL score describes the stage of development of a
technology and is measured on a scale from 0 (idea/concept stage) to 9 (full commercial
application of technology). In general, alternative fuel systems are more feasible when new
building ships, from their application to existing ships [11]. The combination of technologi-
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cal maturity with the growing demand for alternative fuels will have a direct impact on
increasing the availability of bunkering infrastructure and operating ships.

The criterion of “Commercial effects” describes the impact of the use of the alternative
fuel in a ship’s operation and is divided in two sub-criteria: (i) bunkering intervals and
(ii) volumetric energy density. Bunkering intervals range from hours to months, depend-
ing on the selection of the alternative fuel, and affect the ship route and its bunkering
plan [35,36]. Furthermore, energy density should be considered for the different types of
fuel, as higher volumetric energy density requires less space for onboard storage of the fuel
and, consequently, a higher cargo loading capacity for the ship. LNG is about one-third of
the volumetric energy density of diesel, and liquid hydrogen, methanol and ammonia are
around 40–50% of LNG, whereas biodiesel is the closest to diesel [16,36–38].

The last indicator for this category is “Risk assessment”. “Together in Safety” [39], a
non-regulatory shipping industry safety coalition, carried out a risk-ranking process for
different hazard scenarios. The examined scenarios included possible events that might
occur in the daily operations of a vessel: navigation (loss of maneuverability, motion at
sea, etc.), external events (ship collision, ignition), ship operations other than bunkering
(crew change, system components etc.), bunkering (misalignment of the bunkering stations,
loss of control etc.), and fuel preparation, use and monitoring (loss of control). The “Risk
assessment” sub-criteria are measured based on the performance of the alternative fuels in
the examined scenarios. The highest score means the best performance. The values for all
technical indicators are shown in Table 4.
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4.3. Environmental Indicators

The main reason to select alternative marine fuels is the emissions’ reductions in order
to comply with the regulation targets. In this study, a lifecycle perspective (WTW-Well
to Wake) was considered for the quantification of GHG emission reduction indicators,
including the stages of fuel production, distribution and transport as well as the final
consumption from the ship [16,17,40,41]. The percentage values of emission reductions are
related to HFO, as a reference case (Table 5).

Table 5. The values of environmental indicators [16,17,40,41].

Emissions Reduction

Fuels/Criteria Relative GHG Relative SOx Relative NOx Relative PM

HFO 0% 0% 0% 0%

MGO 0% 0% 0% 0%

Commercially available options

LNG

LNG −15%

−100% −80% −100%Bio-LNG −80%

e-LNG −80%

In demonstration phase

Methanol

Fossil +29%

−99% −60 to −80% −95%
Blue −42% to −60%

Bio −85% to −91%

e- methanol −58% to −94%

Biofuels (Drop-in)

HTL fuel oil −80% to −82% −100% (assuming low
sulphur in feedstock)

Uncertain (depends
on fuel properties)

~0%

Pyrolysis fuel
oil

−77% to −80% ~0%

HVO −53% to −89% −100% 0% to −20%
Generally reduced

FAME −53% to −89% −99% to −100% 0%

Under Development

Hydrogen

Grey or Blue
−22% (blue)
+70% (grey) 0% (ICE)—100% (FC) 0% (ICE)—100% (FC)

−100%
Green −87% −100% −100%

Bio Highly Moderate 1 Moderate 1

Ammonia

Fossil (or blue) ~−14% 0% (ICE)—100% (FC) 0% (ICE)—100% (FC)

−100%Green ~−77% −100% −100%

Bio Highly Moderate 1 Moderate 1,2

1 It has been considered in line with the respective conventional fuel and depending on the used propulsion
system, as at the time of preparing the manuscript there is not available quantitative data for bio-hydrogen and
bio-ammonia. 2 Ammonia can be used in modified ICEs or FCs. The combustion of NH3 produces N2O and in
case of ICE an aftertreatment of removing N2O is necessary [2].

4.4. Social Indicators

In the literature, the social pillar represents safety factors and economic growth at
a local level (Table 6). Safety factors include the fuel properties (such as flammability,
toxicity and corrosiveness) and the regulatory compliance, which is one of the most crucial
criteria, highly rated in almost all the stakeholders’ preferences. The flammability limit is an
indicator of the required amount of a fuel to be burnt in the air volumetrically. Indicatively,
hydrogen burns easily with the widest flammability limits [11]. The criterion “Regulation”
is quantified in a range of 0–5, after studying the existing regulations, standards and guides
from numerous organizations: IMO, ISO, Class Society, SGMF, European Committee for
Standardization (CEN) and Methanol Institute. Additionally, for the social aspect, the
production process of the alternative marine fuels could play a leading role in creating new
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jobs compared to conventional fuels, generating the indicator “Job creation”. Obviously,
existing conventional fuel options are not able to create new job opportunities opposed to
bio-fuels and e-fuels, which have the highest potential [10,16,28,37,38,40].

Table 6. The values of social indicators [10,11,16,28,37,38,40].

Fuel Properties—Safety Regulation 1 Job Creation 1

Fuels/Criteria
Flammability

(vol%) 2 Toxicity Corrosiveness
Existing

Regulation
New Jobs

HFO 1–6 Non-toxic Non-corrosive 5 0

MGO 0.7–5 Non-toxic Non-corrosive 5 0

Commercially available options

LNG

LNG
5–15

(Methane) Non-toxic Non-corrosive 5

1

Bio-LNG 5

e-LNG 4

In demonstration phase

Methanol

Fossil

6–36 Acutely-toxic

Corrosive

4

1

Blue Corrosive 2

Bio
Corrosive

(upon
degradation)

5

e-methanol Corrosive 4

Biofuels
(Drop-in)

HTL fuel oil

0.6–7.5 Non-toxic
Corrosive

(upon
degradation)

5

1

Pyrolysis fuel
oil

1

HVO 1

FAME 1

Under Development

Hydrogen

Grey or Blue

4–75 Non-toxic Non-corrosive 3

2

Green 4

Bio 5

Ammonia

Fossil (or blue)

15–25 Very toxic Corrosive 2

2

Green 4

Bio 5
1 The criteria “Existing regulation” and “job creation” are presented in the range of 0–5, where 0 represents the
lowest value and 5 the highest. 2 Flammability limits in air (vol%): show the range of vapour concentrations of a
certain chemical, over which a flammable mixture gas or vapour in air can be ignited at 25 ◦C and atmospheric
pressure.

5. Results and Discussion

The results generated through the multicriteria evaluation process are displayed in
Figure 2. The evaluation process also included HFO and MGO as the current baseline fuel
options for the purpose of comparison. The examined biofuels, HTL, pyrolysis fuel oil,
HVO and FAME, were grouped together in the evaluation process, called “Drop-in” fuels,
as their values are common in almost all the indicators.
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Figure 2. The obtained results for all stakeholders.

The marine fuel rankings present certain similarities among the stakeholder groups.
LNG, MGO and HFO are classified in the highest positions in almost all the examined
stakeholder categories. The high rating of these fuels is due to their widespread availability,
which resulted in their good performance on several criteria, reflecting the current state of
the shipping sector, unlike other new marine fuels, which are still in the development phase.
When focusing on alternative marine fuels, there are renewable options that also appear in
high-ranking positions in the majority of categories and especially among academics, banks,
the public and the combined case scenario. In these high positions, commercially available
options of drop-in biofuels, bio and e-LNG, and fossil and bio methanol are included. Bio
and green ammonia registered the lowest scores in all stakeholder groups due to their high
costs in the economic indicators, low adaptability and low performance in risk assessment,
as well as the lack of existing regulation. This observation aligns with the conclusions of
Hansson et al., 2020 [13], for the use of ammonia. Gradual decarbonization of the current
fossil-based ammonia plants with the co-production of renewable hydrogen, replacing a
percentage use of natural gas, should be stimulated at an early stage, as well as fostering
the development of new production plants. The hydrogen options remain in intermediary
positions, with a small lead in conventional hydrogen production.

Figure 3 shows the impact of each criterion in the classification process for the five
highest-ranked fuel options for all stakeholder groups, separately. In the shipowners’ graph,
the lines of MGO and HFO almost overlap, and their highest performance occurred mainly
due to their high performance in technical indicators, while Bio-LNG is distinguished for
its values in environmental indicators. A similar influence is observed in the fuel suppliers’
group and industry-engine manufacturers’ group, who prioritized existing regulation, fuel
cost, availability and emissions’ reductions. On the contrary, the environmental indicators
had a key role for the classification of academics and the public. Fossil methanol is the new
entry in the banks group because of the relatively good performance in risk assessment,
fuel availability and emission reductions.
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Figure 3. The impact of each criterion for the five highest-ranked fuel options.

Although the existing literature does not include the same alternatives of marine fuels
in the multicriteria evaluation, the current classification is in line with the findings of Hans-
son et el. 2019 and 2020 [12,13]. The common point with the rest of the manuscripts is the
dominant role of LNG in the classification. Deviations among the findings of the published
studies could also be observed due to the different decision-making methodologies used as
well as due to diverse influences from the stakeholders during the weighting process.

The ranking process is obviously influenced by the selection of the set of criteria.
The number and range of criteria selected are crucial factors in minimizing the risk of
an inaccurate outcome. In this study, the chosen criteria cover a broad range of key
aspects, along with the expression of viewpoints by diverse groups of stakeholders. The
different views of stakeholders regarding the importance of the criteria also serve as a kind
of sensitivity analysis for the obtained results. The importance and performance of the
examined fuels might also be differentiated due to new policies or the further development
of existing technologies.

Some limitations should be considered in the context of the obtained findings in
the current study. The main limitation is that alternative shipping propulsion systems
are not integrated in the examined fuel options. Specialization of the engine’s types (for
instance, ICE or FC), technical parameters of the current and possible future applications
of mainstream marine engines and the possible aftertreatment technology could lead to
distinct values for certain criteria, such as emission reductions for the case of ammonia.
Accordingly, future research might be enriched by specifying the evaluation process for
different types of ships (deep-sea, short-sea shipping, coastal shipping).

6. Conclusions

This study developed a holistic evaluation framework, incorporating four sustain-
ability aspects, economic, technical, environmental and social, as well as six stakeholders’
views. The variations among the stakeholder group priorities resulted in different classifi-
cations of the examined fuel options. The decision-making process through the proposed
methodology has the advantage of flexibility and the ability to examine a variety of criteria
at the same time as considering the preferences of many decision makers or stakehold-
ers. According to shipowners, engine manufacturers and fuel suppliers, MGO, LNG and
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HFO are top ranked, followed by drop-in fuels, while, based on academics, banks and the
public, drop-in fuels, bio-LNG, e-LNG and MGO are ranked first, followed by LNG, HFO
and MGO. The ranking, which came from a combined case scenario, is a mixture of the
above-mentioned outcomes.

The contribution of this research is demonstrated by the multidimensional evaluation
of alternative fuel options, incorporating a plethora of criteria for more accurate results,
from the perspective of six stakeholder group preferences. The proposed framework may
serve as a baseline for decision makers/stakeholders to endorse strategies for existing
ships and newbuilds. It is remarkable that the criteria of fuel cost, fuel availability and
regulation gain a high priority for the majority of stakeholders. Fuel cost is an uncertain
parameter, especially for fuel options that are currently under development, which may
heavily influence the outcome.

Further research could focus on the introduction of the factor of carbon tax in the
formulation of the fuel cost and the willingness of shipping stakeholders to pay their
emissions and up to what amount. For instance, according to the report of IRENA and
AEA [21], the cost gap between conventional ammonia and renewable ammonia could
be bridged by a carbon tax up to USD 150/ton of CO2. Furthermore, a thorough forecast
of the price and availability of renewable fuels would contribute decisively to the results.
Importance should also be given to the social criterion of job creation, as while the creation
of new jobs is usually considered, a possible simultaneous reduction in existing jobs
has not been examined yet. The feasibility of alternative fuel options is still a long way
off, and further research and assessment are required, especially for deep-sea shipping.
Although bio-fuels are primarily of interest, competition from the demand of other sectors
will influence their applicability in the maritime sector. All the renewable fuel options
require support and initiatives for long-term use throughout their supply chain, from the
production phase to the selected propulsion system.
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Nomenclature

HFO Heavy Fuel Oil
MGO Marine Gas Oil
LNG Liquefied Natural Gas
IMO International Maritime Organisation
GHG Greenhouse Gases
PM Particulate Matter
WTW Well To Wake
EC Europoean Commision
ETS Emission Trading System
GT Gross Tonnage
ICE Internal Combustion Engine
FC Fuel Cells
EEC European Economic Community
EU ETD European Energy Taxation Directive
SGMF Society for Gas as a Marine Fuel
MCDM Multicriteria decision making
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ILUC Indirect Land Use Change
HVO Hydrotreated Vegetable Oil
HTL Hydrothermal liquefaction
FAME Fatty Acid Methyl Ester
LBG Liquefied biogas
MeOH Methanol
H2 Hydrogen
CCS Carbon Capture and Storage
AHP Analytic hierarchy process
VIKOR Multicriteria Optimization and Compromise Solution
SAW Simple Additive Weighting
TOPSIS Technique for Order of Preference by Similarity to Ideal Solution
PROMETHEE Preference Ranking for Organization Method for Enrichment Evaluation
ELECTRE ELimination and Choice Expressing REality
TRL Technology Readiness Level
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Abstract: Several countries heavily depend on their domestic ferries, the decarbonisation of which
are required following the prevailing and forthcoming international and national carbon reduction
targets. This study aims to conduct an environmental-economic analysis to identify the impact of
three decarbonisation measures, specifically, hybridisation, liquified natural gas (LNG) and methanol
use, for two ferries of different size of a developing country fleet. The study is based on several
methodological steps including the selection of key performance indicators (KPIs), the pre-processing
of acquired data to identify representative operating profiles, the environmental and economic KPIs
calculation, as well as the comparative appraisal of the investigated measures. The required in-
vestments for decarbonising the whole domestic fleet of a case country are subsequently estimated
and discussed. All the three investigated measures have the potential to reduce CO2 emissions,
however, not beyond the IMO 2030 carbon emissions reduction target. This study provides in-
sights to the involved stakeholders for supporting their decisions pertinent to the domestic ferries
sector decarbonisation.

Keywords: decarbonisation; methanol; LNG; environmental-economic analysis; marine engines

1. Introduction

Several developing countries strongly depend on maritime transportation for their
inter-island connectivity. Domestic ferries play a crucial role in their economic and social
development by transporting goods and people between mainland and islands as well
as interconnecting islands. However, the operation of these ferries is associated with
significant environmental and economic costs, primarily due to their reliance on fossil
fuels [1].

Decarbonising the domestic ferry sectors is a crucial step towards achieving these
countries’ climate and sustainability goals. The International Maritime Organisation (IMO)
lists 176 countries as member states and 3 associate members, which have committed to
reduce the carbon dioxide (CO2) emissions per transport work by 40% by 2030, and reach
net-zero emissions by 2050, following the Paris Agreement [2]. The domestic ferry sector
significantly contributes to the transport related GHG emissions of several countries, hence
rendering its decarbonisation efforts of high priority [3]. Worldwide, the shipping industry
has been adopting innovative measures to reduce its environmental impact, particularly
through decarbonisation practices [4]. The shipping industry is critical for the global trade
and commerce, responsible for transporting approximately 80% of the world’s goods by
volume [5]. However, this industry’s growth has also led to increased carbon emissions,
thus exhibiting significant environmental impact, including climate change, air pollution,
and ocean acidification. To address these issues, several measures have been proposed to
promote sustainable practices in the shipping industry. One such measure is the adoption
of alternative fuels, such as liquefied natural gas (LNG), methanol, ammonia, or hydrogen,
which result in lower emissions compared to traditional marine fuels including heavy fuel
oil (HFO) and marine gas oil (MGO) [6].
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Hansson et al. [7] studied ammonia as a potential marine fuel demonstrating that
the major challenge for its adoption is the higher price per energy content compared to
MGO and LNG. Jovanović et al. [8] studied the feasibility of autonomous ships operating
with methanol and LNG along with conventional fuels from an environmental perspec-
tive, whilst considering the possible emissions effects on global warming, concluding
that methanol has significant advantage compared to LNG and MGO. Hovarth et al. [9]
demonstrated that renewable based synthetic fuels, such as methanol, are not economically
feasible for decarbonising the shipping sector, without the application of emission taxation
schemes. The latter is supported by the findings of Trivyza et al. [10] pertinent to the impact
of carbon pricing on cruise ships energy systems. Svanberg et al. [11] argued that renewable
methanol is a technically viable option to reduce emissions from shipping as it does not
introduce major challenges on the fuel supply chains. Korberg et al. [12] studied alternative
propulsion systems along with alternative fuels for ferries operation concluding that large
ferries can be cost effective with fuels produced by using renewable energy.

Several alternative low and zero-carbon fuels have been proposed for the shipping
sector. The use of ammonia, hydrogen, methanol, and biofuels can lead to lower operational
carbon footprint, and may be considered carbon neutral when renewable energy is used for
their production. Karvounis et al. [13] reported that fossil-based production of hydrogen
and ammonia yields significantly higher CO2eq emissions compared to conventional MGO
and LNG fuels (as detailed in Table A1). This is attributed to the energy intensive processes
required for these fuels production [14,15]. Bio methanol exhibits around 15% less CO2,eq
associated with lower fuel production cost; however, its wide adoption is limited by
the production location and scalability [16]. Natural gas extraction and processing is
accompanied by methane slip and exhibits 25% higher CO2eq emissions compared to
MGO [17]. Methanol can be stored under ambient temperature and pressure, and requires
less energy compared to LNG and hydrogen, which are stored at cryogenic conditions [18].

Electrification using batteries is accepted as a potential technology for shipping decar-
bonisation. Hybrid ship power systems integrating both conventional (mechanical) and
electrical components (batteries, electric machinery, converters/inverters) can increase the
power plant efficiency, reducing the fuel consumption especially in cases with dynamic
operations [19]. Previous studies focusing on hybrid power plants for several ship types
and employing different battery sizes reported fuel savings in the range 8–17% [20,21].
Law et al. [22] examined several alternative strategies to decarbonise the shipping oper-
ations concluding that carbon capture and storage is the most cost-effective pathway,
however, no carbon taxation was considered whilst scaling up to fleet was not presented.
Percic et al. [23] considered the lifetime emissions and cost of hybrid inland waterway
ships, concluding that electrification can reduce both GHG and NOx emissions; however
alternative fuels were not investigated. Jang et al. [24] demonstrated that the use of LNG
and fuel cells power systems exhibits lower environmental footprint compared to dual
fuel gas engines. Kistner et al. [25] argued that the implementation of alternative fuels
and fuel cell technologies require extensive investment cost, which cannot be afforded by
developing nations’ stakeholders. The use of methanol and electrification were identified
as potential solutions for short-term decarbonisation of the shipping sector [26], whilst
LNG is already employed as low carbon fuel [13,26].

The aim of this study is to conduct an environmental-economic analysis of decarbonis-
ing a fleet of domestic ferries, evaluating the costs and benefits of transitioning the sector
to low-emission alternatives. This is achieved by: (i) evaluating the environmental and
economic indicators of three short- to medium-term solutions with the use of alternative
fuels and hybrid power systems for two typical domestic ferries operating in developing
countries, considering their entire lifetime; (ii) assessing the investment costs required for
the wide implementation of these technologies whilst monetising the carbon emissions
considering a reference fleet; (iii) discussing pathways for policymakers and industry
stakeholders to facilitate the decarbonisation of the reference domestic ferry fleet.
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This study novelty stems from the investigated case study that includes two typical
ferries representing the domestic ferries fleet in a developing country as well as the results
extrapolations to the whole fleet. The carbon tax as a policy measure is assessed, comparing
with the required investment cost. This study provides valuable insights for policymakers
and industry stakeholders on the policy and regulatory actions needed to facilitate the
decarbonisation of the domestic ferry sector in the short- to long-term.

2. Materials and Methods

The followed methodology consists of five steps as presented in the flowchart shown
in Figure 1. Step 1 involves the selection of the key performance indicators (KPIs) for three
categories (technical, environmental, and financial). These KPIs focus on representing the
potential technical requirements, such as storage volume or battery weight/volume, as
well as to determine the environmental impact and associated costs. An existing lifetime
economic-environmental model (LTEEM) is customised to facilitate the calculation of the
determined KPIs. Step 2 focuses on the data collection for the selected case ships as well as
their pre-processing to estimate the model input parameters, which include the case ships
particulars, operating profiles, and fuel consumption datasets. Step 3 investigates four
case studies (baseline, hybrid power system, LNG use, methanol use). Step 4 involves the
assessment of the environmental, financial, and technical KPIs. Finally, step 5 entails the
discussion of this study results facilitating the appraisal of the considered cases feasibility.
The presented KPIs did not consider the cost of production and transportation of LNG
and methanol fuels whereas, the transport (by ship) costs amount 0.74–1.29 EUR/GJ for
LNG and 1.8 EUR/MWh for methanol. However, it is anticipated that those costs are
embedded in the fuel price. These factors can be considered in future studies that examine
the well-to-wake cost [27,28] as presented in Table A2 of the Appendix A.

 

Figure 1. Methodology flowchart.
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2.1. Key Performance Indicators

This study employs key performance indicators (KPIs) that are classified in the fol-
lowing groups: environmental, financial, and technical. The environmental KPIs include
the CO2 emissions considering the annual and each voyage timelines, as well as the global
warming potential (GWP) that characterises the environmental impact of the considered
cases. The CO2 emissions are considered in a well to tank and tank to wake basis. The fi-
nancial KPIs include the investment cost (characterising the required capital), the operating
expenditure (characterising the operational expenses), and the marginal abatement cost
(MAC) that denotes the effectiveness of the emission abatement measures. The technical
KPIs include the annual fuel consumption (FC), and the fuel required volume, as well
as the batteries systems volume and weight, which are required to assess the technical
requirements for the investigated cases. The financial KPIs facilitate the appraisal of the
potential investment that is essential to accommodate the lower environmental impact
power plants.

2.2. Lifetime Economic-Environmental Model

The lifetime economic-environmental model employed in this study is based on
Ref. [13]. The model assesses different environmental and economic parameters based
on operating profile, employing the typical voyage(s) energy analysis. Since the income
streams pertinent to the vessels economic activity are considered the same to the reference
ships (with the conventional power plants), they are not used herein. The vessels under
consideration can accommodate the alternative fuels storage tanks at free spaces onboard
and hence no loss of capital is considered.

The voyage energy analysis is based on the annual fuel consumption, derived from
the vessel operating profile, which are estimated based on data received from the ship
operators. The determination of the energy required for each voyage is derived by the fuel
consumption for each fuel examined by the following equation:

Etrip = ∑
f

LHVf FCi (1)

where LHV refers to each fuel lower heating value.
The required storage volume for a single voyage is calculated using a storage safety

factor (c in Equation (2)) of 20% accounting for the non-used part of the tanks, according to
the following equation:

Vf =
FCi
ρ f

(1 + c) (2)

where ρ refers to each fuel density.
The investment cost (CAPEX) and annual operational expenditure (OPEX) are calcu-

lated according to the following equations:

CAPEX = PME CE + AT + CB (3)

OPEX = AC fi
+ ACOM + ACO (4)

where PME is the nominal power of the ship main engine; CE, is the engine cost factor (in
EUR/kW); AT refers to the NOx after-treatment system cost that is essential equipment for
all the examined fuels; ACf is the annual fuel(s) cost; ACOM denotes the maintenance cost
factor (EUR/kWh); ACO refers to any other annual cost considered, for example, carbon
taxation; CB denotes the cost of batteries and requires systems of the hybrid plant (electric
machinery, power electronics, DC/AC converters).
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The marginal emission abatement cost that characterises the relative investment
needed per abated emissions mass is calculated according to the following equations:

MACCAPEX =
ΔCAPEX

ΔCO2i
(5)

MACOPEX =
ΔOPEX
ΔCO2i

(6)

where i denotes the case study number, and ΔCO2i denotes the difference of the CO2
emissions from the baseline case study.

The well to tank and tank to wake carbon emissions are calculated as:

EMCO2,i = MCO2,iEFCO2,i (7)

where MCO2 refers to the mass of CO2 and EFCO2 to the CO2 emission factor, whilst the
subscript i corresponds to well to tank or tank to wake emissions.

The global warming potential corresponding to 100 years is calculated by the following
equation:

GWP100y = MCO2 + 36 MCH4 + 298 MN2O (8)

3. Case Studies Description

This study investigates two typical RO-PAX ferries of different sizes, representing the
fleet of a developing country. The key characteristics of these ferries (termed Vessel 1 and
Vessel 2, henceforth) are listed in Table 1. Vessel 1 length is 97.8 m, whilst Vessel 2 has a
length of 50 m. Vessel 1 typical voyage is around 27,000 nm, completing three voyages per
week, whereas Vessel 2 typical return voyage is 110 nm, running two voyages per day. The
investigated ships main particulars for each propulsion engines of Vessels 1 and 2 are listed
in Table 2. The rated power of each generator set installed in Vessels 1 and 2 are 350 kWe
and 160 kWe, respectively.

Table 1. Characteristics of the case vessels.

Parameter Vessel-1 Vessel-2

Type Ro-pax Ro-pax
Length/breadth/draught [m] 97.8 50
Typical voyage distance [nm] 27,025 110
GT [t] 5145 2682

Table 2. Main engine characteristics.

Component Vessel-1 Vessel-2

Type four-stroke four-stroke
Fuel MGO MGO

Rated Power [kW] 2360 1370
Rated Speed [rpm] 750 850

Cylinders 12 12

Four case studies are investigated for both vessels (1 and 2) as follows. The baseline
case study (BL) includes the power plant of the existing ships, which include two main
engines (each one drives a propeller via a gear box) and three auxiliary generator sets.
Both the ship main engines (ME) and auxiliary engines (AE) use marine gas oil (MGO).
Case study.

C1 employs a hybrid propulsion system with installed (retrofitted) batteries to generate
electric power partially covering the vessels auxiliary and propulsion power demand. Case
study C2 considers the BL layout with the LNG use. The MEs and AEs are converted to
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dual fuel engines operating with natural gas (90% energy fraction) and pilot diesel (10%
energy fraction). Case study C3 considers the BL layout with the use of methanol fuel. The
MEs and AEs are converted to dual fuel engines operating with methanol as main fuel
(90% energy fraction) and diesel pilot fuel (10% energy fraction). The simplified layouts of
the investigated case studies are presented in Figure 2, whereas their main characteristics
are reported in Table 3.

 

Figure 2. Power plant layouts considered for the four case studies.

Table 3. Main characteristics of the cases studies for each vessel.

Case Fuels Main Units Subsystems

Baseline (BL) MGO 2 Main diesel engines
2 Auxiliary generator sets –

CASE—1 (C1) MGO

2 Main diesel engines
2 Auxiliary generator sets
1 Batteries pack
1 Electric motor/generator

NOx
after-treatment unit

CASE—2 (C2) LNG
Pilot diesel

2 Main dual fuel engines
2 Auxiliary dual fuel generator sets

NOx
after-treatment unit

CASE—3 (C3) Methanol
Pilot diesel

2 Main dual fuel engines
2 Auxiliary dual fuel generator sets

NOx
after-treatment unit

3.1. Input Parameters

For case study C1 (hybrid power system use), the energy storage system consists of
a 420 kWh Li-ion battery for Vessel 1 and a 225 kWh Li-ion battery for Vessel 2. These
ships power plants include an electric shaft generator, which can be powered by either
the battery or by charging the battery through the ship’s main engine. The battery sizes
were selected by considering batteries capacity of 0.23 kWh per kW of installed power as
reported in [26]. According to the same study, hybrid propulsion systems yield an average
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fuel saving of around 11% with a standard deviation of 3%. In addition to the battery and
propulsion system, other components considered in C1 are the DC/AC converter and an
electric machine (motor/generator) coupled with the propulsion system gearbox.

Table 4 lists the model input parameters, which include the fuels prices, the emission
factors, as well as the cost factors of the marine engines and machinery systems. The
emission factor for NG methane slip was adapted from Balcombe et al. [29]. It is worth
mentioning that significant progress has been made in recent years to reduce methane
slip, with reductions of up to 50% achieved in low-pressure two-stroke gas engines [30].
The cost factors for LNG storage refer to C-type tanks, which are typically employed in
maritime applications [31].

Table 4. Model input parameters; adapted from Refs. [8,32–36].

Parameter Value

Marine Methanol engine cost factor EUR/kW 780 1

Marine LNG engine cost factor 1 EUR/kW 554
Marine Diesel engine cost factor EUR/kW 493

Maintenance cost factor EUR/kWh 0.012
After-treatment unit cost factor EUR/kW 40

Battery cost factor EUR/kWh 800
Methanol fuel supply system M EUR 1.2

MGO CO2 EF 2 kg CO2/kg fuel 3.02
NG CO2 EF kg CO2/kg fuel 2.75

Methanol CO2 EF kg CO2/kg fuel 1.37
MGO CH4 EF kg CH4/kg fuel 0.006
NG CH4 EF kg CH4/kg fuel 0.041

Methanol CH4 EF kg CH4/kg fuel 0
MGO N2O EF 3 kg N2O /kg fuel 1.4 × 10−4

NG N2O EF kg N2O /kg fuel 0.71 × 10−4

Methanol N2O EF kg N2O /kg fuel 0.71 × 10−4

MGO Price 5 EUR /t 674
LNG Price 4 EUR /t 1400

Methanol Price 4 EUR /t 1000
Methanol storage cost EUR /m3 3000

LNG storage cost EUR /m3 2000
1 Four stroke gas engine is considered, 2 Provided by industrial sources, 3 Uncertainty regarding the N2O emission
factors is noted, 4 Fuel costs refer to conventional fuel production methods. 5 year average as of 2023 is used for
the fuel price of MGO according to [37].

The main properties of the MGO, LNG and methanol fuels are summarised in Table 5.
Due to its lower energy content compared to MGO fuel, methanol requires a larger amount
of fuel storage to meet the same energy demand. Specifically, the energy content of
methanol is less than half of that of MGO fuel [38]. However, LNG would as well require
higher storage volume comparing to MGO due to its lower density [39]. The efficiency of
the case ships engines when operating with LNG and methanol, is assumed same with the
diesel mode, as supported by the data provided in [40].

Table 5. Fuel properties, adapted from [26,41].

Property MGO LNG Methanol

LHV [MJ/kg] 42.7 48.6 20.1
Fuel Density [kg/m3] 838 428 791

Volumetric Energy Density [MJ/L] 34 22 16
Gross Storage System Size Factor ×1 ×2.4 ×1.7

The considered ferries fleet characteristics are presented in Table 6. The total gross
tonnage of the fleet is 981,500 GT. The examined vessels belong to the category of above
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400 GT. These ships can accommodate the batteries and alternative fuels storage tanks at
free spaces without loss of payload; hence, no loss of capital is considered.

Table 6. Ferries fleet characteristics.

GT Number of Vessels

0–100 67
100–399 135

Above 400 160

3.2. Emissions Taxation

Emissions taxation is identified as a potential measure to incentivise the ferries fleet
decarbonisation. According to the World Energy Outlook [42], the carbon emissions tax
is estimated at 40–50 EUR/t and 100–110 EUR/t for the 2030 and 2040, respectively, for
emerging markets and developing countries with net zero targets. Those values are also
applied for the energy production sector. Hence, it is assumed that similar values are
expected for the shipping industry for the considered developing country.

4. Results

At this section, the derived results are presented and discussed. The following subsec-
tions provide the environmental, the financial, and technical KPIs.

4.1. Environmental KPIs

Figure 3 provides the well to tank, tank to wake and their total, annual CO2 emissions
for the four investigated case studies (BL, C1, C2 and C3), for the two vessels. In the
case of methanol, fossil (C3-F) and renewable (C3-R) production methods are considered.
The former (C3-F) includes the methanol production from natural gas by employing the
following processes: steam reforming to produce syngas, methanol synthesis reaction,
and methanol purification. The latter (C3-R) considers the use of biomass feedstock and
gasification process to produce methanol, whereas the electric energy demand is covered
by renewable energy sources. The horizontal lines correspond to 40% Well to Wake CO2
emissions reduction (compared to the baseline), which aligned with the IMO 2030 targets.
For the tank to wake, the presented results demonstrate that the CO2 emissions can reduce
by about 11%, 33% and 8% for the case studies C1, C2 and C3 respectively compared to
BL. The methanol use (C3) results in the lowest CO2 emissions reduction (8%), which is
attributed to the methanol lower heating value ratio (compared to the LNG and MGO),
leading to higher methanol consumption. However, it is inferred that the three alternative
case studies (C1, C2, and C3) cannot achieve the IMO 2030 targets.

Given the well to tank CO2 emissions for the four cases calculated using the values
for the well to tank CO2 emissions factors listed in Table A1. For BL, the well to tank CO2
emissions are 864 t CO2 and 452 t CO2 for vessels 1 and 2, respectively. Batteries production
even when using 15–20% renewable energy mix exhibits significantly lower emission
factors [43] Hence, case C1 exhibits better environmental performance (considering the
well to tank phase) compared to the other cases. For LNG (case C2), higher well to tank
emissions (compared to BL) were estimated, specifically 1161 t CO2 and 608 t CO2 for the
selected vessels. This is attributed to the increased CO2eq emission factor for the methane
slip associated to natural gas extraction. Methanol production using energy from fossil
fuels (C3-F) is associated with lower emission factors compared to LNG, and slightly higher
compared to MGO. However, the increased methanol consumption yields similar well to
tank emissions to the BL case (834 t CO2 and 437 t CO2 for vessels 1 and 2, respectively).
For methanol produced from biomass feedstock using renewable energy (C3-R), which
exhibits potential in developing countries, the well to tank emissions can considerably
reduce (709 t CO2 and 371 t CO2 for vessels 1 and 2, respectively). The well to tank and
corresponds to 26%, 27%, 45%, 27% and 23% of the tank to wake emissions for cases BL,
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C1, C2, C3-fossil, and C3-renewables, respectively. Cases C1 and C2 exhibit almost similar
well to wake CO2 emissions (lower by 11% and 10% respectively compared to BL), whereas
case 3 exhibits well to wake CO2 emissions 7% (for fossil based production) and 9% (for
biomass based production) lower that the BL and 5% higher than C1.

Figure 3. Well to tank, tank to wake and total CO2 emissions, for vessel-1 (top) and vessel-2 (bottom)
and the considered cases.

Figure 4 illustrates the global warming potential (GWP) in CO2-equivalent emissions
of the investigated case studies during the vessels’ lifetime. It must be noted that a
lifecycle approach considering the fuel production and ship building phases would be
more inclusive, hence it is proposed for future studies. However, the lifetime GWP is an
indicator for the investigated vessels environmental footprint. Case study C3 (methanol
use) provides the lowest GWP, approximately 22% lower than that of BL, which is attributed
to the almost zero N2O and CH4 emissions. Case study 2 (LNG use) exhibits 8% higher
GWP compared to the baseline (BL), due to the significant contribution of N2O and CH4
emissions. However, recent advancements in marine gas and dual fuel engines technology
have effectively mitigated the methane slip [44,45]. Case study C1 (hybrid system) is also
associated with slightly reduced GWP, due the lower fuel consumption and corresponding
reduction of the CO2, N2O and CH4 emissions.
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Figure 4. Global warming potential for the operational phase of the examined vessels and different
cases (solid lines denote Vessel 1; dashed lines denote Vessel 2).

4.2. Financial KPIs

Figure 5a provides the annual operating expenditure for vessels 1 and 2 (large and
small). It is evident that in all case studies the fuel cost amounts more than 95% of the
operating costs. For Vessel 1, case studies C2 (LNG use) and C3 (methanol use) correspond
to increases of the annual operational expenditure by M EUR 0.52 (42%) and M EUR
1.37 (66%) respectively compared to BL. For Vessel 2, case studies C2 (LNG use) and C3
(methanol use) correspond to increases of the annual operational expenditure by M EUR
0.27 (41%) and M EUR 0.72 (65%) respectively compared to BL. On the contrary, case study
C1 (hybrid power plant) reduces the annual operational expenditure by M EUR 0.03 (−4%)
and M EUR 0.02 (−4%) for the large and small vessels respectively compared to BL, which
is attributed to the considerable fuel savings. Figure 5b provides the investment costs for
the four case studies. For the large vessel and cases C1, C2, and C3, the required additional
investment costs (compared to the BL investment) amount of M EUR 0.42 (30%), M EUR
0.78 (45%) and M EUR 1.1 (53%) respectively. For the small vessel, the extra investment costs
(compared to the BL investment) were found M EUR0.23 (30%), M EUR 0.25 (33%), and M
EUR 0.43 (45%) for C1, C2, and C3, respectively. The required investment is greater for the
alternative fuel technologies, attributed to the cost required for the retrofitted solutions,
storage and feeding systems, safety systems and equipment (Figure 5b). Particularly for
methanol use, the higher investment cost is attributed to the considerably higher cost of
methanol fuelled marine engines as also indicated by the respective cost factors listed in
Table 4.

Table 7 provides the marginal CO2 emissions abatement costs (MAC) for case stud-
ies C1, C2, and to C3 (compared to the BL) considering the required investment cost
(MACCAPEX) and operating cost (MACOPEX). Considering the investment cost, lower
MACCAPEX denotes more significant contribution of each monetary unit spent for decar-
bonisation. Hence, for the three case studies, the most significant environmental value for
money is attributed to C2 (LNG use), as the CO2 emissions reduction is higher compared to
other case studies. Regarding the carbon benefit based on the operating costs (MACOPEX),
the negative sign of the C1 case denotes that there exist financial benefits along with the
carbon emissions reduction, attributed to the fuel consumption reduction, rendering C1
financially most attractive than the others. The overall marginal abatement cost for Vessel-1
and Vessel-2 is calculated as 0.49 M EUR/t CO2 and 0.84 M EUR/t CO2 for C1, 6.79 M
EUR/t CO2 and 3.65 M EUR/t CO2 for C2 and 50.08 M EUR/t CO2 and 27.19 M EUR/t
CO2 for C3.
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Figure 5. (a) OPEX, and (b) CAPEX for the four investigated studies and the two considered vessels.
Solid bars denote Vessel-1; Dashed bars denote Vessel-2.

Table 7. Marginal abatement cost.

Cases Vessel 1 Vessel 2

MACCAPEX [M EUR/t CO2]

C1 1.16 × 10−3 1.19 × 10−3

C2 1.08 × 10−3 0.66 × 10−3

C3 4.58 × 10−3 3.39 × 10−3

MACOPEX [M EUR/t CO2]

C1 –0.67 × 10−3 –0.35 × 10−3

C2 5.71 × 10−3 2.99 × 10−3

C3 45.5 × 10−3 23.8 × 10−3

4.3. Technical KPIs

Figure 6a provides the annual fuel consumption, whereas Figure 5b presents the
required fuel volume per voyage (the characteristics of the fuels were listed in Section 3.2)
for the four case studies and the two vessels. It must be noted that the presented results in
Figure 6b do not account for the battery volume as well as the volume of the fuel storage
and feeding systems. Table 8 provides the batteries volume and mass for the case vessels.

Table 8. Mass and volume of batteries considered in case study 2 [13].

Parameter Vessel 1 Vessel 2

Batteries volume [m3] 8000 4300
Batteries Mass [t] 4.6 2.5
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(b) 
(a) 

Figure 6. (a) Annual fuel consumption, and (b) fuel volume for each voyage. Solid bars denote
vessel-1; dashed bars denote vessel-2.

Case study C1 (hybrid system) results in fuel reductions of 12% and 11% for the
large and small vessels, respectively. This is attributed to the achieved fuel savings by
the energy storage system (batteries) use. These reductions correspond to respective
reductions of the fuel volume per voyage (as the ships main engines operate with MGO).
The batteries systems volume is estimated to 8000 m3 and 4300 m3 for large and smaller
vessels, respectively. This volume can be accommodated in the case vessels, whereas the
estimated batteries weight (4.6 t and 2.5 t respectively) is not expected to impact the ship
strength and stability. The industry has accumulated adequate experience to appropriately
address the batteries and hybrid systems safety, as such systems are extensively employed
commercially the last decade.

Case study C2 (LNG use) for both vessels resulted in a similar fuel reduction (11%)
as case study C1, which however is attributed to the higher heating value of the natural
gas compared to the diesel. The required LNG volume per voyage increases by 74%.
Considering the LNG storage and feeding systems, the required shipboard volume is
expected to further increase as reported in [41], However, the derived volume increase is
in alignment with the figures reported in [46] for the LNG fuel use. It was found based
on the case ships general arrangement drawings that the required LNG along with the
associated storage and feeding systems can be accommodated by using tank layouts as
reported in [47], whereas the use of LNG is not expected to cause any potential safety
implications, due to the existing regulatory framework and extensive industry expertise.

Case study C3 (methanol use) resulted in 103% increase of the fuel consumption
compared to BL, which is due to the methanol lower heating value. The required methanol
volume for each voyage increases by 113%, (more than double the MGO volume of case
study BL) for both vessels, which also aligns with the figures reported in [48] for methanol
use. Moreover, methanol use is not expected to cause safety implications, due to the existing
regulatory framework and methanol ships operation since 2016 [41].

4.4. Fleet Decarbonisation

From the preceding discussion, the cases C1 and C2 are chosen for further analysis
due availability of LNG fuel and the required technologies in the considered area as well as
lower storage requirements and cost pertinent to methanol. For the decarbonisation of the
whole fleet, cost-effective measures for emissions reduction must be identified. This section
elaborates on the cost implications for the implementation of the investigated solutions
for the Ro-Pax ferries power plans hybridisation (based on case study C1) and the LNG
use (case study C2) that contributes to the CO2 reduction despite the increased GWP.
These solutions are considered appropriate for the decarbonisation of the ferries fleet in
the short-term. The estimated costs (characterising the required investments) for the two
investigated ferries are provided in Figure 4.
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Based on these values and the gross tonnage of each ferry, the ratio of cost difference
to the GT is calculated and presented in Table 9. The cost difference between the BL case
and the cases C1, C2 are used for the examined vessels. The results for case study C1
(hybrid power plant) are employed to identify the trade-off in the whole GT range of the
considered fleet (from 100 t to 30,000 t). To address the uncertainty due to the limited
number of the investigated ferries (only 2), three trendlines types are considered, namely,
linear, exponential, and power.

Table 9. Cost difference to gross tonnage ratio for the two investigated ships considering the hybrid
power plan (case study C1) and the LNG use (case study C2).

Ro-Pax Ferry C1 C2 C1 C2

Length [m] GT ΔCost [M EUR] ΔCost [M EUR] ΔCost
GT

[
EUR
GT

]
ΔCost

GT

[
EUR
GT

]
Vessel 2 50 2682 0.23 0.35 85.76 130.5
Vessel 1 100 5145 0.42 0.96 81.63 186.5

For the LNG use (case study C2), the pertinent investments cost exhibits greater
uncertainty. Therefore, the average of the calculated values for the two ferries are employed
to subsequently estimate the investment cost for the fleet. The estimated investment costs
for the considered fleet for the hybridisation (C1) and LNG use (C2) are presented in
Table 10. The hybridisation of the Ro-Pax ferries fleet is estimated to M EUR 28.1, whereas
the LNG use in this fleet is more expensive with the pertinent estimated cost amounting at
around M EUR 58.

Table 10. Total investment cost for the hybridisation and the use of LNG fuel for the of Ro-Pax ferries fleet.

C1—Ro-Pax hybrid powerplant

Total IC Linear Power Exponential Average
M EUR 26.5 30.6 27.3 28.1

C2—Ro-Pax LNG fuel use

Total IC Average
M EUR 58.04

To compare the estimated investment costs, the monetisation of the estimated annual
carbon emissions for the considered ferries fleet (amounting to 981,500 GT as reported
previously) was carried out by employing a carbon tax based on the ranges discussed in
the previous sections. The estimated annual tax is reported in Table 11. Considering a
carbon tax of EUR 50 per tonne of CO2, the annual tax amounts to M EUR 49. It is apparent
that the introduction of a carbon tax policy can be used for funding investments for the
decarbonisation of the ferries fleet. However, vigilant, and well-planned strategies are
needed to avoid disruptions in the ferries sector and ensure that the cost will not pass to the
passengers by increasing the fares. To promote decarbonisation initiatives in developing
countries, subsidisation or financial support must be sought by national or international
authorities. It is recommended that the decarbonisation initiatives are combined with
initiatives for the new designs to simultaneously address the safety and cost-effectiveness
perspectives. However, this is recommended for future studies.

Table 11. Monetisation of the annual carbon emissions.

Carbon Tax [EUR/t] Annual Tax Revenues [M EUR]

50 49.08
100 98.15
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5. Discussion

This study aims to investigate near-term strategies for mitigating carbon emissions
within ferry fleets operating in developing countries. It must be noted that the domestic
ferries fleets of these countries subject to national regulations (and not IMOs regulations).
This study findings based on the estimated lifetime (tank to wake) and lifecycle (well to
wake) parameters are summarised as follows.

From a lifetime perspective, hybrid power plants with MGO as fuel, allow for 12% fuel
consumption reduction and hence smaller carbon footprint associated with fuel savings.

For deeper decarbonisation, LNG allows for 11% fuel consumption and 23% tank
to wake CO2 emissions reduction. LNG, despite its advantages as a marine fuel, shows
increased well-to-tank emissions due to methane slip associated with natural gas extrac-
tion. However, it seems to be one the most effective solutions considering the well to
wake emissions.

Methanol exhibits the worse financial performance (considering CAPEX and OPEX)
due to its low energy content (that yields increased fuel consumption), which renders its
feasibility questionable. From a well to tank perspective, use of locally sourced biomass-
based methanol can contribute to the lifecycle CO2 emissions reduction.

Considering the whole fleet, hybrid power plants would lead to significant savings
in fuel costs and a substantial decrease in carbon emissions. However, the reduction in
emissions might not be as significant as other alternatives in a well-to-tank perspective.
The availability of technology and infrastructure for the hybrid system may influence the
feasibility of implementing this solution across the whole fleet.

Contrary, LNG as a fuel for the whole fleet would result in similar fuel consumption
reduction, fuel cost savings and reduced emissions combined with established technol-
ogy and infrastructure, making it a practical choice for fleet-wide adoption especially if
advancements in technology continue to mitigate methane slip issues. Fleet-wide adoption
of fossil–based methanol would not be financially or environmentally effective, as the
increased fuel consumption results to only 7% well to wake CO2 emissions reduction.

Potential introduction of emission taxation schemes from developing countries is
expected to be a key driver towards the adoption of alternative propulsion technologies
and fuels. However, associated challenges and measures for not transferring this cost to
the end users must be thoroughly investigated in future studies.

This study offers invaluable insights to ferry operators and policymakers of develop-
ing counties, to curtail carbon emissions within their fleets. The adoption of short-term
measures can facilitate the transition towards decarbonised shipping operations. However,
achieving ambitious emissions targets may necessitate the use of synergies and several
measures combinations. Furthermore, this study assesses the impact from several measures,
contributing towards the enhancement of shipping sustainability.

6. Conclusions

This study examined different short- to medium-term solutions for the Ro-Pax ferry
fleet decarbonisation in developing countries. The solutions of power plant hybridisation,
LNG fuel use and methanol use were considered for two representative vessels (large and
small). A lifetime economic-environmental analysis was carried out to estimate techni-
cal, environmental, and economic key performance indicators. The derived results were
subsequently employed to comparatively assess these three solutions, whereas the finan-
cial impact on the whole fleet was discussed. The study main findings are summarised
as follows.

• Hybridised power plants align with a short- to medium-term cost-effective strategy
for reducing emissions in ferry operations, as they can yield approximately 11% fuel
consumption reduction, leading to proportional emissions reductions.

• The required storage volume for LNG and methanol is expected to increase by 74%
and 113% respectively compared to the baseline diesel fuel.
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• The hybrid power system is the most cost-effective way to curtail CO2 emissions,
however achieved decarbonisation does not meet the 2030 targets.

• LNG power plants can achieve a 22% reduction in CO2 emissions, although their GWP
increases by 8%. Combining LNG use and hybrid power plants can meet the 2030
emission targets.

• The required investments for decarbonising, using LNG, larger and smaller vessels
amount to approximately M EUR 0.78 and M EUR 0.25, respectively.

• The use of methanol results in reductions in both CO2 emissions and GWP, but
requires substantial investments due to the considerably higher cost of methanol-
fuelled marine engines, amounting to M EUR 1.1 and M EUR 0.42 for large and small
vessels, respectively.

• From a well to wake perspective the cases C1 and C2 exhibit 11% and 10% lower
CO2 emissions respectively pertinent to BL, whereas C3 exhibits reduction of 7% for
fossil-based and 9% for biomass-based production that the BL.

• Considering the RoPax ferries fleet, the total investments required for hybrid propul-
sion and LNG fuel amount to M EUR 28 and M EUR 58, respectively.

• The introduction of a carbon tax in the range of 50–100 EUR/t CO2 could be explored
as a policy measure to incentivise decarbonisation in this sector. However, financial
support for implementing such investments is required to prevent additional costs
for end-users.

The limitations of this study are associated with the data uncertainties pertinent to
the emission factors and scarcity of data for methanol fuelled marine engines. Given the
significance of CO2 emissions and their impact on the environment, it is crucial to evaluate
the overall environmental footprint associated with the use of different fuels. Future studies
may employ updated emission factors considering significant developments in marine
engine technologies and zero-carbon fuels operations along with the lifecycle assessments.

Author Contributions: Conceptualization, G.T.; methodology, G.T., P.K. and G.P.; software, P.K.;
validation, G.T.; formal analysis, P.K.; investigation, G.T., P.K. and G.P.; resources, G.T.; data curation,
P.K.; writing—original draft preparation, G.T., P.K. and G.P.; writing—review and editing, G.T., P.K.
and G.P.; visualization, P.K.; supervision, G.T.; project administration, G.T. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: No available data.

Acknowledgments: The authors also greatly acknowledge the funding from DNV AS and RCCL for
the Maritime Safety Research Centre establishment and operation. The opinions expressed herein are
those of the authors and should not be construed to reflect the views of Innovate UK, DNV AS, RCCL.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

AC Annual Cost (EUR)
CAPEX Capital Expenditure (EUR)
Ci Cost factor (EUR /kW)
DWT Dead Weight Tonnage (mt)
FC Fuel Consumption (t)
GT Gross Tonnage (−)
GWP Global Warming Potential (t CO2-eq)
MAC Marginal Abatement Cost (EUR/t CO2)
OPEX Operational Expenditure (EUR)
P Engine Power Output (kW)
Vf Volume of Fuel (t)
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Abbreviation

AT After Treatment
GHG Greenhouse Gas
IMO International Maritime Organisation
KPI Key Performance Indicator
LNG Liquified Natural Gas
LTEEM Lifetime Economic Environmental Model
MGO Marine Gas Oil

Appendix A

Table A1 lists the characteristics of several fuels including well—to—Tank Emissions
factors, shipboard storage conditions, cost factors, and technical maturity. Table A2 provides
cost factors associated with the transportation of methanol and LNG.

Table A1. Characteristics of different alternative fuels for the shipping sector [26].

Fuel
Well—to—Tank Emissions Factors Shipboard Storage

Conditions

Cost Factor
(EUR/MJ)

Technical
MaturityCO2 (g/MJ) N2O (g/MJ) CO2.eq (g/MJ) NOx (g/MJ)

Brown NH3 64.8 4.5 × 10−4 64.9 4.4 × 10−2 T: 240–290 K
P: 8–10 bar

State: liquid

1.8 × 10−2 Low

Green NH3 18.5 4.5 × 10−4 18.6 4.4 × 10−2 2.7 × 10−2 Low

Brown H2 (liquid) 77.9 2.5 × 10−4–
2.5 × 10−3 77.9–78.4 3.4 × 10−2 T: 20 K

P: 12.7 bar
State: Cryogenic liquid

1.7 × 10−2 Low

Green H2 (liquid) 7.9 4.1 × 10−4 7.98 3 × 10−2 4.3 × 10−2 Low

CH3OH—NG
based 20 2.9 × 10−4 20 4.6 × 10−2 T: 293 K

P: 1 bar
State: liquid

2 × 10−2 Medium

CH3OH—biomass
based 17 2.2 × 10−4 17 5.6 × 10−2 0.8 × 10−2 Medium

LNG—Fossil based 26 1.6 × 10−4 26 6 × 10−2
T: 134 K

P: up to 7 bar
State: Cryogenic liquid

2.9 × 10−2 High

MGO 19.6 5.4 × 10−4 19.7 23 × 10−2
T: 293 K
P: 1 bar

State: liquid
1.9 × 10−2 High

Table A2. Cost factors for transportation of methanol and LNG.

Fuel Cost Factor Transportation Method

Methanol
1.8 EUR /MWh Ship

0.16 EUR/t-mile 1 Truck
0.071 EUR/t-mile 1 Rail

LNG 0.74–1.29 EUR/GJ Ship
1 Data retrieved by de Fournas et al. [49].
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Abstract: The increased use of fossil fuels in transportation is considered a major cause of environ-
mental pollution and climate change on a global scale. In international shipping, regulations and
strict measures have been introduced by the International Maritime Organization to achieve the
goal of a 40% reduction in greenhouse gas (GHG) emissions by 2030, with the envisage to reach
net-zero GHG emissions close to 2050. Renewable energy sources, such as solar photovoltaic (PV)
systems, can be implemented on new-build or existing marine vessels as an effective alternative
source for auxiliary power generation, reducing the dependency on fossil fuels and contributing to
decarbonization. In the present paper, a sustainable retrofit design using PV panels on an existing
Ro-Ro vessel is analyzed for its feasibility. The proposed system is used for energy production
during ship cargo operations and takes advantage of the large space area on the upper deck and
its continuous exposure to sunlight during its voyage. To investigate the effectiveness of the PV
system as an alternative to fossil fuel consumption, an environmental and economic evaluation is
performed. According to the results obtained, the solar PV system can provide approximately 88% of
the required energy annually for lighting during ship cargo operations, with the corresponding fuel
savings and emission reductions, making the investment economically feasible, with a high potential
to contribute to environmental sustainability.

Keywords: solar energy; photovoltaic system; fuel savings; ship emissions; environmental sustainability;
energy efficiency; techno-economic evaluation; marine transportation

1. Introduction

Electricity produced from solar irradiation is considered a clean and non-polluting
form of energy; it has a minimal environmental impact, and it is a sustainable alternative
capable of contributing to the reduction in Greenhouse Gas (GHG) emissions in the atmo-
sphere and the prevention of environmental pollution [1]. In accordance with the recent
advances in the field of PV production and the development of efficient energy-storage
devices [2], the installation of PV systems emerges as an attractive choice for electrical
energy production. It is expected that solar PV technology will have a significant role in
the modern world, contributing to a smart and sustainable economy. The construction and
operation of PV systems serve the targets and goals for Sustainable Development set by the
UN in 2015 [3] well, and are closely related to the strategy of using plastics, metals, and
ceramics in a circular economy, enabling the reuse, repair, and recycling of these materials.
Additionally, most commercial solar PV panels have an efficiency of 15–20% while the cost
of PV panels is between USD 2.60 and 3.20/W [4], making solar energy an attractive option.
In general, global primary energy consumption at the end of the 20th century increased by
10 times compared to the beginning of the 20th century [5], while the use of fossil fuels in
primary energy increased by 16 times [6]. This clearly points out the necessity of energy
transition from fossil-based energy systems to renewable energy sources, such as solar
energy. It has been estimated [7] that by 2030, PV systems will contribute to 12–14% to the
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total electric energy production in the EU energy system, resulting in a notable reduction
in GHG emissions.

Maritime transportation has a significant impact on environmental pollution and
global warming. The burning of fossil fuels, such as coal, oil, and natural gas, for energy
production results in the emission of air pollutants that are responsible for climate change,
which could have a long-term effect on biodiversity as well as on human socioeconomic
development. Carbon dioxide (CO2) has been proven to be a major contributor to global
warming and unless climate and energy policies are implemented, the average global
temperature is projected to be 4.1–4.8 ◦C higher by the end of the century [8]. In addi-
tion, nitrogen oxides can enhance the greenhouse effect and are considered a possible
cause of ozone depletion, while sulfur dioxide contributes to acid rain, which can harm
sensitive ecosystems. The need to minimize the use of fossil fuels and at the same time
to implement a greener and sustainable marine transportation led the shipping commu-
nity to consider renewable energy sources, such as solar energy, offshore wind energy,
hydropower, and biomass, which are environmentally friendly and abundant in the natural
environment [4,9,10]. According to the Fourth IMO GHG Study 2020 [11], ship emissions
are projected to increase from about 90% in 2018 to 90–130% by 2050 (compared to levels
in 2008) for a range of plausible long-term economic and energy scenarios. In this regard,
the IMO has adopted mandatory measures to reduce GHG emissions from international
shipping through amendments to MARPOL Annex VI Regulations. Existing regulations
limit the sulfur oxide (SOx), nitrogen oxide (NOx) and particulate matter (PM) emissions
for ships that operate in global waters and Emission Control Areas (ECAs), while new sea
territories such as the Mediterranean Sea will be established as an ECA in the forthcoming
years. Furthermore, the 2023 IMO GHG Strategy [12] envisages a cutting in carbon intensity
(reducing CO2 emissions per transport work), as an average across international shipping,
by at least 40% by 2030 compared to 2008, aiming to reach net-zero GHG emissions by or
around 2050. A new ambition was also included in the 2023 IMO GHG Strategy, relating to
the uptake of zero or near-zero GHG emission technologies, fuels and/or energy sources
that are to represent at least 5%, but striving for 10%, of the energy used by international
shipping by 2030. In this context, from 1 January 2023 it is mandatory for ships to calculate
their attained Energy Efficiency Existing Ship Index (EEXI) and to report their annual
operational Carbon Intensity Indicator (CII).

Although the design of solar energy systems and their utilization on ships have been
studied extensively in the last decade [13–17], few studies consider the techno-economic
evaluation of the solar system and its influence on the ship’s energy efficiency and sustain-
ability. Only recently, researchers and scholars have focused on the application of solar PV
systems on ships, investigating the system feasibility from the aspect of investment and the
possibility of achieving a reduction in a ship’s emissions. As the system feasibility is de-
pendent on the vessel type, its operational profile and navigation routes, most researchers
have implemented their techno-economic and environmental evaluations through case
studies on a chosen ship type. Salem and Seddiek [18] have examined the effectiveness and
challenges of a grid-connected PV solar system utilized for power supply for emergency
lighting and navigational equipment, on a research vessel that operates in the Red Sea
region. Both the economic and environmental benefits of the proposed PV system have
been evaluated, and analytical calculations of the solar array cost and power grid cost
based on the system specifications have been performed. Qiu et al. [19] performed a techno-
economic evaluation of a PV grid-connected power system on a Pure Car Truck Carrier by
proposing a mathematical model for predicting solar radiation along six main navigation
routes, and investigated the techno-economic efficiency and environmental performance
using single- and multi-criteria evaluation methods. The effectiveness of the application
of a solar panel system for obtaining propulsion power on a short-route ferry operating
in the Marmara Sea has been examined by means of a life cycle assessment [20]. In this
paper, the life cycle environmental impact and the costs and benefits of the system were
evaluated through a sensitivity analysis of important and uncertain parameters. Karatuğ
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and Durmuşoğlu [21] designed a grid-connected solar PV system for a Ro-Ro-type ship
navigating between Turkey and Italy and performed its evaluation in terms of fuel con-
sumption, emission reduction and economic profitability. An extensive review on research
work concerning stand-alone and hybrid solar energy systems on marine vessels has also
been included in their paper. Tercan et al. [22], conducted a technical analysis of an off-grid
rooftop PV system for a small tourist boat and investigated the reduction in CO2 emissions.
In addition, a fully electric solar boat, as well as an on-grid PV plant to meet the energy
demands for an entire tourist boat fleet, have been analyzed.

In addition to the previous work, some research studies have focused on the energy
performance and environmental feasibility of solar hybrid systems using PV panels, diesel
engines, fuel cells, and battery storage units. Ling-Chin and Roskilly performed a life
cycle assessment study to estimate energy and material consumption, emissions, and the
environmental impact of a new-build hybrid system [23], and a retrofit power plant [24],
for a Ro-Ro cargo ship, incorporating selected emerging technologies such as lithium-ion
batteries, PV systems, and cold ironing. Yuan et al. [25] designed a large-scale solar/diesel
hybrid system, with a grid-connected and stand-alone control and battery energy storage
unit, for a Pure Car Truck Carrier. In that paper, the energy savings and CO2 emission
reduction were verified through the analysis of the actual ship’s experimental data under
different PV penetration levels during arrival/departure and normal sailing. A hybrid solar
PV/PEM fuel cell/diesel generator power system was simulated in [26], to provide the
electric power needed for a cruise ship operating in the Baltic Sea. The fraction of renewable
energy was estimated to 13.83%, corresponding to a reduction of 9.84% on GHGs and PM
emissions. Yuan et al. [27] explored a stand-alone PV energy system installed onboard an
inland river Pure Car Carrier as an auxiliary power source. The GHG emissions and fuel
consumption of the case vessel were evaluated using EEDI analysis, while the required data
were collected by actual navigation trials. A hybrid solar/wind energy/fuel cell system for
an oil tanker [28] was designed and evaluated through an economic and environmental
analysis, and the reduced EEDI was calculated. An excessive review on solar, wind and
fuel cell energy applications was also included.

The purpose of the present article is to investigate the feasibility and sustainability
of implementing a stand-alone solar PV system in a Ro-Ro cargo vessel to supply part
of the energy required during the cargo operations (loading/unloading) by performing
techno-economic and environmental analysis. The selection of the case study ship was
based on its energy load requirements, the deck space available for PV panel installation,
and the shipping routes in areas of high solar potential. The Ro-Ro cargo vessel navigates
in the broad area of the Mediterranean Sea, Black Sea and on the western shores of Spain
and Portugal, and has sufficient deck space for PV panel installation exposed to direct
sunlight. The environmental benefits of the proposed PV system are demonstrated through
the estimation of CO2, SOx, NOx and PM emissions, considering the energy provided
by the PV system, the emission factors and the fuel savings. To evaluate the economic
viability of the investment, important indicators as the Net Present Value, the Internal
Return Rate and the payback period are calculated considering the capital cost of the
PV system, the operation and maintenance cost and the direct economic benefits from
the fuel savings. Although the implementation of PV systems in cargo vessels has been
examined in related studies, nevertheless, to the knowledge of the authors, a techno-
economic analysis that clearly presents the long-term fuel price assumptions has not been
addressed in similar previously published studies. Therefore, this study investigates the
economic viability of the PV system using true current fuel prices and representative fuel-
price forecast assumptions, and validates the accuracy of the methodology performing a
sensitivity analysis with respect to fuel oil price-increase scenarios. The rest of the paper is
organized as follows. Firstly, the methodology used for the PV system modeling and the
environmental and economic analysis is carried out. Subsequently, a case study referring
to the design of the stand-alone PV system on the Ro-Ro vessel is described. Finally, the
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results of the fuel savings as well as the economic and environmental benefits are evaluated,
and the conclusions are presented.

2. Methodology

The methodology used in this study includes three stages: preparation, design, and
evaluation. Firstly, to select the type and size of the case vessel for the implementation of the
PV system, important information was collected, including ship specifications, deck plans,
the operational profile, navigation routes, specific fuel oil consumption, and the required
energy for lighting in different operation modes. The sufficient area for the location of
the PV panels was determined and a market survey was conducted for the selection of
the appropriate PV panels in terms of performance, efficiency, and peak power. Also,
the direct normal solar irradiation in the navigation area under study was obtained from
global solar radiation databases. Then, the methodology for PV system design was applied,
aiming to attain the higher possible PV system capacity to cover the required energy. The
maximum energy produced by the PV system and the corresponding fuel savings were
calculated. Finally, ship emission reductions and economic indicators were estimated by
performing environmental and economic analysis, and sensitivity analysis was used to
evaluate the results.

2.1. PV System Modeling

The performance of PV devices is determined by two key parameters [2], namely,
the Capacity Factor (CF), which is defined as the annual actual AC electric energy output
(in kWh/year) divided by the annual generated DC output peak power rating (in kWp)
multiplied by 8760 h/year, according to Equation (1), and the Performance Ratio (PR) also
called the Quality factor (Q), which is defined according to Equation (2).

CF =
Actual_annual_ACoutput

DC peak power rating·8760
(1)

PR =
CF

DCpower(peak)·8760·Irr(avg)·10−3 (2)

where DCpower(peak) is the generated output peak power (in kWp) and Irr(avg) is the
average solar irradiation (in W/m2) in the location.

In general, PV panels are compensated by their high reliability, very low impact to the
environment and low maintenance needs. Moreover, their construction is characterized by
a low demand for material utilization and a simple manufacturing process. The selection
of PV panels to be installed on a ship is based on the energy requirements and the available
space, taking into consideration their performance, power rating, and size. It is crucial
that the panels are resistant to the marine environment, which is characterized by harsh
conditions concerning humidity, salinity, and strong winds. The design of the selected PV
system should take into account the construction material of the frame, and the capability
of connecting it to a battery, as well as the ease of wiring. However, there are two main
problems that need to be addressed: the reverse current flow from the battery to the PV
panels, and faulty or partially shaded PV panels. To prevent the back discharge of the
battery when the solar panel is in a lower potential, a blocking diode is connected in series
to the PV panel or PV string, while to provide an alternative path for current flow in case of
a faulty or partially shaded panel, it is recommended to connect a bypass diode in parallel
to the PV panel. Performance also depends on degradation, shading, overheating, the
presence of impurities on the PV surface and losses in blocking diodes.
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A key criterion for selecting a PV panel is the peak power, which represents the
maximum electric power produced by the panel under standard control conditions (STC).
The efficiency of the PV panel is calculated using Equation (3):

n =
Pm

PH · S
(3)

where Pm is the maximum power of the PV panel (in kW), PH is the power density of the
incident radiation (in kW/m2) and S is the surface of the incident radiation (in m2).

The maximum energy produced by the PV system is estimated by Equation (4) [29]:

Emax_PVsystem = Bn·APV ·nSTC·AF·SF·DF·Tcoe f ·N (4)

where Bn is the direct normal solar irradiation (in KWh/m2), APV is the PV panel surface
area (in m2), nSTC is the efficiency factor of the PV panel in standard temperature conditions
(STC), AF is the degradation factor, SF is the shading factor, DF is the factor of energy loss
on blocking diodes, Tcoe f is the temperature coefficient and N is the number of PV panels.
The temperature coefficient is calculated according to Equation (5):

Tcoe f = 1 − [(tavg + 30
)− 25

]·0.004 (5)

where tavg is the average temperature in the location.
To cover the energy requirements and to maximize the system’s power output, the

PV panels are connected in series (forming a PV string) to increase the output voltage
or/and in parallel to increase the output current. The power output of each PV sub-array is
determined by the total number of the PV panels and the connection scheme [30].

Hybrid PV systems are environmentally friendly devices and have the capability to
generate power using two sources; for instance, they can combine solar or wind energy with
the power produced from a generator. This results in a reliable function and a continuous
stable power supply [31]. The main purpose of any hybrid PV system installed on a ship
is to secure the grid with the supply of constant power. Often, this is hard to achieve due
to the prevailing conditions and the capacity limit of the batteries. When the amount of
power produced from the PV system is not sufficient, the additional required power is
retrieved from the ship’s generators. The design must, therefore, include, in addition to
the PV panels, a DC-to-AC Inverter, as well as batteries for storage of the excess energy
(Figure 1). Solar charge controllers, the main role of which is to charge the batteries and to
provide the maximum amount of the required electric power, are also incorporated in the
designed installation.

The batteries store much of the energy and can supply the required electric charge
to the system whenever there is a drop in the production of electric power from the PV
system. The main parameter for choosing the appropriate battery is its autonomy, as well
as its main characteristics determined by the nominal voltage and capacity. The autonomy
of a battery determines the time period of sustaining the system’s energy without the need
of recharging, while the nominal voltage determines the type of the system’s configuration.
The capacity of a battery (in Ah) is calculated according to Equation (6):

C = I·nh (6)

where I is the electric current and nh is the battery charging time (in hours). The maximum
electrical energy stored by a battery (in kWh) is calculated by Equation (7):

EB = C·VB (7)

where C is the battery capacity (in Ah) and VB denotes the nominal voltage.

144



Energies 2023, 16, 6523

Figure 1. Schematic diagram of a stand-alone solar PV system installed onboard a ship.

The batteries can be connected either in series or in parallel depending on the required
power output. The nominal capacity of the system depends on the number of sequential
charging and discharging processes of the batteries. The efficiency of a battery is calculated
by Equation (8):

nb =
Edch
Ech

(8)

where Edch is the provided energy during discharging and Ech is the supplied energy
during charging.

2.2. Environmental Analysis

Emission gases such as CO2, SOx, NOx, and PM are released through the combustion
of the fuels used during the ship operation. These emission gases can be reduced, respec-
tively, to the power generated from the PV system and the fuel savings. A key element for
calculating the quantity of emission gases is the emission factors (EFs), which can depend
on the fuel type, the content of the emission gas in the fuel, the specific fuel oil consumption,
and engine characteristics, such as the engine speed and engine production year [32].

The CO2 fuel-based emission factor (in g/kWh) is calculated as the following [33]:

EFCO2 = conversion f actor·SFOC (9)

where SFOC is the specific fuel oil consumption (in g/kWh) and the conversion factor
denotes the CO2 content in the fuel type used (in g CO2 per g of fuel).

SOx and PM fuel-based emission factors (in g/kWh) are calculated according to the
following equations (Equations (10)–(12)), based on the sulfur content of the fuel used [33]:

EFSOx = SFOC·2·0.97753· f uel sul f ur f raction (10)

EFPM,HFO = 1.35 + SFOC·7·0.02247·( f uel sul f ur f raction − 0.0246) (11)

EFPM,MGO = 0.23 + SFOC·7·0.02247·( f uel sul f ur f raction − 0.0024) (12)

The NOx emission limit (in g/kWh) is calculated based on the Tier standards according
to MARPOL Annex VI Regulations. The different Tiers are based on the ship construction
date, and each Tier limits NOx emissions to a specific value that is determined considering
the engine’s rated speed.
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2.3. Economic Analysis

To assess the financial viability of the PV system investment, the Net Present Value
(NPV), the Internal Rate of Return (IRR) and the Payback period were estimated. The NPV
is the difference between the present value of cash inflows and the present value of cash
outflows for a certain period and is used in investment planning to analyze the potential
profit or loss of the planned investment. The Net Present Value can be estimated using
Equation (13):

NPV =
T

∑
t=1

(
Rt

(1 + i)t − C0

)
(13)

where C0 is the initial capital cost, Rt is the total cash flow during the period t, i is the
discount rate, and T is the number of time periods.

The discount rate is the rate of return that the investor expects to receive from the
particular investment and the cash flows of the specific period. In this study, its value
was set considering the respective accepted values in related studies in the literature. The
term Rt includes the operation and maintenance cost of the investment as well as the direct
economic benefits, and is discounted back to the present value. In this study, the operation
and maintenance cost was estimated as a fixed price for the first year of the investment,
while an annual increase was considered due to the time value of the currency and the
aging of the system. The direct economic benefits, which correspond to the fuel savings
that are attained due to the PV system operation, were estimated as a fixed price for the
first year according to current fuel prices, while an annual increase was considered for the
long-term analysis, combining published oil price forecast assumptions.

The Internal Rate of Return indicates the annual rate of growth that an investment is
expected to generate and is used to assess the profitability of the potential investment. In
general, when comparing investments, the one with the highest IRR is considered the more
desirable. IRR is a discount rate that makes the Net Present Value of all cash flows equal to
zero and can be estimated by Equation (14):

0 = NPV =
T

∑
t=0

Ct

(1 + IRR)t (14)

where Ct is the net cash flow during the period t, and T is the number of time periods.
The Payback period is the period in which the NPV of the investment equals zero and

is calculated by dividing the amount of the investment by the annual cash flow. A short
payback period indicates a financially viable investment as the cost of the initial investment
will be quickly recovered. A long payback period is usually not desirable, as the investment
could be risky due to the uncertainties in the long-term predictions.

To assess the accuracy of the proposed methodology and the reliability of the calcu-
lation results, a sensitivity analysis was performed. In sensitivity analysis, the values of
critical parameters that are most likely to change and affect the system assumptions are
modified, and the effect of the values’ variation to the results is presented. As the economic
evaluation includes long-term assumptions for the cost parameters, sensitivity analysis is
also a means to understand how these assumptions affect the derived results.

3. Case Study

3.1. Vessel Information

To investigate the performance and feasibility of the solar PV system, a Roll-on/Roll-
off cargo vessel of 170 m length overall, 28.02 m breadth, gross tonnage 36,902 t and carrying
capacity 11,010 t DWT was selected as a case study. The vessel has a large space area on the
upper deck continuously exposed to sunlight during its voyage, suitable for the installation
of solar panels. The ship serves at five routes within the Mediterranean Sea between ports
in Spain, France, Italy, the straits of Gibraltar, and the Marmara Sea (Gemlik), two routes
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on the western shores of Spain and Portugal, and one route from Gemlik to Constanta
(Black Sea). It consumes heavy fuel oil (HFO) and marine gas oil (MGO) in a 60–40 ratio
and is equipped with scrubbers that limit the SOx emissions of HFO to the allowed levels
according to MARPOL Annex VI Regulations.

The ship operates at sea, at port (in/out), at cargo operations (loading/unloading)
and at harbor, with different energy requirements at each operating mode. It is equipped
with one main engine of 11,010 kW, one shaft generator of 1800 kW that runs at sea mode,
two main generators of 1100 kW each that run at other modes, and an emergency generator
of 150 kW. In the present case study, the PV system was designed to provide energy
for the lighting loads during cargo operations. Lighting loads include machinery space
lighting, accommodation lighting, deck lighting, and cargo hold lighting. According to the
operational profile of the ship, a cargo operation (loading/unloading) has a duration of 5 h
and lighting consumption is equal to 167 kWh. Considering a percentage of simultaneous
electrical loads equal to 90%, the required energy for lighting during a cargo operation is
equal to 751.5 kWh.

3.2. Solar PV Potential

Solar radiation can be exploited through the application of solar PV systems onboard
ships in off-grid or grid-connected operation modes, that utilize deck spaces of high sun
exposure and provide a ship with continuous power supply. Especially for ships that
operate in shipping routes of high solar potential, solar energy can comprise a greener and
more environmentally responsible means for transport, promoting sustainable shipping.

As the Ro-Ro vessel sailing schedule is dependent on the market demand, the sequence
and the number of navigation routes is not predetermined for each month. To approximate
the solar PV potential for the case study, a specific area was selected that contains represen-
tative solar radiation characteristics of the ports where the cargo operations take place, and
the PV system was utilized. This area was characterized by the average of solar potentials
between the port of Constanta (lower solar potential) and the port of Tanger Med in Straits
of Gibraltar (higher solar potential) and included the majority of the ports along the ship’s
sailing schedule as well as the ports of departure and arrival.

The direct normal solar irradiation for average hour intervals in the area under study
is presented in Figure 2, utilizing data obtained from the Global Solar Atlas 2.0 web-
based application [34]. Figure 3 presents the in-plane irradiation for the zero tilt angle
of the installed PV panels per month, utilizing data from the Photovoltaic Geographical
Information System web-based application [35].

Figure 2. Direct normal irradiation for average hour profiles [34].
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Figure 3. In-plane irradiation for zero tilt angle of the installed PV panels [35].

3.3. Stand-Alone PV System Design

Considering the available space on the decks and to ensure the maximum energy
output of the solar system, 450 PV panels of a monocrystalline type, with panel dimensions
of 2172 × 1303 × 35 mm and a PV peak power of 605 W, were installed. The panels were
connected in 90 strings of five modules each, and mounted in zero tilt angle to avoid
shading, with appropriate margins and corridors between the frames. Figure 4 presents the
general arrangement of the Ro-Ro vessel and the location of the PV panels on the weather
deck (space 1 and 2), the top of bridge deck (space 3) and the upper deck (space 4). Figure 5
demonstrates the stand-alone PV system diagram consisting of 450 PV panels, 45 charge
controllers, 1080 solar batteries and 23 DC-AC inverters.

Figure 4. General Arrangement of the Ro-Ro vessel and location of the PV panels.
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Figure 5. Stand-alone PV system diagram of the Ro-Ro cargo vessel.

To achieve the maximum input power to the batteries by adjusting the voltage and
current values of the PV strings, solar charge controllers were installed. Each controller
served two strings of five PV panels connected in parallel, resulting in 45 charge controllers
of 250 V/100 A in total.

Solar batteries stored the excess energy produced by the PV system and provided
stable energy distribution and the avoidance of fluctuations, which could affect and damage
the PV system. The total required capacity was calculated to be equal to 40,931 Ah [23,30].
For the PV system, 2-volt batteries of 994 Ah capacity each were connected in a series of
24 to provide the necessary voltage of 48 V. Each array of batteries corresponded to the
capacity of 10 PV panels and were connected after the charge controller.

To convert the maximum DC power generated by the PV panels, 23 DC-AC inverters
of a continuous output power of 10,000 W (at 25 ◦C) and peak power of 20,000 W each
were installed after the batteries. In particular, the 44 battery arrays were connected to
22 inverters and the 45th was connected to the remaining one. When the solar batteries
reached the lowest level (cut-off voltage) which was set as equal to 15%, the two main
generators were connected to the inverter inputs (Figure 1), to continue the uninterrupted
supply for the loads.

Table 1 presents the maximum energy produced by the PV system according to
Equation (4), considering the average temperature in the area under study, the direct
normal irradiation for the zero tilt angle, and the technical characteristics of the PV panels
(nSTC was equal to 21.4% and the factors AF, SF and DF were equal to 0.98, 0.90 and 0.99,
respectively) [36].
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Table 1. Maximum energy produced by the PV system based on case parameters.

Month Days
Average

Temperature (◦C)
Temperature Coefficient

Tcoef
Direct Normal

Irradiation (kWh/m2)
Maximum Energy Produced

by PV System (kWh)

January 31 7.9 0.948 68.12 14,753.29
February 28 8.5 0.946 86.41 18,667.14

March 31 10.9 0.936 135.01 28,870.22
April 30 13.5 0.926 163 34,468.41
May 31 17.0 0.912 204.02 42,490.35
June 30 21.3 0.895 220.45 45,046.27
July 31 23.8 0.885 224.76 45,413.70

August 31 23.9 0.884 193.95 39,170.69
September 30 20.9 0.896 143.68 29,411.75

October 31 17.4 0.910 103.36 21,488.57
November 30 12.1 0.932 70.6 15,019.55
December 31 8.6 0.946 60.78 13,124.74

3.4. Limitations of the PV System

The installation of PV panels onboard a ship at deck areas that are greatly exposed
to sunlight with no obstructions can provide a ship with the maximum energy produced
by the PV system, especially when it operates in regions of high solar potential. However,
there are some potential limitations that can affect the PV system performance and the
coverage of energy loads. Firstly, most ships usually have a limited space for the installation
of PV panels, to meet the energy demands. Also, environmental conditions such as ambient
temperature, the sun’s irradiation, humidity, and strong winds, impact the efficiency of the
photovoltaic system regarding the conversion of solar energy into electricity. In addition,
harsh weather conditions onboard the ship, such as dust, dirt and saltwater, can also affect
the efficiency and lifespan of the PV panels, especially if the maintenance of the PV panels
is insufficient [37,38]. However, according to trials on the 2400-passenger ferry Blue Star
Delos [39], using a thin panel PV technology designed to withstand exposure to dirt and
salt, their impact on the performance and the power output of the solar panels was minimal.

4. Results and Discussion

4.1. Fuel Savings

The proposed PV system was used to provide electrical energy for the lighting during
the cargo operations (loading/unloading). As the sequence and the number of the vessel’s
navigation routes was not predetermined, the exact number of cargo operations could not
be specified. The shortest and longest duration of the ship journey between two ports
were 5.5 h and 4.5 days, respectively. For the calculation of the required energy, the most-
demanding scenario with one cargo operation per day was assumed, which resulted in a
daily required energy equal to 751.5 kWh. Figure 6 presents the required energy for lighting
per month, which was calculated by multiplying the daily required energy by the number
of days, and the maximum energy produced by the PV system per month. It was observed
that from March to September the PV system provided the full quantity of the required
energy, and the excess energy could serve other electrical needs, such as the lighting loads
during at the harbor operating mode, that are also supplied by the main generators. During
the remaining five months, when the system partially provided the required energy, the
main generators were used for full energy coverage.

To calculate the fuel savings (FS) per month (in tons) for the operation under study,
the following equation was used:

FSi = EPV,i·SFOCi·10−6 (15)

where EPV is the energy provided by the PV system (in kWh), SFOC is the specific fuel oil
consumption (in g/kWh) obtained from the engine logbook for each month considering
mixed fuel of 60% HFO and 40% MGO, and i indicates the month.
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Figure 6. Required energy for lighting and maximum energy produced by the PV system.

Table 2 summarizes the calculations for FS, including the number of days per month
that the required fuel quantity for lighting was provided by the PV system, fully or partially.
According to the calculations, 38.06 t of HFO and 25.37 t of MGO could be saved by the PV
system annually; that stands for 88% of the amount of fuel that was consumed for lighting
during cargo operations.

Table 2. Fuel savings (in tons) based on case parameters.

Month
SFOC

(g/kWh)

Energy
Required

(kWh)

Fuel
Required

(tons)

Maximum Energy
Produced by PV
System (kWh)

Energy
Provided by PV
System (kWh)

Number of
Days

Fuel Savings
(tons)

January 300 23,296.50 6.99 14,753.29 14,753.29 19.6 4.43
February 317 21,042.00 6.67 18,667.14 18,667.14 24.8 5.92

March 268 23,296.50 6.24 28,870.22 23,296.50 31 6.24
April 289 22,545.00 6.52 34,468.41 22,545.00 30 6.52
May 254 23,296.50 5.92 42,490.35 23,296.50 31 5.92
June 259 22,545.00 5.84 45,046.27 22,545.00 30 5.84
July 241 23,296.50 5.61 45,413.70 23,296.50 31 5.61

August 214 23,296.50 4.99 39,170.69 23,296.50 31 4.99
September 217 22,545.00 4.89 29,411.75 22,545.00 30 4.89

October 244 23,296.50 5.68 21,488.57 21,488.57 28.5 5.24
November 272 22,545.00 6.13 15,019.55 15,019.55 19.9 4.09
December 286 23,296.50 6.66 13,124.74 13,124.74 17.4 3.75

Sum 274,297.50 72.15 347,924.68 243,874.30 63.43

4.2. Environmental Indicators

To evaluate the environmental performance of the solar system as an alternative to
fossil fuel consumption, the reduction in the emissions released to the atmosphere during
ship cargo operations was estimated. The quantity of the emissions (in kg) was calculated
separately for CO2, SOx and PM according to Equation (16):

Qemission =
12

∑
i=1

(EFemission,MGO·0.40 + EFemission,HFO·0.60)EPV,i·10−3 (16)
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where EPV is the energy provided by the PV system (in kWh) which also represents the
energy saved by the main generators, EFemission, f uel denotes the fuel-based emission factors
(in g/kWh), and i indicates the month.

The CO2 fuel-based EFs were estimated according to Equation (9) considering a
conversion factor of 3.206 for MGO and 3.114 for HFO [33].

SOx and PM fuel-based EFs were calculated in accordance with Equations (10)–(12)
considering a fuel sulfur content of 0.1% for MGO and 0.5% for HFO. Actually, the Ro-Ro
vessel under the study consumed MGO with a fuel sulfur content of 0.1% and HFO with a
high sulfur content of 3.5%. However, the ship is equipped with a scrubber system and the
quantity of sulfur that is emitted from the exhausts was reduced to 0.5%, which is also the
fuel sulfur limit for ships operating in global waters; therefore, this value was considered
for the calculations.

The NOx emission limit (in g/kWh) was calculated by Equation (17), applying the
Tier I standard since the ship’s construction date is 2010,

NOx Limit = 45·n−0.2 (17)

where n is the engine’s rated speed (in rpm) equal to 900 rpm.
Table 3 summarizes the emission factors and the quantities of the CO2, SOx, PM, and

NOx exhaust gases reduced per month. Adapting the proposed solar PV system, an annual
reduction of 199,865 kg of CO2, 2815 kg of NOx, 421 kg of SOx, and 97 kg of PM can be
achieved, indicating that the PV system has a high environmental performance and can
contribute to environmental sustainability. Furthermore, using the proposed system to
provide energy during cargo operations in port constitutes a cleaner and environmentally
friendly solution for reducing air pollution from ships in port areas.

Table 3. Emissions for exhaust gases (in kg) reduced per month.

Month
EF *_CO2 (g/kWh)

CO2 (kg)
EF_SOx (g/kWh)

SOx (kg)
EF_PM (g/kWh)

PM * (kg) NOx (kg)
MGO * HFO * MGO HFO MGO HFO

January 961.80 934.20 13,945.40 0.59 2.93 29.42 0.16 0.43 4.73 170.32
February 1016.30 987.14 18,644.81 0.62 3.10 39.33 0.16 0.37 5.37 215.50

March 859.21 834.55 19,671.90 0.52 2.62 41.50 0.17 0.52 8.91 268.94
April 926.53 899.95 20,529.05 0.57 2.83 43.31 0.17 0.46 7.71 260.26
May 814.32 790.96 18,644.26 0.50 2.48 39.33 0.17 0.57 9.55 268.94
June 830.35 806.53 18,398.01 0.51 2.53 38.81 0.17 0.55 9.02 260.26
July 772.65 750.47 17,690.03 0.47 2.36 37.32 0.18 0.61 10.13 268.94

August 686.08 666.40 15,708.16 0.42 2.09 33.14 0.18 0.69 11.35 268.94
September 695.70 675.74 15,414.55 0.42 2.12 32.52 0.18 0.68 10.86 260.26
October 782.26 759.82 16,520.31 0.48 2.39 34.85 0.18 0.60 9.22 248.07

November 872.03 847.01 12,872.02 0.53 2.66 27.16 0.17 0.51 5.63 173.39
December 916.92 890.60 11,827.09 0.56 2.80 24.95 0.17 0.47 4.56 151.51

Sum 199,865.60 421.65 97.05 2815.33

* EF: Emission Factor, PM: Particulate Matter, MGO: Marine Gas Oil, HFO: Heavy Fuel Oil.

4.3. Sensitivity Analysis of the Environmental Assessment

In the environmental assessment of the proposed PV system, the quantity of reduced
emissions depends highly on fuel savings and, therefore, on the energy provided by the PV
system. Critical factors that affect the performance of PV panels and the maximum energy
produced are the environmental and weather conditions on board the ship, such as strong
winds, cloudy sky, humidity, and dust [37,38]. For the sensitivity analysis, two scenarios
of decreased maximum energy produced by the PV system (10% and 20% decrease) were
analyzed, and their effect on the emissions are presented in Table 4, relative to the base case.
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Table 4. Sensitivity analysis of the environmental results with respect to different PV panel perfor-
mance (values per year).

Maximum Energy
Produced by PV
System (kWh)

Energy
Provided by PV
System (kWh)

Fuel
Savings (tons)

Emissions (in kg) Reduced

CO2 SOx PM NOx

Base case 347,924.68 243,874.30 63.43 199,865.60 421.65 97.05 2815.33
Scenario 1 (−10%) 313,132.21 235,568.97 61.09 192,484.62 406.08 94.10 2719.46
Scenario 2 (−20%) 278,339.74 227,063.31 58.69 184,934.50 390.15 91.07 2621.27

The results of the sensitivity analysis show that a decrease of 10–20% in the perfor-
mance of the PV panels and, consequently, on the maximum energy produced, has a small
effect on the energy provided by the PV system to cover the lighting loads. In particular,
and according to the analytical calculations, in the case of a 10% decrease, the PV system
can provide the full quantity of the required energy from March to September, as in the
base case study. For a higher decrease of 20%, the PV system can cover the energy needs
from April to September. For the remaining months, the PV system partially provides the
required energy; however, the differences in the results between the base study and the
two scenarios are small. The robustness of the PV system is due to the high solar potential
of the sailing routes of the Ro-Ro vessel, which permits a large amount of solar energy to be
converted to electricity for the sunny months (usually spring and summer) that exceeds the
required energy in both scenarios. According to the sensitivity analysis, the implementation
of the proposed PV system comprises an effective solution for reducing ship emissions,
even if the performance of the PV system is decreased due to harsh environmental and/or
weather conditions.

4.4. Costs, Benefits and Economic Indicators

Economic analysis is the means to determine if the solar PV system installation is
profitable. Costs and benefits as well as the generated cash flows that result from the
specific investment were calculated. To assess the economic feasibility of the PV system, the
NPV, IRR and payback period were estimated for an investment period of up to 20 years.

Costs to be included in the economic evaluation are the capital cost for the PV system,
and the operation and maintenance cost. A market survey was conducted to determine the
current price for the purchase and installation of the PV system components. All prices
presented in Table 5 were fixed prices for the period of August 2022 from a global supplier,
who also provided a 33% discount on charge controllers and DC-AC inverters. The purchase
price for the PV panels, as well as the foundation and installation cost of the PV system,
are given in EUR/kW. The operation and maintenance cost (O&M) was calculated as a
percentage of 0.5% of the capital cost for small-scale PV energy systems [21,40]. This fixed
value was set for the first year of the investment, while an annual increase of 1% in the
O&M cost due to the time value of the currency and the aging of the system was considered
for the investment period.

Table 5. Cost estimation of the designed stand-alone PV system.

Item Quantity Price Discount Total Cost (EUR)

PV panels 272.25 kW 0.32 EUR /Watt - 87,120.00
Solar batteries 1080 EUR 260.00 - 280,800.00
Solar charge
controllers 45 EUR 1003.00 33% 30,240.45

DC-AC inverters 23 EUR 4290.00 33% 66,108.90
Foundation 272.25 kW 100 EUR /kW - 27,225.00
Installation 272.25 kW 100 EUR /kW - 27,225.00

Sum 518,719.35
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The benefits of the investment include the direct economic benefits from the fuel
savings, while indirect cost benefits such as prior entrance to ports, carbon credits, etc.,
are neglected. According to an oil market survey, the prices were estimated at USD
1234.5/t for MGO and USD 530.5/t for HFO for the period of August 2022 (exchange rate
1 USD = EUR 1.0066 on 24 August 2022, European Central Bank, Frankfurt, Germany),
and these prices were set in the economic analysis for the first year of the investment.
To estimate the fuel price increase during the 20-year investment period, various long-
term forecast assumptions for the price of crude oil and distillates published by energy
information and other organizations [41–44] were considered. For the base case under
study, the central oil price scenario assumptions from different sources were combined and
an annual increase of 2.47% for the MGO/HFO fuels was assumed.

For the specific investment, the discount rate that provides foresight on profitability
was set to 8%, according to the respective accepted values in the literature [19,21]. The
NPV and IRR were estimated to be EUR 79,931.21 and 9.76%, respectively. It was also
computed that the discounted payback of the system would be achieved in a 16.5-year
period, indicating that the proposed PV system could be a long-term profitable investment
with financial viability, considering that the estimated operational lifespan of a PV module
is about 25–30 years [45,46].

4.5. Sensitivity Analysis for the Economic Assessment

In the base case study, the Ro-Ro vessel consumed 40% MGO fuel and 60% HFO fuel.
The vessel navigates in global waters where the fuel sulfur limit is 0.5%, so the use of the
MGO and HFO with a scrubber comply with the regulation. However, in December 2022,
the MEPC 79 adopted amendments to designate the Mediterranean Sea as an Emission-
Control Area for SOx and PM, with the new sulfur limit taking effect from 1 May 2025 [47].
In this context, it is critical to evaluate the proposed PV system for a specific case where the
Ro-Ro cargo vessel consumes only MGO fuel. It is possible for this specific case to exist
due to more stringent emission regulations, which could designate the whole navigation
area of the vessel as ECA, where the limit for fuel sulfur content is 0.1% instead of 0.5%
in global waters. In such a case, the Ro-Ro vessel would consume only the MGO fuel that
complies with the emission regulations of the IMO. For the “Only MGO” case, the economic
analysis was performed, considering the same parameters and fuel cost assumptions as in
the base case study. The economic indicators NPV and IRR and the payback period were
estimated to be EUR 405,907.15, 16.14% and 9 years, respectively, indicating that installing
the proposed stand-alone PV system in such a case could be even more economically
profitable for the ship-owners.

Furthermore, one of the most critical factors for the financial viability of the PV system
investment is the parameter of the fuel price and its variation during the investment period.
Therefore, a sensitivity analysis was conducted according to a Low scenario (1% annual
increase on fuels price) and a High scenario (3.5% annual increase on fuels price). The effect
of the variation of the fuel prices on the NPV, IRR and payback period are presented in
Table 6 relative to the base case of MGO/HFO and the “MGO-Only” case.

Table 6. Sensitivity analysis of the economic indicators with respect to fuel price.

Case
Price

Scenario
NPV

(EUR)
IRR
(%)

Payback Period
(Years)

Low (1%) 12,613.63 8.3 20
MGO/HFO Central (2.47%) 79,931.21 9.76 16.5

High (3.5%) 131,450.27 10.73 15

Low (1%) 303,574.54 14.67 9.8
MGO-Only Central (2.47%) 405,907.15 16.14 9

High (3.5%) 484,223.68 17.11 8.6
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For the base case of MGO/HFO, the sensitivity analysis indicates that an annual
increase of 1% in the oil price (Low scenario) results in an investment with a payback
period of 20 years and could lead to the rejection of the PV system project. It is assumed
that this long-term scenario corresponds to a sustainable development policy scenario
where strong action to reduce carbon emissions is undertaken and the oil demand weakens.
The High scenario could be more attractive to ship-owners, with a payback period of
15 years and IRR equal to 10.73%. This long-term scenario responds to a case where current
energy policies are put into practice and the global market is characterized by low oil
supply and high oil demand. The central scenario (base case scenario) is assumed to be the
most realistic scenario to happen long-term (2035 onwards) and corresponds to new energy
policies and interventions on emissions reductions as well as a central oil demand.

For the specific case of MGO-Only, all three scenarios can be financially viable and
attractive for the ship owners. However, if policies and measures are adopted in the
following years for sustainability and further ship emission reductions, the MGO-Only
Low scenario seems to have very good prospects, with an NPV, IRR and payback period
estimated to be EUR 303,574.54, 14.67% and 9.8 years, respectively.

4.6. Comparison to Previous Studies

A comparison between the results of the economic and environmental analysis be-
tween this study and previously published studies on the designed PV systems, on similar
sizes and types of vessels [13,15,21,25], is presented in Table 7. The economic indicators and
the quantity of the emission reductions depend mainly on the fuel savings according to the
specific case study. Fuel savings are related to SFOC and the power generated from the PV
panels, which depends on the solar irradiance at the vessel route, the PV panel efficiency,
and the actual installation area of the PV panels on the ship. Therefore, a larger available
deck area increases the capacity of the PV system and consequently the fuel savings. The
values of the economic indicators also depend on the capital cost of the PV system, which is
the cash outflow in the analysis. In the case of a grid-connected PV system, the capital cost
of solar batteries that comprise a basic component of the stand-alone system is not included.

Table 7. Comparison of economic and environmental results between this study and previously
published studies.

Study Vessel
PV
System

Area (m2)/
No of PVs

NPV
(USD)

Payback
Period/Discount Rate

Fuel
Reduction (tons)

Emissions (in kg) Reduced

CO2 NOx SOx PM

Qiu et al.
[13]

Pure Car
Truck
Carrier

g-con. * 900/- 165,977.2 7.84/8% - 163,338 2753 107 70

Yuan et al.
[25]

Pure Car
Truck
Carrier

g-con./
s.a. * 1050/540 - - 4.02% 8.55% - - -

Yuan et al.
[21]

Pure Car
Carrier s.a. -/135 - 7–20/3.5% 16 28,500 50 630 -

Karatuğ et al.
[15]

Ro-Ro
vessel g-con. 2593.5/1274 3,362,397 11.2/8% 73.51 232,393 3942 312 114

This study
Base case

Ro-Ro
cargo
vessel

s.a. 1280/450 79,407.12 ** 16.5/8% 63.43 199,865 2815 421 97

This study
MGO-Only
Low scenario

Ro-Ro
cargo
vessel

s.a. 1280/450 301,584.09
** 10/8% 63.43 - - - -

* g-con.: grid-connected, s.a.: stand-alone; ** The NPV values have been converted to USD according to the
exchange rate used in the study.

The main contribution of this paper, relative to previous studies, is the use of represen-
tative fuel price assumptions for three scenarios (Low, Central, High) combining various
long-term forecast assumptions published by energy information organizations [32–35].
To strengthen this assertion, we presented the following elements:
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Qiu et al. [13] used a price of fuel oil equal to 0.709 USD/L, while no mention was
made for future price predictions. Yuan et al. [25] used the historical average price of
marine diesel oil from 2014 to 2017, equal to USD 837.96/t, while no mention is made for
future price predictions. Yuan et al. [21] used a fuel price equal to RMB 0.426/kWh, and
the payback period was estimated according to a different market-price growth rate of
fuel to the order of 10–50%, but no information about the sources of these predictions was
presented. Karatuğ et al. [15] performed an analysis in which no detailed fuel prices were
mentioned. In other studies of small-size vessels, Tercan et al. [22] simulated a PV system
of 15 panels for a small tourist boat, using gasoline prices taken from the Global Petrol
Price Index, without mentioning these values, and Wang et al. [20] presented a PV system
of 206 PV panels on a short route ferry and used a fuel price equal to 401 USD/t according
to Istanbul Bunker Prices, without taking into account future price predictions.

5. Conclusions

The present study focused on the design of a photovoltaic system on a Ro-Ro cargo
vessel for electrical energy production for lighting during cargo operations. In this base, the
installation of a stand-alone solar PV system that comprised 450 PV panels, solar charge
controllers and solar batteries was examined from an environmental and economic point
of view. PV panels were installed with a zero-tilt angle, and the technical characteristics
nSTC, AF, SF and DF were equal to 21.4%, 0.98, 0.90 and 0.99, respectively (Equation (4)).
The vessel consumed 40% MGO and 60% HFO and was equipped with a scrubber that
limited the SOx emissions of the HFO to the allowed levels. The findings of the study are
as follows:

(a) By adopting the proposed PV system, the analysis performed indicates that approx-
imately 88% of the required energy for lighting can be provided by this renewable
source of energy. This implies annual fuel savings of 63.43 t and a concomitant
reduction in ship direct operating costs.

(b) From March to September the PV system provides the full amount of the required
energy and the excess energy can be consumed for other purposes, such as the lighting
loads at a harbor operating mode. For the remaining months the main generators can
be used for full energy coverage.

(c) According to the environmental analysis results, the annual reduction in exhaust
emissions sums up to 199,865 kg of CO2, 2815 kg of NOx, 421 kg of SOx, and 97 kg of
PM, contributing to a cleaner environment in the port areas.

(d) The sensitivity analysis for two scenarios of decreased maximum energy produced by
the PV system (10% and 20% decrease) indicates that the PV system can fully cover
the lighting loads from March to September and from April to September, respectively,
while for the remaining month, the decrease of 10–20% has a small effect on the
coverage of the required energy.

(e) The results of the economic analysis of the base case (40% MGO and 60% HFO)
indicate that the PV system investment is profitable in the long term, with a Net
Present Value of EUR 79,931.21, an Internal Rate of Return of 9.76%, and a payback
period of 16.5 years (considering a discount rate of 8% and an annual increase in the
fuels price of 2.47% for a 20-year period).

(f) The investment can be more profitable if the ship owners decide to change to Only
MGO fuel, considering possible future regulations regarding emissions and ECAs.
In such a case, the Net Present Value, the Internal Rate of Return and the payback
period are estimated to be EUR 405,907.15, 16.14% and 9 years, respectively.

(g) The sensitivity analysis for two scenarios of different long-term fuel price assumptions
(1% and 3.5% increase in fuel price) indicates that if new strategies for a sustainable
low carbon economy and stricter regulations on ship emissions are adopted, the
MGO-Only case seems to have a promising potential for financial viability.

The findings presented in this paper can lead the field researchers and the shipping
community to consider solar energy not only as an effective alternative source for auxiliary
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power generation that reduces the ship emissions and the dependency on fossil fuels, but
also as an economically viable investment. Ship owners and decision makers can assess
the economic indicators obtained for the different fuel price scenarios in this study and
conclude whether a similarly designed PV system is a profitable investment for a new-build
or existing vessel. In addition, it is anticipated that further advancements in renewable
energy technology will be implemented in the near future, specifically in photovoltaic
systems, in terms of their efficiency and durability. The forthcoming developments are
expected to reduce the reliance of marine transportation on fossil fuels, leading to very low
or zero emissions and the development of energy-efficient ships.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/en16186523/s1.
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Abstract: The role of hydrogen as a clean energy source is a promising but also a contentious issue.
The global energy production is currently characterized by an unprecedented shift to renewable
energy sources (RES) and their technologies. However, the local and environmental benefits of such
RES-based technologies show a wide variety of technological maturity, with a common mismatch
to local RES stocks and actual utilization levels of RES exploitation. In this literature review, the
collected documents taken from the Scopus database using relevant keywords have been organized
in homogeneous clusters, and are accompanied by the registration of the relevant studies in the form
of one figure and one table. In the second part of this review, selected representations of typical
hydrogen energy system (HES) installations in realistic in-field applications have been developed.
Finally, the main concerns, challenges and future prospects of HES against a multi-parametric level
of contributing determinants have been critically approached and creatively discussed. In addition,
key aspects and considerations of the HES-RES convergence are concluded.

Keywords: hydrogen energy system (HES); renewable energy sources (RES); clusters; bibliometric
analysis; environment; hydrogen efficiency; greenhouse gases (GHGs) emissions; household sector;
hydrogen case studies

1. Introduction

Globally, the development of economic activities is associated with a great interest in
energy-consuming services and the subsequent increase of fuel consumption. However,
this fuel demand is commonly followed by high and unregulated carbon dioxide emission,
which is the main source generator of the greenhouse gas (GHG) effect. Fossil fuels (mainly
in the forms of petroleum, natural gas and coal) are experiencing accelerated consumption
and stock depletion, despite meeting today’s global energy demand. Such combustion
products are the main contributors to environmental problems and uncontrollable climate
changes, thus threatening the global environmental safety and sustainability. Among
feasible and realistic solutions to these global problems are those which have been pro-
posed by engineers and scientists who agree to replace the existing fossil-fueled energy
systems by the hydrogen energy system (HES). Subsequently, hydrogen can be fed to
fuel energy-consuming services in order to improve energy security and simultaneously
control the GHG effect [1–3]. A plausible hydrogen energy system, which includes its
resources, production technologies, storage, fuel-tank, dispensing and utilization, can be
primarily analyzed for urban services, but it remains underdeveloped or sparsely studied
in alignment with the renewable energy sources (RES). Hydrogen can be characterized as
an efficient and clean fuel. Technological advantages are that the hydrogen combustion is
neither a GHG producer nor a generator of ozone-layer-depleting chemicals. Moreover,
hydrogen combustion does not generate acid rain ingredients or air pollution. It is also
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noteworthy that hydrogen produced from RES can develop a stable and permanent energy
system that is never subject to future changes or modular modifications.

In the following sections of this literature review, a classification of HES-collected
studies was developed into five fields (Section 2), followed by a critical overview of the
operation characteristics and the technological synergies developed between HES and RES
(Section 3). Moreover, the main key aspects, considerations and future prospects of HES
and RES convergence are discussed in the Conclusions section (Section 4).

2. Methods and Analysis

Clusters of Hydrogen Energy Systems (HES) and Renewable Energy Sources (RES)

While in the global literature there is a large number of studies focused on HES and
RES, the convergence fields of HES and RES have been sparsely investigated or scientifically
framed. In response to this research topic, an extensive literature review on both the key
phrases HES and RES was undertaken in the first half of the year 2023, in the Scopus
database. The historical time of publication dates back to the year 2008 onwards. Then, the
collected studies were grouped into the following fields of classification: (a) simulation
tests, (b) optimization models and mathematical analyses, (c) experimental pilot industrial
and in-field processes including electrolyzer utilities, (d) literature reviews and publication
taxonomies of HES, and (e) convergence topics of photovoltaic and hydrogen energy
systems. The studies contained in these clusters were grouped and represented in the
form of Table 1, following the classifications of (a), (b), (c), (d), and (e). These were
collectively represented only in terms of the referencing/citing data collected from a reverse
chronological order of publication, without an explanatory text of each one citation listed,
due to high conceptual dispersal and heterogeneity of the collected citations. In cases where
there arose common fields of classification overlapping among the five determined groups,
then the relevant citation was positioned with the classification of the closest conceptual
or operation affinity compared to the others. In such a way, all five classifications are
presented as follows:

Table 1. Classifications a, b, c, d, and e: HES and RES overview in the classification/cluster of:
(a) “simulation tests”, (b) “optimization models and mathematical analyses”, (c) experimental pilot
industrial and in-field processes including the electrolyzer utilities, (d) literature reviews and publica-
tion taxonomies of HES, and (e) convergence topics of photovoltaic and hydrogen energy systems.

Classification #
Reference

#

Number of Citations in
Absolute Numbers or as
Percentage of the Total
Citations Collected %

Intensity Rations (Per Basis
of the Lowest-Documented

Field of Cluster #a)

a

Lu et al., 2023; Çiçek, 2023; Ren et al., 2023; Virji et al., 2020;
Maghami et al., 2020; Parra et al., 2019; Cho et al., 2018; Rosen
and Koohi-Fayegh, 2016; Özden and Tari, 2015; Lanjewar et al.,

2014; Contreras and Posso, 2011
[4–14]

11 or 16.7% 2.75

b

Wang et al., 2023; Zhao et al., 2023; Sun et al., 2023; Alanazi
et al., 2022; Dong et al., 2022; Schrotenboer et al., 2022; Marocco

et al., 2021; Zhang et al., 2021; Wang et al., 2021; Onwe et al.,
2020; Manilov, 2019; Zhang et al., 2019a; Zhang et al., 2019b;
Alavi et al., 2017; Ren et al., 2017; Lacko et al., 2014; Patricio

et al., 2012; Aguado et al., 2009
[15–32]

18 or 27.3% 4.50

c

Acar et al., 2023; Karaca and Dincer, 2023; Lin and Li, 2023;
Alex et al., 2022; Ibrahim et al., 2022 Balasubramanian et al.,

2021; Endo et al., 2021; Endo et al., 2020a; Endo et al., 2020b; Li
et al., 2020; Yilmaz, 2020; Sorgulu and Dincer, 2018; Kalinci

et al., 2017; Ewan et al., 2016; Khalid et al., 2016; Maleki et al.,
2016; Balabel and Zaky, 2011; Bendaikha et al., 2011; Chao and
Shieh, 2011; Kikkinides, 2011; Gabriel García Clúa et al., 2008

[33–53]

21 or 31.8% 5.25
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Table 1. Cont.

Classification #
Reference

#

Number of Citations in
Absolute Numbers or as
Percentage of the Total
Citations Collected %

Intensity Rations (Per Basis
of the Lowest-Documented

Field of Cluster #a)

d

Cheng et al., 2023; Blanco et al., 2022; Sezgin et al., 2022; Temiz
and Dincer, 2022; Yue et al., 2021; Martin et al., 2020; Valente

et al., 2019; Valente et al., 2017; Zini and Tartarini, 2012; Rosen,
2012; Noyan, 2011; Li et al., 2011

[54–65]

12 or 18.2% 3.00

e
Yamamoto and Ushifusa, 2022; Deng et al., 2021; Budak and

Devrim, 2020; Shiroudi et al., 2013
[66–69]

4 or 6.0% 1.00

Total references 66 or 100%

According to the literature search outcomes, as presented in Table 1 above, the total
number of citations collected for all five clusters is 66, which was further allocated per
each cluster in absolute and percentage numbers, as it is shown in column 3, above. This
percentage numbering revealed the research focus of a cluster topic compared to the other
four. Similarly, the absolute number of citations revealed the least- and most-reported
clustering topics, showing that cluster e has the lowest number of citations and cluster c
has the most literature studied in the field. Therefore, taking “1” as the number of citations
(4 citations) for the least-reported cluster 1, then a calculation of “intensity rations” (column
4 of Table 1) enabled the quantification of the relevant research dynamics for each cluster in
terms of the citations collected for each cluster. Indeed, based on the aforesaid clustering of
the collected citations, it can be concluded that the order of literature interest and research
focus was observed as follows (in descending order):

Clusters: c > b > d > a > e, implying that there are also two subtle peaks in research
interests, coupled in the following way:

Cluster c, similar to b, followed by cluster d, similar to a. Taking into consideration the
above findings, the most popular fields of HES-RES investigation can be denoted as that
of experimental–pilot industrial and in-field processes, including the electrolyzer utilities,
together with analyses focused on optimization (including mathematical) models. The
second most popular group/pair of fields of HES-RES investigation is that of literature
reviews and publication taxonomies of HES, together with the cluster of simulation tests.
However, there is little literature interest demonstrated for the convergence topics of PVs
and HES. However, the aforementioned argument is not bold and affirmative, since research
into “channeling and diffusion” has been reported among the five selected clusters, but
the critical point here is that all observable and traceable literature production of HES-RES
can be categorized with certainty and taxonomized into one of the aforementioned five
clusters proposed.

Based on the descriptive statistics of Table 1 and taking as the basis of comparison
the lowest number of references (four references in total were reported in class e), five
intensity ratios were calculated (in the right-hand column of Table 1) in order to arrive
at some remarks and draw important conclusions that are hidden when first confronting
these clusters which developed. Indeed, based on the intensity ratios, it can be further
inferred that the clusters a (2.75) and d (3.00) refer predominately to approaches of bridging
HES and RES, which, between them, have almost equal intensity scores. However, the
most attractive cluster c (5.25), which is that of “experimental, pilot, industrial and in-
field processes” is of particular interest among researchers, mainly due to its practical
utility and problem-solving orientation compared to the other four clusters. This said, it
cannot be ignored that insightful remarks and novel knowledge are also disclosed in the
more “theoretically oriented” clusters. Therefore, a synergistic and balanced—rather than
an antagonistic or detached/mutually autonomous—approach to both the practical and
theoretical clusters is realistic, plausible and recommended.
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3. Results and Discussion

3.1. Results of the Bibliometric Analysis

Based on the information collected and classified in this literature review, from Table 1
above, the quantitative information and the relative strength of the five corresponding
derived clusters are presented in Figure 1.

 

Figure 1. The reference allocation profile for each cluster developed. Source: Authors’ own study.

Based on Figure 1, it can be argued that the clusters b and c, “optimization models
and mathematical analyses” and “experimental, pilot, industrial and in-field processes”
attract the research interest of almost 60% of the total references linking HES and RES. This
result is not surprising since the primary role of HES and RES convergence is to establish
practical and problem-solving priorities rather than the rather theoretical attribution of the
other three clusters a, d, and e.

The research target and the novelty of this literature review is to reveal the research
focus on HES publications regarding the contribution of RES technologies. Such studies of
HES-powered technology illustrated the increasing importance of hydrogen in contempo-
rary energy power systems, following the adoption of selected technological procedures
and those energy-planning criteria for screening the yearly evolution of publications. Such
publications investigated different hydrogen power-system applications within the last
three decades, as well as the percentage distribution, as shown in Figure 1.

Based on these research studies, it is noteworthy that research into HES-RES contains
energy-storage information in terms of storage materials and tanks, as well as an opera-
tional/system overview. The key aspects of energy storage in c pointed to an increasing
trend in research effort, due to a high level of interest, owing to the rapid development of
material engineering, followed by studies on HES for transportation. Less research activity
has been focused on applications of power-to-gas and co- and tri-generation, though these
are rapidly emerging fields for advantageous research activities in the coming future [58].

Another critical finding of this literature review is the time evolution of research
studies regarding the different and multifaceted HES-RES contexts. In particular, the
searched findings included issues of cost, efficiency, durability, feasibility and effectiveness
of mature technologies or fast-developing HES with scalability caliber. While research
on techno-economic and efficiency interest has attracted the most interest in HES, other
fields of investigation are those of durability and lifetime infrastructure. This research
emphasis has developed especially in the last two decades of research. A challenging topic
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for future technological orientation is the durability of powered HES, but it still falls behind
in reaching the satisfactory level/full scale of diagnostic, prognostic and fault-tolerant
control functioning [58].

3.2. Overview of Selected Hydrogen Applications
3.2.1. HES–RES in Practice

When approaching the technologies involved in hydrogen production from RES,
besides the apparent environmental advantages of a highly efficient and clean fuel (no
GHG contributor, no chemicals causing ozone depletion), it cannot be ignored that the
RES technologies (e.g., solar, wind) are leading to permanent and fixed energy systems
that cannot later change to include other RES types which we are interested in [70]. In
this context, the results of the review developed above are suitable and significant for a
wide spectrum of literature-oriented approaches toward RES utility among various HES.
Among these, the electrifying transportation sector, which is a promising approach to
alleviating climate change issues arising from increased emissions, is noteworthy [71]. In
this study, the examined HES can produce hydrogen, using RES, for the transportation
sector (in buses). In this case, the electricity demanded for hydrogen production is harvested
from the electrolysis of water, covered by RES. Moreover, fuel cells can use hydrogen to
power the bus, while an HES exergy analysis referred to a steady-state model of the
processes for which exergy efficiencies were calculated for all subsystems. Therefore, those
subsystems showing the highest proportion of irreversibility were identified and compared.
An exergetic efficiency of 12.74% for the PV panel, 45% for the wind turbine, 67% for the
electrolysis, and 40% for the fuel cells was reported [71].

Depending on the production process and the selected (energy planning-based) energy
source, the obtained hydrogen can be classified as grey, blue, or green, as shown in Figure 2.

Figure 2. Outline of hydrogen-based feedstocks and technologies. Source: Sarker et al. [72].

As shown in Figure 2, the grey-hydrogen type is hydrogen produced from steam
methane reforming and thermal cracking [72]. As is also shown in Figure 2, the main CO2
production is reported through methane steam reforming, which can be further collected
and stored safely in containers in the form of CO2 vapors. Natural gas, biogas, and syngas
can also produce hydrogen that is categorized as blue hydrogen, where the CO2 gases
formed cannot be stored, and will be released into the atmosphere. Blue hydrogen, which is
produced from natural gas, unlike grey hydrogen, is capable of significantly reducing CO2
emissions and simultaneously capturing and reusing carbon. As observed in Figure 2, both
grey- and blue-hydrogen production processes generate CO2 as the by-product, but in the
case of green-hydrogen production technologies, zero carbon emissions are also apparent.
While solar and wind technologies have been utilized to produce green hydrogen, there are
other catalytic-reforming technologies of sound capability for producing green hydrogen.

164



Energies 2023, 16, 7493

Among them, biomass gasification and nuclear thermal/chemical pathways can potentially
reduce carbon emissions. Because of this, major challenges such as production technology
costs, system durability, reliability, infrastructure, and safety are issues of consideration [72].
It is roughly estimated from the life-cycle assessment that hydrogen production through
biomass gasification contributes less GHG emission (405–896.61 g CO2/kg H2) compared
to wind-driven electrolysis (600–970 g CO2/kg H2) [72]. However, biomass gasification
has not been scaled up so far, and thus it can be expected that its input into global energy
production will help to attain its full potential in the near future [72]. Furthermore, higher
moisture content, low hydrogen production, and high operating costs are major constraints
associated with biomass gasification. On the other hand, the solar- and wind-powered
electrolysis techniques were proven to be well-established renewable sources for producing
hydrogen through electrolysis [72].

The schematic of the solar–hydrogen hybrid storage system (HESS) for the case study
of a house is given in Figure 3. The experimental structure of such an analysis considers a
house which is remote from the national power grid with a meteorological solar/wind mea-
surement tower in order to collect data used in the relevant case study. The meteorological
measurement system can collect 10 min of data for average solar irradiance, solar duration,
wind speed and direction, air temperature and pressure and also relative humidity. The
desired characteristics of such an installation are devoted to providing uninterrupted power
to houses at any time of the year through the suitable solar-HES.

Figure 3. A schematic of a typical domestic solar–hydrogen hybrid energy system. Source: Samende
et al. [73].

A diagrammatic structure of a wind–hydrogen energy system, with its elements and
some of their characteristics and relationships, are all shown in Figure 3. The projected
HESS can transform the energy into a storable product, hydrogen [32]. This transformation
process uses water electrolysis and the compression of hydrogen for storing. A technical
limitation of the hydrogen tank is its finite capacity. Moreover, the latest transformation
process is reforming hydrogen into ready-to-be distributed and sold energy. The pricing
of energy selling is related to the energy-storage system through which energy can be
sold when prices rise due to a demand increase [32]. Apart from the concurring energy
losses due to inefficiencies in the processes of transformation and recovery, there is also
the limitation of the cost of the hydrogen equipment required. The extreme fluctuations
reported for energy prices depend on whether (or not) the amount to be sold has been
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pre-committed (the day before). In the case of the price of pre-commitment, this is a higher
value, but if the agreed amount is ultimately not supplied, then a penalty is paid. When
more than the agreed amount is supplied, then the surplus has a lower price [32].

Besides the aforementioned constraint of finite storage of the hydrogen tank, other
operational constraints of different system elements are the existence of a maximum ca-
pacity for transforming the energy into hydrogen, as well as a finite power limit, that is,
a maximum amount of energy that can be dumped into the grid (and then sold) for each
time unit. Another limitation is the inefficiency in the processes of transformation and
recovery, since for these processes energy output is less than energy input [32]. Because of
this, modelling optimization is needed to determine the proper hydrogen storage capacity
for the system’s optimization. When selecting from among different tank-size situations,
it is noteworthy that storage tank capacity (a) is needed to transform the energy curve
into a constant curve through time, and (b) is needed for storage of energy that has been
produced above the power limit to dump it into the network again when the production is
below the power limit [32].

For an HESS, the simulation design is a key factor, taking into consideration also the
constraint of missing data for continuous yearly consumption measurements, whereas
measurements are subject to daily and seasonal variations of power consumption in houses.
Indeed, energy consumption decreases, since the households are at sleep from sunset and
midnight and up until the next morning, where the fuel cell stack is the only available power
source in the hybrid system. Regarding seasonal variation, higher energy consumption
is reported in winter (the most in-house occupation) than in summer [73]. Regarding the
HESS, it is noted that the hydrogen amount in the storage tank decreases from November
to February, followed by an increase from March to May, thus shaping repeating hydrogen
cycles (second-year cycles) with an arrangement of solar panels and some decades of the
cubic meters of storage tanks given. Between June and October there is a full storage tank of
hydrogen, showing very little oscillations around the full capacity. Therefore, the decrease
and increase in the hydrogen in the storage tank occurs at fewer times of the year, and the
hydrogen storage tank stays at almost full capacity for more time of the year. Moreover,
changing the volume of the storage tank, therefore, means that the hydrogen cycle in the
storage tank changes even though all the other HESS components are kept as they are [73].
The most critical specifications of storage tanks are those of weight, volume, and cost of
the cryogenic or high-pressure tanks. Furthermore, the energy efficiency of compressing
or liquefying the hydrogen can be also considered. It is also important to signify those
pressure tank specifications in future designs which are oriented for concrete/modular
applications [70].

From a generalized perspective, the findings of this literature review revealed an
imperative need for advances in integrating hydrogen into power systems to be gradually
approached in a synergistic way over recent years, ranging from production and storage
to re-electrification and safety issues [58]. Therefore, while extensive descriptions of the
existing progress can be the research focus of other studies, this literature review reported
the need to seek to characterize the current progress in HES-RES integration through
novel methods.

3.2.2. HES and Electrolyzer Efficiency

In the relevant literature [49], the general process that researchers follow in order to
understand in a comprehensive way the effects of the space between the two electrodes on
the rate of hydrogen production, among the different gaps examined, was demonstrated.
Loss in mass increase is observed with voltage increase, under the condition of a constant
space between the two electrodes. The resulting increase in the percentage mass lost due
to the increase in the voltage is attributed to the increase in electrical current. During
relevant experimental tests, the pair of electrodes can be exposed to a PV generator with
low voltages of 2–5 V. When testing different concentrations of electrolyte solution, then,
the percentage water mass lost during a specified time is measurable and the corresponding
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electrolyzer efficiency is calculated using the mass ratio of the hydrogen in a single molar
mass of water [49]. Subsequently, voltage input and the gap between the electrodes play a
determining role in the overall performance of the water electrolysis unit. Higher hydrogen
production rates are achievable at a closer space between the electrodes, as well as at
higher voltage input. Maximum electrolyzer efficiency is realistic for a smaller gap between
electrodes, coupled with a specified input voltage value within the designed range [49]. A
decrease in space between the pair of electrodes results in lowering the percentage of water
mass loss, which increases due to the resulting decrease in electrical resistance between the
electrodes, and thus leads to an increase in the electrical current. Hydrogen production rate
increase, and thus energy efficiency increase, is due to the decrease in the space between the
electrodes (small gaps between the pair of electrodes) being noticeable at higher degrees
of input voltage, up to a specified input voltage; then, efficiency decreases by the further
increase in the input voltage [49]. Figure 4 illustrates the schematic flow chart for hydrogen
production. In the first stage, the electricity is generated from a hybrid renewable source
(that is, a combination of wind turbine and solar PV), and then an electrolyzer is used in the
second stage. In the electrolyzer, water is split into hydrogen gas as the principal product,
while oxygen gas is released and generated as a by-product. Subsequently, hydrogen
gas is passed through a compressor for storage purposes. Such compressed hydrogen
can be transported in order to be utilized for commercial purposes. In operational terms,
an electricity shortfall of hybrid solar and wind electricity is certainly affected by the
electrolyzer-produced green hydrogen.

Figure 4. An overview of RES-based hydrogen hybrid system. Source: Sarker et al. [72].

As depicted in Figure 4, above, the RES-based hydrogen hybrid system, which in the
literature is referred to also as a hybrid renewable energy system (HRES), has proven a
feasible solution to address the issues related to individual energy sources [72]. Usually, a
typical hybrid green-energy system uses various RES, such as wind and solar, as shown in
Figure 5.

Figure 5. Hydrogen production from hybrid energy-based electrolysis. Source: Sarker et al. [72].

The benefits of HRES rely on multiple RES that are able to supply consistent and
uninterruptible energy. Therefore, this energy availability will compensate for the unre-
liability of single renewable-energy sources and reduce GHG emissions [72]. It is also
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noteworthy that such systems are mainly located very close to the place of demand, thus
lowering the possibility of damage to the transmission wire, and supporting also a prompt
access to repair and maintenance when needed. Moreover, the fact that GHG emission is
the main contributor to global warming is also concerning; thus, low, or zero, emissions
achieved from RES technologies is a promising solution, making of utmost importance the
priority for the utilization of those reliable renewable-energy generation systems as the best
solutions for research projects worldwide [72].

Given specific configurations of electrolyzers and kW power input, the performance of
electrolyzers can be subjected to computer tools that support their management by optimiz-
ing their efficiency. Since maximum capacity and an efficiency curve can be supported by
the electrolyzer, it is observable that at lower than 25% of nominal power, the system cannot
be working or in operation [32]. Generalizing, the higher hydrogen–electricity conversion
efficiency is feasible while replacing the internal combustion engine with a fuel cell, but
also leads to an equally costly system [72].

3.2.3. Hybrid HES-RES Aspects

Hence, hydrogen storage systems should incorporate more compact, more robust and
less-costly fuel cell systems, being installed before wind/hydrogen systems. Additionally,
multiple-energy-fed hybrid system solutions—such as wind, solar, and bioenergy—should
be selected according to the spatial RES characteristics of each location. Moreover, HES and
RES projects should be designed in alignment with “green” incentives, green certificates,
and CO2 tax-free policies. Other economics incentives are the fluctuation in oil and gas
prices, the capital monetization of green energy infrastructure and the energy supply
security. These factors justify the construction and motivate the development of a full-scale
demonstration system (such as the wind/hydrogen plant at Utsira). In this case, such types
of demonstrations can plausibly promote public awareness and acceptance, improving RES
cost competitiveness, and regulating the new energy-market barriers and the enablers of
new technological solutions (in general) and hydrogen technology (in particular) [72].

A typical integrated modular representation of widely used hydrogen-based hybrid
systems is depicted in Figure 6.

Figure 6. Schematic flow chart of a wind/hydrogen plant. Source: Niu et al. [74].
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The system integrates various elements, including renewable energy generation,
power storage, hydrogen production, and hydrogen transportation (Figure 5). The elec-
tricity generated by a wind turbine can be directly supplied to the power grid or stored
in batteries for future use, optimized by the control system. Another fraction of the elec-
tricity is utilized in an electrolyzer device, which separates water (H2O) into hydrogen gas
(H2) and oxygen gas (O2). The generated hydrogen gas is then compressed and stored
in hydrogen tanks for further transportation and utilization [74]. In this process, the
electrolyzer, compressor, and hydrogen tanks are essential components for hydrogen pro-
duction through water electrolysis. Hydrogen gas can be transported to various demand
points, being accessible to the hydrogen market through various methods, such as liquid
transportation, gas transportation, or pipeline transportation. Liquid transportation is
suitable for long-distance transport, while gas and pipeline transportation are commonly
used for short-distance distribution. In this context, the term “Electricity Flow” (Figure 6)
refers to the movement of electricity from the wind turbine through the control system
to the power grid, batteries, and electrolyzer. Similarly, the term “H2 Flow” (Figure 6)
represents the process of hydrogen gas being produced by the electrolyzer, compressed,
stored, and ultimately transported to the hydrogen market [74].

Based on the configuration of Figure 6, it can be seen that the PV operating voltage and
current determine the power output of the PV array and depend on the insolation on the PV
module, the ambient temperature, and the manufacture characteristics of the PV module.
Such a successful operation system for the wind turbine unit depends on several climatic
and technical factors, such as wind speed and the rated cut-out and cut-in speeds (in
m/s) for the wind turbine [26]. From a design perspective, the optimal design for off-grid
hybrid renewable systems based on solar and wind energy to continuously meet the load
necessitates a consideration of the LPSP (loss of power supply probability) and minimizing
of the TLCC (total life-cycle cost), subject to constraints. The optimization algorithm is
the most determining factor that can be efficiently used for this type of designed hybrid
energy system. In particular, at low LPSP values (0–5%), the combination of a hydrogen
and photovoltaic (PV) scheme with weather forecasting data leads to the most cost-effective
system, and at LPSP = 10% the combination of wind, PV and a hydrogen scheme is proven
to be the most cost-effective hybrid system [26].

In a similar optimization study of a stand-alone renewable H2-based microgrid, its
optimal sizing requires a reliable load demand to satisfy, by means of local renewable energy
supported by a hybrid battery/hydrogen storage unit, the minimization of the system costs.
A crucial factor is the price reduction, due to the installation and operation of a high number
of components. In similar studies, the development and application of a mixed-integer
linear programming technique (MILP) optimization framework to an off-grid village in
Italy was reported, which is a typical insular case study of the Mediterranean area [21]. To
model the seasonal storage, a year-long time horizon was considered necessary for off-grid
areas in order to achieve energy independence by relying on local RES. The degradation
costs of batteries and H2-based devices were included in the objective function of the
optimization problem, such as the annual cost of the system. Efficiency and investment-
cost curves were considered for the electrolyzer and fuel cell components, while the design
optimization was also performed while employing a general demand response program
(DRP) to assess the sizing effects on the whole performance. It is also noteworthy that
there is a reduction in the electricity generation cost, depending on the load amounts that
are allowed to participate in the DRP scheme. In this context, a decreased capacity of
the battery storage system is associated with the cost reduction in the system [21]. The
MILP optimization framework allowed the identification of a cheap system configuration
but, due to the larger number of decision variables, intensive computational resources are
required for the resolution of the MILP problem. In electricity tariffs, the reliance on local
renewables, coupled with batteries and hydrogen, was found to be economically more
competitive than the current diesel-based power system. Thus, a levelized cost of energy of
around 0.455 EUR/kWh can be computed using the MILP methodology for the renewable
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hydrogen-battery system. Such a hydrogen storage system is necessary in the optimal
hybrid renewable energy system (HRES) configuration, due to its cost-effective long-term
capability that can reduce the required battery capacity and lead to a better exploitation of
the local RES [21].

3.2.4. HES-RES and Safety Aspects

In HES, hydrogen is an intermediary or secondary form of energy or an energy carrier.
Hydrogen complements the primary energy sources, putting them into a convenient form
accessible to the desired locations and at times convenient for consumers. Hydrogen can be
stored underground in ex-mines, caverns and/or aquifers, which is of utmost importance
for large-scale storage cases. The main safety aspects of the HES operation refer to hydrogen
re-electrification. Indeed, hydrogen re-electrification refers to electricity generation from
hydrogen. Through combustion, hydrogen can be re-electrified. Some combustion engines
or turbines can run directly on hydrogen, similarly to internal combustion engines running
on gasoline. Nevertheless, comparing the efficiencies of hydrogen and gasoline combustion
engines, the former performed less efficiently than the latter, having a thermodynamic
efficiency of around 20–25%, since hydrogen has a relatively low volumetric energy density.
Moreover, while no CO2 is released, through hydrogen combustion NOx are emitted.
The fuel cell-fed engines can be proven advantageous for hydrogen, as fuel cells convert
the hydrogen chemical energy directly into electrical energy, achieving almost 60–80%
efficiency, having as a byproduct only water [58]. The wide commercial applicability of fuel
cells in various stationary and transportation applications can be stressed [58].

The exact procedure is the following: hydrogen transportation is occurs through
pipelines or super tankers, making it directly disposable to energy consumption centers.
Subsequently, specific applications regarding the electricity and transportation, and in-
dustrial, residential and commercial uses such as a fuel and/or an energy carrier, take
place. Regarding the water production, recycling of water and water vapor follows when
these effluents are disposed through rain, rivers, lakes and oceans, making up for the
water used in the first place to manufacture hydrogen [70]. Similarly, the industrial plant
produces oxygen that can be either released into the atmosphere, or shipped or piped to
industrial and city centers for use in fuel cells (instead of air) for electricity generation.
Rejuvenating the polluted rivers and lakes, or speeding up sewage treatment are similar
beneficial non-energy uses of the produced oxygen [70].

Regarding the safety aspects of hydrogen, these involve its toxicity on one hand and
its fire hazard properties on the other. In relation to this, regarding the toxicity of hydrogen
combustion products, the toxicity increases as the carbon-to-hydrogen ratio increases. For
instance, hydrogen and its main combustion product, water or water vapor, are not toxic,
but NOx, which can be produced through the flame combustion of hydrogen (also reported
in fossil fuel combustion) displays toxic effects [70]. In general, higher specific heat causes
a gaseous fuel to be safer, since it slows down the temperature increases for a given heat
input. Wider ignition limits, lower ignition energies, and lower ignition temperatures
make gaseous fuels less safe, as they increase the limits at which a fire could commence.
Higher flame temperature, higher explosion energy, and higher flame emissivity all make
gaseous fuels less safe as well, due to the damaging fire consequences [70]. Extra safety
concerns and provisions have to be prioritized in the design of in-site plants such as the
Utsira plant [75]. However, it is also noteworthy that a serious accident could occur in
such a high-profile demonstration project, which would be particularly detrimental to
the development of hydrogen as an energy carrier. Another critical issue, similar to the
Utsira plant, is that it is possible to contain explosive zones and advanced equipment
which regularly receive many unskilled visitors. Because of this, safety measures have to
be prioritized, in alignment with the proper training of operators and other personnel and
the provision of good working instructions for all parts of the system, together with clear
distribution and instructions of responsibility all over the site [75].
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3.2.5. HES-RES and Techno-Economic Aspects

As hydrogen can be further used in internal combustion engines that are designed
similarly to traditional combustion engines, it can be pointed out that both the mature
industry and the vast availability of production infrastructure regarding internal combus-
tion engines are making hydrogen internal combustion engines economically attractive.
Moreover, unlike fuel cell vehicles, these types of vehicles do not rely on materials that may
limit their large-scale production [63]. These engines support different characteristics, such
as traditional gasoline engines that utilize electronic control units for the proper pressure
management in the injection and in the hydrogen combustor. In addition, these engines
mainly emit nitrogen mixtures, and thus they are not emission free [63].

In economic terms, the increase in pressure in the hydrogen storage from 200 bar
to 450 bar, or even 700 bar, would increase the overall energy density of the hydrogen
storage, thus making it possible to store more wind energy on the same footprint. However,
high-pressure hydrogen storage systems are likely to be more costly than low-pressure
systems, both from an investment and an operational point of view. It is noteworthy that
investment cost increase is mainly linked to the installment of stronger storage tanks (thicker
steel walls and/or use of composite materials), while operational cost increase is mainly
linked to the increase in energy consumption for hydrogen compression [75]. It is also
likely that extra costs associated with the required safety system concur, being dependent
on the type of system installed. because of this, two basic techniques for high-pressure
hydrogen gas production are: (a) low-pressure electrolysis, with a long compression stage,
or (b) high-pressure electrolysis without compression [75].

While the majority of research studies have been focused on the HES-RES coordination,
it is noteworthy that there are also reported RES studies, other than those of solar- and
wind-energy infrastructure for hydrogen production. Among these studies, wastewater
was characterized as an issue of general concern for environmental sustainability, making
the development of a circular low-waste economy a necessity. In this context, lignocellulosic
biomass processing (mainly hydrolysis, pyrolysis, and hydrothermal liquefaction) can result
in secondary aqueous streams in which there are low quantities of carbon and biomass,
making the conventional valorization treatment complicated. In this respect, biodiesel
production leads to a glycerol excess on the market, which needs to be valorized [76].
In the relevant literature research, complex feedstock valorizations are considered with
respect to real waste streams or synthetic mixtures, demonstrating the outcomes derived
from laboratory-scale experiments. Subsequently, aqueous-phase reforming (APR) was a
mild-condition process able to convert oxygenated molecules into hydrogen. The catalytic
process of APR involves the conversion of water-dissolved oxygenates into a hydrogen-rich
gas for biocrude upgrading purposes. The full development and the scalability to industrial
level are the main challenges of this type of APR process [76].

In a similar study, hydrothermal liquefaction was proposed as a promising technology
for renewable advanced biofuel production [77]. The main constraints in its large-scale
applications are the significant carbon loss in the aqueous phase (AP) and the necessity of
biocrude upgrading. Therefore, a techno-economic feasibility analysis was followed, in
which different lignocellulosic feedstocks, corn stover (CS) and lignin-rich stream (LRS)
from cellulosic ethanol production were tested for the evaluation of hydrothermal liquefac-
tion (HTL) coupling with aqueous-phase reforming (APR). Following the carrying out of
the mass and energy balances, the equipment design and the capital and operating costs
calculation, it was shown that the biofuel minimum selling price (in the case of 0% internal
rate of return) was fixed at 1.23 (in the case of LRS) and 1.27 EUR/kg (in the case of CS),
respectively [77]. Moreover, the fixed capital investment was devoted to heat exchangers,
while electricity and feedstock sustained the highest share of the operating costs. It can be
also be pointed out that, in the case of CS, a production of 107% of the required hydrogen
was reported for biocrude upgrading, making the APR process particularly profitable. In
this context, APR reduced the hydrogen production cost significantly (1.5 EUR/kg), making
it a cost-effective and competitive technology compared with conventional electrolysis [77].
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3.2.6. HES-RES and Environmental Aspects

As already mentioned above, hydrogen utilization involves oxidation, and the only
direct major product from the hydrogen oxidation is water. Small quantities of nitrogen
oxides are released when hydrogen is combusted in air, but these effluents can be controlled
with careful engine design [63]. The environmental impacts from other phases in the life
cycle of a hydrogen system are similar to those for other energy technologies, and may be
small or large, depending on the source of the hydrogen [63]. Regarding the environmental
concerns and considerations, an HES is prone to cause direct and indirect environmental
(especially atmospheric) impacts, at three steps: production, transportation-storage and
utilization. At the production step: the leaking of hydrogen and carbon dioxide release
in the case of production from fossil fuels; at the transport–storage steps: the leaking of
hydrogen; and at the utilization step: the release of water and the leaking of hydrogen.
On the basis of experience with technologies associated with the transportation of natural
gas and other volatiles, it seems likely that systems of hydrogen production, storage, and
transport will involve losses to the atmosphere. Although the average leak rate to be
expected in a full-scale hydrogen-driven economy is very uncertain, regarding the relevant
literature estimates, around 10% of all hydrogen manufactured is ready to leak into the
atmosphere during these steps [64]. Losses during the current commercial transport of
hydrogen are substantially greater than this, suggesting a range of 10–20% losses should be
expected. If so, and if all current technologies based on oil or gasoline combustion could
be replaced by hydrogen fuel cells, then anthropocentric emissions of hydrogen would
be in the order of 60–120 Tg/year, or roughly four to eight times the estimates of current
anthropocentric hydrogen emissions (15 ± 10 Tg/year) [64].

At this point, it can be seen that human activity can result in approximate duplication
or triplication of the scheduled annual production of hydrogen from all sources combined.
In the case of replacing all fossil-fuel energy generation with hydrogen fuel cells, then an
amount of approximately 60 million tons annually of human-made hydrogen would leak
into the atmosphere: this is roughly four times the current amount. Subsequently, such
hydrogen leaks might increase water vapor and cool the stratosphere, through retarding
the ozone-layer recovery. This excessive release of hydrogen into the atmosphere is also
worsening, due to natural sources of hydrogen [64]. Furthermore, hydrogen participates
in stratospheric chemical cycles of water and various GHGs, where this substantial in-
crease in its concentration can cause irreversible changes in the stratosphere regarding
the imbalance of equilibrium in the concentration of its constituent components. High
amounts of hydrogen emissions are also unavoidable from a global fleet of fuel cell vehicles,
further impacting on local or regional distribution of water vapor. Water vapor increase
can also affect local, regional, and global climatic conditions, mainly due to an increase in
relative humidity among areas of widely applied fuel cell technologies, compared to the
operation of internal combustion engines. Such an increase in relative humidity can cause
shifts in temperature patterns, causing an imbalance in the living conditions of people
and ecosystems. On the other hand, hydrogen fuel cells are characterized as a “clean”
technology of only water vapor exhaust, GHGs and ozone precursors associated with
hydrogen production [64].

3.2.7. Miscellaneous Aspects

Other critical design aspects of hydrogen utility in combined sources of energy gener-
ation are the following [33]:

– The selection of the number of fuel cell stacks should consider the price increase of
additional fuel cells with the decrease in the price of the smaller storage tank.

– An analysis of the solar–hydrogen hybrid system should consider the effect of the
solar irradiance and the ambient air temperature, which are key determinants for
calculating the power from the solar panel array. Those reliable and uninterrupted
systems of energy are depended on the number of solar panels used in the system.
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The number of solar panels used in the system affects the electrolyzer size as well as
the storage tank volume.

– The efficiency of the hybrid system is dependent on the nominal electrolyzer power.
Proper sizing of the electrolyzer can reduce the non-utilizable energy and therefore
increase efficiency. The nominal power of the electrolyzer also determines the number
of solar panels and the storage tank volume.

– Modular designers cannot ignore the fact that simulations have to consider short time
intervals for constructing the properly sized components in the system; otherwise,
there will be inevitable interruptions in the power from time to time with undersized
hybrid system components.

Other researchers proposed the following design, aspects of hydrogen utility in com-
bined sources of energy generation [70]:

– Liquid and gaseous hydrogen are valued as the best transportation fuels when com-
pared to liquid fuels such as gasoline, jet fuel and alcohols.

– Hydrogen is a versatile fuel that can be converted to useful thermal-, mechanical- and
electrical-energy forms for end-users through a variety of processes, whereas fossil
fuels can only be converted through one process, i.e., flame combustion.

– In quantitative terms, hydrogen is 39% more efficient than fossil fuels. Moreover,
hydrogen is an energy-conserving fuel that can save primary energy resources.

– In safety terms, hydrogen is safe for use, avoiding fire hazard and toxicity cases.

Moreover, the design aspects cannot ignore the selection of the site for the HES
installation. Indeed, an appropriate location has to support the following features: good-to-
excellent wind conditions, small but representative load, back-up systems in place, not too
remote, a supporting community, and access to service personnel. In general, all equipment
should be kept as simple and robust as possible, and redundancy should be considered.
Due to the uncertainty in precisely forecasting wind power production and customer power
demand, a slightly oversized installation should also be considered. However, there is a
tradeoff to be made between plant availability and overall system cost [75].

In general, in urban contexts, HES problems are mainly environmentally-centered.
Indeed, in this context the main problems are those of high air-pollution levels in many
urban cities and sustainability of the transportation fuels; thus, the need to address control
measures using HES has been proposed [78]. The majority of the global transportation
vehicle fleets consume the fuels derived from fossil resources. The development of eco-
nomic activities indicated the increase in transportation services resulting in increased fuel
consumption and high emissions, especially the unregulated emission of GHG-induced
carbon dioxide. Therefore, the utilization of hydrogen as fuel in vehicle fleets can improve
energy security and reduce GHG emission. The feasibility of a hydrogen energy system,
which includes its resources, production technologies, storage, fuel transportation, dis-
pensing and utilization, was analyzed for the road transportation sector [78]. Moreover,
the methodology of this study focused on the use of hydrogen as a clean and green fuel
for road transportation systems, also meeting the criteria of high energy efficiency and
zero-carbon-based emissions (CO, CO2, HC, PM). Subsequently, many countries employed
ambitious policies for the development of HES and, with the aid of research organiza-
tions, universities and companies, a wider commercialization of hydrogen-fueled vehicles
such as internal combustion engines, or fuel cell-based, or hybrid technology should be a
reality [78].

Another noteworthy approach of RES and HES is the “Hydrogen Office building (HO)”
which presented a wind-hydrogen energy system, located in Fife, in Scotland, prepared
to demonstrate the role of hydrogen in reducing the impact of wind intermittency in a
grid-tied microgrid. The main components of this system were a wind turbine, alkaline
electrolyzer, hydrogen storage and a PEM fuel cell. The building demand was met by
the wind turbine, while the fuel cell provided back-up power to the ground floor when
wind power was unable to meet the demand. Accurate modelling of wind–hydrogen
systems allowed for an effective implementation and operation. However, past research
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lacks global methodologies for a whole-system scope simulation. Moreover, experimental
validation is imperfect, since in most of these models no guidelines are given for parameter
estimation, which is essential for repeatability and reproduction [79]. For achieving this, a
comprehensive modelling, simulation and performance methodology was employed on
wind–hydrogen systems, containing experimental validation and guidelines for parameter
estimation. The conducted quantitative analysis also showed how this methodology can
contribute to improve the design and performance of such a system in an accurate, reliable,
and easily adaptable manner. At its modelling scale, a precise prediction of the HO dynamic
behavior was shown, with an error of less than 2% on average. Other modelling parameters
for evaluating the HO system were those of average energy production, stand-alone
operation and round-trip efficiency [79].

In a similar study, researchers employed a set of updated HES modeling tools (HYDRO-
GEMS) for the operation evaluation of the Utsira plant: an autonomous wind/hydrogen
energy demonstration system that was located at the island of Utsira in Norway and in-
stalled in July 2004. After successive designing and testing optimizations for increasing the
wind/hydrogen energy system efficiency, it was observed that specific recommendations
and improvements for a full (100%) autonomy can be achieved, following the simulated
operation for a specific year, as well as the evaluation performance of several alternative
system designs [75].

3.3. Limitations, Challenges and Future Research Prospects of HES-RES Synergies

The shift to a carbon-neutral society requires a substantial transformation of the
present global electricity generation and consumption, together with the adoption of other
technologies than those of fossil-based technologies for electric power. In response to this
need, hydrogen should play a determining role in the scaling-up of a clean, plausible and
environmentally friendly RES. The main critique is that its integration into existing power
systems remains sparsely studied, while the majority of the existing literature production
overlooks potential hydrogen technologies and their application in power systems for
hydrogen production, re-electrification and storage [58]. Therefore, in an era where most
of the world’s energy sources become non-fossil based, hydrogen and electricity can be
proven to be two dominant energy carriers for the provision of end-use services. In this
context, hydrogen can play a globally decisive role as a future energy carrier regarding
energy systems, especially since existing fossil-fuel supplies are becoming scarcer and
environmental concerns are increasing. It is also realistic for hydrogen to become an
increasingly important chemical-energy carrier and eventually a principal chemical-energy
carrier through upgrading the infrastructure needed to support the development of a
hydrogen economy [63].

In this type of economy, termed a “hydrogen economy”, the two complementary
energy carriers, hydrogen and electricity, are coordinated to satisfy most of the requirements
of energy consumers. With this prospect, a transition era will bridge the gap between the
current fossil-fuel economy and a hydrogen economy, where non-fossil-derived hydrogen
can be exploited to extend the lifetime of the global deposits of fossil fuels [63]. In this
respect, besides the technological issues of hydrogen as an energy carrier and hydrogen
energy systems, the economic–financial dimension has also to be considered in the light
of the potential social and political implications of hydrogen energy to be confronted,
especially regarding when and where hydrogen is likely to become important player of
energy management strategies [63].

Subsequently, hydrogen technologies must be developed to the stage where they can
be proven to be economically and commercially viable. This technological and managerial
target includes overcoming all existing safety problems regarding the HES infrastructure,
probably in a gradual manner. As mentioned before, numerous social and political impli-
cations of shifting to a hydrogen era have to be confronted by governments, universities
and private industries, and some of them are the following: healthy levels of employment,
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a reasonably successful rate of economic growth, reasonable stability in prices, a viable
balance of payments and an equitable distribution of rising incomes [63].

Financial gains, environmental concerns, safety and knowledge about the new tech-
nology seem to be all hot-spot issues in the HES-RES synergies prospected. Moreover,
public perceptions of these HES-RES synergies are attributed to the willingness to pay
(WtP) in order to participate in projects that foster the use of fuel cell vehicles, despite
their current limitations (i.e., reduced range and limited refueling possibilities). Such a
WtP reflects the users’ expectation of personal financial gains (i.e., reduced running costs),
and thus, a financially attractive package is always an essential to be offered to energy
end-users and consumers for a feasible and realistic hydrogen promotion among local
societies [63]. For other significant stakeholders and those interested in HES, which are
the manufacturing industries, it seems that regulations have to be issued for rigorous tests
in order to ensure safety and environmental consciousness, to attract public awareness of
such technologies, and for the control of air pollution through promoting the wider use
of these technologies in the future [63]. Indeed, it has been reported that environmental
considerations are found to affect users’ WtP for hydrogen technologies, while there are
other users—being acquainted with a better knowledge of the technology—who emphasize
more the difficulties of a hydrogen future [63].

Regarding the challenges and the prospects of HES-RES synergies, a challenge of
utmost importance is the use of wastewater. Indeed, while there are several approaches to
wastewater treatment for improving the water-energy nexus with the hydrogen fuel pro-
duction option, these approaches are limited and confined to the small, pilot, experimental-
modeling simulation scale, while there are no fully developed studies on large-scale and
in-field applications. Among such small-scale studies, it was argued that the use of fresh
water for green-hydrogen fuel production through water electrolysis can exacerbate the
challenges of water scarcity [80]. In this context, the utility of non-potable water can ef-
fectively design the whole process in a highly secure, reliable and sustainable manner.
Therefore, an integration of a solid oxide electrolyzer (SOE) with a water-treatment and
recovery process can represent the conceptualization and the techno-economic evaluation
of an innovative process of hydrogen energy production. Accordingly, purified wastewater
and the waste heat of flue gases from the power plants have been utilized as feedstocks for
the electrolysis process. The required thermal energy of the electrolyzer can be supplied
under the following two scenarios: first, by the utilization of a preheater based on fossil
energies, and second, where the required thermal energy is supplied through a parabolic
trough collector (PTC)-based solar farm [80]. The results showed that the integration of
fossil fuel-driven power plants with evolving green technologies is plausible for managing
the GHG emission crisis and for further reducing the limitations of fossil energies. In
parallel, the overall conversion efficiency for the proposed hydrogen production process
was calculated as 53.26%. Overall, the proposed system is a competitive and reliable way to
support substantial water consumption savings, while further net potential energy savings
and carbon emission abatement were also realistic [80].

Regarding the aforementioned term of the “integration” endeavors of energy and en-
vironmental impact, it cannot be ignored that energy policy makers and strategic designers
also envisage and consider a wider spectrum of optimization features, such as household
appliances in the building sector [81–83], the agricultural sector [84], and the business or
entrepreneurship sectors [85].

4. Conclusions

During the last three decades of analysis, fossil fuels (mainly petroleum, natural gas
and coal) have satisfied the world’s energy demand against an unprecedented accelerating
pace of stock depletion. Moreover, their combustion products are criticized for global
environmental problems such as the GHG effect, ozone layer depletion, acid rain and
pollution, threatening the natural environment and causing an imbalance in the natural
climate cycles of our planet [86,87]. There is an ongoing debate among engineers, scientists,
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and governors globally, who agree that the solution to these global problems would be
the replacement of, or at least a supplementary role for, HES in the existing fossil fuel
systems, since hydrogen is produced from renewable energy (e.g., solar) sources, ensuring
a stable and permanent operation [70]. Besides the environmental benefits of HES, the two
most prevalent RES for the post-fossil fuel era are those of the solar-HES and the synthetic
fossil fuel system. Considering the production costs, the environmental damage and the
utilization efficiencies, the solar-HES is the best energy system for ascertaining a sustainable
future, being able to replace the fossil fuel system before the end of the 21st century. In this
post-petroleum era, the synthetic fossil fuel system is also a promising technology, in which
synthetic gasoline and synthetic natural gas can be produced using abundant deposits
of coal to ensure the continuation of the existing fossil fuel system [70]. An integrated
perception of HES design can consider environmentally friendly modulation like the install-
ment of a solar–hydrogen system for vapor generation. Other design specifications should
take into consideration the production, storage, transportation, distribution, utilization,
environmental impact and economies-of-scale prospects [70]. Regarding the external costs,
which are more common and intensive for fossil fuel utilities, they include the costs of
the physical damage done to humans, fauna, flora and the environment due to harmful
emissions, oil spills and leaks, and coal strip mining, as well as governmental expenditures
for pollution abatement and expenditures for military protection of oil supplies [70].

The research focus of this review was the collection and the classification of the existing
studies that jointly address the fields of Hydrogen Energy Systems (HES) and Renewable
Energy Sources (RES). The bibliometric analysis of this literature production considered five
fields of classification-clusters, revealing firstly the most-reported and the least-reported
research areas of interest, secondly the evolution of problem solving approaches, which
are primarily experimental, small-scale modelling and simulation studies, followed by
problem-solving and large-scale in-field case studies. These large-scale endeavors have
been directed toward handling problems of high air-pollution levels in many urban cities,
and the sustainability of the transportation fuels could be optimally addressed. The
technological dimension of HES and RES convergence and synergies entails the promotion
of hybrid systems that ensure stability, storage capacities, operational safety and energy
efficiency increase. On the social and the political side, theoretical approaches or legislative
measures or policies can be proven to be more flexible and reliable if HES and RES bridge
theoretical office designs with practical real world/in-field situations of applicability. On
the RES side of utility in HES, the most densely reported studies have been concentrated
on the successful collaboration of wind energy (turbines), solar energy (photovoltaics, PVs)
and HES. However, the locality characteristics are also the primary precondition of such
HES-RES synergy; therefore, among other RES control measures, using HES involves the
utility of biomass sources, even at pilot scales of applicability.

In conclusion, we can stress the important economic and environmental consequences
that follow the transition of a sustainable hydrogen economy, as a part of a wider energy-
solving strategic problem. For this to be achieved, it is important to follow a logical sequence
of actions: (a) the design of an optimal hydrogen supply system, (b) the evaluation of its
environmental impacts, and (c) an understanding of the effects of various factors that aid
the selection and the installation of an optimal hydrogen supply system through a scenario
plan and sensitivity analysis. A research limitation of this approach is the inability to
directly foresee the actual magnitude of hydrogen emissions associated with a hydrogen
fuel cell economy, particularly since today budgets for hydrogen are not fully or well
known, while there are also technical constraints, and the future fuel cell industry can
be only forecasted. In this case, the evolution and the shift from a fossil-fuel combustion
energy planning to the prevalence of hydrogen fuel cells can actually result in unpleasant
anthropocentric hydrogen emissions, because fossil fuel combustion is a source of hydrogen
itself. On the other hand, researchers are deemed to take into account the climatic effects
of HES in the near-future energy plans, especially those based on electrolysis from water,
where the simultaneous reduction of fossil-fuel emissions must be also considered [64].
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2 Polskie Towarzystwo Cyfrowe, Krakowskie Przedmieście 57/4, 20-076 Lublin, Poland; ge.matejko@gmail.com
3 Department of Quantitative Methods, The Faculty of Management, Rzeszow University of Technology,
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jorg.verstraete@imp.gda.pl

* Correspondence: tomasz_zabkowski@sggw.edu.pl

Abstract: This paper presents an approach to estimate demand in the Polish Power System (PPS)
using the historical electricity usage of 27 thousand commercial customers, observed between 2016
and 2020. The customer data were clustered and samples as well as features were created to build
neural network models. The goal of this research is to analyze if the clustering of customers can help
to explain demand in the PPS. Additionally, considering that the datasets available for commercial
customers are typically much smaller, it was analyzed what a minimal sample size drawn from the
clusters would have to be in order to accurately estimate demand in the PPS. The evaluation and
experiments were conducted for each year separately; the results proved that, considering adjusted
R2 and mean absolute percentage error, our clustering-based method can deliver a high accuracy in
the load estimation.

Keywords: energy usage; commercial customers; clustering; neural networks; demand model; Polish
Power System

1. Introduction

The basis for ensuring a safe and economically effective operation of each national
power system is an appropriate planning of its operation in various time horizons. The
priority is to meet the recipients’ demand for power and electricity, taking into account the
conditions of the grid, the operation of the units and the safety requirements for system
operation. When planning the supply side of capacity, it is necessary to ensure a required
power surplus over the consumers’ demand for power, the so-called power reserves, to be
prepared in the event of a failure resulting in a loss of production capacity, as well as for an
unexpected increase in power demand by consumers.

The operation of each power system is planned in such a way that no single failure will
lead to an overload of network elements or will cause a violation of any other criteria of safe
system operation, such as required voltage levels, frequencies, permissible load on network
elements, etc. Any violation of the above criteria is associated with emergency events,
further increasing the risk of uncontrolled shutdowns of system components, leading to
power outages. The dynamics of physical phenomena in the event of emergency shutdowns
are very complex, which limits the possibility of reacting to the development of accidents.
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Hence, it is very important to properly plan the operation of networks and generation
resources with an appropriate safety margin.

In order to guarantee the efficiency of this type of system, the continuous monitoring
of electricity demand is necessary. An effective planning of the operation of national power
systems is essentially based on the verification of the power balance in a specific planning
horizon. Therefore, the question arises whether it is possible to effectively balance the
production of electricity with the demand of consumers for this energy, while ensuring
the required excess power. The energy usage patterns of the consumers are extremely
varied and, as a whole, are affected by known and unknown events, e.g., household
usage peaks during football championships and, for the companies, just before Christmas.
Understanding the behavior of certain groups in the PPS and foreseeing their changes is a
key for effective balancing of the electricity production and demand of consumers, while
ensuring the required excess power. The aforementioned excess capacity for the analyzed
time horizon is a kind of measure of the future balance situation.

Since electricity consumption behavior may vary between the customers, a cluster-
based load curve estimation which describes the variation in load demand from the con-
sumer side on a power source over a period of time, is sometimes considered [1,2]. Cluster-
ing enables the discovery of underlying patterns in electricity datasets and serves as the
prerequisite for robust modeling, i.e., by first clustering the customers, then modeling the
clusters separately, and finally, aggregating the data.

It is considered that the improvement provided with the clustering strategy (compared
to the traditional approach on the aggregated level, i.e., on the available population of
customers) not only depends on the number of the clusters, but also on the size of the
customer base. Therefore, this article presents a cluster-based approach to estimate a
demand model of the Polish Power System using neural networks and accounting for the
size of the customer base. In particular, energy readings of 27 thousand commercial entities
in Poland recorded between 2016 and 2020 are used to deliver the following contributions
from the research:

(1) A demonstration of how high frequency customer data can be utilized for the cluster-
ing and further, for demand estimation in the Polish Power System;

(2) Confirmation of the minimum requirement in terms of the sample size drawn from
the clusters to be able to estimate demand in the system;

(3) The potential implications for the management and policy formulation within the Pol-
ish Power System are highlighted. Specifically, by employing a cluster-based approach
to estimate demand, our methodology provides a more nuanced understanding of
consumer behavior, enabling policymakers and energy managers to align better with
strategy of the national power system.

Based on the literature review, as presented in the following section, there are multiple
components being analyzed when modeling electricity demand, mainly for residential
customers. Often, these works are focused on models and their technical characteristics to
solve a problem through estimation or forecasting. In this context, the proposed research
fills the gap related to the fact that only a few works use commercial data because the
availability of such data for scientific purposes is very limited. Also, the cluster-based
approach proposed here is an interesting alternative when modeling electricity demand as
only a few works consider clustering as a viable option for robust modeling, mainly due to
the fact that a sufficiently large collection of data to enable clustering is hardly available.

This paper is organized as follows. Section 2 describes related works; in Section 3, the
dataset used for the analysis of the Polish Power System is characterized. This is followed
by a brief methodology outlined in Section 4. Section 5 presents the approach to estimate
the demand in the PPS as well as numerical experiments to analyze a minimal sample size
to estimate demand with reasonable accuracy. Section 6 describes the insights gained from
the analysis and presents conclusions.
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2. Literature Review

In the current global situation, national power systems are of great interest to decision-
makers in the global economy. There are many reasons for this, but the most important
are the willingness to abandon fossil fuels (which are still the main source of electricity),
the transition to green energy [3–5], and the possibility of reducing energy consumption,
thus also reducing the demand for energy [6]. Moreover, equally important is looking for
flexibility in energy markets, aimed primarily at ensuring the stability of power systems [7,8]
and the impact of those systems on climate changes [9,10]. So, on the one hand, national
power systems face the problem of decarbonization; on the other, they need to maintain a
correct functioning of energy systems.

The problems of modern energy and power systems are considerable and complex.
The task is basically to define an optimal set of technologies and mechanisms to support
the transformation of such systems, while ensuring all interested parties obtain reliable
access to the electricity supply. It is therefore a wide field of research for scientists and
implementers. The modeling of energy systems is now a primary means for informing,
guiding, and supporting decision-makers in this field in their efforts to coordinate the
energy transition [11,12]. The main goal of this modeling is the identification of future
patterns of energy supply and demand, as well as the development of strategies for the
long-term transformation plans of the systems in question [13].

In terms of modeling energy systems, two research approaches can be formally dis-
tinguished. The first focuses on models and their technical characteristics, providing
information on current methodological trends, challenges, and possible future research
directions. These studies are mainly aimed at research dealing with energy modeling.
They provide general overviews of different models [11,14–16], compare them in various
aspects (scope, capabilities, features, etc.), identify common modeling concepts, outline
future research directions or, consequently, identify models appropriate to given needs. At
the same time, all analyses in this area relate to specific challenges faced by this type of
modeling and refer to various methodological reviews used in the literature.

Thus, in reference [11], for example, the reviewed models were evaluated in terms of
their characteristics, like their underlying methodology, analytical approach, time horizon
and transformation path analysis, spatial and temporal resolution, licensing and modeling
language. Paper [14], in turn, reviewed several existing bottom-up energy system models in
order to classify them. In the study [15], the authors also proposed reviews of the changing
role of electricity systems modeling but in a strategic manner, focusing on the modeling
response to key developments, the move away from monopolies towards liberalized market
regimes, and the increasing complexity brought about by policy targets for renewable
energy and emissions. Pfenninger S. et al. [16] raised an issue of the crucial factors limiting
openness of energy data and models: the lack of practical knowledge as well as personal
and institutional inertia.

The second approach relates directly to the comparisons of different concepts devel-
oped in the literature. This creates a form of review research: without the need for analyzing
the complexity of specific models, but rather through collecting various scenarios of energy
and electrical systems, it aims to highlight key trends, differences, similarities, development
paths, or the potential risks hidden in them. As a result, this approach considers the use of
different analytical methods, the use of different parameters or specific initial or boundary
conditions, etc. [17]. Often, it is mentioned in the literature that the models are not very
transparent to the users, hence, there is a need to synthesize the available information
and transform it into an effective policy. An overview of the results of several studies is
presented in Table 1.
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Table 1. Overview of the research on power systems modeling.

Authors Focus

Foley A.M. et al. [15] * Overview of electricity system modeling techniques and review of proprietary electricity system models.

Gabriel S. et al. [18] * Estimation of a large-scale mathematical model that computes equilibrium fuel prices and quantities in the U.S. energy sector.

Skinner C.W. [19] * Development of a new national energy modeling system to provide annual forecasts of energy supply, demand, and prices on a
regional basis in the United States and, to a limited extent, in the rest of the world.

Fattahi A. et al. [20] **
Review of nineteen integrated energy system models (ESMs) to: identify the capabilities and shortcomings of current ESMs to
adequately analyze the transition towards a low-carbon energy system; assess the performance of the selected models by means of the
derived criteria; and discuss some potential solutions to address the ESM gaps.

Yan C. et al. [21] **
Presentation of an integrated evaluation framework to evaluate the possible national multi-energy flow in China in the near future.
The framework includes an integrated modeling for a national multi-energy system in China. These key national energy facilities are
all modeled in a generalized network flow formulation.

Berntsen P. et al. [22] *
Long-range energy scenarios are used to inform national energy policy decisions. Use of a bottom-up energy system model EXPANSE
with modeling to generate alternatives to assess the diversity of the existing ensemble of multi-organization, multi-model Swiss
electricity supply scenarios.

Aryanpur V. et al. [23] ** Presentation of national-scale energy systems optimization models, determination of a combination of supply and demand data
requirements and socio-economic, environmental, and political issues, can challenge the results of a low-spatial resolution model.

Beaver R. [24] ** Analysis of the structure of energy and economic models.

Mirakyan A. [25] **
The analysis of existing national energy systems, as well as the prediction of potential future scenarios, is usually performed with the
aid of an energy system model. The proposed framework can be used to identify and classify different types of uncertainty in context
of energy planning in cities or territories.

Baghelai C. et al. [26] * Characteristics of the uncertainty in the core elements of the US Department of Energy’s National Energy Modeling System.

DeCarolis J. et al. [27] **
Energy system optimization models (ESOMs) are widely used to generate insight that informs energy and environmental policy. This
paper shows the best practice for energy system optimization modelling and outlines a set of principles and modelling steps to guide
ESOM-based analysis.

Pusnik M. et al. [28] ** The main technical, economic, and environmental characteristics of the Slovenian energy system model REES-SLO are described.

Sahoo S. et al. [29] *

An integrated modeling-based approach for regional analysis was proposed. The modeling framework was subdivided into four major
blocks: the economic structure, the built environment and industries, renewable energy potentials, and energy infrastructure,
including district heating. The results show the added value of regionalized modeling as opposed to relying solely on national energy
system models.

Collins S. et al. [30] **
Long-term energy modelling challenges were identified including soft linkages between models of integrated energy systems and
models of power systems, as well as an improvement in temporal and technical representation of power systems within models of
integrated energy systems.

Gacitua L. at al. [31] **

This publication presents a comprehensive and up-to-date review on expansion planning models and tools, with an emphasis on their
application to energy policy analysis. It reviews the most significant policy instruments, with an emphasis on renewable energy
integration, the optimization models that have been developed for expansion planning, and existing decision-support tools for energy
policy analysis.

Wen X. et al. [32] * The authors review existing accuracy indicators used for retrospective evaluations of energy models and scenarios.

Chaudry M. et al. [33] * An integrated energy system model is described. It is used to show the impacts on the environment due to different low carbon
options to decarbonize a regional energy system in the context of national targets and constraints.

Hanna R. et al. [34] ** This study explores how different energy systems models and scenarios explicitly represent and assess potential disruptions and
discontinuities (socio-economic, political and technological).

Huang K. et al. [35] * Energy system optimization models (ESOM) to simulate energy and emissions changes under different economic and technological
scenarios or prospective policy cases were considered.

Batas Bjelić I. et al. [36] *

In this paper, the achievement of the goals of the EU2030 is modeled by introducing an innovative method of soft-linking EnergyPLAN
with the generic optimization program (GenOpt). The result of the optimization loop is an optimal national energy master plan (as a
case study, the energy policy in Serbia was used), followed by a sensitivity analysis of the exogenous assumptions and with a focus on
the contribution of a smart electricity grid.

Yan C. et al. [37] * The authors present an analytical method to model the dependent multi-energy capacity outage states and their joint outage
probabilities of an integrated energy system for its reliability assessment.

Martinsen T. [38] **

This paper reviews the characteristics of technology learning and discusses its application in energy system modelling in a global–local
perspective. Its influence on the national energy system, exemplified by Norway, is investigated using global and national Markal
models. The dynamic nature of the learning system boundaries and the coupling between the national energy system and the global
development and manufacturing system are elaborated.

Davis M. et al. [39] *

This research presents a framework for developing a scientific tool with a long-range energy alternative planning (LEAP) system for
evaluating energy consumption and greenhouse gas (GHG) emission mitigation pathways for a national energy system. The
developed framework is applied to create a bottom-up (technology-explicit), data-intensive (over 2 million data points), multi-regional
(13 integrated regions) energy model of Canada, one of the world’s most energy- and emission-intensive nations.

Lund H. et al. [40] ** The authors analyze diversity of models and their implicit or explicit theoretical backgrounds.

Studies in the field of the first approach are marked in the table with the symbol * and the second approach with **.

Moving from the issues of various modeling concepts of national power systems to
issues related to electricity demand, it is worth referring to several studies in this area.
The analysis of the demand for this type of energy is the basic element of the stability of
the national power systems. Research in this area was carried out by, among others, a
team led by Kazemzadeh M. [41], which made attempts to develop a hybrid method for
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forecasting the annual peak load and total energy demand of Iran’s national energy system.
For Indonesia, the forecasting of electricity consumption has been recently carried out by
McNeil M., Karali N., and Letschert V. [42]. In their research, they considered a novel
bottom-up modeling approach to analyze the potential of energy efficiency to reduce the
country’s electricity demand. The LOADM curve model used in this case combines the
total national electricity demand for each end user—as modeled by the bottom up energy
analysis system (BUENAS)—with hourly end-user demand profiles. The publication of
Ouedraogo N. [43] is an example of this type of analysis for the African continent. The paper
developed a scenario-based model to identify and provide a range of electricity needs in
Africa and to derive them from the African energy system. The approach was implemented
through the application of the scenario methodology developed by Schwartz in the context
of the “Long-range Energy Alternative Planning” energy and economic modeling platform.
Although most analyses of this type relate essentially to highly industrialized regions, there
are studies referring to exceptionally underdeveloped economies. An example is the first
multi-purpose, long-term energy planning optimization model adapted to national power
systems with a small existing energy infrastructure developed for Uganda by Trotter P.,
Cooper N., and Wilson P. [44]. Assessment and evaluation of flexible demand in a Danish
future energy scenario was the basis of the research by Kwon P.S. and Østergaard P. [45].
They assessed the distant future potential of elastic demand in the energy system.

Of course, there are many more examples of energy system analyses. They are con-
ducted for various applications, taking into account many concepts. The cluster-based
approach proposed by the authors of this publication may be an interesting alternative
when modeling electricity demand.

It should be emphasized that the data used in the analyzes are unique and real. The ana-
lyzed dataset has already been used by the authors in one study [46]. An important contribution
here is to clarify the energy demand in the national energy system through commercial customer
data. Also, the goal is to draw attention to the so-called minimum sample size taken from
clusters necessary to estimate the demand in the considered energy system.

3. Data Characteristics

This study focuses on the Polish Power System, as the data which were obtained are
tightly connected to companies operating on Polish territory. The data include profiles of
supply and demand from the Polish Power System for the years from 2016 to 2020 and the
energy readings of 27,160 commercial entities in Poland recorded for the same period.

The research is based on unique data, but the methods and analysis can be applied to
any national power system of any European country.

Each power system is characterized by the volatility of electricity demand due to the
fact that the customers’ demand varies throughout the days, weeks, and years. It is closely
related to the behavior of energy users who cover their energy needs. The changes in
the load can be seasonal and recurring, related to the daily activities of people, or to the
technological processes of production plants. They can also be irregular, for example as a
result of changes in weather conditions, such as temperature or cloudiness. Higher peak
loads in the winter months are associated with greater energy needs of the end-users for
heating in case they have electric heating or heating pumps. Additionally, the highest peak
loads occur on working days, lower ones on non-holiday Saturdays, and the lowest ones
on Sundays and public holidays. Figure 1 shows the average weekly volatility of the load
in the Polish Power System in 2018 and for each month separately.

Despite significant changes in the load volume from month to month, there are charac-
teristic night valleys with relatively low loads, which remain stable between 22:00 and 6:00.
The load volume in working days when comparing months is very similar. There also is a
visible reduction in the load on Saturdays and, especially, on Sundays.

An important regularity regarding the load in the Polish Power System is the shift in
the evening load peaks due to the change in sunset times. This shift is not only associated
with the use of artificial lighting, but also with the fact that people’s activity after dusk is
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moved to houses which triggers the use of various electrical devices. The average daily
volatility of the Polish Power System for each month of 2018 is presented in Figure 2.

Figure 1. Weekly volatility in the electricity load in the Polish Power System in 2018. Source: [47].

Figure 2. Daily volatility in the Polish Power System for each month of 2018. Source: [47].

The analysis of Figure 2 shows that the evening peak in winter months occurs imme-
diately after sunset. Another important observation is that the load peaks in the summer
months occur at noon.

Due to the correlation between the energy demand and the energy price, knowledge
about the peak periods and minimum demand observed in the power system is important
for managing the costs of electricity supply through switching energy carriers (e.g., coal,
gas, etc.) depending on the load level. This enables the standardization of responses from
power plants to meet the energy needs of their customers. Those correlations are reflected
in the tariff groups and time zones offered by energy companies for making the settlements
with customers.

In order to build an accurate model of the electricity demand in the power system,
it should be remembered that, in the case of national energy systems, an important issue
is related to the availability of disaggregated data on the customer level. Such low level
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customer data are helpful to analyze the impact of specific customers’ groups on the shape
of the demand curve, which can be used further for the demand side management (DSM)
and demand side response (DSR) programs for the efficient use of the electricity.

This study was prepared based on a historical dataset of 27,160 commercial entities
located in the central-eastern part of Poland; the data were obtained from Data Bridge—a com-
pany which specializes in gathering data from energy supply companies. This dataset contains
hourly data recorded for every customer between 01 January 2016 and 31 December 2020,
enriched with calendar data (weekdays, months, and holiday indicators) and meteorological
data including temperature and humidity.

Initially, the dataset contained more customers, however, it was necessary to perform data
pre-processing to improve the quality, i.e., all the readings whose values were less or equal to
zero or those with repeating time stamps were removed. In addition, the customers with less
than ten different values in their readings were discarded. The structure of the dataset as well as
some basic statistics in terms of the electricity volume are provided in Table 2. Based on Table 2,
it can be concluded that between 30% and 50% of the customers are small businesses, i.e.,
those for whom the average daily demand is less than 10 kWh. Large businesses, i.e., over
150 kWh, represent approximately 10% of all the customer base. Also, the total number of
customers for the year 2017 is much smaller compared to other years. This is due to the
fact that data were obtained from multiple energy suppliers and their customer base was
not stable in 2017 due to market consolidation and migration of the customers between
energy suppliers.

Table 2. The structure of the dataset in terms of the electricity volume (in kWh) and the number of
entities observed between 2016 and 2020.

Average Daily Usage (in kWh)
Year

2016 2017 2018 2019 2020

(0, 2] 9864 1786 4332 5662 4658
(2, 5] 1873 1434 2345 3718 3132
(5, 10] 2127 1923 2770 3824 3929
(10, 25] 2669 3226 4217 5136 5319
(25, 50] 1416 1972 2321 3183 3351
(50, 75] 589 822 955 1299 1764
(75, 100] 378 479 536 740 1088
(100, 150] 384 540 608 808 1225
(150, 200] 153 255 333 464 652
(200, 500] 406 474 752 805 1167
(500, 1000] 124 187 276 335 428
(1000, Inf] 132 207 268 346 447

Total number of entities 20,115 13,305 19,713 26,320 27,160

As shown in Figure 3, a number of weekly and daily cycles is observed on the aggre-
gated load curve. For instance, the daily load curves have different shapes depending on
the day (workday, Saturday, Sunday, or holiday). This is visible on the graph: the beginning
of May starts on hour 1, which is midnight on the 1st of May 2019. The first and third
of May are national holidays in Poland, and in 2019, the first of May was a Wednesday.
The second of May is often taken as a bridge-holiday and as such it appears more similar
to a non-holiday Saturday. From the fifth of May (hour 96), the normal weekly pattern
emerges: 5 weekdays, Saturday and Sunday. During the working days, there are clearly
defined peaks in the middle of the days, and smaller peaks in the evenings. Finally, the
consumption is significantly lower during the weekend days compared to working days.

Based on Figure 4, it can be concluded that the analyzed data for 27,000 commercial
customers constitute approx. 1% of the total volume of the power (in MW) of the Pol-
ish Power System and, at the same time, exhibit a load curve similar to the PPS curve.
The similarity between both curves is quite high: 0.75 measured with the coefficient of
determination (R2).
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Figure 3. Hourly load data observed between May 1st (0:00) and 31st (23:00), 2019 for the customers.

Figure 4. Hourly energy consumption curves in October 2019 for the analyzed data (red pattern) in
relation to the Polish Power System (black pattern).

4. Methodology

4.1. Clustering

Since energy consumption behavior might vary among customers, different energy
consumption patterns can be grouped using clustering algorithms; these clusters can be
used to achieve a better understanding of customer profiles and to perform load modeling.
The prerequisite for the clustering of the customers’ profiles was proper data preprocessing,
i.e., creating, for each customer and each year, matrices containing electricity consumption
where the dimensions were month, weekday, and hour. An example of such a matrix for
2016 for one of the customers is presented in Figure 5. Each cell represents the average
consumption in each hour for the customer calculated over four or five values, e.g., four
Mondays (weekday = 1) in January (month = 1) 2016. It shows an increased consumption
with red cells and a lower consumption with green cells.

The data were normalized by row, i.e., the vector with 24 values for each hour, using
standardization: (x-mean(x))/std(x); this yielded the matrices with normalized consumption
which were used to determine similarity between customers’ profiles. Each time, similarity
was calculated using the Euclidean distance between two normalized matrices for two cus-
tomers’ profiles, in other words element-wise operations were applied. Next, hierarchical
clustering using Ward’s method was performed. It considers cluster analysis through an

188



Energies 2023, 16, 8070

analysis of variance where the minimum variance criterion reduces the total within-cluster
variance, instead of using distance measures to create the clusters [48]. The method involves
an agglomerative clustering algorithm which starts at the leaves and works its way to the
root. During the process, the method looks for groups of leaves that form into branches, the
branches into limbs and finally into the root. Ward’s method starts out with n clusters of size
1 and continues until all the observations are included in one cluster.

 

1 2 3 4 5 6 19 20 21 22 23 24
1 1 446.64 446.54 443.15 438.09 454.14 396.40 596.40 586.68 579.84 577.60 563.90 554.84
1 2 545.39 540.29 541.49 538.02 453.64 398.88 573.69 564.89 564.19 558.79 546.88 538.99
1 3 533.30 529.58 525.87 524.64 514.49 485.61 552.23 545.83 536.73 538.26 532.75 517.75
1 4 518.81 517.51 513.28 516.33 491.96 374.02 588.19 579.01 575.66 582.15 569.18 557.84
1 5 493.76 491.50 491.11 486.20 479.45 449.25 519.76 517.03 514.87 514.54 502.87 496.46
1 6 487.22 483.25 481.82 483.33 456.97 327.15 393.42 403.56 393.26 388.38 382.94 368.27
1 7 362.86 360.89 360.22 359.65 358.48 360.35 429.18 437.80 442.45 447.77 444.17 441.13
2 1 435.02 436.54 441.30 446.25 472.30 461.62 505.72 497.83 493.46 493.13 480.88 471.31
2 2 458.26 451.33 454.31 450.29 446.16 398.08 580.74 578.29 580.03 587.88 587.55 575.01
2 3 567.13 559.43 555.15 545.07 538.89 540.00 587.14 582.79 575.63 575.36 568.12 556.37
2 4 551.74 548.61 548.82 538.94 526.82 484.04 594.95 591.24 587.69 583.66 570.60 557.70
2 5 565.60 561.32 556.41 550.05 537.20 498.13 589.66 581.71 574.81 574.74 561.21 548.59
2 6 537.55 528.24 520.80 516.79 471.73 380.69 375.01 368.82 360.13 353.98 343.59 334.88
2 7 331.63 329.97 330.47 330.94 331.08 335.92 431.06 447.60 449.58 445.78 443.86 434.57

11 1 357.20 358.29 356.14 361.01 391.58 422.91 545.25 528.66 526.80 517.83 496.55 482.41
11 2 457.66 456.20 452.27 445.42 442.04 448.64 485.59 477.13 482.65 482.17 480.21 473.79
11 3 473.07 471.14 470.08 467.13 469.12 477.01 522.11 515.78 513.65 518.52 515.25 507.71
11 4 499.32 486.41 472.96 466.53 460.80 471.76 529.24 513.30 503.23 502.92 485.30 476.17
11 5 465.28 460.50 451.67 449.37 451.32 463.73 475.25 468.33 466.87 464.41 458.03 452.71
11 6 451.16 453.59 453.08 452.21 443.83 428.91 382.38 382.72 373.76 363.54 349.98 344.28
11 7 341.41 337.59 338.27 335.65 330.89 333.39 357.02 352.71 355.61 361.61 358.54 357.77
12 1 349.89 349.38 347.86 343.82 356.84 396.28 496.55 491.17 483.13 479.61 462.17 458.15
12 2 463.66 459.84 454.71 451.13 455.86 470.11 547.53 535.15 529.82 530.00 512.64 511.98
12 3 518.84 514.70 502.93 500.84 502.62 515.13 564.65 554.05 541.36 540.31 521.71 512.96
12 4 515.46 517.38 515.49 508.87 495.29 500.40 548.99 546.11 545.98 541.57 518.12 502.37
12 5 498.82 499.79 503.15 502.63 501.28 509.50 549.52 540.73 535.17 526.80 507.79 507.07
12 6 508.67 508.43 498.25 478.46 461.39 451.43 375.21 368.61 365.10 361.54 348.45 344.30
12 7 358.28 359.06 355.67 349.61 346.02 356.32 378.19 375.12 376.08 375.50 369.60 369.76

Hour

…

…

… …

Month Weekday

Figure 5. Consumption matrix for one of the customers observed during 2016.

Applications of Ward’s method were used to determine the largest number of distinct
clusters that have non-overlapping patterns. For this purpose, energy load profiles for working
days, Saturdays, and Sundays were plotted for each cluster created in the 2016–2020 data. The
clustering into 20 clusters was considered as the one best meeting that goal. Another rationale
for selecting 20 clusters as a cut-off was based on the number of observations, i.e., entities, in
each of the clusters. It stems from the fact that clusters should contain a sufficient number
of observations to create meaningful and actionable groups of customers. Figure 6 presents
a visualization of 20 clusters in terms of energy profiles for working days, Saturdays, and
Sundays for 2020, while the number of entities in each cluster is provided in Table 3.

As shown in Figure 6, the comparison of clusters and their load profiles allows the
identification of significant differences between the profiles which cannot be seen on the
aggregated level of the Polish Power System. There are several clusters which show
increased consumption during the day, with one or two spikes, as opposed to some other
clusters, with low demand during the day but with increased demand during the night.
Those profiles are useful for building tariff structures, demand-side management, planning
of the distribution system, and for defining critical segments which can impact the power
system when balancing the energy market.
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Figure 6. Visualization of 20 clusters (C1–C20) based on 2020 data (profiles are provided separately
for working days, Saturdays, and Sundays).
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Table 3. The number of entities in each cluster for 2016–2020.

Cluster
Year

2016 2017 2018 2019 2020

C1 4008 3747 4335 3765 5868
C2 2091 2678 3824 3183 4162
C3 678 858 1647 2367 3673
C4 652 720 1348 2365 2025
C5 488 689 1037 1903 1755
C6 482 647 928 1834 1242
C7 456 492 835 1731 1005
C8 388 453 671 1520 752
C9 275 309 480 1037 641

C10 254 282 454 890 554
C11 197 274 439 664 549
C12 189 259 430 637 524
C13 167 227 374 542 504
C14 146 223 349 424 494
C15 134 222 298 421 477
C16 126 168 271 392 329
C17 96 140 263 375 306
C18 77 123 252 290 297
C19 74 105 139 183 264
C20 60 73 103 153 124

4.2. Neural Networks for Estimation

Artificial neural networks (ANN) were first introduced by Warren McCulloch and
Walter Pitts in 1943, who created a computational model for neural networks based on a
threshold logic algorithm. The idea of this computational model was inspired by biological
nervous systems consisting of a large number of elemental processing units, called neurons,
which are organized in input, hidden, and output layers [49,50]. Each neuron in the network
is characterized by input weights, an activation function, and a threshold. In the simplest
artificial neural networks, neurons are usually connected in a feedforward manner so data
processing moves only in one direction, from the input nodes through the hidden layer, to
finally reach the output neurons.

A multilayer perceptron (MLP), introduced by Frank Rosenblatt in 1958, is a feed-
forward artificial neural network model with multiple layers of neurons which are fully
connected to the next neurons in each layer. With an adequate learning method and with a
sufficient number of neurons in the hidden layers, the MLP networks are able to deliver
precise and satisfactory approximation for any type of bounded piecewise continuous
functions [51].

The MLP network utilizes a supervised learning backpropagation technique which is
widely recommended as the most efficient procedure for the training of neural networks
and used in conjunction with gradient descent optimization method [52]. The main issue
in the application of neural networks is finding the proper values for the weights between
the input and the output layer. Starting with random weights, an input dataset is presented
to the network to make initial estimations. During the learning process, the differences
between the estimated and the measured values are used to assess the error. Then, the
error is propagated back through the whole network to update the weights and to obtain
improved results, as we want the algorithm to find those properties of the input data
that are most relevant for modeling the target function. More details regarding the MLP
architecture and learning algorithms are elaborated on in [50,53,54].

Figure 7 presents an example of a three-layer neural network which consists of an
input layer with a set of input neurons, one hidden layer with computation neurons, an
output layer, and weights between all the layers.
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Figure 7. The three layer MLP artificial neural network.

For the purpose of demand estimation, an MLP feedforward artificial neural network
was used as this is undoubtedly one of the most commonly used architectures in practical
applications of ANN, especially in applications related to estimation and classification [52].

5. Modeling Electricity Demand in the Polish Power System

Energy demand, a critical aspect of energy systems, is the measure of electrical energy
required by end-users within a specific timeframe. The knowledge of expected energy
demand is essential for ensuring a stable and resilient energy infrastructure. The deter-
minants influencing energy demand are multifaceted. Economic growth plays a pivotal
role, as expanding industries and increased commercial activities elevate energy needs.
Technological advancements, particularly in energy-efficient appliances and industrial
processes, can either mitigate or intensify demand. Furthermore, societal changes, such
as shifts in lifestyle and demographic patterns, significantly impact energy consumption.
Lastly, climate and weather conditions are also important.

The transition towards renewable energy sources further complicates energy demand
dynamics. While renewable integration offers sustainability benefits, the intermittency
of sources like solar and wind introduces additional complexities in demand forecasting
and grid management. Smart grid technologies, demand response programs, and energy
storage solutions emerge as pivotal strategies in addressing these challenges, ensuring a
harmonious balance between energy supply and demand.

Understanding energy demand is imperative for policymakers, energy planners,
and stakeholders to formulate effective strategies that enhance energy efficiency, reduce
environmental impact, and foster a reliable and resilient energy future. Also, it is pivotal
for sustainable energy systems, influenced by factors like economic trends, technological
shifts, and societal changes.

In the context of the PPS, our research employs clustering techniques on historical
electricity usage data from commercial customers. As we delve into modelling electricity
demand, this study provides valuable insights into the effectiveness of clustering-based
models, showing their potential for accurate load estimation.

5.1. The Approach to Estimate the Demand

The main factors affecting electricity demand on a country-wide level are gross do-
mestic product, energy prices, income, the characteristics of economic urbanization, and
climate and seasonal factors. The magnitude of those determinants differs across countries,
time periods, and studies, even for the same country; therefore, our goal was to explain the
demand through the available high frequency data of commercial customers rather than
building a macro-economic model.

Modeling the load in the national power system is an important aspect—not only for
the economy, but also for the safety and reliability of the power system operations. The
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models are necessary for the planning and modernization of the whole system and for
creating strategic directions, including market transformation. Moreover, knowledge of the
load curve characteristics is necessary to take appropriate actions in balancing the available
generation capacity and the demand.

In this context, a data-driven approach, with no theoretical assumptions, was used
to estimate a model in which consumers (and specific consumer clusters) create energy
demand and thus are responsible for the shape of the load curve. The model that reflects
the actual structure of the market through the clusters of customers will help to analyze the
demand in the Polish Power System and its fluctuations. For this purpose, various models
were tested taking into account up to 25 features, including the results of the clustering.
The modeling was not limited to 20 clusters but the whole range of clusters (between
1 and 20 clusters) and their electricity usage were considered in the models. This was
to analyze the relation between the number of clusters formulated and the precision of
demand estimation.

The following variables were used to create the MLP models:

� Feature 1—day type: working day, Saturday, Sunday, or holiday;
� Feature 2—the time of the day: (1) morning peak: between 7:00 and 13:00 for work-

ing days (Monday-Friday), regardless of the month; (2) afternoon peak: between
16:00 and 21:00 during winter months, i.e., between October and March; between
19:00 and 22:00 during summer months, i.e., between April and September; (3) off-
peak periods;

� Feature 3—season: (1) summer (May–August); (2) winter (November–February);
(3) other (March, April, September, October);

� Feature 4—temperature observed in hourly intervals;
� Feature 5—humidity observed in hourly intervals;
� Features 6—25-aggregated hourly electricity usage within each cluster (between 1 and

20 clusters). Each cluster is the result of the hierarchy of the dendrogram obtained for
the hierarchical clustering using Ward’s method, as shown in Section 3.

Some basic statistics for the variables which were used to create the MLP models are
presented in Table 4. Variables C1 to C20 show aggregated hourly electricity usage within
each cluster.

Table 4. Descriptive statistics for the variables which were used to create the models.

Variable
Statistics

Min Q1 Median Mean Q3 Max Sd

C1 114.3 429.7 880.2 5142.5 2681.6 44,699.6 9623.3
C2 15.6 120.6 966.2 4285.8 3022.5 41,144.2 7487.7
C3 68.7 559.6 1524.6 3391.4 3165.6 21,118.1 4498.3
C4 5.8 638.8 1830.7 9542.5 18,570.2 57,701.8 12,640.4
C5 39.1 201.3 1116.0 4267.9 3438.0 53,443.1 6527.9
C6 13.7 47.4 4726.8 4839.8 8503.8 22,143.5 4723.0
C7 8.1 74.5 268.6 862.4 1347.5 5473.9 1036.7
C8 22.5 71.9 220.6 11,332.2 2049.7 93,437.4 25,003.3
C9 38.2 453.9 832.1 1678.2 1478.4 10,971.3 2106.0
C10 32.6 2595.7 4511.4 5409.7 8122.8 34,714.5 4191.2
C11 48.0 1150.4 2707.9 3394.8 5134.5 17,112.1 2935.9
C12 31.5 239.6 1247.6 4482.8 5986.2 22,223.8 6141.6
C13 33.2 162.1 239.4 355.7 447.4 1757.0 299.9
C14 94.9 293.3 1094.2 3966.7 3217.8 29,634.1 6726.4
C15 45.6 323.8 537.4 8910.9 8396.4 58,916.1 14,673.8
C16 16.0 322.0 692.4 1610.8 1568.9 9027.5 2148.5
C17 25.3 104.7 151.9 609.7 579.9 8269.0 1067.2
C18 34.7 196.1 457.3 3869.1 3417.1 28,773.6 6226.6
C19 19.5 177.2 431.4 785.3 1032.9 4021.5 882.0
C20 12.4 341.8 629.9 1221.9 1352.6 7069.4 1423.4

Temperature −21.8 2.3 9.4 9.2 16.4 34.7 9.05
Humidity 0 66 77.2 82 92 100 17.7
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To assess the performance of the models, the mean absolute percentage error (MAPE)
and adjusted R2 were used. MAPE is a measure of prediction accuracy and it expresses the
accuracy as a ratio defined by the formula:

MAPE =
1
n

n

∑
t=1

∣∣∣∣At − Ft

At

∣∣∣∣× 100%

where At is the actual value and Ft is the forecast value.
Adjusted R2 is a measure which provides better precision by considering the impact

of additional independent variables that tend to skew the results of R2 measurements; it is
defined as:

R2
adj = 1 −

⎡⎣
(

1 − R2
)
(n − 1)

n − k − 1

⎤⎦
where n is the number of points in a data sample and k is the number of independent
variables in the model, excluding the constant.

All presented simulations were prepared using R software (version 4.1) and nnet
(version 7.3-16) library.

For each year, twenty MLP networks were trained; the difference between the networks
was in the number of neurons in the input and hidden layers. Each explainable model
was built for the hourly demand of the Polish Power System. The models varied from six
neurons matching with six input-features (the five features mentioned earlier as well as
the aggregated usage treated as a single cluster), up to twenty-five neurons matching with
twenty-five input-features (the five aforementioned combined with the separate usage of
the twenty clusters). Additionally, another twenty MLP models were created, but this time
with random clusters, i.e., clusters of equal size with customers randomly assigned to each
of them. The models with random clusters were used for comparison with the models
which used the statistically derived clusters as input variables.

Each neural network consisted of one input layer (number of neurons ranging from six
up to twenty-five which is in line with increasing number of clusters being considered as
the inputs to the network), one hidden layer, and one output layer with one neuron and was
trained using the nnet function which implements the Broyden–Fletcher–Goldfarb–Shanno
algorithm (BFGS). Importantly, all input features were scaled using standardization. The
varying number of features and neurons stems from the fact that, in the simulations, we
considered various numbers of clusters and the associated energy volume. Specifically, for
the first ANN simulation, there was only one time series for only one cluster, i.e., the entire
population. For the second simulation, there were two time series for two clusters dividing
the entire population, etc. Eventually, following the dendrogram, there were 20 time series
for 20 clusters.

Wanting to follow the golden rule that each subsequent layer has fewer neurons than
the previous (pyramid), the hidden layer contained two neurons less than the input layer.
Neurons in the hidden layer were activated using sigmoid function, while the neuron in the
output layer was activated using linear function. To prevent overfitting, the regularization
term (weight decay) that uses as the penalty the sum of squares of the weights was set at its
default value 0.0005 The models were built using cross-validation regime and the results
were averaged. Due to the fact that analysis deals with feature vector (not a time sequence),
these validation samples were randomly selected.

The results of the MLP networks are as follows (as shown in Figures 8 and 9):

� For both adjusted R2 and MAPE, there is a clear relation: the higher the number of
clusters used, the better the results are;

� Adjusted R2 is between 0.96 and 0.99 when the aggregated electricity usage is con-
sidered for 20 segments in the models; at the same time, the models with random
segments perform worse as adjusted R2 is much lower, i.e., between 0.89 and 0.96;
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� MAPE is between 1% and 2.5% when the aggregated electricity usage is considered
for 20 segments in the models; at the same time the models with random segments
perform worse as adjusted MAPE is much higher, i.e., between 2% and 4.5%;

� The best results are obtained for 2016, 2019, and 2020 which might be due to the fact
that our source data contain more data points (as presented in Table 2).

Figure 8. Adjusted R2 for the models (each year separately) depending on the number of extracted
clusters (solid lines) and compared to the models with random clusters (dashed lines).

Figure 9. MAPE for the models (each year separately) depending on the number of extracted clusters
(solid lines) and compared to the models with the random clusters (dashed lines).

In Figures 10 and 11, a comparison between actual PPS demand and model’s estimates is
also presented (as an example, January and July 2019 data were considered). These indicate
that the models are fitting the PPS curve well and that the results are better when more clusters
are considered as the inputs for the models (one cluster vs. ten clusters in the example).
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Figure 10. Actual PPS demand (black solid line) for January 2019 compared with the model’s
estimates; built for one cluster (dashed orange line) and ten clusters (dashed green lines).

Figure 11. Actual PPS demand (black solid line) for July 2019 compared with the model’s estimates;
built for one cluster (dashed orange line) and ten clusters (dashed green lines).

5.2. Minimum Sample Size to Estimate Demand

Based on the literature review, the dataset used in this work is considered large
as it represents the usage of 27,000 commercial customers. Usually, datasets that are
available to scientists are significantly smaller which might impact the results and even
make conclusions skewed and biased. Therefore, in this work, it was additionally analyzed
what would be a minimal sample size taken from the clusters to estimate demand in the
Polish Power System with good precision.

For this purpose, three random samples were prepared from each segment (from 1 to
20) and for each year, having 50%, 10%, and 1% of the data drawn from the original dataset.
Additionally, similar samples having 50%, 10%, and 1% of the data drawn from the random
clusters were prepared, i.e., segments of equal size with the customers who were randomly
assigned to those clusters.

As previously stated, twenty MLP networks were trained for each year and for each
sample (50%, 10%, and 1%), starting with a network with six neurons in the hidden layer
to one with twenty-five neurons in the hidden layer. Additionally, another twenty MLP
networks were created for each year and for each sample (50%, 10%, and 1%), but this time,
with random clusters.

The results of the MLP networks are as follows (as shown in Figure 12):
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Figure 12. Adjusted R2 (on the left) and MAPE (on the right) for the models (each year shown
separately) depending on the number of extracted clusters and the sample size (solid lines) compared
to the models with random clusters (dashed lines).

� For both measures, adjusted R2 and MAPE, there is a clear relation: with a bigger
sample, better results are achieved;

� When the sample size of 50% is drawn from each of the clusters, then both adjusted
R2 and MAPE are close to the results obtained for the complete dataset;
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� When the sample size of 10% is drawn, then some slight deterioration in terms of the
adjusted R2 and MAPE is observed; specifically, R2 is lower by 0.02 and MAPE is higher by
0.5 p.p. when comparing with the results obtained on the complete dataset; Nevertheless,
such a sample still enables the models to be produced with reasonable accuracy;

� When the sample size of only 1% is drawn, then further deterioration in terms of the
adjusted R2 and MAPE is observed; specifically, R2 is lower by up to 0.05 and MAPE
is higher by 1 p.p. when comparing with the results obtained on the complete dataset;

� The 1% sample is considered too small to build reliable models as the results are close
to the results obtained for random clusters;

� For the random clusters and the samples drawn from those clusters, it is observed that
adjusted R2 and MAPE are worse than the results obtained on the complete dataset;

� As previously, the best results are obtained for 2016, 2019, and 2020, which might be
due to the fact that more data are available for those years.

6. Conclusions

This study analyzed commercial customers in Poland based on a real dataset with
hourly power consumption records of 27,000 businesses spread throughout 2016–2020.

Since electricity consumption behavior may vary between the customers, a cluster-
based estimation of the demand curve was considered. Such an approach enables the
discovery of underlying patterns in electricity datasets and serves as the prerequisite for
robust modeling and estimation, i.e., by first clustering the customers and then modeling
the demand in the power system through the profiles associated with the clusters as the
input variables.

It was proved that the clustering-based method with MLP models for demand estima-
tion in the Polish Power System decreases the mean absolute percentage error substantially
compared to the approach without clusters, while fitting the load curve well, which was
confirmed using adjusted R2.

Through the experiments, it was confirmed that the clustering of customers helps to
estimate the demand in the Polish Power System significantly better than on an aggregated
level, i.e., using the whole population. Specifically, there is a clear relation: the more clusters
are used, the better the results are in terms of adjusted R2 and MAPE. With 20 clusters, the
models deliver MAPE as low as 1% and adjusted R2 as high as 0.99.

As far as the size of the sample drawn from the clusters is concerned, it is observed
that when a sample of size 50% is drawn from each of the clusters, then both adjusted R2

and MAPE are close to the results obtained on the complete dataset. When a sample size of
10% is considered then a slight deterioration in terms of both these measures is observed;
however, such a sample still enables us to build the models with reasonable accuracy.
Finally, when a sample of only 1% is drawn, further deterioration in terms of the adjusted
R2 and MAPE is observed and such a sample is considered too small to build reliable
models as the results are close to the results obtained for random clusters. This experiment
clearly shows that small samples might impact the results and make conclusions skewed
or biased, therefore the dataset should be sufficiently large. Finally, by employing a cluster-
based approach to estimate demand, our research provides a far-reaching understanding of
consumer behavior, enabling policymakers and energy managers to focus their strategies
based on distinct customer clusters for proper demand-side management, planning of
distribution systems and for defining critical segments which have the biggest impact on
the power system. For example, those clusters which contribute to demand peaks should
be considered for targeted actions (e.g., incentives) to flatten the peaks, as these pose a
problem for the stability of the system.

Some limitations should be considered in the context of the results in the study. Since
the research is based on data from Polish market it may impact generalization of the results.
Nevertheless, the methods and analysis proposed here can be applied to any national
power system of any European country and thus enable generalization of the findings.
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There are a couple of promising applications of cluster analysis for managing the load
in a power system which could be considered for further research. These are related to
tariff design for specific customer groups and demand response programming which helps
to flatten the load curve, thus contributing to an increased stability of the system.
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Abstract: The dynamic economic dispatch (DED) problem is a typical complex constrained opti-
mization problem with non-smooth, nonlinear, and nonconvex characteristics, especially considering
practical situations such as valve point effects and transmission losses, and its objective is to min-
imize the total fuel costs and total carbon emissions of generating units during the dispatch cycle
while satisfying a series of equality and inequality constraints. For the challenging DED problem,
a model of a dynamic economic dispatch problem considering fuel costs is first established, and
then an improved grey wolf optimization algorithm (IGWO) is proposed, in which the exploitation
and exploration capability of the original grey wolf optimization algorithm (GWO) is enhanced by
initializing the population with a chaotic algorithm and introducing a nonlinear convergence factor
to improve weights. Furthermore, a simple and effective constraint-handling method is proposed
for the infeasible solutions. The performance of the IGWO is tested with eight benchmark functions
selected and compared with other commonly used algorithms. Finally, the IGWO is utilized for three
different scales of DED cases, and compared with existing methods in the literature. The results show
that the proposed IGWO has a faster convergence rate and better global optimization capabilities,
and effectively reduces the fuel costs of the units, thus proving the effectiveness of IGWO.

Keywords: dynamic economic dispatch; improved grey wolf optimization algorithm; constraint-
handling methods; chaotic initialization; nonlinear convergence factor

1. Introduction

1.1. Power Dispatch Problem

Over the years, with the rapid development of science and technology and the im-
provement of people’s living standard, the consumption of energy has been increasing,
and especially the large amount of electricity used will inevitably bring a huge burden
to the power grid; thus, in order to optimize the scheduling of the power system and
the utilization efficiency of electricity, dynamic economic dispatch has become a popular
research topic for meeting the actual situation of electricity consumption at home and
abroad [1].

The dynamic economic dispatch (DED) problem was first proposed by Bechert and
Kwanty in 1971 as an extension of static economic dispatch (SED) [1]. It mainly refers to di-
viding a day into several periods and optimizing daily economic dispatches based on daily
load forecasts, and takes into account various constraints of thermal power units, which
is more consistent with the actual power system operation than static economic dispatch.
Economic load allocation (ELD) is a typical optimization problem in power systems and one
of the most fundamental optimization tasks in dynamic economic dispatching problems,
aiming at a reasonable distribution of power among specific units and minimizing the
economic cost while satisfying certain constraints imposed; improving the arrangement of
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the unit output can result in significant savings [2]. Some simple scheduling problems are
generally solved using traditional mathematical methods, such as the prioritization method,
dynamic programming method, equal micro-increment rate criterion, and gradient projec-
tion method, but modern economic scheduling problems are often much more complex,
due to the introduction of network transmission losses and valve point effects of thermal
units. As a result, today’s scheduling problems are essentially non-convex, nonlinear,
high-dimensional, multi-constrained, multi-objective optimization problems, making such
problems unable to be satisfactorily solved by traditional mathematical methods [2]. In
order to solve the modern economic scheduling problem, some random search algorithms
and heuristic swarm intelligence algorithms based on the behavior laws of biological popu-
lations are proposed. They can obtain the optimal solution in a reasonable time and avoid
falling into the local optimal solution prematurely in the iterative process, and have certain
advantages in multi-objective, nonlinear and high-dimensional optimization problems.

Domestic and foreign research on the DED problem has been continuously improving
and deepening, and the research directions are also different. At present, domestic current
research in power systems mainly conforms to the requirements of low-carbon transition,
the construction of clean energy-based power systems has become an important task, and
the vigorous development and use of renewable energy has become the main trend of the
domestic economic dispatch research. Recently, Yang et al. [3] developed a novel power
system dispatching model that incorporates a significant number of plug-in electric ve-
hicle charging and discharging behaviors. They conducted a study on a 10-unit power
system with 50,000 plug-in electric vehicles to investigate strategies for mitigating the
impact of new energy vehicles on the power grid, ultimately achieving low carbonization.
Yang et al. [4] also studied a new hybrid unit commitment problem considering renewable
energy generation scenarios and plug-in electric vehicles’ charging and discharging man-
agement. Due to the vigorous development of renewable energy and the large-scale launch
of plug-in electric vehicles, the traditional power system scheduling problem is faced with
greater challenges. A series of metaheuristic optimization algorithms are proposed to solve
the dilemma, and the effectiveness of these methods for the power scheduling problem is
verified by comparison experiments. Foreign scholars, on the other hand, have focused on
the aspect of saving energy usage. Liu et al. [5] constructed a hybrid economic emission
dispatch (HDEED) mathematical model considering renewable energy generation, which
is based on wind-photothermal integrated energy, a moth–flame optimization algorithm
was proposed to solve it, and finally three experimental cases were tested to verify the
effectiveness of the study. Acharya et al. [6] proposed a multi-objective multiscale opti-
mization scheme for minimizing the dynamic economic load scheduling problem with the
valve point effect, and the algorithm retains the ramp constraints on the required rate of the
generator units. This method eliminates the discontinuities in the operation of the power
system, which leads to a better solution of the dynamic economic load dispatch problem,
and makes the generators output the optimal power. Shaheen et al. [7] proposed a manta
ray foraging (MRF) optimizer to solve the economic dispatching of the combined heat and
power system problem including valve point shocks and wind power. In order to obtain
the optimal solution of the EDCS problem, the MRF optimizer with an adaptive penalty
function was designed to deal with the constraints of the model efficiently, and the validity
of the methodology has been verified through experiments on two kinds of test systems,
large and small.

1.2. Intelligent Optimization Algorithm

Swarm intelligent optimization algorithms were first explored for application in power
systems in the 1970s and are still widely used in various scheduling problems until now.
Intelligent optimization algorithms are search techniques based on biological evolution as
well as objective laws of nature, and the more typical ones are the genetic algorithm (GA) [8],
evolutionary planning algorithm (EP), simulated annealing algorithm (SA) [9], particle
swarm optimization algorithm (PSO) [10], whale optimization algorithm (WOA) [11], ant
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colony optimization algorithm (ACO) [12], etc. These methods have been proven to be
very effective for solving nonlinear ELD problems. Many scholars at home and abroad
have carried out a large amount of research on the application of intelligent algorithms
for economic scheduling in the past decades, and these algorithms are still being tested
and improved continuously. Liu et al. [13] proposed a niche differential evolutionary
algorithm (NDE) to solve a large-scale cogeneration economic dispatch problem, which is
inspired by the neighborhood concept of the niche approach, and utilized a deterministic
congested niche approach and a two-phase selection design of greedy selection, which
balanced the algorithm’s global and local search capabilities, and thus the algorithm could
solve the DED problem more efficiently. A genetic algorithm based on the concept of
energy-conserving space and the parallel population technique to solve the DED problem
was proposed by Silva et al. [14], who added a new repair strategy based on real value
coding, and applied the algorithm to four power systems of different sizes for testing to
verify the effectiveness of the improved algorithm. Based on the consideration of fuel
prices, Mahdavi et al. [15] proposed a scenario-based model to evaluate the impact of
substation expansion on TEP from the perspective of voltage level. Discrete artificial bee
colony (DABC)- and quadratic programming (OP)-based methods were used to verify
the effectiveness of the model in the actual transmission network, and the aim was to
economically determine the optimal number, timing, and location of new transmission
lines. Li et al. [16] proposed an optimization algorithm combining a chaotic search based
on tent mapping and nonlinear adaptive particle swarm optimization, and established a
multi-objective optimization model aiming at determining the operating costs, pollutant
emissions, and energy efficiency of the cogeneration system. Simulation results showed
that the proposed algorithm applied to the model can effectively improve these objectives.
Wang et al. [17] established an economic dispatch model based on regional interconnected
multi-microgrid systems, and proposed an improved whale algorithm using five strategies,
namely adaptive inertia weight, dynamic spiral search and generalized binary learning, to
solve this problem. The improved algorithm was applied to two arithmetic models of the
grid-connected operation and non-grid-connected operation for testing, and it was found
that the convergence accuracy and speed of the algorithm have been improved and the
results obtained were good.

The gray wolf optimization algorithm (GWO) is a novel pack intelligence optimization
algorithm proposed in 2014 by Seyedali Mirjalili, an Australian scholar, inspired by the
predatory behavior of gray wolf packs [18], which is based on the mechanism of wolf pack
collaboration to achieve the purpose of optimization. The gray wolf algorithm has the
advantages of a simple structure, few parameters to be adjusted, and easy implementation;
it has good performance in terms of its problem-solving accuracy and convergence speed,
and is now widely used in various scheduling problems. Ge et al. [19] used an improved
GWO to optimize the UAV path-planning problem in an oilfield environment and achieved
satisfactory results. Wang et al. [20] used a discrete GWO to solve the stacking problem,
which effectively solved this problem and surpassed most of the previously reported
metaheuristics; Yuan et al. [21] used GWO to solve the lightning whistle acoustic voice
recognition problem, and the accuracy of its recognition results was 2% higher compared to
the common recognition methods. Dokur et al. [22] used GWO to solve a short-term wind
speed-prediction problem with a multilayer perceptron, and the results showed that the
algorithm was more effective than other algorithms. Song et al. [23] used GWO to optimize
the shaft straightness error assessment of shaft hole-type parts, and the results confirmed
that the algorithm was more accurate in solving this problem.

However, like most intelligent algorithms, the gray wolf optimization algorithm has
shortcomings, and the most obvious ones are the balance of exploration and exploitation
capability of the algorithm and the tendency to fall into local optimal solutions. In order
to solve these problems, scholars have made corresponding improvements. Yan et al. [24]
proposed a nonlinear convergence factor combining tangent and logarithmic functions to
dynamically adjust the global search ability of the gray wolf algorithm, and also introduced
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an adaptive position update strategy, which led to a significant improvement in the perfor-
mance of the algorithm. Mostafa et al. [25] proposed an improved gray wolf algorithm to
find an optimal solution for the combined economic and emission dispatch problem, so as
to minimize the generation costs and achieve emission reduction. Six mutation operators
were applied to the GWO to enhance its performance. A test system that consists of 10 units
was simulated, and the results showed the effect of applying the mutation operators to the
IGWO. Sahoo et al. [26] proposed a coming-of-age improved version of the conventional
grey wolf optimization technique to solve the ELD problem. In the improved GWO, the
leadership hierarchy of the grey wolf is ameliorated by taking the random walking behavior
of the grey wolfs into consideration. The algorithm aims to modify the existing leaders
with the best leaders in order to overcome the drawbacks of the conventional GWO. It
was found that the performance of the improved gray wolf algorithm was significantly
improved through the test of the unit. Mohamed et al. [27] proposed a hybrid whale–wolf
optimization method to accurately solve the economic dispatch problem. The proposed
method efficiently integrates the mechanisms of the whale optimization algorithm and gray
wolf optimization with crossover and mutation operators. To demonstrate the effectiveness
of the proposed method, it was compared with six other optimization methods. Two differ-
ent test systems (six and ten generating units) were used to evaluate the performance of the
proposed method. The experimental results showed that the hybrid whale–wolf optimiza-
tion method showed better performance in finding the optimal solution to the economic
dispatch problem compared to the other methods. Paramguru et al. [28] proposed a new
modified grey wolf algorithm to solve the economic dispatch problem. The modification
was carried out by the incorporation of the exponential operators into the conventional
GWO. The constraints with non-linearities of generating units like ramp rate constraints,
effect of valve-point loading, and prohibited operating zones were considered for practical
application. Compared with other algorithms, the results show that the proposed algorithm
is effective in solving the real ELD problem. This optimization process provides a better
capability of exploration and exploitation. According to the above literature, it can be
concluded that the improvement of the gray wolf optimization algorithm is mainly based
on the following three points: first, introducing strategies such as chaos initialization or
reverse learning strategies to enhance the diversity of the initial population. Second, intro-
ducing nonlinear convergence factors or designing adaptive parameters to automatically
adjust the global and local search ability of the algorithm. Third, changing the weight of the
iterative formula or mixing it with other algorithms, and combining the search strategies of
different algorithms, can improve the GWO algorithm.

1.3. Constraint-Handling Methods

Since the DED problem has strong constraints, it is necessary to address these con-
straints to ensure that the generated solution becomes feasible as the number of generations
increases [29]. In some past studies, the most commonly used constraint-handling methods
include the penalty function method, feasibility-based rule method [30], ε-constraint-
handling method [31], repair method, and random ordering method [32]. Although these
methods can effectively deal with the constraint problem, they all have obvious drawbacks,
and the main shortcomings are as follows: first, some processing methods cannot accurately
set the parameters or penalty factors, which will affect the feasibility of the final solution;
second, some processing methods cannot solve the constraint problem with a small feasible
domain or a complex scale; in addition, some constraint processing methods do not work
well with algorithms, and cannot be combined with algorithms to solve multi-objective
optimization problems. Due to these shortcomings, many scholars have also studied
improvement strategies.

Jin et al. [33] proposed an improved penalty function method to solve multi-objective
optimization problems, in which the optimal initial iteration points are obtained via the
pseudo-random sequence correlation method, and continuous, non-segmented exponential
penalty functions are constructed for the sparse decomposition of high-dimensional vectors.
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It was found that the accuracy of the improved penalty function method is nearly twice
that of the original method; considering the drawbacks of feasibility rules, Bcw et al. [34]
designed an individual-dependent feasibility rule that can enhance the utilization of objec-
tive function information in the problem and is combined with a differential evolutionary
algorithm to achieve good results in dealing with the constraints of optimization problems.
Yang et al. [35] proposed an augmented generalized ε-constraint processing method to
solve the multi-objective optimal scheduling model of a cogeneration microgrid, which can
better obtain the Pareto optimal solution set of the model, and the experimental results
demonstrated that this method can better realize the economic optimization of the model
than other constraint methods. Yang et al. [36] proposed an adaptive assignment constraint-
processing technique that can decompose the multi-objective optimization problem into
several optimization subproblems. Each subproblem has a subentry in a subregion, and
the constraint processing method is adaptively assigned to each subregion according to the
index, so as to solve the constraint problem better. Liu et al. [37] proposed a double random
ordering encryption algorithm based on the form of measurement data, which on the
one hand uses randomness to ensure the uncertainty of random sequences and improves
the security of measurement data, and on the other hand proposes an approximate recovery
strategy based on CGAN to ensure the accuracy of decryption, and finally analyzed the
effectiveness of the method through experiments on wind power and photovoltaic datasets.

1.4. The Innovation of This Paper and the Arrangement of the Remaining Content

Considering that there are few studies on solving DED problems by using the grey
wolf optimization algorithm, this paper focuses on improving the grey wolf algorithm
and using the improved algorithm to optimize the fuel costs of the unit, considering trans-
mission losses and valve point effects. On the one hand, this paper adopts an improved
scheme that is more suitable for solving DED problems for the gray wolf optimization algo-
rithm, including a new chaotic mapping for population initialization, a more appropriate
improvement of the convergence factors and control parameters, and an improvement of
the weight of the position-updating formula. On the other hand, this paper uses a more
novel method to deal with constraints, which combines a heuristic repair method and a
direct repair method to deal with constraints in the model better.

The rest of this study is organized as follows: first, a mathematical model of a dynamic
economic dispatch considering unit fuel costs is given, the original gray wolf algorithm is
briefly described, and an improved grey wolf algorithm (IGWO) is introduced according
to the initialization and updating formula. Then, a hybrid constraint-processing method
combining heuristic repair and direct repair is proposed, in which the feasibility rule
method is used to filter out high-quality infeasible solutions, a rough adjustment of the
heuristic repair is used to make infeasible solutions closer to feasible solutions, and fine-
tuning of the direct repair is used to force infeasible solutions to feasible solutions. Finally,
the improved algorithm and constraint processing techniques are applied to the DED
problem, the experimental results are observed in comparison with other methods, and the
conclusions of the study and the outlook for further research work in the future are given.

2. Dynamic Economic Dispatch Model

The goal of the DED problem is to determine the optimal power generation level for all
online units within a specified scheduling time (e.g., 24 h per day) with the minimum power
generation fuel cost under various equation and inequality constraints, taking into account
the valve point effect (VPE) and network losses. The detailed mathematical expression of
the whole problem is as follows.
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2.1. Optimization Objective Function

The fuel cost objective function considering the valve point effect can be approximated
as a smooth quadratic function with the following expression:

minF(P) =
T

∑
t=1

N

∑
i=1

{
ai + bi pt,i + ci p2

t,i +
∣∣∣disin

[
ei

(
pmin

i − pt,i

)]∣∣∣} (1)

In Equation (1), F(P) denotes the total fuel cost of thermal generating units; P is the
output power of all online units; T is the whole dispatch cycle of 24 h; N is the total number
of system generators; ai, bi, ci, di, ei are the consumption characteristic coefficients of the
ith generator; pt,i is the output power of the ith thermal generating unit at moment t; and
pmin

i is the minimum value of its active output. The part of the formula with the absolute
value is the valve point effect.

2.2. Constraints

The dynamic economic dispatch problem contains several equality and inequality
constraints, including generation capacity constraints, unit ramp constraints, power balance
constraints, and transmission loss constraints.

2.2.1. Capacity Constraints

The generation capacity constraint is an inequality constraint, where the unit’s genera-
tion capacity must be within an appropriate limit during optimal dispatch, and is expressed
as Formula (2).

pmin
i ≤ pt,i ≤ pmax

i (2)

here, pmax
i and pmin

i are the upper and lower limits of the active output of each unit in the
generator set, respectively.

2.2.2. Units Ramp Limits

Due to the large inertia of the thermal power unit, the climb limit constraint is intro-
duced in order to extend the service life of the unit. That is, the output of the unit cannot
be greatly adjusted in a short period of time, which is expressed by Formula (3).{

pt,i − pt−1,i ≤ URi
pt−1,i − pt,i ≤ DRi

(3)

In the above equation, URi and DRi denote the maximum allowable rise and fall rate
of the ith generation unit, respectively, and represent the generation inertia size of the
thermal power unit.

2.2.3. Power Balance Constraint

The power balance constraint is the most important and complex equation constraint
in the DED problem. In each time period, the sum of the active output pi,t must be equal to
the sum of the total load demand pD,t and the network active loss pL,t of each generator in
that time period, and the constraint relationship is expressed by Formula (4).

T

∑
t=1

pi,t − pD,t − pL,t = 0 (4)

The mathematical model expression for the network transmission loss pL,t in the above
equation is usually simplified as in the following Formula (5).

PL,t =
T

∑
i=1

N

∑
j=1

Pt,iBijPt,j (5)
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3. Improved Gray Wolf Algorithm

3.1. Description of the Gray Wolf Algorithm

The gray wolf optimization algorithm (GWO) is inspired by the social leadership
and hunting behavior of gray wolves in nature. Compared with other metaheuristic
algorithms, the GWO algorithm has the advantages of a simple structure, having few
control parameters, being easy to improve, and having the ability to achieve a balance
between local and global search. The GWO algorithm takes the three leading wolves α,
β, and δ with the best adaptation in the population as the best solution and guides the
remaining ω wolves in the direction closest to the prey so as to find the global optimal
solution. Wolf hunting consists of three main steps: surrounding, hunting, and attacking
prey. The number distribution of the social ranks of wolves is shown in Figure 1.

Figure 1. The number distribution of the social ranks of wolves.

3.1.1. Surrounding

In the early stage of algorithm optimization, GWO is mainly expressed as encircling
the prey, and its mathematical model is expressed as Formulas (6) and (7).

→
D =

∣∣∣∣→C × →
XP(t)−

→
X(t)

∣∣∣∣ (6)

→
X(t + 1) =

→
XP(t)−

→
A ×→

D (7)

The two formulas above represent the distance between individual gray wolves and
their prey and the position update of gray wolves, respectively, where t is the number of cur-

rent iterations.
→
XP and

→
X are the position vectors of the prey and gray wolves, respectively,

and
→
A and

→
C are the coefficient vectors, which are calculated using Formulas (8) and (9).

→
A = 2

→
a ×→

r1 −→
a (8)

→
C = 2 ×→

r2 (9)

In the above equations,
→
a is the convergence factor, and

→
r1 and

→
r2 are random numbers

with values between 0 and 1, decreasing linearly from 2 to 0 with the number of iterations.

3.1.2. Hunting

In order to mathematically model the hunting behavior of wolves, it is assumed that
the three leading wolves have a better ability to identify the location of their prey. Therefore,
considering the leading role of the three wolves in searching for the optimal solution, other
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wolves must follow them. The mathematical model of the hunting behavior of wolves is
shown in Equations (10)–(12). ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

→
Dα =

∣∣∣∣→C1 ×
→
Xα −

→
X
∣∣∣∣

→
Dβ =

∣∣∣∣→C2 ×
→
Xβ −

→
X
∣∣∣∣

→
Dδ =

∣∣∣∣→C3 ×
→
Xδ −

→
X
∣∣∣∣

(10)

→
C1,

→
C2, and

→
C3 in the above equation are calculated using Equation (9).⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

→
X1 =

→
Xα −

→
A1 ×

(→
Dα

)
→
X2 =

→
Xβ −

→
A2 ×

(→
Dβ

)
→
X3 =

→
Xδ −

→
A3 ×

(→
Dδ

) (11)

→
Xα,

→
Xβ, and

→
Xδ in the above equation represent the best three solutions in the popula-

tion iterated to moment t;
→
A1,

→
A2, and

→
A3 are calculated using Equation (8); and

→
Dα,

→
Dβ,

and
→
Dδ are calculated using Equation (10).

→
X(t + 1) =

→
X1 +

→
X2 +

→
X3

3
(12)

To better visualize the surrounding and hunting process of the gray wolf population,
the 2D position of the updated gray wolf population is shown in the following Figure 2.

Figure 2. The 2D position maps of the updated gray wolf population.

3.1.3. Attacking Prey

When the prey stops moving, the wolf pack terminates the hunting process and starts
attacking the prey. This can be achieved by controlling the value of the linear convergence
factor A in the iteration of exploration and development. During the iteration, half of the
iteration is used for exploration, and in the case of a smooth transition, the other half is used
for exploitation, in which case the wolves change their position to any position between
the prey’s position and their current position.

In summary, the pseudo-code of the gray wolf optimization algorithm is shown bellow
(Algorithm 1). First, the initial population of wolves is randomly generated in the search
space, then the position of the wolves is evaluated using the fitness function, and then the
following steps are repeated until a predefined number of iterations is reached and stopped.
In each iteration, three lead wolves with the optimal solution are identified, and then each
wolf updates its position by following the three hunting steps mentioned earlier. The above
steps are repeated until the algorithm stops and outputs the optimal position of the prey.
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Algorithm 1: The conventional grey wolf optimizer algorithm (GWO)

Input: N, D, Maxiter
Output: The global optimum

1: Begin

2: Initialize the grey wolf population Xi(i = 1, 2, . . ., n)
3: Initialize a, A, and C
4: Calculate the fitness of each search agent
5: Xα = the best search agent
6: Xβ = the second best search agent
7: Xδ = the third best search agent
8: While (t < Max number of iterations)
9: for each search agent
10: Update the position of the current search agent by Equation (12)
11: end for

12: Update a, A, and C
13: Calculate the fitness of all search agents
14: Update Xα, Xβ and Xδ

15: t = t + 1
16: end while

17: return Xα

3.2. Improvement of the Gray Wolf Algorithm

Although the gray wolf optimization algorithm has the advantages of a simple struc-
ture and easy implementation, the algorithm has some obvious shortcomings, such as a
lack of diversity in the population, an imbalance between the exploitation and exploration
phases, and premature convergence during the iterative process. In order to overcome
these shortcomings, this study has made improvements in three aspects. First, the initial
population individuals are distributed in a wider solution space through chaotic mapping,
thereby improving the diversity of the initial population. Second, by improving the con-
vergence factor of the algorithm model, the convergence accuracy of the algorithm in the
later stage can be improved. The third is to change the weight of the iterative formula or
combine the optimization ideas of other algorithms to improve the GWO algorithm so that
the algorithm can jump out of the local optimum.

3.2.1. Algorithm Population Chaos Initialization

Since the initial population of the original gray wolf algorithm is randomly generated,
the coverage of individuals in the solution space is not high, and the diversity of the
population cannot be reflected, which affects the optimization search effect of the algorithm.
By contrast, the typical features of chaotic mapping include randomness, ergodicity, and
regularity, which can ensure the diversity of the population and achieve the purpose of
a global search. Therefore, the Bernoulli chaotic mapping method is used to improve the
initial population in order to enhance the searching effect of the gray wolf algorithm. Its
mathematical model is expressed as Formulas (13) and (14).

Zk+1 =

{ Zk
(1−λ)

, Zk ∈ (0, 1 − λ]
(Zk−1+λ)

λ , Zk ∈ (1 − λ, 1)
(13)

Xk = Xmax
k + Zk

(
Xmax

k − Xmin
k

)
(14)

In Equation (13), k is the population size, Zk is the generated chaotic sequence, and
the value of λ is a random number between 0 and 1. Then, the chaotic sequence Zk is
combined to further generate the initial position sequence Xk of gray wolf individuals in
the search area.
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3.2.2. Improvement of the Convergence Factor and Control Parameters

In the mathematical model of the gray wolf algorithm, the coefficient vectors
→
A,

→
C are

the key parameters controlling the search range of the wolf pack, where
→
A represents the

search radius of the wolf pack, which is used to adjust the wolf–prey spacing in stages, and

the control parameter
→
C also coordinates the global exploration and local exploitation of

gray wolf algorithm. In turn, these two parameters are related to the convergence factor
a and the random vectors

→
r1 and

→
r2, so this study improves the control parameters by

proposing an exponential convergence factor a updating strategy, which can better fit the
actual nonlinear variation process of the convergence factor a. The formula is presented as
Formulas (15) and (16).

a(l) = 2 −
√

2 ×
((

e
l

maxiter − 1
)λ1
)λ2

(15)

→
C = 2 × r3 − a (16)

In the above equation, l is the number of iterations, maxiter is the maximum number
of iterations, λ1, λ2 are random numbers between 1 and 6, and r3 is a random number
between 1 and 1.5.

3.2.3. Improvements of the Location Update Formula

In order to better develop the search-seeking capability of the gray wolf algorithm,
weigh the different guiding effects of the best three wolves on the position updates of the
remaining gray wolf individuals, and prevent falling into premature stagnation at a local
scale, a dynamic weight factor b with linear decreasing variation is first introduced, followed
by the adaptive scale factors v1, v2, and v3. The method is shown in Formulas (17)–(19).

b(l) = b f − l
maxiter

×
(

b f − bs

)
(17)

⎧⎪⎨⎪⎩
f =

∣∣ fα + fβ + fδ

∣∣
v1 = fα

f , v2 =
fβ

f , v3 = fδ
f f > 0

v1 = v2 = v3 = 1
3 f = 0

(18)

X(l + 1) = b(l)× r4 × (v1 × X1 + v2 × X2 + v3 × X3) (19)

In the above equations, bs takes the value of 0.5 and b f takes the value of 1 to denote
the initial and final values of the weight factor, respectively, fα, fβ, and fδ denote the
adaptation values of the three wolves, and r4 is a random number between 0.3 and 1.

To sum up, after applying the above three improvement points to the iterative process
of the gray wolf algorithm, the pseudo-code of the improved gray wolf algorithm is shown
bellow (Algorithm 2).

Algorithm 2: The improved grey wolf optimizer algorithm (IGWO)

Input: N, D, Maxiter
Output: The global optimum

1: Begin

2: Initialize the grey wolf population Xi(i = 1, 2, . . ., n) with chaotic mapping by Equations (13) and (14).
3: Initialize a, A, and C.
4: Calculate the fitness of each search agent.
5: Xα = the best search agent.
6: Xβ = the second best search agent.
7: Xδ = the third best search agent.
8: While (t < Max number of iterations)
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Algorithm 2: Cont.

9: for each search agent
10: Update the position of the current search agent by Equation (12).
11: end for

12: Update improved parameters a, A, and C by Equations (15) and (16).
13: Calculate the fitness of all search agents.
14: Update Xα, Xβ, and Xδ with the improved position update formula by Equation (19).
15: t = t + 1
16: end while

17: return Xα

4. Constraint Handling

Considering that in solving DED problems, some updated candidate solutions are
usually infeasible in the early stage of optimization, and it is difficult to meet all constraints,
which is not conducive to exploring and developing feasible regions, this paper proposes a
hybrid constraint-processing method combining heuristic repair and direct repair to ensure
all solutions’ feasibility. Different processing methods are used for equality constraints and
inequality constraints. The specific constraint processing is as follows.

4.1. Boundary Constraint Handling

The generator units should not only meet the upper and lower limits of capacity
constraints, but also meet the ramp constraints in different periods. The critical treatment
or the random treatment within the boundary is generally used, and the critical proximity
treatment is used for these constraints in this study. To facilitate the processing, a new
boundary constraint is formed as shown in Formulas (20) and (21).

pmin
t,i =

{
pmin

i i f t = 1
max

(
pmin

i , pt−1,i − DRi
)

otherwise
(20)

pmax
t,i =

{
pmax

i i f t = 1
max

(
pmax

i , pt−1,i + URi
)

otherwise
(21)

In the above equations, pmin
t,i and pmax

t,i denote the lower and upper bounds of the new
bound synthesized by the ith unit at the tth moment. Then, any variable pt,i that exceeds
its new bound is restricted to its upper and lower boundaries, and the model is expressed
as Formula (22).

pt,i =

{
pmin

i i f pt,i ≤ pmin
i

pmax
i i f pt,i ≥ pmax

i
(22)

The repair method mentioned above can guarantee that both ramp constraints and
capacity constraints are satisfied at the same time, which is simpler and more efficient than
the traditional penalty function method.

4.2. Power Balance Constraint Handling

Considering the network transmission loss, the power balance constraint is the most
difficult to repair among all constraints, and it is more difficult to reduce and eliminate
violations. Therefore, a hybrid constraint-processing method is proposed, and the whole
process is divided into two stages. The first is the rough adjustment stage, which can
quickly reduce the degree of violation, and for the infeasible solutions that still cannot
solved, the next fine-tuning phase is entered, which helps to speed up the repair speed.
The specific implementation steps are as follows.

The first step is to roughly calculate the cost of each unit and form a set E in ascend-
ing order to evaluate the real-time efficiency of each unit. The calculation is shown as
Equation (23).

di f f (pt,i) = bi + 2ci pt,i (23)
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In the second step, a cell r is selected according to the efficiency from the set E, and the
output power is roughly adjusted using the following Equation (24):

pt,r = pt,r − V(t) (24)

where V(t) is the constraint violation size of the unit at moment t. If pt,r is on the new
boundary, it means that the violation power is not repaired only by a single unit, and thus
the r cell is removed from the set M, repeating step 2 until the set M is empty. Otherwise, the
next step is executed. After the coarse tuning step, the solution is near the feasible domain.

In the third step, the fine-tuning step proceeds to obtain a feasible solution. Here, the
output solution equation of the thermal power unit is rewritten as Formula (25) and the
power balance constraint can be transformed into solving the quadratic equation. The unit
r is selected according to the efficiency from the unit set U.

Brr p2
t,r +

⎛⎝2 ∑
i∈M(Z), 
=r

Bri pt,i − 1

⎞⎠pt,r +

⎛⎝PDt + ∑
i∈M(Z), 
=r

∑
j∈M(Z), 
=r

pt,iBij pt,j − ∑
i∈M(Z), 
=r

pt,i

⎞⎠ = 0 (25)

In the above equation, let a = Brr, b = 2∑i∈M(Z), 
=r Bri pt,i − 1, c = PDt+

∑i∈M(Z), 
=r ∑j∈M(Z), 
=r pt,iBij pt,j − ∑i∈M(Z), 
=r pt,i. If the roots of the equation exist, then

the two roots are −b±√
b2−4ac

2a .
Two cases are to be discussed here: in case one, if the equation has no solution, the

algorithm repeats the third step until the set U is empty. In case two, if there are solutions,
the algorithm checks if they satisfy the boundary constraint. If they all satisfy it, pt,r is made
equal to any solution. If only one solution satisfies it, pt,r is made equal to the solution that
satisfies the constraint.

In the fourth step, Equation (26) is used to adjust the solution further while the feasible
solution is not obtained using Equation (25). If it is feasible, the step ends. Otherwise, step
3 is repeated until the set M is empty.

pt,r = pt,r − rand(0, 1)× V(t) (26)

Steps 1–2 can quickly reduce the amount of violation of the equation constraints
associated with the power balance, and steps 3–4 can further reduce or eliminate the
amount of constraint violation via fine tuning. If the solution is still infeasible, the overall
feasible solution is rigorously screened using the feasibility rule method. In summary, the
overall flow chart of the improved gray wolf optimization algorithm for solving the DED
problem combining the hybrid constraint processing method can be obtained as shown in
Figure 3.

This paper studies day-ahead scheduling and 24 h is a cycle. When continuous
scheduling is considered, the generator set is continuous, and the power of the last hour of
the previous day should be taken into the ramp constraint of the first hour of the following
day. In other words, Formulas (20) and (21) should be modified as Formulas (27) and (28).

pmin
t,i =

{
max(p min

i , p0,i − DRi

)
i f t = 1

max
(

pmin
i , pt−1,i − DRi

)
otherwise

(27)

pmax
t,i =

{
max(p max

i , p0,i + DRi
)

i f t = 1
max

(
pmax

i , pt−1,i + URi
)

otherwise
(28)

Here, p0,i is the output power of the 24th time interval of the previous day.
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Figure 3. Flowchart of the IGWO for solving the DED problem.

5. Simulation Results and Feasibility Analysis

5.1. Feasibility Analysis of IGWO

To verify the performance of the improved gray wolf algorithm and to determine
whether the algorithm is feasible for solving the DED problem, eight benchmark test func-
tions listed in Table 1 were selected for testing, including five unimodal test functions
and three multimodal test functions [38]. Several representative intelligent optimiza-
tion algorithms were then selected for test and comparison, including the original gray
wolf algorithm (GWO) [18], the improved gray wolf algorithm based on dimensional
learning hunting search strategy (IGWO1) [39], the particle swarm algorithm (PSO) [10],
the whale optimization algorithm (WOA) [11], and the grasshopper optimization algo-
rithm (GOA) [40]. The experimental tool used was the computer software MATLAB
(https://www.mathworks.com/products/matlab.html).
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Table 1. The basic information of eight benchmark functions.

No. Function Dimension Characteristics Range Min

F1 Sphere 30, 50, 100 Unimodal [−100, 100] 0
F2 Schwefel 30, 50, 100 Unimodal [−10, 10] 0
F3 Schwefel 30, 50, 100 Unimodal [−100, 100] 0
F4 Rosenbrock 30, 50, 100 Unimodal [−30, 30] 0
F5 Quartic 30, 50, 100 Unimodal [−1.28, 1.28] 0
F6 Rastrigin 30, 50, 100 Multimodal [−5.12, 5.12] 0
F7 Ackley 30, 50, 100 Multimodal [−32, 32] 0
F8 Griewank 30, 50, 100 Multimodal [−600, 600] 0

5.1.1. Parameters Setting

In this experiment, the algorithm was used to test each function in 30, 50, and
100 dimensions and the maximum number of iterations was uniformly set to 2000, and
the optimization process of the algorithm was terminated when the evaluation number of
the function reaches the maximum number of iterations. In addition, the basic parameters
information of each algorithm involved in the comparison test were set as shown in Table 2:

Table 2. Parameter settings of each algorithm.

Algorithms Parameter Settings

PSO NP = 30, Vmax = 6, wMax = 0.9, wMin = 0.2, c1 = 2, c2 = 2.
WOA NP = 30.
GOA NP = 30, cMax = 1, cMin = 0.00004.
GWO NP = 30.
IGWO1 NP = 30.
IGWO NP = 30.

5.1.2. Performance Analysis

The performance of the optimization algorithm should be evaluated in terms of
convergence accuracy, convergence speed, robustness, etc. Therefore, the results of 30
independent runs of different algorithms on functions in different dimensions of 30, 50,
and 100 were evaluated. The information of the mean, best value, and standard deviation
of the results is shown in Tables 3–5, and the comparison graphs of the convergence curves
of the six algorithms for the test functions of 30 dimensions are shown in Figures 4–11.

Table 3. The statistics data of 30 runs of the benchmarks of 30 dimension.

NO. Statistics PSO WOA GOA GWO IGWO1 IGWO

F1 Mean 2.82 × 10−15 2.92 × 10−304 1.68 × 10−1 1.36 × 10−121 1.11 × 10−124 0.00

Std 9.89 × 10−15 0.00 1.89 × 10−1 3.76 × 10−121 2.21 × 10−124 0.00

Best 3.88 × 10−21 0.00 7.72 × 10−3 1.52 × 10−126 4.95 × 10−129 0.00

Runtime(s) 1.74 × 10−1 1.69 × 10−1 7.76 × 10 2.42 × 10−1 1.32 3.41 × 10−1

Winner 1 0 1 1 1
F2 Mean 1.19 × 10−7 1.70 × 10−212 9.93 × 10−1 8.32 × 10−71 4.08 × 10−75 0.00

Std 2.56 × 10−7 0.00 8.48 × 10−1 1.23 × 10−70 1.13 × 10−74 0.00

Best 2.05 × 10−10 2.53 × 10−223 4.13 × 10−1 7.36 × 10−73 5.02 × 10−77 0.00

Runtime(s) 1.60 × 10−1 1.62 × 10−1 7.75 × 10 2.48 × 10−1 1.33 3.64 × 10−1

Winner 1 1 1 1 1
F3 Mean 1.16 6.93 × 103 9.31 × 102 4.52 × 10−31 4.77 × 10−22 0.00

Std 6.66 × 10−1 6.00 × 103 1.72 × 102 2.41 × 10−30 2.60 × 10−21 0.00

Best 2.79 × 10−1 3.57 × 10 7.00 × 102 4.94 × 10−42 1.43 × 10−28 0.00

Runtime(s) 4.86 × 10−1 4.67 × 10−1 7.76 × 10 5.73 × 10−1 1.99 6.81 × 10−1

Winner 1 1 1 1 1
F4 Mean 4.38 × 10 2.64 × 10 2.19 × 102 2.67 × 10 2.16 × 10 2.87 × 10

Std 2.82 × 10 5.31 × 10−1 1.48 × 102 8.26 × 10−1 4.34 × 10−1 2.54 × 10−1
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Table 3. Cont.

NO. Statistics PSO WOA GOA GWO IGWO1 IGWO

Best 1.08 × 10 2.57 × 10 3.97 × 10 2.49 × 10 2.07 × 10 2.81 × 10
Runtime(s) 1.95 × 10−1 1.99 × 10−1 7.77 × 10 2.82 × 10−1 1.40 3.76 × 10−1

Winner 0 −1 1 −1 0
F5 Mean 3.02 × 10−2 7.44 × 10−4 9.55 × 10−3 4.11 × 10−4 6.50 × 10−4 2.12 × 10−5

Std 9.44 × 10−3 8.77 × 10−4 5.48 × 10−3 2.22 × 10−4 3.03 × 10−4 1.91 × 10−5

Best 1.66 × 10−2 2.52 × 10−5 4.12 × 10−3 1.39 × 10−4 2.59 × 10−4 1.99 × 10−7

Runtime(s) 3.59 × 10−1 3.63 × 10−1 7.81 × 10 4.61 × 10−1 1.78 5.63 × 10−1

Winner 1 1 1 1 1
F6 Mean 4.22 × 10 0.00 9.28 × 10 2.15 × 10−1 1.41 × 10 0.00

Std 9.18 0.00 4.07 × 10 1.18 4.89 0.00
Best 2.79 × 10 0.00 6.72 × 10 0.00 2.99 0.00

Runtime(s) 1.86 × 10−1 1.66 × 10−1 7.83 × 10 2.54 × 10−1 1.39 3.50 × 10−1

Winner 1 −1 1 1 1
F7 Mean 3.88 × 10−8 3.52 × 10−15 4.09 9.44 × 10−15 7.43 × 10−15 3.88 × 10−15

Std 7.75 × 10−8 2.59 × 10−15 1.10 2.91 × 10−15 6.49 × 10−16 6.49 × 10−16

Best 8.85 × 10−12 4.44 × 10−16 3.23 7.55 × 10−15 4.00 × 10−15 4.44 × 10−16

Runtime(s) 1.78 × 10−1 1.68 × 10−1 7.84 × 10 2.52 × 10−1 1.35 3.51 × 10−1

Winner 1 −1 1 1 1
F8 Mean 7.64 × 10−3 2.01 × 10−3 5.09 × 10−1 1.71 × 10−3 3.88 × 10−3 0.00

Std 7.85 × 10−3 7.89 × 10−3 1.12 × 10−1 6.03 × 10−3 8.52 × 10−3 0.00

Best 0.00 0.00 3.92 × 10−1 0.00 0.00 0.00

Runtime(s) 2.02 × 10−1 1.95 × 10−1 7.88 × 10 2.78 × 10−1 1.42 3.78 × 10−1

Winner 1 1 1 1 1

Table 4. The statistics data of 30 runs of the benchmarks of 50 dimension.

NO. Statistics PSO WOA GOA GWO IGWO1 IGWO

F1 Mean 3.95 × 10−7 1.54 × 10−295 6.12 × 10 1.51 × 10−90 6.17 × 10−92 0.00

Std 6.80 × 10−7 0.00 1.21 × 10 7.63 × 10−90 1.13 × 10−91 0.00

Best 9.11 × 10−10 0.00 4.89 × 10 1.96 × 10−94 2.46 × 10−94 0.00

Runtime(s) 1.96 × 10−1 1.98 × 10−1 1.30 × 102 3.74 × 10−1 1.53 5.36 × 10−1

Winner 1 0 1 1 1
F2 Mean 5.54 × 10−3 1.36 × 10−207 2.42 × 10 1.31 × 10−53 1.90 × 10−56 0.00

Std 1.19 × 10−2 0.00 2.80 × 10 9.31 × 10−54 2.89 × 10−56 0.00

Best 9.86 × 10−5 2.30 × 10−229 4.54 2.58 × 10−54 3.95 × 10−58 0.00

Runtime(s) 2.11 × 10−1 1.87 × 10−1 1.31 × 102 3.81 × 10−1 1.55 5.90 × 10−1

Winner 1 1 1 1 1
F3 Mean 1.78 × 102 6.60 × 104 8.30 × 103 6.18 × 10−17 6.99 × 10−7 0.00

Std 5.74 × 10 2.76 × 104 3.79 × 103 2.63 × 10−16 1.94 × 10−6 0.00

Best 8.16 × 10 1.57 × 104 4.27 × 103 2.17 × 10−24 6.55 × 10−12 0.00

Runtime(s) 7.49 × 10−1 7.22 × 10−1 1.27 × 102 9.69 × 10−1 2.66 1.13
Winner 1 1 1 1 1

F4 Mean 1.08 × 102 4.66 × 10 1.11 × 104 4.69 × 10 4.21 × 10 4.88 × 10
Std 4.64 × 10 3.32 × 10−1 6.66 × 103 7.87 × 10−1 3.68 × 10−1 2.50 × 10−1

Best 3.34 × 10 4.60 × 10 2.88 × 103 4.56 × 10 4.17 × 10 4.81 × 10
Runtime(s) 2.35 × 10−1 2.23 × 10−1 1.26 × 102 4.10 × 10−1 1.64 5.67 × 10−1

Winner 0 −1 1 −1 0
F5 Mean 1.59 × 10−1 8.84 × 10−4 2.01 × 10−2 4.86 × 10−4 1.30 × 10−3 2.02 × 10−5

Std 5.36 × 10−2 1.25 × 10−3 7.63 × 10−3 2.37 × 10−4 4.94 × 10−4 2.11 × 10−5

Best 8.39 × 10−2 2.63 × 10−5 1.11 × 10−2 1.05 × 10−4 5.77 × 10−4 1.45 × 10−6

Runtime(s) 5.57 × 10−1 5.19 × 10−1 1.25 × 102 7.51 × 10−1 2.25 8.86 × 10−1

Winner 1 1 1 1 1
F6 Mean 1.15 × 102 0.00 1.52 × 102 0.00 2.76 × 10 0.00

Std 2.60 × 10 0.00 5.56 × 10 0.00 1.14 × 10 0.00

Best 5.77 × 10 0.00 1.01 × 102 0.00 1.02 × 10 0.00

Runtime(s) 2.58 × 10−1 1.91 × 10−1 1.26 × 102 3.75 × 10−1 1.62 5.43 × 10−1
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Table 4. Cont.

NO. Statistics PSO WOA GOA GWO IGWO1 IGWO

Winner 1 −1 1 −1 1
F7 Mean 2.46 × 10−1 4.00 × 10−15 8.29 1.49 × 10−14 1.37 × 10−14 4.00 × 10−15

Std 5.65 × 10−1 2.64 × 10−15 1.71 2.27 × 10−15 2.07 × 10−15 0.00

Best 1.33 × 10−5 4.44 × 10−16 5.98 7.55 × 10−15 7.55 × 10−15 4.00 × 10−15

Runtime(s) 2.43 × 10−1 1.92 × 10−1 1.26 × 102 3.73 × 10−1 1.55 5.41 × 10−1

Winner 1 −1 1 1 1
F8 Mean 2.55 × 10−3 5.87 × 10−3 1.23 7.17 × 10−4 1.56 × 10−3 0.00

Std 4.91 × 10−3 1.84 × 10−2 3.76 × 10−2 2.73 × 10−3 4.45 × 10−3 0.00

Best 8.91 × 10−11 0.00 1.17 0.00 0.00 0.00

Runtime(s) 2.62 × 10−1 2.51 × 10−1 1.26 × 102 4.12 × 10−1 1.64 5.76 × 10−1

Winner 1 1 1 1 1

Table 5. The statistics data of 30 runs of the benchmarks of 100 dimension.

NO. Statistics PSO WOA GOA GWO IGWO1 IGWO

F1 Mean 1.72 × 10−1 1.22 × 10−297 2.91 × 103 8.92 × 10−63 2.52 × 10−61 0.00

Std 2.30 × 10−1 0.00 7.08 × 102 1.65 × 10−62 4.77 × 10−61 0.00

Best 2.15 × 10−2 0.00 1.88 × 103 6.56 × 10−65 4.19 × 10−64 0.00

Runtime(s) 3.13 × 10−1 2.59 × 10−1 2.57 × 102 6.45 × 10−1 2.01 1.00
Winner 1 0 1 1 1

F2 Mean 2.34 3.07 × 10−207 7.75 × 10 9.02 × 10−38 3.11 × 10−39 0.00

Std 1.07 0.00 2.35 × 10 6.26 × 10−38 2.30 × 10−39 0.00

Best 6.05 × 10−1 8.18 × 10−222 5.57 × 10 2.86 × 10−38 3.46 × 10−40 0.00

Runtime(s) 2.92 × 10−1 2.43 × 10−1 2.57 × 102 6.62 × 10−1 2.03 1.05
Winner 1 1 1 1 1

F3 Mean 6.11 × 103 6.76 × 10−5 6.84 × 10−4 5.48 × 10−3 5.57 × 10 0.00

Std 1.60 × 103 1.22 × 105 2.14 × 104 1.96 × 10−2 5.55 × 10 0.00

Best 3.24 × 103 3.39 × 105 3.86 × 104 6.27 × 10−10 2.42 0.00

Runtime(s) 1.46 1.43 2.60 × 102 1.92 4.46 2.27
Winner 1 1 1 1 1

F4 Mean 5.76 × 102 9.69 × 10 1.11 × 106 9.73 × 10 9.34 × 10 9.88 × 10
Std 1.57 × 102 5.97 × 10−1 6.30 × 105 9.18 × 10−1 1.46 2.01 × 10−1

Best 3.66 × 102 9.63 × 10 7.94 × 105 9.49 × 10 9.18 × 10 9.81 × 10
Runtime(s) 3.28 × 10−1 2.92 × 10−1 2.66 × 102 7.05 × 10−1 2.10 1.03
Winner 1 −1 1 −1 0

F5 Mean 1.00 × 103 1.05 × 10−3 2.55 × 10−1 9.83 × 10−4 3.09 × 10−3 2.43 × 10−5

Std 4.69 × 102 1.46 × 10−3 1.07 × 10−1 4.61 × 10−4 8.45 × 10−4 2.41 × 10−5

Best 5.51 6.68 × 10−5 1.62 × 10−1 4.44 × 10−4 1.71 × 10−3 3.03 × 10−7

Runtime(s) 9.73 × 10−1 9.13 × 10−1 2.59 × 102 1.36 3.48 1.70
Winner 1 1 1 1 1

F6 Mean 3.98 × 102 0.00 3.11 × 102 3.79 × 10−14 6.13 × 10 0.00

Std 6.40 × 10 0.00 8.40 × 10 8.08 × 10−14 3.74 × 10 0.00

Best 2.83 × 102 0.00 1.91 × 102 0.00 6.44 0.00

Runtime(s) 4.05 × 10−1 2.54 × 10−1 2.62 × 102 6.79 × 10−1 2.21 1.02
Winner 1 −1 1 1 1

F7 Mean 1.85 3.29 × 10−15 1.27 × 10 2.83 × 10−14 2.70 × 10−14 4.00 × 10−15

Std 4.45 × 10−1 2.54 × 10−15 7.32 × 10−1 4.28 × 10−15 3.46 × 10−15 0.00

Best 3.66 × 10−1 4.44 × 10−16 1.21 × 10 1.82 × 10−14 2.18 × 10−14 4.00 × 10−15

Runtime(s) 4.20 × 10−1 2.58 × 10−1 2.52 × 102 6.38 × 10−1 2.09 1.01
Winner 1 −1 1 1 1

F8 Mean 5.43 × 10−3 0.00 1.70 × 10 6.04 × 10−4 2.38 × 10−3 0.00

Std 6.75 × 10−3 0.00 2.21 2.30 × 10−3 7.09 × 10−3 0.00

Best 2.12 × 10−4 0.00 1.32 × 10 0.00 0.00 0.00

Runtime(s) 3.92 × 10−1 2.91 × 10−1 2.53 × 102 6.81 × 10−1 2.18 1.06
Winner 1 −1 1 1 1
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Figure 4. Test result comparison chart of F1.

Figure 5. Test result comparison chart of F2.
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Figure 6. Test result comparison chart of F3.

Figure 7. Test result comparison chart of F4.
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Figure 8. Test result comparison chart of F5.

Figure 9. Test result comparison chart of F6.
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Figure 10. Test result comparison chart of F7.

Figure 11. Test result comparison chart of F8.

In Figures 4–11, iterative convergence curves are plotted for eight typical functions
representing the full range of features from F1 to F8. It can be seen that the convergence
curves of the IGWO show a strong exploration and exploitation capability overall com-
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pared to other algorithms. In the F1, F2, F3, F6, and F8 test plots, it can be seen that the
convergence curves of the algorithm change more drastically, which indicates that the
improved parameters A and C and the updated Formula (19) provide better solutions for
the algorithm and speed up the convergence of the algorithm when dealing with single-
mode and multi-mode problems. In the F4, F5, and F7 test plots, it can be seen that the
convergence curve of the algorithm has an obvious turn in the iterative process, which
indicates that the enhanced population diversity of the improved algorithm makes the
convergence accuracy of the algorithm show a significant improvement compared with
most other algorithms when dealing with single-mode and multi-mode problems, further
verifying the detection capability of the IGWO. From the overall test results, it is clear that
the first half of the improved algorithm’s curve has completed convergence and that the
convergence accuracy is closer to the optimal value, illustrating the important role of the
proposed algorithm-improvement mechanism in the global search. In addition, compared
with other algorithms, the IGWO had a faster convergence speed and maintained a better
convergence accuracy, thus verifying the effectiveness of the improved gray wolf algorithm.

In addition, the comparisons of various stability metrics of the six algorithms tested
against eight functions in three different dimensions, including the mean, standard de-
viation, optimal value, and running time, are presented in Tables 3–5, respectively. The
meaning of the indicator Winner in the table is the superiority and inferiority of IGWO
compared with the test results of other algorithms. Winner 1, 0, and −1 respectively mean
that IGWO is superior to, comparable to, or worse than the other algorithms on the whole.
First, it can be seen from the table that the performance of the algorithm did not change
much as the function dimension increased, and the convergence accuracy of the algorithm
improved, which depends on the improvement of the algorithm’s exploration capability.
Second, the overall test effect of the IGWO algorithm on the unimodal reference function is
obviously better than that of other algorithms. Although the effect of the IGWO algorithm
on F4 is not as good as that of the WOA and GWO algorithms, the difference of indicators
is not large, and the results are still better than other algorithms. In addition, the IGWO
algorithm showed good results in testing multimodal benchmark functions, except for the
F6 and F7 test results, which were slightly worse than those of the WOA, while the other
functional test indicators were better than most algorithms. Finally, compared with the
original gray wolf algorithm, the improved gray wolf algorithm has improved all the indi-
cators of the test functions. Only in test F4, the improved gray wolf algorithm was inferior
to the original gray wolf algorithm, and the other test function indicators were basically
better than the original gray wolf algorithm. Thus, on the whole, IGWO won 98 out of
120 comparisons, thus verifying the effectiveness of the improved gray wolf algorithm.

In summary, the IGWO has excellent performance in testing benchmark problems,
especially compared with the original gray wolf algorithm; its exploration and exploitation
capability has been greatly enhanced, which avoids the algorithm falling into local opti-
mal solutions to a certain extent, but it needs to be strengthened in solving multimodal
benchmark problems.

5.2. Results Analysis of IGWO Test Dynamic Economic Dispatch Model

In order to verify the reliability of the algorithm and constraint treatment proposed
in this paper in solving the economic dispatch problem, three cases of different sizes of
the single-objective dynamic economic dispatch model were considered, namely Case
1: 5 generating units; Case 2: 10 generating units; and Case 3: 15 generating units [41].
The scheduling period was T = 24 h and the valve point effect and transmission loss
constraints were considered for each case, with the corresponding B-factors taken from
the studies of Qian and Mohammadi et al. [41,42]. The maximum number of evaluations
of the algorithm was D × 10,000, with D representing the dimensionality of the decision
variables; in addition, the maximum allowable error at each moment in the process of
repairing infeasible solutions was 0.001, and to avoid chance, each case was run 30 times
independently. The experiments were simulated in MATLAB software.
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Calculation Results and Comparison

To make the comparison results look more intuitive, the optimal solutions of the test
results for GWO and IGWO under the three cases are summarized in Tables 6–8, including
the feasibility verification of the optimal solutions and the fuel costs corresponding to
the optimal solutions, and the optimal solutions for each case tested by other algorithms
proposed in the literature are also listed for comparison. In addition, the power output
information of the optimal solutions for GWO and IGWO under Case 1 and Case 2 is shown
in Tables 9–12, and the stacked histograms of the optimal output results for GWO and
IGWO under Case 3 are shown in Figures 12 and 13.

Table 6. Comparison of results with different algorithms for Case I.

Algorithms Fuel Costs ($) Power Balance Constraint Violations (MW)

SA [9] $47.36 K 1.10 × 10−1

PS [43] $46.53 K 3.00 × 10−2

ABC [44] $44.05 K 2.00 × 10−3

AIS [45] $44.39 K 1.00 × 10−3

PSO-SQP [46] $43.26 K 1.00 × 10−3

CMAES [47] $45.54 K 193.18
DHS [48] $45.89 K 1.00 × 10−4

MHS [48] $45.50 K 1.00 × 10−4

MBDE [49] $48.32 K 1.30 × 10−5

MSL [50] $48.66 K 2.00 × 10−3

GWO $47.15 K 1.26 × 10−5

IGWO $43.16 K 2.51 × 10−4

Table 7. Comparison of results with different algorithms for Case II.

Algorithms Fuel Costs ($) Power Balance Constraint Violations (MW)

SPS-DE [29] $2.47 M 2.00 × 10−3

DE-SQP [46] $2.47 M 193.18
PSO-SQP [46] $2.47 M 184.22
MBDE [49] $2.60 M 1.30 × 10−5

HCRO [51] $2.48 M 1.00
CRO [51] $2.48 M 1.00 × 10−3

IBFA [52] $2.48 M 2.00 × 10−3

AIS [53] $2.52 M 1.10 × 10−1

PSO [53] $2.57 M 1.00 × 10−3

EP [53] $2.59 M 3.00 × 10−2

GWO $2.57 M −2.79 × 10−6

IGWO $2.45 M −2.30 × 10−4

Table 8. Comparison of results with different algorithms for Case III.

Algorithms Fuel Costs ($) Power Balance Constraint Violations (MW)

GWO $0.69 M 2.80 × 10−5

IGWO $0.65 M 3.19 × 10−5

Table 9. The best results of GWO for Case I.

Hour P (MW) PD V (t)

P1 P2 P3 P4 P5

1 12.25 88.02 40.44 49.71 223.59 410 7.88 × 10−5

2 10.00 104.40 48.22 42.96 233.96 435 −1.26 × 10−4

3 18.33 96.79 55.55 81.21 228.25 475 −3.37 × 10−5
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Table 9. Cont.

Hour P (MW) PD V (t)

P1 P2 P3 P4 P5

4 14.91 92.12 88.77 107.29 233.06 530 −2.44 × 10−5

5 11.81 98.35 98.52 122.16 233.93 558 −7.37 × 10−5

6 31.76 100.32 118.32 129.44 236.05 608 −2.52 × 10−5

7 47.11 105.57 114.15 127.93 239.60 626 −9.90 × 10−5

8 66.14 90.01 125.95 142.86 238.03 654 1.28 × 10−4

9 65.10 100.23 119.99 136.35 278.55 690 −2.09 × 10−5

10 42.70 102.40 159.99 167.86 241.44 704 5.94 × 10−5

11 46.83 96.86 136.10 205.46 245.71 720 1.22 × 10−4

12 58.50 96.96 156.68 211.01 228.32 740 1.12 × 10−4

13 35.60 110.95 130.49 208.19 229.32 704 9.50 × 10−5

14 35.13 106.97 122.40 207.76 227.90 690 1.54 × 10−4

15 11.51 101.11 111.68 207.48 231.49 654 1.62 × 10−5

16 10.31 78.21 114.00 191.03 193.64 580 8.36 × 10−5

17 17.54 66.52 114.02 141.06 225.47 558 −3.23 × 10−5

18 15.18 95.80 111.15 164.71 229.08 608 4.36 × 10−5

19 17.29 100.83 109.26 213.73 222.15 654 8.82 × 10−5

20 34.29 103.51 128.47 203.11 245.17 704 −2.01 × 10−6

21 19.89 101.37 124.88 211.07 232.71 680 2.80 × 10−5

22 14.80 108.16 101.86 166.69 221.41 605 −1.5 × 10−4

23 14.34 93.61 72.61 130.51 222.05 527 −1.34 × 10−4

24 10.54 64.00 42.31 108.10 243.00 463 1.42 × 10−5

The total fuel cost is $47.15 K.

Table 10. The best results of IGWO for Case I.

Hour P (MW) PD V (t)

P1 P2 P3 P4 P5

1 11.04 99.13 30.02 124.93 139.85 410 3.24 × 10−4

2 10.81 98.53 30.00 125.38 189.85 435 1.63 × 10−4

3 11.29 98.58 32.95 124.97 229.58 475 2.04 × 10−4

4 15.24 100.57 72.95 125.00 229.59 530 3.13 × 10−4

5 11.49 98.56 112.58 126.51 229.61 558 3.04 × 10−4

6 11.19 98.90 112.81 176.51 230.57 608 2.69 × 10−4

7 11.83 98.77 112.80 209.86 229.62 626 2.09 × 10−4

8 29.01 98.44 112.77 209.90 229.59 654 3.38 × 10−4

9 58.85 98.60 112.70 209.88 231.32 690 2.64 × 10−4

10 75.00 101.70 113.06 209.89 229.79 704 3.22 × 10−4

11 74.98 99.34 113.35 209.89 229.59 720 3.06 × 10−4

12 75.00 99.79 113.25 209.86 229.51 740 2.36 × 10−4

13 75.00 99.34 112.87 210.08 233.56 704 1.64 × 10−4

14 75.00 99.18 112.91 210.03 229.80 690 3.76 × 10−4

15 45.98 98.57 112.75 209.99 229.58 654 1.97 × 10−4

16 15.98 84.89 112.61 209.73 229.47 580 2.52 × 10−4

17 10.04 68.26 112.50 209.78 227.52 558 3.51 × 10−4

18 11.35 98.26 113.19 209.85 229.55 608 2.90 × 10−4

19 10.91 80.57 112.77 209.78 229.54 654 4.14 × 10−4

20 11.35 98.63 112.80 209.92 229.54 704 2.14 × 10−4

21 12.89 98.62 112.64 209.83 222.55 680 2.97 × 10−4

22 11.91 98.97 112.73 209.92 229.54 605 1.35 × 10−4

23 10.00 103.18 112.49 198.02 179.56 527 8.73 × 10−5

24 10.05 98.69 112.70 148.55 139.83 463 −6.24 × 10−6

The total fuel cost is $43.16 K.
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Table 11. The best results of GWO for Case II.

Hour P (MW) PD V (t)

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

1 153.18 214.84 91.13 149.57 132.95 97.39 65.73 67.96 56.86 26.71 1036 −8.87 × 10−5

2 157.15 142.40 131.37 190.03 176.47 86.80 71.41 80.46 47.63 48.95 1110 −5.72 × 10−6

3 155.42 166.76 147.75 227.63 206.09 95.73 90.22 96.33 53.93 47.24 1258 −2.63 × 10−5

4 210.48 180.18 193.56 211.73 243.00 103.43 100.29 105.18 50.03 44.91 1406 −2.26 × 10−5

5 171.86 141.18 270.05 245.39 221.12 115.11 124.95 120.00 59.89 50.40 1480 4.40 × 10−5

6 214.15 195.01 287.59 245.99 235.30 150.11 130.00 108.24 64.19 46.45 1628 1.91 × 10−5

7 211.51 199.89 334.27 287.07 228.55 144.05 127.18 112.71 60.13 50.47 1702 1.28 × 10−4

8 244.84 275.78 329.58 264.17 221.12 158.16 120.59 106.07 73.39 42.01 1776 −8.22 × 10−5

9 314.48 304.86 323.73 293.00 240.24 148.63 130.00 112.31 78.30 49.89 1924 −1.70 × 10−4

10 334.91 381.47 322.32 295.97 237.34 159.35 126.58 118.17 76.36 49.80 2022 9.48 × 10−5

11 369.55 427.22 326.86 300.00 241.98 157.36 130.00 119.30 71.97 50.21 2106 −4.51 × 10−5

12 408.14 459.12 333.94 287.46 233.37 155.82 124.59 117.62 71.37 52.24 2150 1.14 × 10−4

13 366.35 395.72 331.29 297.88 237.63 155.24 129.52 116.07 78.76 48.63 2072 −4.81 × 10−5

14 294.13 360.81 328.01 280.25 243.00 139.51 120.31 118.66 75.72 35.66 1924 −2.86 × 10−5

15 232.02 300.52 326.20 261.02 230.17 146.59 127.11 106.23 58.88 47.20 1776 4.79 × 10−5

16 166.10 239.41 292.04 261.42 236.24 131.60 121.90 81.36 38.10 30.74 1554 1.30 × 10−4

17 170.79 250.74 237.06 245.24 215.07 105.03 125.07 99.60 25.29 47.07 1480 −5.29 × 10−5

18 202.55 238.83 284.46 266.95 235.64 123.47 120.84 114.72 49.77 40.29 1628 6.16 × 10−5

19 234.62 231.96 333.60 299.92 242.24 155.95 124.31 108.70 56.75 47.05 1776 −5.84 × 10−5

20 310.87 311.96 340.00 300.00 243.00 160.00 127.44 120.00 78.90 54.79 1972 −1.54 × 10−5

21 290.11 303.56 340.00 292.08 235.72 159.51 128.79 119.18 74.42 51.60 1924 −1.05 × 10−4

22 221.69 237.63 281.14 284.84 215.01 124.87 129.68 92.44 57.28 33.15 1628 3.69 × 10−5

23 153.64 197.76 248.43 254.99 168.62 108.30 109.86 77.12 35.60 10.45 1332 4.54 × 10−5

24 150.00 142.77 236.65 205.19 166.19 111.10 84.95 64.88 23.60 24.28 1184 −4.06 × 10−5

The total fuel cost is $2.57 M.

Table 12. The best results of IGWO for Case II.

Hour P (MW) PD V (t)

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

1 150.00 135.00 92.13 120.16 222.60 122.42 129.54 119.94 20.00 10.00 1036 −8.99 × 10−5

2 150.00 135.00 167.77 121.16 222.64 122.38 129.67 120.00 20.06 10.00 1110 −2.67 × 10−6

3 150.01 135.00 185.37 171.16 222.69 149.46 129.70 120.00 49.71 40.00 1258 1.23 × 10−4

4 150.00 135.00 265.21 219.52 233.40 159.94 129.88 119.93 51.94 43.77 1406 1.04 × 10−5

5 150.03 135.01 297.50 247.88 223.18 160.00 129.73 120.00 79.99 43.43 1480 −6.04 × 10−5

6 150.06 135.95 340.00 297.88 243.00 160.00 130.00 120.00 80.00 54.97 1628 −4.35 × 10−5

7 150.73 215.88 339.88 300.00 243.00 160.00 130.00 120.00 80.00 55.00 1702 3.56 × 10−5

8 197.50 222.38 340.00 300.00 243.00 160.00 130.00 119.99 80.00 55.00 1776 −4.79 × 10−4

9 229.48 302.32 340.00 299.99 243.00 160.00 130.00 120.00 80.00 55.00 1924 −1.09 × 10−4

10 301.03 309.66 340.00 300.00 242.99 159.99 130.00 120.00 80.00 55.00 2022 −7.35 × 10−5

11 324.58 389.66 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 2106 −3.59 × 10−5

12 353.15 396.77 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 2150 −9.42 × 10−4

13 292.77 382.31 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 2072 2.63 × 10−5

14 225.62 302.31 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 1924 8.51 × 10−6

15 191.02 222.34 340.00 300.00 242.96 159.99 130.00 119.99 80.00 54.95 1776 −8.83 × 10−5

16 150.01 142.36 297.95 300.00 241.41 159.98 130.00 119.99 80.00 43.43 1554 −2.17 × 10−4

17 150.00 135.00 302.08 251.63 242.81 160.00 129.71 119.99 52.10 43.44 1480 6.49 × 10−5

18 150.19 142.29 339.99 299.96 242.99 159.99 129.88 119.99 80.00 55.00 1628 6.95 × 10−5

19 207.41 222.29 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 1776 −9.91 × 10−4

20 255.59 302.14 340.00 300.00 242.99 160.00 130.00 119.99 80.00 55.00 1972 −9.32 × 10−4

21 226.43 292.46 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 1924 −8.91 × 10−4

22 150.00 213.14 304.78 299.93 242.86 160.00 130.00 120.00 80.00 43.43 1628 −0.01 × 10−1

23 150.00 135.00 234.43 250.00 223.54 123.16 129.71 119.99 51.57 13.47 1332 6.82 × 10−5

24 150.00 135.00 163.63 200.16 223.02 122.73 129.63 119.99 21.63 10.01 1184 3.67 × 10−5

The total fuel cost is $2.45 M.
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Figure 12. The best results of GWO for Case III.

Figure 13. The best results of IGWO for Case III.

Tables 6–8 show the comparison of a series algorithms from the literature with IGWO
under three cases, including a comparison with the original GWO algorithm. As can be
seen from the table, first, the optimal fuel costs solved by the IGWO are $43.16 K, $2.45 M,
and $0.65 M, which are better than the test results of all other algorithms proposed in the
literature, which indicates that the innovative method proposed in this paper is effective.
On the one hand, the chaotic initialization of the algorithm population makes the algorithm
enhance a certain exploration capability in the initial stage, which can help avoid the
algorithm falling too quickly into a local optimum; on the other hand, the introduction
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of the nonlinear convergence factor accelerates the convergence speed of the algorithm;
furthermore, the adaptive strategy of the weight of the position update equation also
improves the convergence accuracy of the algorithm and further enhances the exploration
and exploitation capability of the algorithm. Second, the equation constraint violations
of the IGWO are 2.51 × 10−4, −2.30 × 10−4, and 3.19 × 10−5, which are smaller than the
constraint violations of most other algorithms, and the constraint violations under each
case are smaller than 0.001, which illustrates the feasibility of the coarse and fine tuning,
and further verifies that the hybrid constraint-processing method proposed in this paper is
effective and thus greatly reduces the constraint violations.

In addition, according to Tables 9–12, comparing the power output information of the
IGWO and GWO in the two cases, the GWO and IGWO ran for 18.32 s and 18.82 s on test
Case 1, respectively, and 45.68 s and 45.97 s, respectively, on test Case 2. It is found that the
optimal solution of the IGWO is significantly better than that of the GWO, which shows
that although the constraints are also satisfied, the IGWO has higher exploration capability
and convergence accuracy due to the improvement of the population initialization and
position update strategy, and also as seen in the stacked histograms of Figures 12 and 13
(Case 3), the GWO and IGWO ran for 83.84 s and 84.24 s, respectively, on test Case 3. It
is worth noting here that the disaster of dimension needs to be considered in the case of
solving Case 3 (Unit 15). From the results of test Case 3, the operation time of the improved
algorithm is shorter, and the obtained fuel cost is also better than in other algorithms,
which indicates that the improved algorithm also shows a faster convergence speed and
better convergence accuracy for solving high-dimensional problems. In addition, it can be
seen from Figures 12 and 13 that the improved algorithm solves the array variance less,
which indicates that the improved algorithm has a more stable performance in solving
high-dimensional problems, and thus the method proposed in this paper can better reduce
the impact of high-dimensional space. In summary, IGWO has an advantage over other
algorithms when applied to the DED problem.

6. Conclusions

In order to alleviate the current energy problem and find an effective method to solve
the DED problem, an improved gray wolf optimization algorithm (IGWO) and a constraint-
processing technique considering the efficiency of the unit are proposed in this paper, and
it is proven by the benchmark experimental results that the proposed improving strategy
does enhance the population diversity and convergence speed of the gray wolf algorithm,
which makes the algorithm avoid falling into a local optimum. The test results of three
other DED cases show that the proposed improved algorithm outperforms the original
algorithm and other methods proposed in the literature, and that the proposed constraint-
processing technique is better able to repair infeasible solutions and thus transform them
into high-quality solutions. Additionally, the advantage of IGWO becomes more obvious as
the number of units increases, which is of course related to the strong population diversity
in the early stage of the algorithm, thus verifying the effectiveness of the proposed method
in solving the DED problem in this paper.

There are still several shortcomings in this study, and more factors need to be con-
sidered for improvement in solving the DED problem, so future work will start from the
following two aspects: (1) In addition to thermal power, the model should also comprehen-
sively consider hydropower, wind power, photovoltaic power, and other power generation
types, carry out multi-objective dynamic economic dispatch, and further consider the
impact on the environment and ensuring, so as to meet various constraints while ensur-
ing the minimum economic cost and environmental pollution. (2) More work needs to
better address the problem of combining constraint processing techniques with swarm
intelligence algorithms, by combining the two to solve a case study of the DED problem.
Furthermore, how constraint processing techniques affect the performance of intelligent
optimization algorithms on a practical problem should be explored.

227



Energies 2024, 17, 1491

Author Contributions: W.Y.: Conceptualization, Software, Investigation, Formal analysis, Validation,
Visualization, Writing—Original Draft; Y.Z.: Methodology, Software, Data curation, Validation,
Visualization, Writing—Original Draft; X.Z.: Writing—Review and Editing; K.L.: Validation, Formal
analysis, Investigation; Z.Y.: Funding Acquisition, Resources, Supervision. All authors have read and
agreed to the published version of the manuscript.

Funding: This research is financially supported by the National Natural Science Foundation of China
(Nos. 52077213 and 62003332), the Youth Innovation Promotion Association CAS (No. 2021358), the
Shenzhen Excellent Innovative Talents (No. RCYX20221008093036022), the Scientific and Technologi-
cal Project of Henan Province (No. 222102110095), and the Higher Learning Key Development Project
of Henan Province (No. 22A120007).

Data Availability Statement: The data in this study will be made available upon request from the
corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Niu, Q.; Zhang, H.; Li, K.; Irwin, G.W. An efficient harmony search with new pitch adjustment for dynamic economic dispatch.
Energy 2014, 65, 25–43. [CrossRef]

2. Sinha, N.; Chakrabarti, R.; Chattopadhyay, P.K. Evolutionary programming techniques for economic load dispatch. Int. J. Emerg.
Electr. Power Syst. 2003, 7, 83–94. [CrossRef]

3. Yang, Z.; Li, K.; Guo, Y.; Feng, S.; Niu, Q.; Xue, Y.; Foley, A. A binary symmetric based hybrid meta-heuristic method for
solving mixed integer unit commitment problem integrating with significant plug-in electric vehicles. Energy 2019, 170, 889–905.
[CrossRef]

4. Yang, Z.; Li, K.; Niu, Q.; Xue, Y. A novel parallel-series hybrid meta-heuristic method for solving a hybrid unit commitment
problem. Knowl.-Based Syst. 2017, 134, 13–30. [CrossRef]

5. Liu, Z.F.; Li, L.L.; Liu, Y.W.; Liu, J.Q.; Li, H.Y.; Shen, Q. Dynamic economic emission dispatch considering renewable energy
generation: A novel multi-objective optimization approach. Energy 2021, 235, 121407. [CrossRef]

6. Acharya, S.; Ganesan, S.; Kumar, D.V.; Subramanian, S. A multi-objective multi-verse optimization algorithm for dynamic load
dispatch problems. Knowl.-Based Syst. 2021, 231, 107411. [CrossRef]

7. Shaheen, A.M.; Ginidi, A.R.; El-Sehiemy, R.A.; Elattar, E.E. Optimal Economic Power and Heat Dispatch in Cogeneration Systems
Including Wind Power. Energy 2021, 225, 120263. [CrossRef]

8. Holl, J.H. Genetic algorithms. Sci. Am. 1992, 267, 66–72.
9. Panigrahi, C.K.; Chattopadhyay, P.K.; Chakrabarti, R.N.; Basu, M. Simulated Annealing Technique for dynamic economic dispatch.

Electr. Power Compon. Syst. 2007, 34, 577–586. [CrossRef]
10. Sawyerr, B.A.; Ali, M.M.; Adewumi, A.O. A comparative study of some real-coded genetic algorithms for unconstrained global

optimization. Optim. Methods Softw. 2011, 26, 945–970. [CrossRef]
11. Mirjalili, S.; Lewis, A. The Whale Optimization Algorithm. Adv. Eng. Softw. 2016, 95, 51–67. [CrossRef]
12. Dorigo, M.; Birattari, M.; Stutzle, T. Ant Colony Optimization. IEEE Comput. Intell. Mag. 2006, 1, 28–39. [CrossRef]
13. Liu, D.; Hu, Z.; Su, Q.; Liu, M. A niching differential evolution algorithm for the large-scale combined heat and power economic

dispatch problem. Appl. Soft Comput. 2021, 113 Pt B, 108017. [CrossRef]
14. Chávez, J.S.; Calderón, F.; No, S.T.; Centro, C. A Parallel Population Repair Genetic Algorithm for Power Economic Dispatch. Gen

2022, 1, 1–7.
15. Mahdavi, M.; Kimiyaghalam, A.; Alhelou, H.H.; Javadi, M.S.; Ashouri, A.; Catalao, J.P.S. Transmission expansion planning

considering power losses, expansion of substations and uncertainty in fuel price using discrete artificial bee colony algorithm.
IEEE Access 2021, 9, 135983–135995. [CrossRef]

16. Li, M.; Yang, S.; Zhang, M. Power supply system scheduling and clean energy application based on adaptive chaotic particle
swarm optimization. Alex. Eng. J. 2021, 61, 2074–2087. [CrossRef]

17. Wang, Z.; Dou, Z.; Dong, J.; Si, S.; Wang, C.; Liu, L. Optimal Dispatching of Regional Interconnection Multi-Microgrids Based on
Multi-Strategy Improved Whale Optimization Algorithm. IEEJ Trans. Electr. Electron. Eng. 2022, 17, 766–779. [CrossRef]

18. Mirjalili, S.; Mirjalili, S.M.; Lewis, A. Grey Wolf Optimizer. Adv. Eng. Softw. 2014, 69, 46–61. [CrossRef]
19. Ge, F.; Li, K.; Xu, W. Path Planning of UAV for Oilfield Inspection Based on Improved Grey Wolf Optimization Algorithm. In

Proceedings of the 2019 Chinese Control And Decision Conference (CCDC), Nanchang, China, 3–5 June 2019.
20. Wang, P.; Rao, Y.; Luo, Q. An Effective Discrete Grey Wolf Optimization Algorithm for Solving the Packing Problem. IEEE Access

2020, 8, 115559–115571. [CrossRef]
21. Yuan, J.; Li, C.; Wang, Q.; Han, Y.; Wang, J.; Zeren, Z.; Huang, J.; Feng, J.; Shen, X.; Wang, Y. Lightning Whistler Wave Speech

Recognition Based on Grey Wolf Optimization Algorithm. Atmosphere 2022, 13, 1828. [CrossRef]
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Abstract: Nowadays, with the need for clean and sustainable energy at its historical peak, new
equipment, strategies, and methods have to be developed to reduce environmental pollution. Drastic
steps and measures have already been taken on a global scale. Renewable energy sources (RESs)
are being installed with a growing rhythm in the power grids. Such installations and operations in
power systems must also be economically viable over time to attract more investors, thus creating
a cycle where green energy, e.g., green hydrogen production will be both environmentally friendly
and economically beneficial. This work presents a management method for assessing wind–solar–
hydrogen (H2) energy systems. To optimize component sizing and calculate the cost of the produced
H2, the basic procedure of the whole management method includes chronological simulations and
economic calculations. The proposed system consists of a wind turbine (WT), a photovoltaic (PV)
unit, an electrolyzer, a compressor, a storage tank, a fuel cell (FC), and various power converters. The
paper presents a case study of green hydrogen production on Sifnos Island in Greece through RES,
together with a scenario where hydrogen vehicle consumption and RES production are higher during
the summer months. Hydrogen stations represent H2 demand. The proposed system is connected to
the main power grid of the island to cover the load demand if the RES cannot do this. This study also
includes a cost analysis due to the high investment costs. The levelized cost of energy (LCOE) and
the cost of the produced H2 are calculated, and some future simulations correlated with the main
costs of the components of the proposed system are pointed out. The MATLAB language is used for
all simulations.

Keywords: renewable energy sources; wind turbine; photovoltaic; electrolyzer; green hydrogen
storage; techno-economic analysis; levelized cost of energy; hydrogen vehicles

1. Introduction

When the supply of electricity is generated from non-polluting sources, the electrolytic
hydrogen produced via water electrolysis is a clean source of energy. Even though con-
ventional thermal power plants can provide electrical energy at relatively low costs, their
impact on the environment is a concern. On the other hand, renewable sources of energy,
such as wind and solar energy, can provide the required electricity without negatively
impacting the environment. To reduce the emissions of greenhouse gases in the hydrogen
production process, RESs are identified as alternatives to fossil fuels in countries that are
fully dependent on, and net importers of, fossil fuels. To meet the energy demand, wind
and solar energy conversion systems are used. This has been made possible due to the
advanced power technologies in the distributed generation systems. To solve this challenge,
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a hybrid power system (HyPS) is required, which uses storage subsystems and energy
management strategies [1–3].

The use of wind energy (WE) for power generation is a promising technology, espe-
cially in remote areas such as islands and isolated villages in forests and mountains. Wind
farms can harness this abundant, widely distributed renewable energy source without
emitting greenhouse gases. There have been tremendous advancements in wind turbine
technology over the last decade, with commercial products ranging from a few hundred
Watts to 10–15 MW [4,5]. In times of low wind speeds or no wind, energy storage facilities
can be integrated into the WT to store the excess electricity generated during off-load peri-
ods. Via electrolyzing water, electrical energy can be converted into hydrogen. Additionally,
solar energy (SE) is a renewable and green energy source that is environmentally friendly.
In achieving sustainable energy solutions, it plays an important role. As a result, solar
energy is a very attractive source of electricity due to its massive amount of obtainable
energy every day [6,7].

To meet our energy needs, both technologies, concentrated solar power and solar
photovoltaics, are constantly being developed. Thus, a large installed capacity of solar
energy applications worldwide supports the energy sector and supports the development
of the employment market. The world is facing a significant energy crisis, and the depletion
of non-renewable energy sources is a significant contributing factor. The growing need for
alternative and sustainable energy sources has led to the increased utilization of renewable
energy sources like solar and wind power. While renewable energy sources have many
advantages over non-renewable sources, their intermittency is one of the most significant
challenges [8]. Intermittency means that renewable energy sources cannot provide a
constant supply of energy, which limits their ability to replace non-renewable sources
entirely. This intermittency issue has led to the development of hybrid renewable energy
systems, which combine multiple renewable energy sources to provide a more reliable and
consistent energy supply [9].

One potential application of hybrid renewable energy systems is the production of
hydrogen through the process of electrolysis. Electrolysis is a process that uses electric-
ity to split water molecules into hydrogen and oxygen. Through the use of renewable
energy sources such as wind and solar power, the production of hydrogen can become a
sustainable and environmentally friendly process [10]. However, the efficiency of electrol-
ysis is dependent on the quality and consistency of the energy source. This dependence
on the energy source’s quality and consistency can result in significant inefficiencies in
the production of hydrogen. A hybrid wind and photovoltaic system electrolyzer can
address the challenges associated with intermittency and provide a more efficient and
reliable method of producing hydrogen. The importance of developing an efficient and
reliable method of producing hydrogen using RES cannot be overstated. Hydrogen has
the potential to be a game changer in the energy industry, as it can be used as a fuel for
transportation, heating, and electricity generation. A hybrid wind and photovoltaic system
electrolyzer could provide a sustainable and environmentally friendly method of producing
hydrogen, which would significantly contribute to reducing the world’s dependence on
non-renewable energy sources [11,12]. A hybrid wind and photovoltaic system is an RES
that combines wind turbines and solar panels to generate electricity. The system is designed
to address the challenges associated with intermittency by providing a more reliable and
consistent source of renewable energy. The system can be designed to operate in different
modes, depending on the availability of wind and solar energy. For example, when the
wind is strong and the sun is not shining, the system can rely more on the wind turbine,
whereas when the sun is shining and the wind is calm, the system can rely more on the
solar panel [13].

Although there are many studies on, and methods of, managing an electrical hybrid
system for the production of green hydrogen, usually they use one production unit, for
example, WT [14–19]; this study attempted the simultaneous management of wind and solar
energy for the production and storage of green hydrogen and meeting the energy needs
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of consumers but also—attempted for the first time here—the needs of a small hydrogen-
powered fleet of cars in a small electrical section of an island. Hydrogen is compressed
and stored in a high-pressure container. For grid-level applications, the stored hydrogen is
converted into electricity-utilizing fuel cells, effectively addressing the energy demands of
the grid. In the context of vehicular applications, hydrogen is directly supplied to vehicles
equipped with fuel cells, which subsequently convert the hydrogen into electricity to power
the vehicle’s propulsion system. The economic assessment of the previously mentioned
system, the calculation of the LCOE (levelized cost of energy), and the equivalent cost of
hydrogen, in combination with a sensitivity analysis, contribute positively throughout this
study. The management of the whole system is carried out per hour, and the data are real,
making the results significant for decision making and the management of such systems.

Subsequently, the structure of this study is the following: the following section de-
scribes the components of the examinee hybrid system. Simultaneously, we describe the
mathematical expressions of the variables that are taking place in the management of the
hybrid system. Following is a flow diagram of the proposed management of the hybrid
system. Then, the case study is described, and all the data are given in detail. Then, the
results are listed to close the paper, with the necessary conclusions and future applications
and extensions.

For the input of the data, for the processing based on the proposed management, and
for the extraction of the results, we used the MATLAB programming language [20].

2. Description of Sifnos Island

This case study of green hydrogen production management will take place on the
island of Sifnos. This is primarily due to the island’s substantial wind potential, as well
as the intensity of solar radiation. Furthermore, as part of the development of green and
environmentally friendly energy in Greece, especially on the islands, there has been, and
will continue to be, a growing penetration of renewable energy sources, with the main
sources being wind and photovoltaic parks.

In the future, the production of electricity on the island of Sifnos will depend to a
significant extent on renewable energy sources combined with energy storage units, as a
large portion of the island’s thermal units will be phased out.

The island of Sifnos is located in the Cyclades, specifically neighboring the islands
of Serifos, Antiparos, and Kimolos, as shown in Figure 1 [21]. It covers just 74 square
kilometers and belongs to the Cyclades prefecture, with its capital being Ermoupoli on
the island of Syros. Additionally, its coastline extends for approximately 70 km, with a
permanent population of approximately 2700 residents. More specifically, the village where
renewable energy sources cover the electricity demand is called “Kastro”. This village has
118 permanent residents and is situated on the summit of a steep hill near the eastern coast
of the island, at an altitude of 80 m.

In general, the road network on Sifnos is quite good and convenient. The official road
starts from the port area in the Kamares region and extends to the island’s capital, Apollonia.
From there, roads lead to the other areas of the island, making transportation easy and
quick, with a travel time of less than an hour from the northernmost to the southernmost
part, as shown in Figure 2.

The island offers ample space for energy utilization, primarily in the context of renew-
able energy sources. Specifically, areas like Chersonisos and Kamares have been identified
as suitable locations with significant wind potential and good solar data annually. For
this reason, some wind and photovoltaic stations have already been installed, as well as
hybrid systems. In the future, many investors are expected to undertake investments in
renewable energy sources. The municipality’s goal is for Sifnos to become the first island
with near-exclusive use of electric energy from renewable energy sources and an energy
storage system through pumping or other feasible investments.
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Figure 1. The island of Sifnos on a map of Greek islands (Aegean Sea—Cyclades).

 
Figure 2. Road map of Sifnos (Triangles – Peaks, Dotted – Ship routes, Purple line - Borders).
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3. Component Description of the Proposed Hybrid Power System, Methodology and
Mathematic Formulation, and Cost Analysis

3.1. Description of the Proposed Hybrid Power System

The proposed system consists of one WT plant, one PV plant, a hydrogen production
and storage facility, a fuel cell (FC), and the local load consumption (electrical load demand
and hydrogen vehicles). All these elements are connected to a power grid, which is assumed
to be able to cover the need when the RES units do have not sufficient production to do so.
A wind turbine with 200 kW power is located at the point of the island with the greatest
wind potential. A photovoltaic park with a power of 50 kW is also located on the island.
These two renewable energy sources (RESs) are connected to each other and provide energy
to the entire island.

The RES production is used to cover the load demand of the island. Any excess energy
is used to produce hydrogen. This is achieved using a 64.5 kW electrolysis unit. The
hydrogen is then stored in a storage unit with a volume of one cubic meter and a pressure
of 700 bar.

This system offers a number of advantages. First, it utilizes renewable energy sources
to produce hydrogen, which is a clean and sustainable fuel. Second, it helps to reduce the
island’s reliance on fossil fuels. Third, it can provide a stable source of energy even when
the wind or solar conditions are not ideal.

The system is still in the early stages of development, but it has the potential to be a
valuable asset for islands that are looking to reduce their reliance on fossil fuels. The whole
system is depicted in Figure 3.

Figure 3. The proposed HyPS.
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The advantages of using a hybrid wind and photovoltaic system include increased
energy production, improved reliability, reduced environmental impact, and cost savings.
The challenges and limitations of using a hybrid wind and photovoltaic system include the
complex design, land-use requirements, intermittency, maintenance and repair, and limited
scalability [9,13].

3.2. Electrolysis for Hydrogen Production—Electrolyzers and Compressor

Electrolysis is a process that uses electricity to split water molecules into hydrogen and
oxygen. The process occurs in an electrolyzer, which consists of two electrodes (an anode
and a cathode) separated by a membrane. When an electric current is passed through the
water, the hydrogen ions (H+) are attracted to the cathode, while the oxygen ions (O2

−) are
attracted to the anode. The ions then react at the electrodes to form hydrogen and oxygen
gas [10].

There are three main types of electrolyzers [10]: (a) alkaline electrolyzers—the oldest
and most mature technology for electrolysis and are often used for industrial-scale hy-
drogen production [22], (b) polymer electrolyte membrane (PEM) electrolyzers—a newer
technology that is gaining popularity due to its high efficiency, rapid response time, and
compact size; PEM electrolyzers are often used for small-scale hydrogen production, such
as for fuel cell vehicles [23], (c) solid oxide electrolyzers, which operate at high tempera-
tures (800–1000 ◦C) and can achieve very high efficiencies but are still in the research and
development stage [24].

The efficiency of electrolysis is affected by several factors, including the energy input,
electrolyte concentration, temperature, and catalysts [25,26].

The model proposed for the electrolyzer and compressor (and their respective equa-
tions) in this study is the same as that presented by Greiner, Korpas, and Holen [27]. This is
where the electrolyzer and compressor are combined.

According to Equation (1), the electrolyzer power (Pelectrolyzer—kW) is related to the
mass flow rate of hydrogen (Melectrolyzer,H2—kg/h).

Pelectrolyzer (t) = SPCelelctrolyzer * Melectrolyzer,H2 (t) (1)

According to Equation (2) the H2 mass storage (Ms,H2—kg/h) balance is as follows:

Ms,H2 (t) = Ms,H2 (t − 1) + Melectrolyzer,H2 (t) (2)

The H2 mass storage is limited by the minimum and maximum levels allowed
(Equation (3)).

Ms,H2 (min) ≤ Ms,H2 (t) ≤ Ms,H2 (max) (3)

Therefore, the specific power consumption of the electrolyzer (SPCelectrolyzer,H2—
kWh/kg) is taken as a summation of the individual power consumptions of the electrolyzer
and the compressor.

The production of 1 kg of H2 at 25 degrees Celsius requires 39.40 kWh divided by the
efficiency according to [4]. The power consumption of the compressor is 2.38 kWh/kgH2
to bring H2 to 700 bar.

3.3. WT and PV

For the power of the wind turbine (PWT), the wind speed data for every hour of the
year are retrieved. Table 1 shows the parameters used to calculate the wind power.

Equations (4)–(7) give the wind power generated each timestep using the parameters
of Table 1:

PWT (t) = 0 if V < Vci (4)

PWT (t) = 1/2 * ρ * A * V(t)3 * Cp * EffAD if Vci ≤ V < Vr (5)
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PWT (t) = Pr if Vr ≤ V ≤ Vco (6)

PWT (t) = 0 if V > Vco (7)

where V(t) is the airspeed at a given time, and Pr is the nominal power of the wind turbine.
Therefore, the wind production for every timestep is calculated.

If the collected wind speed data are related to the height of, e.g., 10 m, but calculations
require wind speed at a different height (the height of the turbine blades), then we use the
following conversion: V2/V1 = (H2/H1)h, where V2 is the wind speed at the height H2
(which is the height of the turbine blades), and V1 is the wind speed at the height H1 (the
height of measurement), and h is the power law coefficient, which must be calculated (or it
is given for a specific area, e.g., for Sifnos, it is h = 0.2) [28].

Table 1. WT parameters of VESTAS 200 kW [29].

Wind Turbine Parameters

Swept area of the rotor (m2)—A 491
Diameter of the turbine (m)—d 25.0

Cut-out turbine power (kW)—Pr 200
AD converter efficiency—EffAD 0.98

Rated speed (m/s)—Vr 13.8
Maximum performance coefficient—Cp 0.59

Cut-in speed (m/s)—Vci 3.8
Air density (kg/m3)—ρ 1.225

Cut-out speed (m/s)—Vco 25
Height of the wind turbine (m)—H 30

3.4. PV, FC, Load Demand, and Hydrogen Vehicle Consumption

The PV production, fuel cell performance, load demand, and hydrogen vehicle con-
sumption are retrieved through an Excel file to be used in the main algorithm (see the
below diagrams).

3.5. Cost Analysis and LCOE Calculation [30–32]

The cost analysis of the hybrid system is carried out via the MATLAB program. A
20-year lifespan is assumed for the hybrid system. The major components (WT + PV) will
not need to be replaced within the first 20 years of operation and, lastly, we assume an
interest rate of 7% and inflation of 2%.

According to Equation (8), the total cost of a component (TC_C) in EUR is the cost in
EUR per kilowatt or per kilogram (C) of each component of the hybrid system multiplied
by the power rated (PR) of the component. Then, for the calculation of the operational and
maintenance cost per component, we use Equation (9).

TC_C = C * PR (8)

MOC = (%C) * PR (9)

The maintenance and operational costs (MOC) are the product of a defined percentage
(%) of the C and the PR (%EUR/kW * kW).

Then, we proceed by setting the replacement year for every component of the system.
With that in mind, we calculate how many times every component needs replacement.
The replacement cost was calculated first in the future, and then we brought it back to the
present with Equations (10) and (11), respectively.

Crep_future = C * (1 + inf)nrep (10)
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Crep = Crep_future * (1 + r)nrep (11)

The replacement cost in the future (Crep_future) is the cost per kilowatt or kilogram
multiplied by expression one plus inflation (inf) to the power of the lifespan of the com-
ponent (nrep). Now, the replacement cost at present (Crep) is the replacement cost in the
future (Crep_future) multiplied by expression one plus the interest rate (r) to the power of
the lifespan (nrep). So, the total replacement cost of a component can be calculated using
Equation (12).

Ct,rep = n_rep * Crep * PR (12)

The total replacement cost of one component (Ct,rep) is the number of replacements
(n_rep) multiplied by the replacement cost at present (Crep) multiplied by the power rating
of each component (PR). Therefore, for the calculation of the LCOE, we used Equation (13).

LCOE =
∑ TC_C+∑n

1
Maintenance Cost + Replacement Cost

(1+r)n

∑n
1

Total Energy of(WT + PV)
(1+r)n

(13)

The calculation of the levelized cost of electricity (LCOE) requires the sum of all the
initial costs (TC_C) plus all the operational and maintenance costs (maintenance) and all
the replacement costs (replacement) divided by expression one plus the interest rate (r) to
the power of the years the project takes place (n). Then, we divide all the costs with the
fraction of the total electrical energy (total energy of WT and PV) for all the years of the
project divided by expression one plus the interest rate (r) and all to the power of the years
the project takes place (n).

Two other important equations are (14) and (15). The capital recovery factor (CRF) is
the ratio of constant earnings to the present value of receiving those earnings for a given
length of time. The real interest rate (RIR) is the interest without inflation, where i is the
interest rate and t represents the years.

CRF =
i(1 + i)t

(1 + i)t − 1
, (14)

RIR = ((1 + Nominal Interest Rate)/(1 + Inflation Rate)) − 1 (15)

4. The Implemented Management Algorithm of the Proposed Hybrid Power System

The algorithm commences by acquiring the anticipated hydrogen demand for the day
from the input. Subsequently, it assesses the current hydrogen inventory within the storage
container. If the stored hydrogen quantity is sufficient to meet the demand, the vehicles are
promptly served. Conversely, if the stored hydrogen is inadequate, the algorithm prioritizes
dispensing the available hydrogen and records the deficit. The algorithm then aggregates
the renewable energy sources (RESs) and utilizes them to address the load requirements.
If surplus power remains after the load demand is fulfilled, then it is redirected toward
hydrogen production. Subsequent to the load assessment, the algorithm evaluates the
container’s fullness. If the container is at its maximum capacity, then the surplus energy
is directed towards the grid. Otherwise, the surplus energy is utilized to replenish the
container’s hydrogen reserves until its capacity is reached. If, upon reaching its maximum
capacity, excess energy persists, then it is transmitted to the grid. In the event that the
renewable energy sources are incapable of meeting the load demand, the algorithm verifies
the availability of sufficient hydrogen within the container to cover the shortfall. If the
requisite hydrogen quantity is present, then a fuel cell is employed to convert the hydrogen
into electricity, effectively addressing the load deficit. However, if the necessary hydrogen
is unavailable, then the available hydrogen is converted into electricity, and the remaining
energy deficit is supplemented via drawing power from the grid. In the absence of any
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hydrogen reserves, the entire energy requirement is sourced from the grid. A simplified
flowchart presentation of the applied algorithm is presented in Figure 4.

Figure 4. Simplified flow chart of the implemented algorithm.

5. Data and Assumptions

5.1. Assumptions and Input Data

The following subsections present all the assumptions and input data based on the
flowchart proposed for the management of the proposed hybrid system. The input data are
hourly for one year, as are the results. Characteristic graphical representations are provided
on a monthly basis, per hour, or for an average 24 h period in a month. All graphical
representations, data, and results come from suitable programs and code in the MATLAB
2022b language.

5.1.1. Assumptions

• On a yearly basis, the hourly data of the wind speed are at 10 m height, and we
increased them to 30 m as the hub of the wind turbine VESTAS 200 kW, Table 1
(PVGIS—Year 2020 [33]).

• The installed capacity of the PV is 50 kWp, and the data production comes from [33]
(year 2020).

• Load consumption data (charts with the 24 average hours of a month in 30 or 31 days
in 24 h using random ±10% fluctuations) [34–36].

• Data for the electrolysis system and the tank are produced from the algorithm.
• Data for the consumption by the hydrogen-powered car Toyota Mirai.
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• Economic data for the investment are based on the current prices of the market and in
international studies [37,38].

For this study, with the given system on Sifnos Island, the first thing that must be
carried out is the obtention of the necessary data.

5.1.2. Input Data

• PWT (wind turbine installed capacity) = 200 kW—VESTAS.
• PPV (photovoltaic installed capacity) = 50 kW.
• Electrolyzer = 236 kVA, 64.5 kWh/kg, 65 kg/24 h, nelectrolyzer = 61%, nFC = 50%.
• Max hydrogen mass production = 2.6 kg/h.
• Compressor consumption (2.38 kWh/kg).
• Tank storage H2 (42 kg, 700 bar, 1 m3). The hydrogen tank production must remain

between 1–42 kg (700 bar, 1 m3).
• Controller + inverter (200 + 50 + 64.5 + 2.38) kW = 316.88 kW

5.2. Data of the Wind Power Plant

In this study, the WT of Vestas200, with an installed capacity of 200 kW, is used; see
Figures 5–7.

Figure 5. Hourly wind speed curve per month (2020 year).
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Figure 6. Characteristic wind speed–power curve for WT (VESTAS 200 kW).

Figure 7. Power curve production for VESTAS200 WT for the whole year (per hour)—estimated
capacity factor of WT, CF = 37%.

5.3. Data of the Photovoltaic Power Plant

In this study, the PV with an installed capacity of 50 kW is used; see Figures 8 and 9.
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Figure 8. Data for PV system (PVGIS 2020) [33].

Figure 9. Power production curve for PV system for the whole year (per hour).

5.4. Data of Electrolyzer, Compressor, Storage Tank, and Hydrogen Vehicle [4,39]

All the input data are given in Figure 10 and Table 2.
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Figure 10. H2 consumption curve for vehicles for the whole year (per hour).

Table 2. Characteristics of H2, electrolyzer specifications, and details of the Toyota Mirai car.

Characteristics of H2

Energy Density 39.4 kWh/kg
Density at Atmospheric Pressure 0.09 kg/m3

Density at 350 bar 26.1 kg/m3

Density at 700 bar 42 kg/m3

Electrolyzer Specifications

Electrolyzer 236 kW
Hydrogen Mass Production 2.6 kg/h

Power Consumed per Mass of H2 64.5 kWh/kg

Toyota Mirai Car

Hydrogen Tank 5.6 kg
Pressure 700 bar
Range 3 km/kWh

5.5. Data of Local Consumption

The input data for local demand are given in Figure 11 [34–36].
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Figure 11. Load demand curve for the whole year (per hour).

5.6. Data for the Economic Assessment

For the economic assessment, using the equations we referred to above, Table 3
presents the initial values that were used to calculate the results shown below, in Table 4.

Table 3. Input data for the cost analysis [8,13,37,38].

Data for Cost Analysis

Interest Rate (i) 0.07

Inflation Rate (f) 0.02

Project Life for Wind Generator (years) 20

Project Life for PV Generator (years) 20

Project Life for Electrolyzer (years) 10

Project Life for Fuel Cell (years) 20

Project Life for Hydrogen Tank (years) 10

Project Life for Other Items (years) 10

Initial Capital Cost of Wind Generator (EUR/kW) 1400

Initial Capital Cost of PV Generator (EUR/kW) 1200

Initial Capital Cost of Electrolyzer (EUR/kW) 650

Initial Capital Cost of Fuel Cell (EUR/kW) 190

Initial Capital Cost for Hydrogen Tank (EUR/kg) 560

Initial Capital Cost for Other Equipment (EUR/kW) 300

Rated Power of Wind Generator (kW) 200

Rated Power of PV Generator (kW) 50

Rated Power of Electrolyzer (kW) 64.5
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Table 3. Cont.

Data for Cost Analysis

Rated Power of Fuel Cell (kW) 190

Rated mass of Hydrogen Tank (kg) 42

Operation and Maintenance Cost for the first year of Wind Generator (EUR/kW) 56

Operation and Maintenance Cost for the first year of PV Generator (EUR/kW) 30

Operation and Maintenance Cost for the First Year of Electrolyzer (EUR/kW) 32.5

Operation and Maintenance Cost for the First Year of Fuel Cell (EUR/kW) 2

Operation and Maintenance Cost for the First Year of Hydrogen Tank (EUR/kg) 5.6

Operation and Maintenance Cost for the First Year for Other Equipment (EUR/kW) 16.5

Table 4. Output results for the cost analysis.

Equipment
Initial Investment (IV)

(EUR)

Maintenance Cost
in the First Year

(EUR)

Annualized Replacement Cost
(EUR)

Annualized Total Cost
(EUR)

Wind Generator (1) 280,000 4% of IV (11,200) 0 291,200

PV Generator (2) 60,000 2.5% of IV (1500) 0 61,500

Electrolyzer (3) 41,925 5% of IV (2096.25) 51,106.341 95,127.591

Fuel Cell (4) 36,100 1% of IV (361) 0 36,461

Hydrogen Tank (5) 23,520 1% of IV (235.20) 28,670.748 52,425.948

Other Equipment (20%) of
(sum = 1 + 2 + 3 + 4 + 5) 94,350 5.5% of IV (5189.25) 115,021.125 214,560.375

Total 535,895 20,581.700 194,789.213 751,274.914

6. Presentation of Results

The overall strategy of this study is to maximize hydrogen production using RES units.
The hydrogen tank production must remain between 1 and 42 kg. For this purpose, at least
the minimum power required for the hydrogen tank is obtained either from the RES units
or the grid if the RES production is not high enough. If there is excess energy from the RES
unit’s production, then this power is exported to the grid. It is assumed that the grid can
cover any needs that arise during the simulation.

It must be noted here that, in every timestep of the simulation, it is checked whether
the hydrogen tank production has reached its maximum limit for the period of interest.
Then, the hydrogen tank is set not to produce any hydrogen.

The hydrogen that is produced is then used to fuel vehicles. If there is not enough
hydrogen in the tank to cover the needs of the vehicles, then this deficit hydrogen is
supplied from another station of the power grid. It is again assumed that the power grid
can cover those needs.

The following Figures 12–21 and Tables 4 and 5 show the results obtained via the
solution of the algorithm.

245



Energies 2023, 16, 7990

Figure 12. Total power from the RES (WT + PV) for one year (per hour).

Figure 13. H2 production from the RES (WT + PV) for one year (per hour).
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Figure 14. Total power from the grid for one year (per hour).

 

Figure 15. Total power to the grid for one year (per hour).

247



Energies 2023, 16, 7990

Figure 16. Real hourly H2 consumption curve for one year.

Figure 17. Hourly H2 storage curve for one year.
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Figure 18. Hourly H2 deficit curve for one year.

Figure 19. Hourly production curve of fuel cell for one year.
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Figure 20. Estimated reduction in the LCOE and price of green hydrogen produced for the proposed
hybrid power system with a time horizon of 2050 assuming a uniform reduction in the installation
cost (CAPEX) of its components by 2% annually.

 

Figure 21. Estimated reduction in the LCOE and price of green hydrogen produced for the proposed
hybrid power system through better capacity factor values for both WT (areas with better wind
potential) and PV (more southerly areas).
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Table 5. Effect of inflation and interest rate on the LCOE price and cost of green produced hydrogen
for the proposed hybrid power system.

Inflation 2% Inflation 4% Inflation 6%

LCOE Price of H2 LCOE Price of H2 LCOE Price of H2

(EUR/kWh) (EUR/kg) (EUR/kWh) (EUR/kg) (EUR/kWh) (EUR/kg)

Initial Interest Rate 7% 0.125 4.177 0.131 4.360 0.137 4.580

Various Interest Rates

4% 0.104 3.467 0.108 3.610 0.113 3.780
5% 0.111 3.693 0.116 3.850 0.121 4.037
6% 0.118 3.930 0.123 4.100 0.129 4.303
7% 0.125 4.177 0.131 4.360 0.137 4.580
8% 0.133 4.430 0.139 4.630 0.146 4.867
9% 0.141 4.693 0.147 4.907 0.155 5.160

10% 0.149 4.963 0.156 5.193 0.164 5.463

An integrated energy system was simulated over a one-year period to assess the
feasibility of hydrogen production using renewable energy sources. The analysis revealed
fluctuations in hydrogen production ranging from 0 kg to 2.6385 kg per hour due to the in-
termittent nature of renewable energy sources. However, the excess renewable energy was
sufficient to meet the demand of the electrical grid, with the maximum power consumption
reaching 238.799 kW and the maximum power supply reaching 147.337 kW. Refueling
hydrogen vehicles daily proved challenging due to the vehicles’ consumption patterns
not aligning with the daily production cycle. Additionally, the fuel cell demonstrated
substantial power output variations, reaching a maximum of 175.321 kW. These findings
underscore the need for improved energy storage systems to address the intermittency of
renewable energy production, as well as the development of more efficient and adaptable
hydrogen refueling infrastructure and fuel cells to ensure the consistent supply of hydrogen
to vehicles. Overall, the utilization of renewable energy sources for hydrogen production
holds promise for a sustainable energy future, but challenges remain that require further
technological advancements.

The annual power generated is 714,620.5 kWh and, therefore, the LCOE is
0.1253 EUR/kWh or 4.17 EUR/kgH2 (lower calorific value of H2, 33.3 kWh/kg). There are
similar results from LAZARD and other organizations [37].

What is interesting is the fluctuation in some variables detected using sensitivity anal-
ysis. Thus, below, we present charts that have a direct relationship with these fluctuations.
The changes are threefold. First of all, the change in the CAPEX reduction of 2% every
year as shown in Figure 20; secondly, the change in the capacity factor of the wind turbine
and the photovoltaics as shown in Figure 21; and, finally, the change in the price of the
electrolyzer as shown in Figure 22.

Finally, a sensitivity analysis was performed, affecting inflation and the initial interest
rate, in order to see what would change in the LCOE.

Sensitivity analysis was conducted to evaluate the impact of three key factors on the
cost of hydrogen production: the initial capital cost, the efficiency coefficient of the wind
turbine and photovoltaic system, and the price of the electrolyser.

The analysis began by examining the influence of the initial capital cost on the hy-
drogen production cost. A gradual reduction in the initial capital cost by 2% per year
led to a substantial decrease in the hydrogen selling price, reaching EUR 2.49/kg. This
finding emphasizes the importance of optimizing capital expenditures to enhance hydrogen
production cost competitiveness.

Next, the analysis investigated the impact of wind turbine and photovoltaic effi-
ciency coefficients on hydrogen production cost. Incrementally increasing both efficiency
coefficients by 1% resulted in a decrease in hydrogen cost from EUR 4.53/kg to EUR
3.79/kg. While the effect was less pronounced compared to the initial capital cost, it still
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demonstrates the contribution of renewable energy source efficiency in lowering hydrogen
production costs.

 

Figure 22. Effect of percentage reduction in electrolyzer cost on the LCOE value for the hybrid case
study system.

Finally, the analysis focused on the effect of electrolyser price on the hydrogen pro-
duction cost. A decrease in electrolyser price resulted in a corresponding decrease in
hydrogen production cost, from an initial EUR 4.17/kg to EUR 3.97/kg. This high-
lights the significance of electrolyser technology developments in driving down hydrogen
production costs.

In the latest sensitivity analysis, which was affected by the initial interest rate and
inflation, we observed that the lowest LCOE was obtained for the lowest initial interest
rate and inflation, which was expected. A good observation is that the LCOE value is more
affected by the initial interest rate than by inflation, as shown in Table 5.

In conclusion, the sensitivity analysis revealed that the initial capital cost is the most
crucial factor in determining the hydrogen production cost. The efficiency coefficient of
renewable energy sources also plays a significant role, while the price of the electrolyser
has a moderate impact. The financial aspect of hydrogen production projects is particularly
sensitive to changes in interest rates, as shown in the latest sensitivity analysis.

7. Discussion

A hybrid system that combines renewable energy sources (RESs), hydrogen produc-
tion, storage, and utilization effectively utilizes wind and photovoltaic (PV) generation
to produce hydrogen and meet load requirements. Hydrogen production exhibits sea-
sonal patterns, with lower production during low-RES periods and higher production
during peak RES periods. The system relies on the grid to supplement energy needs
during low-RES and high-hydrogen-consumption periods. The calculated levelized cost of
electricity (LCOE) is comparable to the average European electricity price (Eurostat [40]),
indicating economic feasibility. The wind turbine exceeds its maximum power due to
high wind potential, while the photovoltaic panels contribute significantly to the overall
energy production. The hydrogen storage tank occasionally reaches its maximum capacity,
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suggesting the potential benefit of a larger storage tank. The fuel cell effectively delivers up
to 195 kW to the grid. Economic analysis reveals the initial cost and potential cost reduc-
tions through component efficiency improvements and capital cost reductions. Sensitivity
analysis highlights the impact of various factors on the hydrogen production cost.

8. Conclusions

This study presents a novel hybrid system that integrates renewable energy sources
(RESs), hydrogen production, storage, and utilization to address energy demands while
minimizing the environmental impact. The system effectively utilizes wind and photo-
voltaic (PV) generation to produce hydrogen and meet load requirements. The study’s key
findings include [41–44]:

• Effective utilization of RES: the system successfully exploits RES production to power
the hydrogen tank and fulfill load demand. Excess RES energy is used to maximize
hydrogen production without environmental pollution.

• Optimized hydrogen production: hydrogen production is maintained within its maxi-
mum and minimum limits, ensuring efficient utilization of the storage tank.

• Maximized hydrogen utilization: the produced hydrogen is effectively utilized to
charge hydrogen-powered vehicles and supplement fuel cell electrical energy, mini-
mizing reliance on the power grid.

• Adequate system management: the hybrid system demonstrates adequate overall
management, effectively balancing energy production, storage, and utilization.

Despite the system’s effectiveness, the study acknowledges the limitations of relying
solely on the power grid to address energy deficits. Real-world power grids may not
always have the capacity to accommodate such deficits, necessitating alternative strategies.
Additionally, hydrogen production is observed to be relatively low during the summer
months due to high load demand and low wind speeds.

The study concludes with a comprehensive sensitivity analysis, evaluating the impact
of cost reductions, capacity factor increases, electrolyzer price reductions, and interest rate
and inflation fluctuations on the hydrogen production costs.

Future research directions include incorporating battery storage systems to enhance
energy management and expanding the system’s scope to larger distribution grids with
increased load demands and hydrogen vehicle fleets.

Overall, the study demonstrates the feasibility of a hybrid system that seamlessly
integrates RES, hydrogen production, storage, and utilization, providing a promising
pathway toward a sustainable and environmentally friendly energy future.
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Abstract: Modern ships are complex energy systems containing a large number of different elements.
Each of these elements is simulated separately. Since all these models form a single system (ship),
they are interdependent. The operating modes of some systems influence others, but at the same time,
the work of all the systems should be aimed at fulfilling the basic functions of the ship. The work
proposes a methodological approach to combining various systems of ships into a single complex
model. This model allows combining models of ship systems of various levels (microlevel, macrolevel,
metalevel, megalevel). The work provides examples of models of such multi-level energy systems.
These are energy systems composed of an electric generator, a diesel engine, a propeller shaft, and
algorithms used for operating the common parts of the ship’s electric power system and a piston wear
process. Analytical, structural, numerical, and object-oriented models were made for these objects.
Each of these particular models describes a limited class of problems, has characteristic properties,
and a mathematical structure. The work shows how particular models can be interconnected using
a set-theoretic description. Particular models are combined into macrolevel models, whose output
parameters are quantities that are by no means related. The macrolevel models are interrelated
using control models. Control models belong to the metalevel and allow for assigning settings and
response thresholds to algorithms used in automation systems. Such a model (megalevel model)
allows, ultimately, investigating the dynamics of the entire system as a whole and managing it.

Keywords: electric power system; ship; mathematical model; SimInTech 2020; simulation; simulator;
main distribution board; service life
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1. Introduction

To date, modern ships are, in essence, large energy systems having an intricate interac-
tion among their components. Simulating the behavior of complex systems represents a
certain art. A mathematical description of a rather complex system, which is a modern ship,
does not allow for implementing the ship model in general. The totality of mechanisms,
machines, energy sources, heat exchangers, pipelines, and electrical subsystems designed
to organize the possibility of ship movement and the transfer of various types of energy
to its various consumers is a shipboard power plant. The power plant includes a main
power plant, which drives the ship, consisting of the main engine, a ship propulsion,
an electric generator, and a shaft line. There are a number of individual energy models,
each of which provide a solution to a well-defined range of specific questions concerning
the system’s behavior. At the same time, each of the models has its own mathematical
structure, characteristic mathematical properties, and is suitable for studying a certain class
of problems related to the system’s functioning. Since all these models form a single system
(ship), they are interdependent. The operating modes of some systems influence others.
However, at the same time, the work of all the systems should be aimed at performing the
main functions of the ship. Therefore, the task of combining all the disparate models of the
ship systems within a single model is extremely relevant. The solution to this problem is
possible using different types of mathematical description [1].

At present, the need for creating complex mathematical models is steadily growing.
Complex simulation represents a complex interdisciplinary analysis and an interaction of
design stages that requires new approaches and design tools.

From the viewpoint of a unified position, the full coverage and the simulation of
all the ship systems are rather a difficult and, generally speaking, currently unrealizable
task. At the same time, considering some systems separately, as well as many separate
systems along with the interaction occurring between the parts, implements the so-called
integrated approach to simulation. For instance, the mathematical simulation of the pro-
cesses proceeding in the ship’s electrical power and the mechanical system is of major
importance in solving the tasks of designing new types of ships, research, management,
and reliability assessment.

The multiple connectivity and complexity of such systems complicate the approach
to complex simulation. This fact is explained by the difference and the diversity of the
physical processes and the mathematical description complexity of these processes.

The modern literature reflects a number of studies conducted in each local area that
are of interest when constructing such a large system.

The works [2,3] demonstrate the use of new methods intended for controlling the
ship’s power consumption, including the hybrid methods based on neuro-fuzzy systems,
namely on the ANFIS model. The authors show that the transition to a flexible intelligent
system, in comparison with classical control modeling methods, has a greater economic
effect, reducing harmful emissions (if a similar approach is applied to fuel systems).

The connection between the input and output parameters of the simulation can be of a
reverse nature in the “design-construction-repair” chain. The issues of structural analysis
of the shaft line constructions allow for optimizing the construction at the stage of the ship
project in terms of vibration problems. The propeller shaft system experiences a complex
nature of periodic loadings. For example, the authors in [4,5] use the finite element modal
analysis to determine the range of forbidden frequencies of the main engine and to build
an optimal scheme for installing bearings. The work [6] presents the results of studying
an analytical model of axial vibrations of the shaft line that helps to improve the design of
ship vibration isolators.

The creation of a digital twin of mechanical power systems should fully cover all the
stages. The results of simulating the behavior scenario of an object of a ship’s electric power
system (SEPS) are embedded in the process of managing and training the specialists [7–9].
The methods used for accelerating the modeling of the onboard simulation processes of a
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ship’s electric power system using multicore computing are described in [10]. Approaches
to improving the performance of software and hardware methods are presented in [11,12].

The geometric simulation followed by the finite element analysis and the introduction
of CAD tools significantly optimizes the design activity [13].

The research [14] demonstrates using a finite element model of a synchronous gen-
erator to simulate and identify a transient process, spectral analysis of the ship network,
defects (identifying the current and voltage spectrum of the faulty generator), and a variant
of arranging the diagnostics system of the ship’s electric machines.

In the case of complex systems, the application of intelligent systems accompanied by
reinforcing learning is effective as shown in [15]. When the model-free control is used (for
example, the ship power supply), the constant replenishment of the knowledge about the
object allows for predicting and managing under conditions of uncertainty and increasing
the safety level [16,17].

The similar diagnostic models of the state of an internal combustion engine that were
constructed using neural networks (for example, those mentioned in [18]) can also be used
for the ship systems supplemented with approximation dependencies relating to the wear
of the piston rings to operating modes.

An analytical assessment of the functioning reliability of the heat engines is hindered
due to the difficulty in finding a function that correlates the wear of engine elements with
the operating modes [19], unlike, for example, turbo engines.

In addition, the intelligent models that work with a database of the current modes
and equipment operation models, so-called digital twins, complex models that display the
relationship of the model with real operating conditions, are very relevant [20–22].

In [23–25], the operation reliability of the systems is increased owing to use of intel-
ligent models based on the digital twins. Reliability is enhanced by the introduction of a
self-diagnosis system that compares the real and generated data. This approach is being
investigated by the example of the engines, bearing systems, batteries, etc. Processing the
signals of various individual systems of the ship is quite a difficult task. The combination of
a complex structure and a nonstationary operating mode makes the measured signal of the
machine multicomponent have a complex, time-varying spectral structure. In this paper,
we propose an implementation of the analysis method based on adaptive synchronous
demodulation transform (ASDP). The analysis is performed by searching and constructing
the demodulation term element based on the analysis of target signals of spectral data [26].
The overall goal is to efficiently analyze the frequency–time characteristics of the target
signals. Using adaptive synchronous demodulation and continuous wavelet transform,
the method aims to capture the time-varying frequency components of the signal. A three-
dimensional matrix facilitates the visualization and interpretation of the time–frequency
information [27].

In general, it is worth noting that the tasks of modeling various systems of ships
and the movement of the ships themselves [28] are quite numerous, complex, and very
heterogeneous.

The general disadvantages of the mentioned literature sources are as follows. The first
is that the analytical approaches are used to simplify the analysis, but the applicability of
such approaches is questionable. The second is the fact that the presented models are local
in nature and they describe particular physical processes. The third is an issue that there is
no attempt in combining the models into a multiple-model structure.

Combining the multiple-model complexes to include the above models necessitates
understanding the mathematical description of a particular object and can be approximated
by a formal model. The model structure of the object or level can be formalized and gener-
ated in the desired way in accordance with the modeling problems (research, optimization,
or management) [29]. The development of the structures similar to that shown in Figure 1
should be noted to illustrate the complex process of a multi-criterion selection, which
requires a constant coordination of the structure levels and a heterogeneous representation
of the objects of the ship system.
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Figure 1. The simulation system structure.

An analysis of the literature shows that to date there is no single model connecting the
following ship systems:

• Mechanical system of power plants (propeller shafting);
• Regression experimental models of wear of main engine elements;
• Diagnostic models of the state of the electrical equipment (synchronous generator);
• Models used for controlling the electric power system;
• Algorithmic models used for controlling the main distribution board of a ship.

In this regard, the objective of this study is to develop a methodology for simulating a
complex single ship model, which includes a set of subsystems of various levels (microlevel,
macrolevel, metalevel, megalevel). The paper shows how it is possible, using the developed
approach, to create a digital twin of a ship as a large unified system, rather than a set of
separate models. Such a complex model is constructed by the example of the relationship
established among mechanical, electric power, algorithmic models and the control model.
To achieve the purpose in view, the following tasks must be solved:

1. To develop local mathematical models of various mathematic levels:

• Model of the stress–strain state of the propeller shafting and natural frequencies;
• Model of the wear of piston rings in the main engine;
• Models of the transient process occurring in the electric motor;
• Model of the electromagnetic processes of a synchronous generator, as well as

the identification of defects;
• Model of controlling the main distribution board.

2. To determine the relationship between modeling levels and service life stages, a
unified model of the interaction occurring among the ship systems should be built.

In this study, an approach is proposed that connects the models of the elements of
the ship’s electric power system with the functional capabilities. Below, the work presents
in detail the experience of simulating various ship systems and a mathematical model
allowing the combining of the models into one large system.

The main task of the scientific work was to develop a set of mathematical models
combined into a system capable of describing in aggregate the electrical and mechanical
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processes proceeding on a ship of various modes. The paper presents the newly developed,
complex, polymodel approach to modeling a ship as a simulation system. The general
polymodel approach to the description of a ship as a large system allows for presenting
the mathematical models of the objects, the processes, and the dynamics of the system as a
whole from a common viewpoint. The partial verification was carried out for the following
models: the shafting, generator, the ring wear of the container ship COSCO Long Beach
(IMO 9285677) built by HHI in 2004. It should be noted that the ring wear model was
originally built using the experimental data obtained from the real ship.

2. Materials and Methods

Technological objects may demonstrate different properties in different situations, and
may not have adequate models in terms of classical differential equations. The objects can
have a continuously discrete behavior, containing stochastic constituents in the varying
parameters. Neglecting these facts does not facilitate the construction of adequate analytical
models of the objects.

Simulation modeling provides a mathematical apparatus (a formalized scheme) that
generates the desired structure of the object model that meets the purposes of the study,
filling this structure with quantitative relationships that describe the relationships among its
elements, thus solving various problems of the analysis and selection. The creation of SM,
as well as simulation models (simulation-level models), is a complex multi-stage iterative
process, whose main peculiarity (as compared to “purely” simulation modeling) consists
in the necessity to coordinate different models describing different aspects of the object
functioning at each of the research stages (at the conceptual, algorithmic, informational,
and software levels).

This work shows a methodological approach to a complex simulation of complex
systems and presents the experience of using a wide class of methods and tools intended
for simulating elements, the electric power, and the mechanical systems of a ship. Het-
erogeneous models are related through the apparatus of the set theory. The elements of
the corresponding sets (models) and the relations connecting them are determined by
the specifics of the system. Such a description of the system allows for an analysis of
the structure of the system and its behavior. Various systems containing heterogeneous
constituent elements can be investigated by means of this methodology.

The simulation objects in this work are:

• Mechanical systems (a built-up construction of the propeller shaft line consisting of
bearings and a system of propeller shafts having a flange connection);

• Process of wear of the piston rings of a diesel engine;
• Dynamic processes occurring in a synchronous generator;
• Current and voltage spectra of a synchronous generator with and without a defect;
• Rules and algorithms of the functioning of the main distribution board of the ship:

diesel generators, electrical networks, consumers;
• Short circuit processes proceeding in electrical machines, emergency modes.

These models generally reflect the ship behavior as a large multivariable system.
Different approaches are used to develop local mathematical models depending on the

model specifics. The simulation itself is performed using specific software suites and tools
of these suites. These models are combined into one system by means of a set-theoretical
approach. A mathematical description of each of the models, including a description of
the dynamics of each of the systems, is provided in the framework of the approach. In this
case, the output parameters of one model are the input parameters of the other.
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2.1. The Theoretical-Set Description of the System

A wide range of the objects at various simulation levels was used in these studies:

1. Simulation microlevel:

• Three-dimensional geometric models of the elements of the propeller shafting
and the generator;

• Forms and frequencies of natural vibrations of mechanical systems;
• Stress–strain state of the elements of the propeller shafting system;
• Static and dynamic electromagnetic processes occurring in a synchronous generator.

2. Simulation macrolevel:

• Generator diagnostic model;
• Diagnostic model of piston ring wear.

3. Simulation metalevel:

• Algorithms used for controlling the main distribution board and the ship’s
electric power;

• Generator control model;
• Load models of ship consumers.

The local models presented in the study are combined into one set-theoretical model.
The scheme of connecting various systems and their interaction is shown in Figure 2. The
purpose of this scheme is to show the mechanisms of the interaction occurring among the
models of various levels (microlevel, macrolevel, metalevel, megalevel).

Figure 2. The generalized scheme of the interaction occurring among the models of motion, diagnos-
tics, and system control of the ship.
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The following notations are provided in the figure:
XD =

[
ID, UD, fD

]T—state vector of the parameters of the synchronous generator
model having a mechanical defect: phase currents, phase voltages, and spectral frequency;

XSC =
[
ISC, USC, fSC

]T—vector of the parameters of the synchronous generator
having a short circuit: phase currents, voltages, and spectral frequency;

Xgenerator =
[
Ig, Ug, wg, ωg

]T—vector of synchronous generator parameters: current,
voltage, power, and speed;

XAVR =
[
Ie, Ug

]
—vector of the parameters of the synchronous generator voltage

regulator: exciter current and generator voltage;
XMDB =

[
Pinst, Q

]T—vector of internal combustion engine parameters: instanta-
neous power and consumption;

Xdiag =
[

fmech.de f , Imech.de f , Umech.de f , felec.de f , Ielec.de f , Uelec.de f
]T—vector of the

parameters for diagnostic algorithms: frequencies, currents, and voltages associated with a
mechanical and electrical defect of the synchronous generator;

Xwear =
[
Irings

]
—wear values of the different rings of the engine cylinders;

Xshaft =
[
σ, ε, fh

]T—vector of the parameters of stresses, displacements, and natu-
ral frequencies of the propeller shaft system;

Xscrew =
[
Mrev, Mstat, Mdyn

]T—vector of values of the torques of external forces
caused by the propeller screw: reversible, dynamic, and static torques.

An example of calculating the parameters of these vectors is shown in Section 3 of
this work.

The constructed model represents a deterministic, nonlinear, nonstationary, finite-
dimensional, differential, dynamic system. The figure shows the relationship of the models
Mdefect, Msc, Mgenerat, MAVR, MMDB, Mdiag, Mscrew, Mshaft, Meng, Mwear, which are part of the
generalized model (Figure 1).

The set theory allows for operating with mathematical abstractions and the relation-
ships between their elements. The elements of the corresponding sets and the relations
connecting them are determined by the system specifics. There are two sets X, Y, whose
elements are associated with the ship. The relationship between the sets is described using
binary relations, which are represented by the matrix of incidents (1). From a geometric
point of view, the relations define a simplified complex scenario where the elements of the
Y set are considered as vertices, and the elements of the X set are simplexes. Therefore, the
Y1 element (generator) is a 0-simplex consisting of the X4 vertex (wear).

Let the system Σ (ship) contain a set of the investigated objects Y and a set of the states
X, where:

Y = {generator, shaft, rings, main distribution board (MDB)},
X = {shaft eccentricity, turn-to-turn fault, modes, harmonics, wear}.
The studied states are the values of the parameters of various ship systems (resonant

shaft frequencies, the generator operation frequency, etc.). The incidence matrix (1) shows
whether or not there is a relationship between these objects and their states, where 1—there
is a connection, 0—there is no connection.

Having an incident matrix Λ such that (Λ)ij =

{
1,
(
yi,xj

) ∈ λ

0,
(
yi,xj

)
/∈ λ

, where x ∈ X, y ∈ Y.

In this case:

Λ =

⎡⎢⎢⎣
1 1 0 1 1
0 0 1 1 1
0 0 0 0 1
1 1 1 1 0

⎤⎥⎥⎦ (1)

The set theory provides an opportunity to operate with mathematical abstractions and
relations between their elements. The elements of the corresponding sets and the relations
connecting them are determined by the system specifics. There are two X and Y sets, whose
elements are related to the ship. The connection between the sets is described by means
of binary relations, which are represented by the matrix of incidents (1). Geometrically,
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the relations define a simplistic complex in which the elements of the Y set are treated
as vertices and the elements of the X set are simplexes. In view of this, the element Y1
(generator) is a 0-simplex consisting of the vertex X4 (wear and tear). The system dynamics
is described by the notion of the image ∏. The image ∏ is a mapping, which attributes a
certain number to each simplex, for example, the wear value of the engine rings (∏0). Since
each simplex has a geometric dimension, the image ∏ is a ranked image (2), i.e., the sum of
images ∏i.

A complete graded pattern ∏ of this system has the form:

∏ = ∏0 ⊕∏1 ⊕∏2 ⊕∏3, (2)

where:
∏0 : {y3(rings)} → wear ratio
∏1 : empty
∏2 : {y2(sha f t)} → wear ratio
∏3 : {y1(generator)} → number o f f ailures

{y4(MDB)} → number o f f ailures

The system dynamics will be described as a change in the ∏ image at each moment of
time [30]. For this system, these changes will be forces acting on the fixed geometry of the
complex, specified by certain models.

These models can be classified by the simulating type and by hierarchy. That is, the
models can be attributed to certain micro, macro, and metalevels. A complex approach
is presented to solve the set tasks. These tasks are solved by means of a multicomponent
model complex, which includes blocks containing incoming model classes.

2.2. The Mathematical Description of the Models

The mathematical description of the models y1 − y3 is internal and can be presented
in the general case by a differential equation of the form:

Mg =

{
⇀
x (t)

∣∣∣ .
⇀
x = f

(
⇀
x , t
)

;
→
h 0

(
⇀
x (t0)

)
≤ O,

⇀
h 1

(
⇀
x
(

t f

))
≤ O,

→
q
(
⇀
x , t
)
≤ O

}
, (3)

where
⇀
x is a vector, characterizing the state of motion of the elements;

→
q ,

→
h 0,

⇀
h 1 are known

vector functions through which the restrictions to the motion process of the objects and
boundary conditions are set. At the same time, the dynamics of the system f (·, ·) are set in
various forms.

Equation (3) describes the dynamics of the models, which are generally represented
by a differential equation. In the equation, the derivatives of the state of the element are on
the left side, and the applied load is on the right. For example, the deformation rate of the
shaft depends on the applied force load.

The mathematical description of the model y4 is external and can be presented in the
form of the generalized mathematical model of the processes of controlling the MDB func-
tioning:

M =

{
→
u (t)

∣∣∣ .
⇀
x = f

(
⇀
x ,

⇀
u , t
)

;
→
h 0

(
⇀
x (t0)

)
≤ O,

⇀
h 1

(
⇀
x
(

t f

))
≤ O,

→
q
(1)(⇀

x ,
⇀
u
)
= O,

→
q
(2)(⇀

x ,
⇀
u
)
< O

}
, (4)

where
⇀
x ,

⇀
u are the generalized vectors of the state and control of MDB;

→
h 0,

⇀
h 1 are known

vector functions, through which the boundary conditions for the vector
⇀
x are set at time

points t0, t f ;
→
q
(1)

,
→
q
(2)

are vector functions, setting the main space–time, technical, and
technological constraints imposed on the functioning process.

Equation (4) represents the control models. In such models, the state of the model
elements depends, in addition to the power component, also on the control action. Such
models include, for example, the generator controller model.

263



Energies 2023, 16, 8101

Therefore, each model has a vector of input and output parameters. The input and
output parameters depend on what model type the system is described as a whole. The
dynamic models are described by the equations of type (3); the control models are described
by the equations of type (4).

As a result, Equation (3) describes the dynamics of the models, which are generally
represented by a differential equation. In the equation on its left side, there are derivatives
from the state of the element, and the applied load is on the right side. For example, the
shaft deformation speed depends on the attached power load.

Equation (4) is a control model. In such models, the state of the model elements
depends, except for the power component, also on the controlling exposure. Such models
include, for example, the generator regulator model.

In each specified case, for the given objects of the equation, a specific type (for example,
Equations (5) and (6)) will describe the dynamics of the generator and the gross. In this
work, obtaining optimal management was not a goal. Optimal management is the next
stage in the development of this approach.

3. Results

This section presents the results of simulating the various elements of a ship, whose
dynamics is described mainly by the equations of the form (2) and (3), considering the
specifics of simulating each element. Specific mathematical formulations are provided for
each of the considered elements of the system.

The simulation was performed for a ship of the transport fleet such as a tanker. This
ship is a system that moves mechanically, whose synchronous generator is the main one.
The simulated ship has the main ship low-speed dual-fuel diesel engine manufactured by
Hyundai Heavy Industries (Ulsan, Republic of Korea) under a license granted by MAN
Energy Solution (COSCO Long Beach (IMO 9285677).

3.1. The Development of a General Scheme of the Interaction among the Models of Various
Ship Systems

A complex model of a ship as an energy-mechanical object can be obtained by combin-
ing analytical, simulation, logical, and algorithmic models, and it represents a simulation
system (SS). Combining the isolated models of individual ship nodes facilitates solving
the problem of forming a single model of the functioning of all the ship’s systems. This
enables performing the basic functions of the ship without failures of individual systems
and minimizing emergency situations. In fact, a digital twin of the ship is being built. The
block diagram of such a model is shown in Figure 2 [1]. The diagram shows the interaction
of different models. At the same time, let us take into account the fact that different models
may have different variants of the used solutions (using databases, artificial intelligence).
These models transmit data and form a digital twin of the ship (IM). Then, all the necessary
parameters of the general condition of the ship are transmitted to the control model (CM).
The control model generates the required control actions to achieve the required condition
of the ship. It transmits these actions to the ship system controls and to the ship captain.
At the same time, the control model (CM) obtains data not only from the ship digital twin
(IM), but also directly from low-level models (AM, IM). Examples of the application of this
approach to solving particular problems are provided in [13,31,32].

The studies of the local structures and the objects of the ship’s electric power system
discussed below are still of private nature and describe the physical processes proceeding
in the system elements, but can and should be combined into a multiple-model structure as
shown in Figure 1.

The simulation system can be generally represented in the form of a specially organized
simulation complex consisting of the following elements. The first one refers to the structure
of simulation models in its object domain. The second represents the structure of analytical
models that provide an accounting of the parameters of modeled objects. The third is a
subsystem representing information technology based on a knowledge base, algorithms,
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and competencies. It is based on expert systems and machine learning. The fourth one is
based on the control system and control signal transmission system, which connects all
parts of the system and organizes the user interface and dialog with the system operators.

The simulation experience shows that the focused specialization of SS is weakly
amenable to the universalization requirements.

At the same time, the hierarchical models are divided into the following levels: a
microlevel, a macrolevel, a metalevel, and a megalevel. The connection of the levels and
the transition among them are arranged according to certain rules and patterns. Each of
the levels has its own solutions concerning the simulation and management of the objects
(Figure 3). The microlevel combines the analytical models (AM) shown in Figure 2. An
example of such models is the equation of the propeller shaft vibrations, the wear model of
the engine piston rings, etc. The macrolevel is simulation models (SM). An example of such
models is a generator operation model, a modal analysis of a shaft line accompanied by
the determination of natural oscillation frequencies, etc. The metalevel is a control system
model (CM); it includes a generator controller model, a voltage regulator model, etc. The
megalevel is the termination model that determines the control of the entire system as a
whole. This is a simulator model of the main distribution board. More examples of ship
systems related to these levels can be found in [13,31,32].
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Figure 3. The generalized structure and the composition of the simulation levels of the ship systems.

The design, construction, and operation of the ship are directly related to solving the
problem of providing connections and transitions between these levels. Arranging such an
interaction represents a difficult task. The labor costs and ship building expenditures will
depend on the accuracy of solving this problem. In addition, the interaction between these
systems will determine the entire subsequent service life of the ship.
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3.2. Simulating the Synchronous Generator Operation and the Frequency Spectrum of a
Faulty Generator

A ship synchronous generator having an internal diameter D = 1.616 m of the stator
was chosen as the generator model. The geometric and mechanical parameters, as well
as a method for constructing a generator model, are described in [33]. The start-up of
the synchronous generator followed by reaching a steady-state operation mode at a rotor
rotation speed of 625 rpm was simulated. The constituent elements of the generator are
shown in Figure 4.

Figure 4. The constituent elements of the model generator.

The processes occurring in the system are mathematically described using an equation
of type (2). The electromagnetic fields created by the electric machine are described using
Maxwell’s equations:

∇x
→
H =

→
J + ∂

→
D

∂t =
→
J s +

→
J e +

→
J vs +

∂
→
D

∂t ,

∇x
→
E = − ∂

→
B

∂t ,

∇·→B = 0,

∇·→D = p,

(5)

where

∇x—curl operator;
∇—divergence operator;
→
H—magnetic field intensity vector;
→
J —total current density vector;
→
J s—applied source current density vector;
→
J e—induced eddy current density vector;
→
J vs—velocity current density vector;
→
D—electric flux density vector;
t—time;
→
E—electric field intensity vector;
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→
B—magnetic flux density vector;
p—electric charge density.

Equation (5) (Maxwell’s equations) describe the dynamics of the electromagnetic field
and its relationship with electric charges and currents in continuous media.

The relationship between the values of the strengths and inductions of magnetic and
electric fields on different surfaces is set as boundary conditions.

Equation (5) (Maxwell’s equations) describes the dynamics of the electromagnetic
field and its connection with electric charges and currents in solid media. Equation (5) can
be solved by the numerical method. In this study, an ANSYS 2020 R2 package was used
for a numerical solution of Maxwell’s equation, which uses the numerical projection and
sampling methods, including the finite elements method as a modification of the rittz and
gallerykin methods.

The method of simulating various defects of the electrical machines based on their
numerical models is very efficient [34–37]. The numerical value of the air gap between the
rotor and stator in electric generators and motors determines the magnetic and electrical
loads. The influence of the model effect (rotor eccentricity) on the network quality is
investigated. The following types of rotor eccentricity are modeled (Figure 5).

 
(a) (b) (c) 

Figure 5. The generator eccentricity: (a)—mixed; (b)—dynamic; (c)—static [13].

Type A: This variant is a blend, where the rotor’s rotation axis, RA, does not align
with either the stator’s axis of symmetry or its inherent symmetry axis. Type B: Defined as
dynamic, the rotor’s rotation axis, RA, aligns with the stator’s axis of symmetry but not
with its inherent symmetry axis. Type C: Described as static, it occurs when the rotor’s
rotation axis, RA, aligns with its own symmetry axis and does not align with the stator’s
axis of symmetry.

The evaluation of the impact of generator eccentricity can be conducted by examining
the force components diagram, as illustrated in Figure 6. This graphical representation
encapsulates the entirety of internal forces exerted on the components in rotation. In
instances where the rotor is balanced, the radial component of these internal forces is
effectively counteracted. Conversely, the tangential component of these internal forces
gives rise to torque. Broadly speaking, this constitutes a volumetric force acting upon the
rotor. Nevertheless, when the configuration is balanced, this force is commonly overlooked.

The rotor torque value is preferable to it.
The analysis of the frequency characteristics of force vector components, specifically

Fx and Fy, reveals notable patterns when examining the presence of rotor eccentricity and
its absence or lack of defects. In instances where rotor eccentricity is present, there is a
discernible emergence of a harmonic component within the force spectrum. This harmonic
component exhibits a substantial amplitude, with its peak value occurring at a lower
frequency range.
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Figure 6. The variation in the force over time of the generator eccentricity.

It is imperative to note that these investigations were conducted through simulation
on a synchronous brushless generator. The simulation outputs comprise detailed time
oscillograms illustrating the behavior of key parameters such as flux linkage, phase currents,
and voltages, as well as forces and torques. This comprehensive analysis provides insights
into the dynamic interactions within the generator system, shedding light on the influence
of rotor eccentricity on the force vector components and their associated frequencies. The
frequency characteristics of the specified generator in idle modes were obtained based
on them.

The results of simulating the start-up of the generator and reaching the stationary
mode are shown in Figure 7a by the example of changes occurring in phase voltages. The
time-and-frequency analysis of the signal was performed using the wavelet transform
(Figure 7). The illuminated regions in the wavelet transform coefficients Ca,b, as illustrated
in Figure 7b, provide insights into the augmentation of rotor rotation speed. Examination
of these coefficients reveals the existence of three distinct frequency domains: the domain
associated with the acceleration of speed, the phase leading to the critical speed, and the
stable, steady-state mode. A crucial observation is that the intensity of the light areas in
the scalogram, corresponding to higher wavelet transform coefficients, directly correlates
with the magnitude of energy encapsulated within the frequency component of the series.
In essence, the more pronounced the illumination in the scalogram, the greater the energy
content of the corresponding frequency component.

This numerical modeling approach provides the ability to identify spectra of voltages,
currents, forces, and moments corresponding to both mechanical and electromagnetic
defects. Importantly, this model is able to accurately diagnose generator defects caused by
rotor eccentricity, even under start-up conditions and in initial operating modes.

With a deeper look at the numerical model, we are able to identify and analyze the
spectra of voltages, currents, forces, and moments associated with possible mechanical
and electromagnetic faults. This approach allows for predicting and detecting even the
smallest deviations associated with generator defects, which makes it unique in the aspect
of pre-diagnosis already at the start-up phase and in the initial modes of operation.
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(a) 

(b) 

Figure 7. The wavelet transform of the transient process using the Morlet wavelet: (a) dynamics of
changes in phase voltages, (b) scalogram.

Thus, the numerical model provides a high degree of accuracy and sensitivity in
detecting rotor-eccentricity-related faults, making it an effective tool for the early diagnosis
and prevention of potential generator problems.

3.3. Simulating the Stress–Strain State of the Propeller Shafting and Studying Its Dynamics at the
Design Stage

At the design stage, it is important to know the natural resonant frequencies to
develop effective design solutions, as well as the purpose of the operating ranges of the
main engine [38]. Abnormal vibrations can cause element failures. The task of studying
the state and the behavior of composite propulsion plants, where a complex process of
interconnected torsional, longitudinal, and transverse vibrations takes place, can be divided
into a number of composite problems of statics and dynamics.

In this work, the stress–strain state is calculated and a modal analysis of the construc-
tions is performed using the finite element simulation in the ANSYS environment.

When considering the majority of structural dynamics problems of mechanical systems,
the application of spatial discretization using the finite element method allows us to obtain
a semi-discrete finite element equation of motion based on the principle of virtual work,
and it is as follows:

[M]
→..
u (t) + [C]

→.
u (t) +

→
F

i
(t) =

→
F

a
(t) (6)

where

[M]—structural mass matrix;
→..
u (t)—nodal acceleration vector;
[C]—structural damping matrix;
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→.
u (t)—nodal velocity vector;
→
F

i
(t)—internal load vector;

→
F

a
(t)—applied load vector.

Based on the three-dimensional model of the gross, the finish-element grid was created
containing 31,045 nodes. The dynamics of such a system is described by Equation (6). The
solution of this equation enables finding the displacement, speed, and acceleration for
each node. The solution is revealed using numerical modeling in the ANSYS system. The
computing environment implies an ANSYS package.

Equation (6) describes the movement dynamics of the shaft points during the finite
element discretization of the shaft line. The system geometry consists of a thrust shaft,
intermediate shaft, and propeller shaft (Figure 8). The model parameters are given in
Table 1. The shaft line of the ships of the R-1706 series (Samotlor-type tankers) with a
diameter of 0.695 m was chosen as a calculation model.

Figure 8. The three-dimensional model of the shafting mechanical system.

Table 1. Model parameters.

Parameter Thrust Shaft Intermediate Shaft Propeller Shaft

Length, mm 1000 1000 1030

Diameter, mm 200 200 200

Volume, mm3 1.624 × 107 1.624 × 107 1.8308 × 107

Weight, kg 127.49 127.49 143.72

Based on the three-dimensional model, a finite element mesh of the tetrahedral el-
ements was created, having a maximum size of 200 mm, where the number of nodes
was 31,045 and the number of elements was 17,839. Bearings set the following boundary
conditions: the restriction of movements in a plane perpendicular to the shaft. Bolted
connections were “rigid restraints”.

The calculation involves solving three problems, which represent statical, modal, and
harmonic analyses (Figure 9).
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Figure 9. The scheme of the calculation project. (A) Design calculation. (B) Statistical analysis.
(C) Preloaded modal calculations. (D) Preloaded harmonic calculations.

The geometric and finite element simulation enables the design calculation and a
technology design for other ship elements and constructions [39,40].

The statistical analysis of the construction allowed conducting preloaded modal and
harmonic calculations.

We used the method of modal analysis to identify frequencies and shapes of natural
vibrations of structures. This method can serve as a first step for other forms of dynamic
analysis such as transient, harmonic, and spectral analysis. It is important to note that
the modal analysis method assumes linearity of the system, and all types of nonlinearities
such as nonlinear material behavior, boundary contact conditions, and finite displacements
are not considered. Contacts remain either open or closed depending on their initial state,
and external forces and damping are assumed to be zero. In the real rotary systems, the
bearings are not infinitely rigid. In addition, friction and lubricant add damping to them.
The rigidity of the bearings often changes along with the rotation frequency and differs
along the coordinate axes. The same applies to damping [41]. In ANSYS, to simulate
bearings when calculating the rotary dynamics, there are the COMBI14 or COMBI214
elements, which allows the user to set in each case the desired rigidity and damping
coefficients of bearing supports depending on the rotation speed. The description of the
complex elastic linkage “shaft-bearing” is based on the elastic interaction model.

The modal analysis at the design stage optimizes the design in terms of resonant fre-
quencies. As a result of the modal analysis, the forms of resonant vibrations of the propeller
shaft system and the frequencies that correspond to them were obtained (Figure 10). Based
on the simulation results, the amplitude–frequency spectrum of the natural oscillations of
the propeller shaft system in various modes was obtained. The forms and the description
of the modes are given in [13].

Figure 11 shows the twelfth mode of the natural oscillations of the shaft, as well as the
shaft distortion.

After that, a harmonic analysis was conducted to obtain the system frequency re-
sponse when the efforts were applied. The harmonic analysis showed the presence of high
structural stresses near the flanges and platforms on which the bearing was mounted and
fixed. The oscillation frequency during operation, according to the calculation, reached
150 Hz, which means that even the first resonant frequency was not reached.
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Figure 10. Modal analysis.

 

Figure 11. Modal analysis. The twelfth form of natural vibrations of the shaft.

3.4. Developing the Empirical Models of the Wear of Piston Rings of the Main Engine Based on
Neural Networks

Describing the complex models that associate the wear of the elements of the ship’s
electric power system with operating modes is difficult when using analytical methods. In
this study, heuristic models based on neural networks, describing the relationship between
the wear of diesel engine elements and engine operating modes, are proposed. The MatLab
package is used to create a neural network.

The model used for assessing the wear of piston rings has a complex appearance
and functions involving many parameters. Ne is the average effective power over the
period, kW; φrel is the average relative humidity over the period, %; T is the average boost
temperature over the period, C; S is the mass content of sulfur in the fuel, %; qm is the
specific consumption of the cylinder oil, g/kWh. The surfaces of the rings are worn out
as a result of friction against the piston while simultaneously burning the fuel. The inner
surface of the rings has several functions: for example, insulation, heat exchange, and
reduction in piston vibrations. In this regard, the description of the wear dynamics is a
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difficult task from the viewpoint of the analytical description. The factor analysis justifies
the fact that the most significant factors in such a model are the power and the cylinder
oil consumption.

The complexity of this model lies in the fact that the mutual influence of the factors
can be ambiguous. Using the neural network for approximating the empirical data is
effective in this case. The approximation of a complex relationship existing among the
parameters by regression models in the form of a neural network can become a good
platform for subsequent “fast” calculations performed for digital ship twins in the real-time
mode. Based on the measurement results obtained for the diesel engine, the neural network
(Figure 12) was built on the ship (Table 2), associating the wear of the piston rings with the
operating modes. The calculations were performed for a tanker shipping crude oil. The
main ship low-speed dual-fuel diesel engine, manufactured by Hyundai Heavy Industries
(South Korea) under a license granted by MAN Energy Solution COSCO Long Beach (IMO
9285677), was chosen as the object of the calculations. The data on the wear of piston rings
were obtained by applying an ultrasonic thickness gauge Elcometer of the 456 B SCALE
1 model used for metallic and non-metallic coatings. The data were obtained from the ship
reporting documentation and were associated with the data on engine operating modes.

 

Figure 12. The structure of the approximating neural network.
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Table 2. Summary table of the coating wear intensity approximated by the neural network.

Engine Power,
%

Specific Consumption of the Cylinder Oil,
g/kWh

Wear Intensity,
μm/h

54 0.8 0.011023

54 1.2 0.01105

82 0.8 0.01495

82 1.2 0.01015

55 0.85 0.01087

55 0.8 0.01113

56 0.82 0.01105

56 0.85 0.01077

56 0.86 0.01070

57 0.85 0.01083

57 0.87 0.01064

58 0.87 0.01070

58 0.88 0.01059

58 0.91 0.01033

59 0.93 0.01015

61 0.94 0.01007

63 0.96 0.00997

65 0.96 0.01027

66 0.97 0.01026

66 1 0.00978

67 1.01 0.00980

69 1.03 0.00986

69 1.06 0.00978

73 1.08 0.01008

74 1.09 0.01013

75 1.12 0.01032

76 1.15 0.01059

77 1.16 0.01059

77 1.2 0.01123

80 1.2 0.01060

Figure 13 below shows a surface constructed by the neural network, describing the
relationship among the wear intensity, power, and the specific consumption of the cylinder
oil. The power and the specific oil consumption were measured along the axes of abscissa
and ordinate; the wear intensity of the ceramic-metal coating was measured along the
applicate axis.

The surface graph shows that there are combinations of extreme values of the power
and the cylinder oil consumption, at which the wear is at a maximum.

It is obvious that under the maximum power in the case of the low fuel consumption,
there is a slight wear of the rings, whose excess leads to a decrease in the wear. This
information should be included in the accompanying documents, the inspection schedule,
and the overhaul.
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Figure 13. The visualization of the approximating wear surface obtained by the neural network.

The resulting approximating dependence can be expanded by introducing new pa-
rameters, such as humidity and temperature, accompanied by an increase in the data set of
the measurements and observations.

A similar method can be proposed to replace “heavy” models with “lighter” approxi-
mating complex dependencies, for example, the relationship of the models “the stress-strain
state of the elements of the propeller shafting design—the probability of failure” in predic-
tive diagnostics systems.

3.5. Simulating a Short Circuit in the Generator

In the context of a synchronous machine with three-phase windings, an excitation
circuit, and both longitudinal and transverse damper windings, the set of differential
equations governing the equilibrium of electromotive force (EMF) and voltage drops in the
synchronous machine’s circuits can be expressed as follows:{

uη = − dψη

dt − Rη iη (η = a, b, c)

u f = − dψ f
dt − R f i f

{
0 = − dψyd

dt − Rydiyd

0 = − dψyq
dt − Ryqiyq

(7)

where

uη (η = a, b, c) and u f —values of voltage on the phase windings and the excitation
windings, respectively;
iη and i f —current values of phase winding and field winding, respectively;
ψη and ψ f —flux linkages of phase winding and field winding, respectively;
Rη and R f —ohmic resistances of phase winding and field winding, respectively;
ψyd and ψyq—flux-coupling of the damper windings of the longitudinal and transverse
components, respectively;
Ryd and Ryq—their active resistances; iyd and iyq—current values in damping circuits.

Equation (7) represents the differential equations describing the dynamics of electric
machines. The calculation of the transient processes requires a joint solution of these
equations supplemented with the expressions of the transformer and load voltage drops.

The dynamic processes proceeding in the electrical machines and networks are simu-
lated to determine the setup variables in the algorithms that connect different levels [22].
An example of reaching the idling mode followed by a three-phase short circuit to one of
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the systems is presented below. The rotation speed of the generator ωt = 1 corresponds
to the nominal one and does not change. At the time of 70 s, a three-phase short circuit
occurs to the first three-phase system and the stator current increases taking into account an
aperiodic component. Then, the aperiodic and periodic components fade to a steady-state
value in accordance with the expressions (since the short circuit occurs in the idle mode,
and the transverse component is absent).

Figure 14 demonstrates the dynamic model of a transient process occurring in the
electrical circuit at the level of a physical short circuit process. The calculations were carried
out for the tanker shipping crude oil.

 

Figure 14. The model of the short circuit dynamics in a synchronous generator system.

To compare the calculation results with the theoretical values, the current of one phase
of the generator in the short circuit mode is calculated. The analytical curve of the generator
current lasting up to the short circuit moment is represented by a straight line having a
constant value of 3600.9 A equal to the reference current (Figures 15 and 16).

Figure 15. The generator phase current.
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Figure 16. The dynamics of the short circuit current of the generator phase.

That is, at a time interval from 0 to 70 s, the excited generator goes into the idle mode.
The generator stator voltage becomes close to the nominal voltage. This model facilitates
studying the dynamics of the short circuit current.

3.6. The Object-Oriented Simulation of the Operation Process of the Ship’s Electric Power System

Using modern methods to solve the electromagnetic equations, describing the function-
ing of the electrical machines, provides great opportunities for studying transient processes.
The influence of various mechanical factors, electrical factors, and operating conditions:
eccentricities, mechanical damages, uneven laying of windings, elevated temperature, can
also be considered.

Electric current is transmitted from the main distribution board to consumers via
electric networks consisting of wires and distribution devices.

The main elements of the ship’s electric power system that make up the object-oriented
model are:

(1) Electric power sources consisting of DC or AC generators and accumulator batteries;
additionally, ship’s electric power systems have various converters of the current type,
its voltage, and frequency;

(2) Distributing gears including the boards consisting of apparatuses, distributing electric
power, and devices used for controlling the operation of electrical installations and
monitoring them;

(3) Electrical networks consisting of cables and wires that transmit electric power from
sources to consumers;

(4) Consumers of electric power, representing various electric motors that convert electric
power into mechanical work, as well as devices and apparatuses that convert it into
another type of energy: heat, light, electromagnetic, and others.
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This work presents a solution to the problem of creating a virtual simulator of a ship’s
electric power system. The mathematical model of this element belongs to the control
models and is described by the equations of type (3).

A similar model facilitates systematically investigating the ship’s electric power sys-
tem, simulating the dynamics, and making a decision on the satisfactory quality of the
designing solution.

Figure 17 shows a model of the main distribution board (MDB) of a tanker used to
ship oil, implementing the algorithms for controlling diesel generators (DG). The interface
of this project consists of “primitives” formed into the constructions that are more complex.
SimInTech can restore an animated or static graphic interface of any complexity without
special efforts and connects them to the necessary parts of the model [42].

 

Figure 17. The MDB model visualized in the SimInTech environment, consisting of diesel generators,
consumer panels, and loads due to actuators.

The creation of the model required simulating eight sections of MDB, which are typical
of a ship having two diesel power stations.

The number of logical and dynamic elements in this project exceeds 400 units, but the
total number of elements in the work region amounts to 2400 units (Figures 18 and 19).

The algorithms have been developed for the MDB operation: starting up diesel gen-
erators, the introduction into parallel operation. The algorithms provide manual and
automatic control by diesel generators, conditions for stoppage, starting up, and switching.

This model works in the real-time mode and performs the tasks that correspond to the
real tasks set on the ship MDB. The model performs its functions according to the logic of
implementing the required conditions. All the MDB panels correspond to the logic of a real
device and polish the solutions of various kinds of tasks:

• Starting up DG in the manual mode, observing all the conditions for starting up;
• Starting up DG in the fully automatic mode, where automation fulfills all the required

conditions;
• DG load management, switching on and off the pumps;
• Simulating the short circuit conditions under loading;
• Simulating the conditions for the moisture appearance in the stator windings;
• Simulating the conditions of low pressure of the lubricating oil;
• Simulating the conditions of high temperature of the lubricating oil;
• Simulating the conditions of high temperature of the cooling water;
• Simulating the conditions of low pressure of the cooling water;
• Taking two diesel generators in parallel in the manual and fully automatic modes;
• Demonstrating the work of the protection of active and reactive loads.
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Figure 18. The model of including a group of consumers in SimInTech.

 

Figure 19. The model of the starting up and synchronization of the diesel generators.
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The developed MDB model promotes fully obtaining a stable simulation of the main
ship distribution board, performing all possible manipulations with it, and providing a
possibility of conducting practical works to familiarize with the object of simulation.

4. Discussion

The model of the engine wear (Mwear) associated with its operation modes is the initial
one for the MDB operation algorithm (MMDB). The numerical model of the generator
(Mgenerat) identifies defects and simulates the ship’s electric network. The operating fre-
quency ranges of the main engines (Meng.), electric propulsion systems (Mgenerat), and their
design peculiarities (disbalance, geometric inaccuracy, disequilibrium) are determined
(Mdefect) both at the design stage and when eliminating problems arising on the operated
ship using the numerical structural models. In addition, if there are measurement data of a
real ship, the strength analysis allows for evaluating the fatigue strength and the reliability
of a mathematical twin.

A description of the relationship between the operating modes of the equipment and
the wear indicators of the engine elements (Mwear) using neural models is a promising
direction. The modern ship equipment and the development of big data transmission
and processing technologies make it possible to develop such an approach in predicting
the engine operation processes. In this study, a neural network was used to simulate the
wear of piston rings. The volume of the training sample is not as large as the number
of the parameters, but this approach seems very promising, since similar models can be
continuously supplemented and expanded. The nature of the processes proceeding in the
main engines is continuous without a large number of local minima and maxima. That is,
the approximating function of the neural networks is effective for simulation.

The information on the resonant frequencies of the propeller shaft system (Mshaft)
allows for effectively designing the geometry and installing the “screw-propeller shaft–
engine” (Mscrew, Mshaft, Meng.) system. The Register of Shipping facilitates the calcu-
lation of the natural frequencies and the determination of oscillation forms up to the
twelfth inclusive.

The value of displacements in the case of different resonant forms of vibrations can be
associated with the accuracy and calculation of the wear along the selected directions in
the above-mentioned shaft system. The complex load and the evaluation of the shafting
fluctuations can be set in the form of several boundary conditions: harmonic disturbances
caused by the screw and the main engine, a geometric inaccuracy of structural elements,
own weight, and interrelated fluctuations.

Structural, modal, and dynamic analyses of the propeller shafts (Mshaft) and other
elements promote effective design and technological solutions in the field of reducing
loads, vibrations, and resonances, which is the so-called reverse digital design. The digital
twin of the shaft elements, simulating harmonic loads, applied according to the results
of the measurements taken from a real active ship, is able to calculate and predict the
fatigue strength of the structure to a higher accuracy. The variability and cheapness of such
calculations by the dimension types and modes form a database for selecting the optimal
states of the system as a whole (it should be noted that such calculations must be verified).

MDB (MMDB), in turn, can be represented by algorithmic and dynamic object-oriented
models. Hence, on the one hand, based on the micromodels (Msc, Mdefect, Mwear), setpoints
and discrimination thresholds in algorithms are assigned, and on the other hand, simulating
the transient processes (Mgenerat, Meng.) makes it possible to build automation systems
(MAVR) for MDB (MMDB). The object-oriented description of the dynamic systems simulates
and predicts the ship system state or implements optimal control [43–45].

Let us consider the following example for the above-mentioned ships as an illustration
of the proposed approach [46–48]. The shaft model Mshaft obtained resonant frequencies and
an operating frequency of 150 Hz for the shaft oscillations. This engine oscillation frequency
corresponded to the engine power of 73% (Meng.). This power value was compared with
the wear value (Table 2) according to Mwear.
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The numerical generator model (Mgenerat) determined the nature of the transient
processes at a rotor rotation speed of 625 rpm at a frequency of 50 Hz. This model Mgenerat
provided an opportunity for obtaining the characteristics of transient processes in the
presence of a mechanical defect (Mdefect) in the generator (this was a harmonic component
in the spectrum of a high amplitude force having a maximum value at a low frequency).
This model Mgenerat also obtained the characteristics of transient processes in the presence
of an electrical defect (Msc) or phase short circuit (the current was 15,000 A at 40 s, reaching
an idling mode up to 70 s). The characteristics of the operating modes obtained based on
the generator model Mdenerat (current, voltage, power, speed) were input values for the
control model MAVR.

The algorithms of installing, starting up, and switching DE combined the Xsc vector
and XD, Xwear vectors in the MDB model (MMDB) through the diagnostic model Mdiagn.

The local models and the research results described above, in turn, are already the
objects and the states of the already formalized, complex, ranked image of the system. The
system image includes the dynamics models, where the boundary and limiting conditions
represent a common area for design and functioning tasks.

5. Conclusions

Modern ships are complex systems containing a large number of different elements.
In the hierarchy of models, mathematical models of such elements belong to the microlevel
and describe mainly the dynamics of various physical processes. At the same time, a math-
ematical apparatus based on the laws of conservation is used. In particular, this apparatus
is represented by, for example, Maxwell’s equations, oscillation equations, Navier–Stokes
equations, etc. Such models are preset by the equations of type (3). Since such equations de-
scribe physical processes of different natures, it is impossible to combine the mathematical
models at the microlevel.

The application of microlevel models to specific processes (ring wear, shaft vibrations,
generator processes, etc.) enables building macrolevel models, whose output parameters
are in no way related quantities. The macrolevel models are connected by means of control
models (Equation (4)). The control models belong to the metalevel and allow assigning
settings and response thresholds in the algorithms used in automation systems (MDB
model). Such a model (megalevel model) promotes, ultimately, the study of the dynamics
of the entire system as a whole in terms of a change occurring in the full ranked image of
∏ (2) at each moment in time.

The approach (1)–(4) proposed by the authors connects the elements of a complex
technical system and investigates its dynamics.

In summary, in this study, an approach to simulating a ship as a relationship of various
systems was developed. The mathematical models were created for each of the composite
systems and simulation results were presented. Each of the systems described a limited
class of problems, had characteristic properties, and a mathematical structure. The models
were interconnected using a set-theoretic description. The results of the conducted research
can be used in modern intelligent digital platforms for support and decision-making when
using maritime transportation, in control systems, and SCADA tracking.

The next step in the development of this work is to set mathematical optimization
models and to conduct multi-criteria optimization to determine the optimal parameters of
a complex technical system.
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Abstract: Various combinations of ship propulsion systems have been developed with low-carbon-
emission technologies to meet regulations and policies related to climate change, one of which is
the combined gas turbine and steam turbine integrated electric drive system (COGES), which is
claimed to be a promising ship propulsion system for the future. The objective of this paper is to
perform a techno-economic and environmental assessment of the COGES propulsion system applied
to liquefied natural gas (LNG) carriers. A propulsion system design for a 7500 m3 LNG carrier
was evaluated through the thermodynamics approach of the energy system. Subsequently, carbon
emissions and environmental impact analyses were carried out through a life cycle assessment based
on the power and fuel input of the system. Afterwards, a techno-economic analysis was carried out
by considering the use of boil-off gas for fuel and additional income from carbon emission incentives.
The proposed propulsion system design produces 1832 kilowatts of power for a service speed of
12 knots with the total efficiency of the system in the range of 30.1%. The results of the environmental
evaluation resulted an overall environmental impact of 10.01 mPts/s. The results of the economic
evaluation resulted in a positive net present value and a logical payback period for investment within
8 years of operation. The impact of this result shows that the COGES has a promising technological
commercial application as an environmentally friendly propulsion system. Last, for the economy of
the propulsion system, the COGES design has a positive net present value, an internal rate return in
the range of 12–18%, and a payback period between 6 and 8 years, depending on the charter rate of
the LNG carrier.

Keywords: LNG; COGES; energy system; boil-off gas utilization

1. Introduction

The International Maritime Organization (IMO) has adopted the IMO Strategy 2023 to
reduce ships’ greenhouse gas emissions. The strategy is to achieve net-zero greenhouse gas
emissions from international shipping in or around 2050 [1,2]. Shipping industries have
made various efforts and commitments to meet this emission reduction target. Several
technologies continue to be developed to increase decarbonization on ships, including
combined marine propulsion [3]. In its current development, there are various combined
marine propulsion systems, including a combination of one or more diesel engines, gas
engines, gas turbines, steam turbines, and electric propulsion [4].One of the most promis-
ing combined marine propulsion systems is a combined gas turbine and steam turbine
integrated electric drive system (COGES) [5]. Initially, the COGES concept was introduced
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as an effort to increase power plant efficiency by integrating the gas cycle and steam cycle
in one system [6]. Early in its development, COGES was faced with several technical and
economic challenges, but over time, innovation and technological improvements have
improved its performance and capabilities [7].

Some advantages of the COGES system are high power density, high thermal efficiency,
and low noise and vibration [8,9]. The COGES system is usually applied and is promoted
to be used for LNG carriers since it can utilize wasted cargo in the form of boil-off gas
(BoG) [9,10]. LNG carriers are ships equipped with dedicated tanks for LNG cargo with
various capacities [11,12]. Several LNG ships are classified as very large tankers with a
capacity of 125,000–266,000 m3 [13]; the latest development is small LNG carriers, which
have a capacity of 1000–40,000 m3 [14,15]. Despite the fact that the tanks on LNG carriers
are insulated, a small amount of warming occurs, causing the LNG cargo to evaporate
as it approaches its boiling point [16,17]. This natural evaporation is unavoidable, and
the resultant boil-off gas must be evacuated to keep the tanks’ pressure stable [18]. LNG
carriers are suitable for LNG distribution between countries operating in international
waters [19,20], while for distribution in inter-island areas, it is more appropriate to use
small LNG carriers, because regular-sized LNG carriers cannot enter these locations due
to low draft [21,22]. To improve the performance of the LNG carrier operating system, a
reliable and efficient propulsion system design is required.

Currently, most LNG carriers use steam turbines and diesel dual-fuel engines with a
percentage of more than 40% [23]. Looking at overall efficiency, there are several alternative
propulsion systems that have been developed and have better efficiency values, such as
dual-fuel diesel engines and combined cycles [24,25]. Further studies related to the use of
gas turbines include the use of combined cycle steam–gas turbines, with an overall efficiency
reaching 50% compared to other systems such as petrol engines or diesel engines [26].
COGES marine power plants are proven to increase cogeneration efficiency on ferries and
cruise ships. Compared with reciprocating engines, COGES plants yield cogeneration
efficiency gains of 1–5%, with a maximum total efficiency of 51% [27].

The propulsion system of LNG carriers consists of three main parts, namely, the prime
mover, the transmission system, and the ship propulsion device [28]. The design of the
ship’s propulsion system depends on the type of ship, main size, ship speed, stern model,
and hull model [29]. The problem that usually arises in the design of the propulsion system
is the unmet service speed. The propulsion system of the main propulsion part of the ship
is closely related to the thermal power generation cycle [30]. The thermal power generation
cycle is a cycle that comes from burning fuel to generate power [31]. From this thermal
power generation, the cycle begins with the chemical energy of the fuel being burned so
that it becomes thermal energy. Then the thermal energy generated from the combustion is
converted using a gas turbine and a steam turbine into mechanical energy. This electrical
energy is used to drive the ship’s propulsion system and meet the needs of the ship [32].

The COGES system uses a gas turbine to drive a generator and provide electrical power
and propulsion according to needs that are regulated by the main switchboard in turn [33].
In this system, the propeller is driven by an electric motor that is controlled by frequency.
Then the exhaust gas from the gas turbine is used to raise the steam in the heat recovery
steam generator (HRSG) [34,35]. The steam from here drives a steam turbine generator
in turn, which also generates electrical energy and feeds into the main switchboard [36].
Many previous studies have discussed the efficiency of HRSG. Effective utilization of
waste heat energy can increase power generation efficiency and reduce emissions, either
by using dedicated waste heat recovery systems for electricity production or by using it
for heating services [37]. Waste heat recovery systems can utilize the remaining heat to
generate mechanical/electrical power, which can meet the demand for propulsion and
auxiliary services [38].

Ship engine manufacturing companies see the possibility of using waste heat recovery
systems to achieve a total efficiency of 60% for the fuel energy used on ships [39]. Other
researchers estimate using exergy analysis that fuel savings of 4–16% can be achieved for
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medium-sized long-haul tankers using waste heat recovery systems. For applications in
the maritime industry, previous researchers have compared the organic Rankine cycle, the
Kalina cycle, and the steam Rankine cycle for marine waste heat recovery systems, the
results being that the organic Rankine cycle has the most significant potential to increase
fuel efficiency and the combined cycle offers thermal efficiency [40]. The research examines
a combined system encompassing a gas turbine powered by solid oxide, a supercritical
carbon dioxide loop, an organic Rankine cycle, and an absorption circulation cycle utilizing
ammonia air, indicating that thermal efficiency reaches 67% [41]. The waste heat recovery
installation used for the production of saturated steam and electric power for the case
of two-stroke and four-stroke engine propulsion plants on merchant ships, as a result
of simulations, was carried out by increasing the energy efficiency design index [42].
Application of a waste heat recovery installation system on passenger ships is supplied
by a steam power plant, which utilizes waste heat from exhaust gas from the main diesel
engine [43].

Waste heat recovery systems can recover up to 10% of the fuel energy from the ship
prime mover, resulting in an overall system peak efficiency of 60–65% [44]. Based on the
performance data of a two-stroke diesel engine adopted for a crude oil tanker propulsion
plant, the performance of the optimized waste heat recovery system was also evaluated by
comparing it under off-design engine load conditions in the engine power range between
50% and 100% of the rated maximum continuity [45]. By applying the optimization
numerical code to the examined passenger ships, two different sizes of turbogenerators
were found, respectively, for retrofit and new design solutions. This more significant
amount of steam is essentially due to the full exploitation of the flue gas thermal flow
compared to retrofitting solutions, where the dimensions of the existing boiler are already
fixed [46]. Another study reviewed four types of waste heat recovery systems, namely,
organic Rankine cycles, thermoelectric generators, six-stroke cycles, and development of
turbocharger technology [47]. Standard technologies used for waste heat recovery from
engines include thermoelectric devices, organic Rankine cycles, and turbocharger systems.
By maximizing the potential energy of exhaust gases, engine efficiency and net power
can be increased [48]. Many studies have investigated the performance and efficiency of
waste recovery from marine combined cycles. On the other hand, only a few studies have
identified the potential environmental impacts of life cycle analysis.

This paper aims to investigate the combined gas–electric and steam turbine systems for
marine propulsion systems on LNG carriers. The results of this work obtain three things at
once: analysis of the COGES performance system on the LNG carrier, environmental impact
analysis using life cycle assessment, and techno-economic analysis of HRSG installation.
The proposed COGES system using HRSG is to address the limitation of current diesel
propulsion systems by increasing energy efficiency and lowering exhaust emissions. The
contribution to the results of this research can be alternative propulsion systems for LNG
carriers and other commercial vessels, especially in using environmentally friendly fuel by
utilizing a waste heat recovery system. In the end, it is hoped that the results of this research
can be used as developments to support the GHG reduction target program launched by
the IMO for the maritime industry.

2. Research Methodology

In this research, the methodology used is in systematic stages, as shown in Figure 1.
The research starts from the design data of the LNG carrier, which consists of the principal
dimensions, general arrangement, and ship power predictions. From the ship data, a
COGES propulsion system design, including HRSG, was designed considering the ship
design. The proposed COGES design was then subjected to thermodynamic analysis and
life cycle assessment to determine the performance and environmental impact of the system.
Lastly, a techno-economic analysis was carried out to determine the system’s feasibility
in terms of economic scale. The research methodology relies on secondary data and case
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studies involving different types of LNG carrier ship propulsion systems as its empirical
foundation.

Figure 1. Research stages on the techno-economics of the COGES propulsion system.

2.1. Design Data of the LNG Carrier

The design of the LNG carrier used in this research was based on a design comparison
of existing ships with a 7500 m3 LNG capacity. The design method of the LNG carrier
uses a spiral design, which starts with the hull design, the general arrangement, and the
calculation of power prediction. The principal dimensions obtained based on the existing
basic requirements and standards are shown in Table 1. The general arrangement was
designed to ensure that the spaces on the ship were accommodated correctly, including the
LNG loading space and engine room layout. The general arrangement of the LNG carrier
used is shown in Figure 2. Power prediction calculations use naval architecture software,
which provides integrated hull modeling and optimization tools. The results of power
prediction on ship speed are shown in Figure 3. Based on the results of hull modeling, the
power required for the ship to move at a service speed of 12 knots is around 1832 kW and
at a maximum speed of 14 knots is 3377 kW.

Table 1. Principal dimensions of LNG carrier.

Principal Parameters Dimensions

Length overall : 117.8 m
Length between perpendicular : 110.2 m

Beam : 18.6 m
Depth : 10.6 m
Draft : 7.15 m

Service speed : 12 knots
Cargo tank capacity : 7500 m3

Boil-off gas rate : 0.3%/day
Crew number : 19
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Figure 2. General arrangement of LNG carrier.
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Figure 3. Power requirements of designed LNG carrier.

2.2. Design of COGES Propulsion System

The design of a ship’s propulsion system starts from power requirements based on
ship speed, determining the parameters and components of the combined gas turbine
and steam turbine integrated electric drive system. The COGES system proposed in this
research is shown in Figure 4. In this COGES system, the fuel is assumed to come from
100% boil-off gas produced from the LNG cargo tank. The use of boil-off gas as ship fuel
makes this system more economical in terms of operations and saves more space on the
ship compared to systems that still use diesel engines, both conventional diesel engines
and dual-fuel diesel electric (DFDE) propulsion systems. However, in actual conditions, to
meet the ship’s overall electricity needs, additional auxiliary engines are still needed. This
aims to be a safety factor as a source of backup energy for ships.
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Figure 4. Proposed design of COGES propulsion system.

The fuel used in designing this propulsion system is natural gas that comes from
boil-off gas from the LNG cargo being transported. The natural gas load transported has a
CH4 composition of 91.2% and a lower heating value of 49,426.97 kJ/kg. Gas boil-off (BoG)
is calculated using Equation (1).

BoG =
V × ρ × BOR × t

24
(1)

where V is the LNG cargo volume (m3), ρ is the LNG density (kg/m3), BOR is the boil-off
rate (%/day), and t is the shipping time (hours). The gas turbine used in this system has
a power specification of 100% load of 5.4 MW, the fuel is natural gas, the exhaust gas
temperature (100% load) is 494 ◦C, the pressure ratio is 13.9, and the exhaust mass flow
is 21.3 kg/s. The selection of this gas turbine is based on the total electric load balance
requirements of the ship design, as well as considerations of its availability in the market.
The steam turbine specifications have an inlet steam pressure of 25 bar, a maximum inlet
temperature of 510 ◦C, and a maximum output of 5000 kW.

In the COGES design used, the heat recovery steam generator (HRSG) used is com-
posed of three components, namely, a superheater, evaporator, and economizer. The
working process of these three components becomes a single HRSG operation where the
economizer is useful as an initial heater to raise the temperature of the working fluid again
from the fluid phase to the saturated liquid phase. Later, the working fluid is processed
in the evaporator to become a saturated vapor phase and reheated in the superheater to
heat the water in the boiler. The parameter value used in the simulation for the superheater
component (ΔThi) is 30 ◦C and the evaporator (ΔTpinchpoint) is 25 ◦C.

The main system-supporting components consist of a boiler feed pump with maximum
head specifications of 1200 m, capacity of 70 m3/h, and isentropic efficiency of 85%. The
deaerator component has a capacity specification of 14,000 lbs/h and the inlet pressure
(Pin) is 2 bar. The other supporting components are a pump with an isentropic efficiency
of 85%, a condenser assumed to have a pressure drop of 0.1 Bar, and a generator with a
mechanical efficiency of 90%.

2.3. Thermodynamic Analysis of Designed System

The thermodynamic cycle used in the design of the COGES propulsion system is a
combination system between the Brayton cycle and the Rankine cycle. The combined cycle
aims to have a higher thermal efficiency value than the cycles used separately. This is
possible because gas turbines generally operate at higher temperatures than steam turbine
cycles. Thermodynamic analysis of this system uses Cycle-Tempo version 5.1 software and
tools program to design, analyze, optimize, and monitor the thermodynamics of the energy
system [49].

289



Energies 2024, 17, 1415

The thermodynamic analysis scheme of the proposed COGES system is shown in
Figure 5. The COGES propulsion system design begins with a gas turbine system where air
from the environment enters through the air source at number 3, which is then compressed
by compressor number 1 to increase the pressure. Then, the compressed air enters combus-
tion chamber number 5 to be mixed with fuel, namely, natural gas, producing pressurized
hot gas to drive gas turbine number 4 to produce energy. Gas turbine number 4 has also
been coupled with a generator to produce the required electrical power. The gas produced
from the turbine, or what could be called flue gas, exits the gas turbine system through
pipe number 5 and is used for the following cycle process.

Figure 5. The thermodynamic analysis scheme of the proposed COGES system.

The following essential component in the propulsion system of this design is the heat
recovery steam generator, which is an advanced component where the exhaust gas from the
turbine is used in the next cycle. This component is the energy source in the steam turbine
cycle. This component consists of several heat exchangers that function as superheaters,
evaporators, and economizers. Thus, the gas turbine exhaust gas is utilized in stages,
starting from the exhaust gas with the highest temperature of around 494 ◦C, which heats
the saturated steam in the superheater. Then the exhaust gas, whose temperature has been
reduced to around 444 ◦C, changes the working fluid phase to steam in the evaporator. The
exhaust gas is then used to heat the working fluid that comes from the condenser in the
heat exchanger, which acts as an economizer.

Thermodynamic analysis of the gas turbine combination cycle was carried out to
determine the power produced by the design system and whether it can meet the ship’s
propulsion power requirements. The input values and thermodynamic equations for each
system are shown in Table 2.
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Table 2. Parameter input of thermodynamic analysis.

Cycle Parameter Input Thermodynamic Equations

Ambient T = 298 K
P = 1.013 bar

Gas Turbine Cycle
1g—Compression

T = 298 K
P = 1.013 bar

mair = 21.3 kg/s
mfuel = 0.512 kg/s

T = T1g ×
(

P2
P1

) k−1
k = 647 K

Wcompressor = m × Cp × ΔT × ηs
Gas Turbine Cycle
2g—Combustion

P = 11.92 bar
h = 374 kJ/kg

Gas Turbine Cycle
3g—Expansion P = 11.92 bar T = T4g ×

(
P3
P4

) k−1
k = 1373 K

Gas Turbine Cycle
4g—Heat Rejection

T = 767 K
P = 1.013 bar

Wgas turbine = m × Cp × ΔT × ηs
Wactual = Wgas turbine − Wcompressor

Steam Turbine Cycle
1s—Water Feeding

T = 297 K
h = 100.5 kJ/kg

P = 1.0 bar
Wpump = v × ΔP/η

Steam Turbine Cycle
2s—Pump Work Input

T = 302 K
h = 125.74 kJ/kg

mexhaust = 21.812 kg/s

Steam Turbine Cycle
3s—Heat Addition

T = 558 K
h = 1263.1 kJ/kg

P = 80 bar Qexhaust = Qin, rankine
mexhaust. Cp. ΔT = mfluid (h4 − h3)

Steam Turbine Cycle
4s—Heat Addition

T = 568 K
h = 2758.7 kJ/kg

Steam Turbine Cycle
5s—Work Output

T = 834 K
h = 3384 kJ/kg Wactual = Wgas turbine − Wcompressor

Wturbine = mfluid (h5 − h6) − WpumpSteam Turbine Cycle
6s—Heat Rejection

T = 302 K
h = 2555.6 kJ/kg

The power produced by the COGES system (Woverall) is a combination of the total
power between the gas turbine cycle and the steam turbine cycle using Equation (2) and
the overall system efficiency (ηoverall) using Equation (3).

Woverall = WGas Turbine + WSteam Turbine (2)

ηoverall =
WGas Turbine + WSteam Turbine

Qin
(3)

Then, to find out the Qin value, which is the product of the gas fuel mass flow rate and
the lower heating value (LHV) of the fuel, the Qin calculation uses Equation (4). Thus, the
value of the system’s overall efficiency is designed using Equation (5).

Qin = mfuel × LHV (4)

ηoverall =
WGas Turbine + WSteam Turbine

min × LHV
(5)

2.4. Environmental Impact Assessment

The method used in environmental impact assessment is eco-indicator 99. By using this
method, the environmental impact is expressed in eco-indicator points per unit time (Pts/s
or mPts/s). The value of 1 Pt (one point) represents one thousandth of the environmental
burden per year of a European resident. Apart from that, the environmental impact can
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also be in units of kgCO2 per unit of product produced by the system, because CO2 is a
greenhouse gas that has an effect on climate change. Environmental impact assessment
is obtained by conducting an emission factor analysis, which uses an approach based on
international standards (ISO 14004). With the eco-indicator method, evaluations can be
carried out for materials, production processes, transportation processes, energy generation
processes, and disposal scenarios. This method is also used to identify each component in
the system that has a high environmental impact. Then the effects of environmental impacts
are also divided into three categories of damage, including human health, ecosystem quality,
and resources. The impact on human health (human health) is in units of DALY (disability-
adjusted life years), where 1 DALY is one year of healthy life lost by a person. The
impact of environmental ecosystems (ecosystems quality) has PDFm2yr units (potentially
disappeared fraction of species per square meter year); 1 PDFm2yr means damage to
species or ecosystems covering an area of 1 m2 in one year. The impact of resources has
MJ surplus units, where 1 MJ surplus is the basic amount of energy needed to extract a
natural resource.

The analysis of greenhouse gas emissions such as CO2, CH4, and NO2 in the designed
propulsion system is intended to determine the estimated amount of emissions produced.
The analysis is carried out using the tier method, which uses emission factors to fuel
consumption data. Analysis using this tier method uses Equation (6).

EGHG = (FC × EC) (6)

where FC is the fuel consumed for each fuel type, such as diesel, gasoline, or gas, while
EF is the emission factor from the fuel type used for the ship engine. The values used
for calculations include CO2 emission factors for natural gas of 56,100 kg/TJ and fuel
consumption for bulk liquid vessels of 14,685 + 0.00079GRT. Then, based on the data that
were obtained from the previous discussion, the data are simulated using SimaPro software
to obtain an emission analysis using the eco-indicator 99 (H) life-cycle assessment (LCA)
method. Then the results of the damage assessment are obtained in several categories such
as ecosystems quality, resorts, human events, and climate change. From the results of the
damage assessment obtained from the simulation, an analysis is carried out to compare
the output emissions produced by the COGES propulsion system with other propulsion
systems, such as the diesel propulsion system or the DFDE system.

2.5. Techno-Economic Analysis

The economic theory used to build a propulsion system for ships, especially the
COGES combination propulsion system for small LNG carrier 7500 m3 ships, in this
research is to use several aspects of an economic approach, namely, net present value (NPV)
in Equation (7), internal rate of return (IRR) in Equation (8), and payback period (PBP) in
Equation (9).

NPV = ∑T
t=0

Xt

(1 + i)t (7)

IRR = ∑T
t=0

Xt

(1 + ROR)t (8)

PBP = ∑t=POT
t=0 Xt = 0 (9)

To obtain the above economic values, it is necessary to take into account the capital
costs (CAPEX) and operating costs (OPEX). CAPEX in this research focuses on the cost
of the design of propulsion system components. The propulsion system proposed in this
research is the COGES system, which consists of a gas turbine, steam turbine, HRSG,
boiler pump, boiler, condenser, deaerator, and cooling pump. Each component’s capital
cost uses assumptions based on open study reports and market prices [50]. The cost for
each component of the proposed propulsion system is shown in Table 3. OPEX is the
operational costs incurred during one year of operation, which consist of fuel costs, fresh
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water, maintenance costs, lubricating oil, and overhead costs. This study will estimate
operating costs according to existing conditions in the field from various sources. Because
the proposed propulsion system uses BoG as gas turbine fuel, fuel costs for diesel oil
are eliminated.

Table 3. Estimated cost for each component of the proposed propulsion system.

Component Estimated Cost Reference

Gas Turbine USD 55,000,000.00 [51]
Steam Turbine USD 18,000,000.00 [51]

HRSG USD 26,000,000.00 [51]
Generator USD 15,000,000.00 [51]

Hot Water Supply System USD 7,000,000.00 [51]
Condenser USD 80,000.00 [51]
Deaerator USD 800,000.00 [51]

Cooling Pump USD 8000.00 [51]

To calculate the economic feasibility of the proposed system, it is assumed that income
comes from ship charters. The ship is an LNG carrier-type ship, which functions as a charter
ship that delivers LNG from resources to places closer to consumers. The type of charter
used in this study involves the party carrying out ship operations being the ship owner
with a time charter type. According to LNG ship charter rate data from LNG industry
sources, the daily charter costs for LNG carrier ships vary greatly, namely, 36,038 USD/day
in 2015 and 89,200 USD/day in 2021 [52,53]. This study used several variations of the
charter rate to assess whether the proposed propulsion system is feasible. The charter rate
variations used are 30,000–70,000 USD/day.

3. Results and Discussion

3.1. Performance of COGES System

Performance analysis of the combined gas turbine cycle propulsion system was con-
ducted to determine the amount of power that can be generated by the design system and
whether it can meet the ship’s propulsion power needs, as previously calculated. Then, for
system performance analysis, Cycle-Tempo applications were used to determine the value
of the thermodynamic input in the design system, so that the power output of the combined
gas-steam turbine system in this design could be determined. The thermodynamic results
obtained at 100% fuel load are shown in Table 4. Based on the simulation results of the
COGES system, the total power produced reached 8369 kW under 100% loading conditions.

Table 4. Results of system thermodynamics.

Component Power (kW)

Gas turbine air compressor 7359.36
Gas turbine 13,085.89

Actual gas turbine 5726.53

Pump 2.82
Steam turbine 2645.52

Actual steam turbine 2642.70

Total Combined Gas and Steam 8369.23

Based on the results shown in Figure 6, it is obtained that the minimum requirement
for the ship to be able to move at a service speed of 12 knots is 1832 kW; using COGES,
the system needs to work at 24% loading conditions. Meanwhile, if the ship is going to
move at its maximum design speed of 14 knots, the required power is 3377 kW using
a COGES combination design system at 44% loading conditions. Based on thermody-
namic simulation data, the overall efficiency of the COGES system was calculated using
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Equation (5), resulting in a maximum efficiency of the system is 30.1%. This aligns with the
practical operation of low-power-range power plants, where efficiencies typically range
from 25% to 35% [54,55]. From these results, the COGES designed propulsion system can
produce greater output power than commonly used factory engines such as diesel engines
or dual-fuel engines. The COGES system can produce power output in the range of 15 kWh
at a heat input of 50,000 kJ to 42.6 kWh at an input of 150,000 kJ. Meanwhile, the diesel and
DFDE engines produce a power output of around 6 kWh at an input of 50,000 kJ to 20 kWh
at an input of 150,000 kJ.

Figure 6. Power output of design propulsion system.

The system running condition depends on fuel availability, namely, boil-off gas pro-
duced from the LNG cargo tank. Figure 7 shows the boil-off gas produced with a boil-off
rate variation of 0.1–0.3% of the LNG cargo capacity at each ship speed. The boil-off rate
of the LNG generally ranges from 0.1% to 0.15%/day for large LNG vessels, while small
LNG vessels have a high boil-off rate of between 0.2% and 0.6%/day, depending on the
type of tank and the amount of heat introduced [56,57]. The design propulsion system
requirements are based on fuel availability; it was found that the design propulsion system
using combined gas–steam can meet its needs under conditions of a gas boil-off rate of
0.3%/day at a service speed of 12 knots with a need of 69.5 m3 and availability of 71.6 m3 to
cover the route cruise according to a plan for 3 days of travel. In conditions of a gas boil-off
rate of 0.25%/day, the ship can sail at a constant speed of 11 knots, with the ship’s boil-off
gas availability still experiencing a positive margin with an availability of 65.1 m3 with a
requirement of 55.9 m3. In conditions of a gas boil-off rate of 0.2%/day, the ship can sail
at a constant speed of 10 knots, with the ship’s boil-off gas availability still experiencing
a positive margin with an availability of 57.3 m3 with a requirement of 45.1 m3. With a
gas boil-off rate of 0.15%/day, the ship can sail at a constant speed of 9 knots with the
availability of boil-off gas. The ship still experiences a positive margin with an availability
of 47.7 m3 and a need of 36.3 m3. Then, in the condition of a gas boil-off rate of 0.1%/day,
the ship can sail at a constant speed of 8 knots with the availability of boil-off gas; the ship
still experiences a positive margin with an availability of 35.8 m3 with a requirement of
28.7 m3. The relationship between the availability of boil-off gas fuel is that the faster the
ship sails, the shorter the travel time will be, so the availability of boil-off gas will also be
less. Still, the system requirements will be more significant by increasing the existing speed.
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Figure 7. Boil-off gas production at certain ship speeds.

3.2. Analysis of the Environmental Impact of the System

The system’s environmental impact was analyzed using the SimaPro software emission
simulation application, which aims to obtain the results of emissions released by the
designed propulsion system and the comparative propulsion system. Simulations using
the SimaPro application were carried out using the IPCC 2013 GWP 100a method, which is
a method based on data published by the Intergovernmental Panel on Climate Change that
was chosen to provide assessment results for greenhouse gas emissions produced by a cycle
in kilograms of CO2 with global warming potential for the next 100 years front. Referring to
the input and output of each component in the COGES system, each component influences
the environment, which can be transmitted into an eco-indicator by calculating the total
emissions produced by each component. Processing data for each component produces
eco-indicators that impact the human health, ecosystem, and resources in the form of PTS,
which indicates a representation of the annual environmental load, as seen in Table 5. Then
the results of the eco-indicator data are processed to obtain the value of the environmental
impact caused by the system in mPts/s units, which is shown in Figure 8.

Table 5. Eco-indicator results from each component of COGES system.

Component
Eco-Indicator (Pts)

Ecosystem Health Source Total

Compressor 0.326 10.5 386 396.8
Combustion Chamber 1.2 38.9 1420 1460.1

Turbin Gas 0.535 17.3 634 651.8
HRSG 0.5 16.2 592 608.7

Turbin Steam 0.101 3.26 119 122.4
Boiler 0.243 7.86 288 296.1

Deaerator 0.0307 0.993 36.4 37.4
Feed Pump 0.0316 1.02 37.4 38.4
Condenser 0.204 6.61 242 248.8

Cooling Pump 0.0013 0.043 1.58 1.62

295



Energies 2024, 17, 1415

Figure 8. Environmental impact of each COGES component.

In this research, carbon emissions were also investigated for the entire system com-
pared to commonly used engines such as diesel or DFDE. The emission calculation parame-
ters are limited to each system’s CO2 gas emissions and damage assessment. The results of
comparing emissions and damage assessments for each system are shown in Table 6. The
results of the environmental impact analysis show that the COGES system has the most
negligible impact on the environment compared to the diesel propulsion system and the
DFDE propulsion system. This can happen because the COGES system only uses natural
gas as fuel and does not use any other fossil fuels. This makes the COGES propulsion sys-
tem more environmentally friendly. From the LCA simulation, it show the climate change
contribution of the COGES propulsion system is 0.149 kgCO2 equivalents, compared to
the contribution of the diesel propulsion system of 0.314 kgCO2 equivalents and the DFDE
system of 0.155 kg CO2 equivalents. Although not wholly zero-emissions, COGES systems
produce relatively lower emissions than conventional diesel engines. Higher efficiency
and cleaner fuel can reduce carbon dioxide (CO2) and nitrogen oxide (NOx) emissions [58].
The COGES system does not rely on combustion like diesel and DFDE systems, which can
lead to lower methane emissions, a potent greenhouse gas [59]. This is in line with other
research; from direct measurements on LNG carrier ships, it was found that CO2 emissions
from using gas fuel were lower compared to conventional diesel engines [60].

Table 6. Comparison of emissions and damage assessments for COGES and other systems.

Category Unit COGES Diesel DFDE

Climate Change kgCO2 equivalents 0.149 0.314 0.155

Human Health DALY 0.755 × 10−7 4.61 × 10−7 1.64 × 10−7

Ecosystem Quality PDFm2yr 0.00102 0.0153 0.00514

Resource MJ surplus 2.06 4.09 2.744

Apart from the results of CO2 emissions, a comparison of environmental impacts
was obtained using the eco-indicator 99 (H) method. Where environmental impacts affect
health, ecosystem quality, and resources for a power output of 1 kWh, the result is that
the COGES system has the most negligible influence on damage for the three existing
categories. In the health category, only 0.755 × 10−7 DALY or around 2.2 s of healthy life is
lost by a person to produce 1 kWh, while the diesel system affects 4.61 × 10−7 DALY or
around 14.5 s of healthy life per 1 kWh and the DFDE system affect 1.64 × 10−7 DALYs or
around 5.2 s of healthy life per 1 kWh.

3.3. Economic Feasibility of COGES System

The economic feasibility results of the proposed propulsion system are shown in
Table 7. Based on the results of the economic study, it can be seen that the ship’s charter
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rate costs greatly influence the NPV value. The COGES system is economically feasible
if the minimum charter rate is 50,000 USD/day. With this charter rate, a positive NPV
value of around 25 million USD is obtained with an IRR of 12.6% with a payback period of
8 years of operation. With a charter rate of 50,000 USD/day, it is assumed that the profits
obtained can exceed the capital costs incurred for the proposed propulsion system during
the specified payback period. The estimated capital costs were shown in the previous
section in Table 3. With the charter rate variations shown in Table 4, to obtain a positive
NPV value, a minimum charter rate of 50,000 USD/day is required. A positive NPV
means that the proposed system produces a more significant present value than the initial
investment, indicating that the investment can provide good financial returns.

Table 7. Economic feasibility of COGES system.

Charter Rate
Net Present Value

(NPV)
Internal Rate Return

(IRR)
Payback Period

(PBP)

30,000 USD/Day USD 33,845,188.90 6.18% 13 Years
40,000 USD/Day USD 4,057,766.87 9.54% 10 Years
50,000 USD/Day USD 25,585,478.17 12.63% 8 Years
60,000 USD/Day USD 55,228,723.22 15.55% 7 Years
70,000 USD/Day USD 84,871,968.26 18.38% 6 Years

The results of the economic feasibility study are analyzed further to obtain recommen-
dations for the maximum value of the discount rate if the investment is made based on
the rate of return used to calculate the present value. Figure 9 shows the NPV and dis-
count rate values with variations in the charter rate. To assess whether a proposed system
investment is feasible or not, the IRR of a system must be higher than the discount rate;
then, the system is considered feasible because the rate of return generated is greater than
the discount rate used. From these results, it is found that for the proposed system to be
economically feasible, the discount rate value cannot be greater than 13% for a charter rate
of 50,000 USD/day. Determining the discount rate for investment, including investment in
LNG vessels, includes system risks, LNG market conditions, the life cycle of LNG vessels,
and regulations, including government policy. The risk level of the LNG ship system affects
the discount rate. If a system has a high level of risk, investors may expect a higher rate
of return to compensate for that risk. In general, systems with higher risk require a more
significant discount rate to reflect the higher level of risk.

Figure 9. The NPV and discount rate values with variations in the charter rate.
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4. Conclusions

In this research, a techno-economic study of the COGES system of LNG carriers was
carried out. The study was carried out using a case study of an LNG ship with a capacity
of 7500 m3 with a power requirement at an average speed of 12 knots of 1832 kW. The
design of the proposed COGES propulsion system consists of three main parts, namely,
the gas turbine, HRSG, and steam turbine, which utilizes boil-off gas as the primary fuel.
Based on the results of thermodynamic analysis, the COGES system obtains a total system
efficiency of 30.1%, which can achieve the desired power output. An environmental impact
assessment compared the life cycle with that of commonly used propulsion systems. The
climate change from the COGES propulsion system contribute 0.149 kgCO2 equivalents
compared to the contribution of the diesel propulsion system of 0.314 kgCO2 equivalents
and the DFDE system of 0.155 kgCO2 equivalents. The latest study carried out an economic
study with variations in the charter rate value of LNG ships; it was found that the COGES
system is economically feasible if the minimum charter rate is 50,000 USD/day. A positive
NPV value of around 25 million USD is obtained with an IRR of 12.6% with a payback
period of 8 years of operation. From these results, it can be concluded that the COGES
system is feasible from the aspects of performance, environment, and investment, so this
system can be used as a convincing alternative for future propulsion systems. The findings
support prior studies indicating that the COGES system yields reduced emissions. While
not completely emission-free, COGES demonstrates comparatively lower emissions than
traditional diesel engines. Enhanced efficiency and the adoption of cleaner fuels contribute
to a reduction in carbon emissions, thereby mitigating the environmental footprint of
maritime shipping.
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Abstract: Silicon carbide (SiC) MOSFETs tend to become one of the main switching elements in
power electronics applications of medium- and high-power density. Usually, SiC MOSFETs are
connected in parallel to increase power rating. Unfortunately, unequal current sharing between
power devices occurs due to mismatches in the technical parameters between devices and the layout
of the power circuit. This current imbalance causes different current stress upon power switches,
raising concerns about power system reliability. For over a decade, various methods and techniques
have been proposed for balancing the currents between parallel-connected SiC MOSFETs. However,
most of these methods cannot be implemented unless the deviation between the technical parameters
of semiconductor switches is known. This requirement increases the system cost because screening
methods are extremely costly and time-consuming. In addition, most techniques aim at suppressing
only the transient current imbalance. In this paper, a simple but innovative current balancing
technique is proposed, without the need of screening any power device. The proposed technique
consists of an open-loop system capable of balancing the currents between two parallel-connected
SiC MOSFETs, with the aid of two active gate drivers and an FPGA, actively and independently of
the cause. Experimental test results validate that the proposed open-loop method can successfully
achieve suppression of current imbalance between parallel-connected SiC MOSFETs, proving its
durability and validity level.

Keywords: energy systems; energy system components; parallel-connected silicon carbide (SiC)
MOSFETs; active current balancing technique; optimization models

1. Introduction

Power electronic systems and applications are considered to be one of the most
essential parts of renewable energy sources (RES), electric vehicles (EV), EV chargers, and
EV main inverters, reducing the environmental impact. High-capacity, high-temperature,
and high-frequency power converters are increasingly demanded to increase power density,
reduce costs, and save manpower. For this reason, the most significant features of new
technology power converters are minimization of volume, maximization of efficiency, high
reliability, and increased durability against short-circuit/overvoltage conditions. To achieve
these goals, the transaction from silicon (Si) to wide band gap (WBG)-based semiconductor
power switches is of great significance because of their outstanding features compared to
Si ones.

Among WBG power switches, SiC MOSFET is considered to be the most promising
alternative solution to conventional semiconductor devices in medium- and high-power-
density power converter fields. This is attributed to its exceptional characteristics, such
as the relatively mature technology, the low cost, and its more stable construction [1,2].
Indeed, the most significant features of SiC MOSFET are the high thermal conductivity and
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operating temperature capability, the higher breakdown voltage, its superior switching
characteristics, the lower on-resistance, the usage of low complexity gate drivers, and the
normally-off characteristic. Moreover, SiC MOSFET has no tail current leading to reduced
switching losses as well as higher switching frequency [1–3].

Nevertheless, SiC MOSFET offers less current capability than Si ones due to its smaller
chip area. This derives from the lower maturity of the manufacturing process of SiC
MOSFETs compared to Si ones which includes the lower yield in the wafer as well as
the high thermal and mechanical stress in the device. As a result, the current ratings of
commercially available discrete SiC MOSFETs with a maximum blocking voltage of 1.2 kV
and 1.7 kV are within 120 A and 100 A, respectively. For this reason, the current rating is
usually boosted by connecting multiple SiC MOSFET devices in parallel [4–8].

However, the parallelization of SiC MOSFETs introduces the problem of current
imbalance which is unpredictable. This results in uneven conduction and switching losses
between parallel devices. This, in turn, causes uneven sharing of junction temperature,
increasing the risk of SiC MOSFET(s) being led to thermal runaway [9,10]. Also, an over-
current and, at the same time, overheating is quite possible. Therefore, it is essential to
overcome any possibility of power device failure due to high junction temperature swing by
suppressing the current imbalance and retaining distributed heat between power devices
as equally as possible [4,11,12].

Current imbalance can be caused by a device package parameter mismatch. For
instance, the variation in on-state resistance (RDS-on) causes unequal current sharing during
the steady-state, leading to static current imbalance. Moreover, any difference in threshold
voltage (Vth) and trans-conductance (gm) leads to uneven current distribution during turn-
on and -off intervals, causing dynamic current imbalance [4]. Puschkarsky et al., in [13],
experimentally proved the Vth instability of high-voltage SiC MOSFETs which may be
either short-time or even permanent. Asymmetry of the PCB layout of the power circuit
may also affect the current sharing of power devices [14]. Also, both types of imbalances
result in unequal temperature rises and electromagnetic interference (EMI), endangering
system reliability.

Over the last decade, the current imbalance issue has been addressed by many re-
searchers, proposing techniques and methods capable of minimizing one or both current
imbalance types between discrete parallel-connected SiC MOSFETs.

Refs. [4,15,16] proposed several active current balancing methods that make use of
current sensors to actively detect current imbalance. Subsequently, an analog controller
receives the dynamic imbalance and suppresses it through a gate driver by matching the
switching behaviors of the parallel switches.

Most proposed methods suppress static or/and dynamic current imbalance by using
passive elements. Refs. [11,17] mitigated dynamic imbalance by adding extra coupled
inductance and external same-size gate resistors. As a result, control voltages of parallel
devices vary only during transient stages, eliminating the entire transient imbalance. In
the same way, ref. [18] eliminated dynamic imbalance with the addition of different-size
gate resistors differentiating each gate loop impedance and eliminating turn-on dynamic
imbalance. Ref. [19] also deals with turn-on dynamic imbalance by making the gate resistor
of the power switch with the smallest Vth greater, delaying the charging process of its
input capacitance (Ciss). In refs. [8,20], static current imbalance was suppressed by adding
same-size resistors, serially connected with the drains of the parallel-connected devices.
In addition, ref. [8] mitigates both types of imbalances with a differential mode choke.
Similarly, refs. [21,22] suppressed the overall current imbalance with the incorporation
of a series-connected coupled inductor with the drains of power devices. On the other
hand, ref. [23] suggests an alternative way to implement the two aforementioned methods
to suppress current imbalance and avoid the disadvantages provoked by the usage of a
coupled inductor. Finally, ref. [24] eliminates the entire imbalance by connecting a planar
transformer in series with the drains of each power device.
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Refs. [1,25–30] proposed novel screening methods for discovering SiC MOSFETs with
very close technical parameters, such as RDS-on, Vth, and gm, achieving a balanced current
distribution without the requirement of a current imbalance suppression technique. Based
on [10,31], the current imbalance, caused by the asymmetrical PCB layout of the power
circuit, can be mitigated by lowering the deviations between drain and common source
parasitic inductances. Nonetheless, ref. [32] deals with the imbalance, attributed to the
asymmetry of the power circuit layout by incorporating a common mode choke to each
parallel SiC MOSFET gate loop. This method holds that the current imbalance is limited
as the choke mutual inductance becomes larger. Ref. [33] achieved an optimal transient
current sharing by reducing the gate resistance, weakening the effect of Vth mismatch.

In addition, ref. [34] proposes a gate driver that generates PWMs with different time
delays of picoseconds, suppressing dynamic imbalance. Additionally, ref. [35] balances
the dynamic imbalance with a multi-stage gate driver with the ability to change the gate
resistor during the transient stages. Finally, ref. [36] proposes a gate driver capable of
varying the gate voltage to mitigate transient current imbalance.

All the aforementioned methods have the ability to eliminate either static or/and
dynamic current imbalance between parallel SiC MOSFETs. On the other hand, most
techniques cannot be implemented unless the technical parameters of SiC MOSFETs are
known. For this reason, screening processes are needed and conducted with the aid of
power device analyzers/curve tracers [20]. Also, ref. [37] proposed a method to monitor the
on-resistance of SiC MOSFET. This necessity can be an inhibiting factor for their application
in the industry since screening is an extremely costly and time-consuming process [4].
The implementation of the methods, proposed by refs. [4,15,16], can be realized without
any screening process since dynamic current imbalance is mitigated with a closed-loop
method that actively monitors and suppresses transient imbalance. However, static current
imbalance suppression is not addressed. As a result, none of these techniques can minimize
the whole current imbalance without knowledge of the device parameter mismatch. Also,
the validity of most methods has not been tested under the condition of an asymmetrical
PCB layout.

In this paper, an innovative, active, and autonomous open-loop current balancing tech-
nique is proposed which addresses the imbalance issue without the necessity of knowing
the technical parameters of the power devices. In addition, the proposed technique can
eliminate static and dynamic current imbalances actively and irrelevantly of the cause. In
Section 2, an analysis to investigate potential strategies for current imbalance suppression
is conducted. In Section 3, an analytical description of the structure, functions, and design
guidelines of the active current balancing technique is provided. In Section 4, two experi-
mental tests are conducted to verify its effectiveness and efficiency. In Section 5, extension
guidelines of the proposed current balancing technique are proposed. Finally, in Section 6,
the most important conclusions of this research are presented.

2. Strategies of Static and Dynamic Current Balancing

In this section, an analysis concerning the factors that lead to static and dynamic
imbalance is conducted. In addition, an investigation to suppress both current imbalance
types between parallel SiC MOSFETs is performed.

2.1. Strategies of Dynamic Current Imbalance Suppresion

As pointed out earlier, device parameter mismatch and parasitic element deviation of
the power circuit cause dynamic current imbalance. Based on Equation (1), the technical
parameters of the device affect its turn-on delay (td(on)). In this way, during turn-on
transience, device parameter mismatch results in different td(on) between parallel power
devices leading to transient current imbalance [16].

td(on) = CissRG ln
(

VCC
VCC − Vth

)
(1)
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In addition, during turn-on transience and before the drain–source voltage (VDS)
begins to fall, the power switch current becomes maximal [16]. At this stage, the power
switch is in saturation mode and its current is expressed by Equation (2).

diD
dt

=
VCC − Vth − iD/gm

LS + RGCiss/gm
(2)

iD is the drain current; VCC is the activating voltage of SiC MOSFET; LS is the source
parasitic inductance of the gate and power loop; diD/dt is the slew rate of drain current; and
RG is the gate resistance. According to Equation (2), the drain current slew rate is dependent
on several factors. Therefore, any deviation of these parameters between parallel-connected
SiC MOSFETs can affect transient current sharing causing dynamic current imbalance.
Equations (1) and (2) can be similarly written for the turn-off transition.

Based on Equations (1) and (2), the magnitude of RG affects td and diD/dt [16]. The
equivalent circuit of two power devices (dashed line) along with their gate drivers, during
transient stages, is depicted in Figure 1. According to Figure 1, each time the SiC MOSFET
drivers output VCC, the gate-drain and gate-source capacitances of the two parallel MOS-
FETs (CGD,i and CGS,i, respectively) begin to charge by gate current (iG,i) which is expressed
in Equation (3). In the preceding symbols and below, wherever an index i appears it refers
to a parameter and quantity of MOSFET 1 when i = 1 and MOSFET 2 when i = 2. Also, CDS,i
is the drain–source capacitance of the power device. As shown in Figure 1, iGD,i, iGS,i, and
iDS,i are the currents that conduct CGD,i, CGS,i, and CDS,i, respectively. LG,int,i, LD,int,i, and
LS,int,i represent the parasitic inductances of the pins of power devices mainly caused by
the manufacturing technology and production process. iD,i is the drain current conducting
the drain and common source parasitic inductances (LD,i and LS,i, respectively) which are
attributed to the PCB power circuit. Vdr,i is the output driving voltage of the gate driver
and uGS,i(t) is the gate-source voltage which is applied across CGS,i. Finally, diD,i(t)/dt is the
slew rate of the drain current.

iG,i = iGD,i + iGS,i (3)

 

Figure 1. Equivalent circuit of two SiC MOSFETs connected in parallel, during transient stages,
incorporated with a DC–DC buck converter.
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As for the gate loop parasitic inductance (LG,int,i), its effect on Vdr,i can be neglected
when the gate resistor RG,i is large enough. The Kirchhoff voltage equation for the gate
drive current loop iG,i can be written as

iG,i =
Vdr,i − uGS,i(t)− LS,int,i

diD,i(t)
dt

RG,i
(4)

As Equation (4) indicates, iG,i that charges and discharges CGS,i, is affected by the RG,i
magnitude, influencing the device behavior during transient stages. As a result, modifying
the gate current by adjusting RG,i can lead to dynamic current imbalance suppression since
diD/dt and td of power devices tend to be synchronized.

According to ref. [34], transient imbalance can be suppressed by adjusting the time
delays between power switches. Turn-on and -off delays (td,on and td,off, respectively) can
be directly affected by varying the firing angle (turn-on delay) and duty cycle (turn-off
delay) of the PWM signal. During the turn-on interval, the SiC MOSFET which turns on
faster is carried by a larger current than the other one. As a result, turn-on imbalance
can be minimized by increasing the turn-on delay of the PWM controlling the fastest SiC
MOSFET, forcing it to turn on slower. Contrariwise, during the turn-off interval, the power
switch that turns off faster is carried by the least current compared to the other switch. The
turn-off current imbalance can be reduced by increasing the turn-off delay of the PWM
which drives the fastest SiC MOSFET, forcing it to turn off slower. Therefore, transient
current imbalance can be suppressed with the proper adjustments of the turn-on and -off
delays of the driving signals. Equations (5) and (6) express the total turn-on and -off time
delays (td,on,total and td,off,total, respectively). td,angle and td,DC represent the modifications of
the firing angle and duty cycle, respectively.

td,on,total = td,on + td,angle (5)

td,off,total = td,off + td,DC (6)

To suppress current imbalance during turn-on and -off intervals, each dynamic imbal-
ance requires different modifications and separate control for turn-on and -off intervals.
This is attributed to different gate drive strengths and current/voltage waveforms at the
drain [16].

2.2. Strategy of Static Current Imbalance Suppression

The equivalent circuit of two power devices during conduction stage, without the gate
drivers, is shown in Figure 2. When VDS across SiC MOSFET falls under the difference
between the gate-source voltage and threshold voltage (VGS − Vth), SiC MOSFET is treated
as a resistance (RDS-on,i, i = 1,2), as illustrated in Figure 2. LD,i represents the sum of the
parasitic drain inductance and the one that is attributed to the PCB layout or the wiring. In
addition, LS,i refers to the source terminal having the same meaning as LD,i.

As pointed out earlier, steady-state imbalance is mainly caused by the RDS-on mismatch
between power switches. On-resistance of SiC MOSFET shows a positive temperature
coefficient (PTC), such as Si MOSFET. In this way, the junction temperature of the power
switch carrying the largest current will increase, making its RDS-on greater. Therefore,
static current imbalance could automatically be suppressed due to the thermal capability
of Si MOSFET RDS-on. However, SiC MOSFET RDS-on shows limited thermal sensitivity
compared to Si ones [8]. As a result, the static current imbalance should be addressed in a
different manner and without relying on the PTC characteristic of SiC MOSFET RDS-on.

As mentioned above, during the steady-state, SiC MOSFET is equivalent to a resistance.
For this reason, its drain current can be calculated by Equation (7) while static current
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imbalance (ΔiD,static) for two SiC MOSFETs connected in parallel is expressed in Equation (8).

iDS =
VDS

RDS-on
(7)

ΔiDS,static =
VDSΔRDS-on

RDS-on,1RDS-on,2
(8)

 
Figure 2. Equivalent circuit of two SiC MOSFETs connected in parallel, during conduction stage,
incorporated with a DC–DC buck converter.

According to Equation (8), ΔiD,static can be mitigated in case the RDS-on deviation
(ΔRDS-on = RDS-on,1 − RDS-on,2) between SiC MOSFETs becomes less. Based on [38], when an
N-channel FET operates in the linear region, its drain current is expressed by Equation (9)
where Cox is the oxide capacitance, μn is the electron mobility, and L and W are the length
and width of the gate.

iD = μn COX
W
L
[(VGS − Vth)VDS] when VDS  (VGS − Vth) (9)

By combining Equations (7) and (9), on-state resistance can be written as shown in
Equation (10).

RDS-on =
1

μn COX
W
L (VGS − Vth)

(10)

Based on Equation (10), RDS-on magnitude can be controlled by VGS while Equation (7)
holds that the SiC MOSFET drain current depends on RDS-on during the steady-state.
Therefore, ΔiD,static can be minimized by properly varying the VGS of the correct power
device, leading to static current imbalance elimination.
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However, modification of gate-source voltage VGS affects not only static current
imbalance but dynamic imbalance as well. According to [20], during the transient stage of
the power switch, iD satisfies the following relationship:

iD =

⎧⎨⎩
0 VGS < Vth

gm(VGS − Vth) Vth < VGS < VGP
IL VGS > VGP

(11)

where IL is the load current and VGP is the plateau voltage caused by the Miller effect.
Based on Equation (11), dynamic current sharing is also influenced by VGS difference

(ΔVGS) since the drain current is affected by VGS during transient stages as well. However,
it is not possible to eliminate the entire imbalance only by modifying VGS because ΔVGS
has a different effect on each current imbalance.

For this reason, an efficient strategy is to eliminate static current imbalance by increas-
ing ΔVGS while transient imbalance should be mitigated by combining the two aforemen-
tioned transient imbalance suppression strategies.

3. Design of Active Current Balancing Technique

Since the current imbalance can be attributed to various factors, it is impossible to
predict its type and magnitude. For this reason, static and dynamic current imbalances
should be eliminated independently and regardless of the cause. In addition, the implemen-
tation of a current imbalance suppression technique should not require the knowledge of
the technical parameters mismatch, current imbalance, and parasitic inductances between
parallel SiC MOSFETs or the operating conditions. For this reason, the proposed technique
is designed to address the current unbalance issue, fulfilling these requirements.

In this section, the operation principle and structure of the proposed technique are
presented in detail. To address the current imbalance issue, the open-loop method is
derived from two parts, as illustrated in Figure 3.

1. Gate driver: For every semiconductor device, an active gate driver (AGD) is utilized,
capable of controlling power devices, and actively variate VGS and RG;

2. Digital controller: The PWM signals of the power devices are generated with the use
of a digital controller. Additionally, the controller can control the parallel devices and
eliminate the static and dynamic current imbalances by imposing the proper variations
to several control parameters (VGS, RG, td,angle, and td,DC). Finally, the modification of
the control parameters is realized manually through the digital controller.

 

Figure 3. Application structure of the proposed active current balancing technique.

3.1. Capabilities and Structure of the Proposed Active Gate Driver

Based on the analysis of the previous section, all parameters affecting the current
imbalance can be controlled by a gate driver and are related to the driving pulse generation
source of the SiC MOSFETs. For this reason, an active gate driver is proposed capable of
driving power devices and modifying these parameters to eliminate the current imbalance.
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However, an active gate driver circuit is mandatory for every parallel-connected semicon-
ductor device to apply different modifications to each SiC MOSFET control parameter.

3.1.1. Operation Principles of the Proposed Active Gate Driver

The proposed active gate driver includes a driving circuit to activate and deactivate
the power device with the application of the VCC and VEE control voltages, respectively,
as illustrated in Figure 4. Between the VCC and the driving circuit, a forward converter
is inserted to provide DC–DC isolation and actively modify the VCC of SiC MOSFET by
changing the PWM duty cycle (PWMVCC) and controlling the forward converter switch.
Duty cycle control is performed via the digital controller. As a result, the static current
imbalance is eliminated by properly adjusting the correct VCC.

 

Figure 4. Proposed active gate driver circuit.

As pointed out in Section 2.1, dynamic current imbalance can be suppressed by
properly varying the firing angle and duty cycle of the correct PWMdr signal. However,
it is not always possible to eliminate dynamic current imbalance by only changing these
two control parameters. Varying the firing angle and duty cycle only affect the turn-on and
-off processes of the power switch current, respectively, without influencing their current
slopes. To sufficiently suppress dynamic current imbalance, turn-on and -off delays and
current slopes should be properly adjusted. In conclusion, a great portion of the dynamic
imbalance can be reduced through the variation in turn-on and -off delays. The remaining
imbalance can be minimized with the proper adjustment of the gate current of the correct
SiC MOSFET. As a result, this current balancing pattern offers the proposed technique the
ability to mitigate any current imbalance independently and regardless of the cause.

3.1.2. Design of an Active Gate Driver

Variation in gate current can be achieved by changing the gate resistance size. As
illustrated in Figure 4, the branch connected with the gate of SiC MOSFET is derived by
two sub-branches which include a resistor (RG-on and RG-off) connected in series with an
auxiliary MOSFET (Maux,on and Maux,off). Since the RDS-on of each MOSFET depends on
its gate-source voltage, modifying the VGS of each auxiliary MOSFET changes the entire
resistance of each branch. In this way, the turn-on and -off delays and the current slope
of the power device are affected. The upper and lower branch control the charging and
discharging gate current, respectively. In each branch, a diode (DG-on and DG-off) is series-
connected with their elements to independently control the charging and discharging
currents. The control voltages of Maux,on and Maux,off are modified with the aid of two
other forward converters with the control of the duty cycles of the PWMon and PWMoff
signals, respectively. In conclusion, each subbranch is treated as a voltage-controlled gate
current source.

Therefore, the gate-source voltage of each MOSFET can be modified through the duty
cycle, controlling the switch of each forward converter. The duty cycle control of each
PWM signal is performed through the digital controller. Finally, the control of the power
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device along with the forward converter switches requires four different driving pulses for
each parallel power device.

3.1.3. Forward Converter Design Guidelines

The elimination of every current imbalance type is influenced by the digital controller’s
maximum clock frequency. Each PWM signal is generated with the aid of a step-up counter
which includes a reset capability. As illustrated in Figure 5, the counter increases by one
step for every positive edge of the clock and resets when it reaches a certain value.

 

Figure 5. PWM generation strategy.

Therefore, PWM frequency and duty cycle are set based on this function. As depicted
in Figure 5, when the counter does not reach a specific value (e.g., lower than 6), PWM
turns “high”, but when it reaches and exceeds a limit (e.g., 6 or higher), it turns “low”. For a
specific time period, the count times of the counter increase as the clock frequency becomes
higher. In this way, the minimum variations of the turn-on and -off delays are decreased.
As a result, the minimization of dynamic current imbalance by adjusting the turn-on and
-off delays can become even more efficient. Additionally, the minimum variation step
of each gate-source voltage decreases, making the current balancing process even more
reliable. The minimum modification step on the control voltage (Vvar,step) can be expressed
by Equation (12) where fclk, Vout, and fsw are the clock frequency of each counter, the
output voltage, and the forward converter switching frequency, respectively. As a result,
the minimum variation on the output voltage can be reduced with the usage of a digital
controller with a high clock frequency capability while the forward converter frequency
(fsw) should be kept low. On the other hand, digital controllers with ultra-high fundamental
frequency (fclk) are expensive. In conclusion, the selection of fsw is a trade-off between the
current balancing process reliability and the implementation cost of the proposed technique.

Vvar,step =
Vout fsw

fclk
(12)

In practice, one crucial matter is the design of the forward converter regarding the reset
method of the transformer core. For this reason, a two-switch forward converter topology
with two MOSFET switches Q1 and Q2 is used, as shown in Figure 6. Both switches are
controlled by one gate driver circuit which is derived from the RHI, RLI, DBOOT, CBOOT, and
Gate Driver IC elements and simultaneously turns both switches on and off. This method
manages to reset the transformer core by using two demagnetization diodes D1 and D2.
When the switches are turned off, the demagnetization diodes become forward biased and
the magnetizing energy in the transformer is returned to the input voltage source (Vin) [39].

In addition, R1 and C1 and R2 and C2 are the snubbing elements connected in parallel
with the secondary diodes (D3 and D4) to dampen the oscillations that appear across
them. These oscillations are attributed to the leakage inductance of the secondary side
of the transformer with the capacitor behavior of the diodes when they are blocked. The
oscillations take place at the end of the diode conduction.
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Figure 6. Two-switch forward converter topology.

Another essential matter is the output voltage ripple which is strongly dependent
on the inductor (L) and capacitor (C) magnitudes. RS is the inductor equivalent series
resistance and Rp is the parallel resistance correlated with the parallel leakage path across
the inductor. Also, ESR is the capacitor series resistance. Each forward converter has a Zener
diode (DZ) connected in parallel with the load resistance (R). According to Equation (13),
the reduction in output inductor current ripple (ΔILX) can be achieved by increasing the
switching frequency. However, Equation (12) states that Vvar,step increases when fsw becomes
larger. Additionally, ΔILX is affected by the inductor size while Equation (14) states that
the output voltage ripple (ΔVout) is affected by the capacitor value. Therefore, LC filter
values should be properly chosen to reduce ΔVout since ΔILX and ΔVout can be decreased
as the inductor and capacitor increase. However, the inductor affects the converter output
voltage because of the voltage drop caused by its parasitic resistance which becomes larger
as the inductor size increases. In addition, the output voltage depends on the load current
which lowers as the inductor becomes larger. As for the capacitor, its value should be
selected concerning the response time of the converter to the duty cycle (D) variations
which increase as the capacitor becomes larger. Finally, R should be as large as possible
for lowering converter power consumption, taking into account the fact that the R value
affects the converter response time.

In conclusion, the forward converter should offer an output voltage with a low ripple.
Also, the output voltage should be able to vary in a quite short period of time (mseconds)
which is a trade-off between the LC filter and switching frequency.

ΔILX =
Vout (1 − D)

L fsw
(13)

ΔVout = ΔILX(
1

8 C f sw
+ESR) (14)

3.2. Functions of the Digital Controller

To address the current imbalance issue, the digital controller includes a number of
functions. Initially, the digital controller generates the driving pulses for the control of the
SiC MOSFETs with a controllable switching frequency and duty cycle. In addition, the
digital controller generates three PWM signals with a fixed frequency and an initial duty
cycle which can be modified with the purpose of varying the VCC of power devices and the
control voltages of the auxiliary MOSFETs to affect the gate currents. Finally, the duty cycle
and turn-on delay of each power switch PWM signal can also be modified.

Current Imbalance Suppression Methodology

To eliminate the entire imbalance, a current balancing methodology should be followed.
Before applying any necessary correction to the control parameters of the appropriate power
device(s), it is necessary to identify the polarities of the three imbalances.
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In the process, all three imbalances should not be suppressed simultaneously but in
a specified order, as depicted in Figure 7. If the static current imbalance is larger than a
certain value (e.g., 0.1A), the VCC of the SiC MOSFET with the lowest current should start to
increase with the purpose of lowering its on-resistance. In case VCC reaches a specific limit
and static imbalance remains, the VCC of the SiC MOSFET with the highest current should
start to decrease until on-resistances become equal. Otherwise, static current imbalance can
also be eliminated by decreasing only the VCC of the SiC MOSFET with the highest current.

 
Figure 7. Current balancing strategy flow.

Once static current imbalance becomes less than a certain threshold, if there is dynamic
imbalance (Δidynamic) a certain balancing order should be executed. Dynamic current
balancing can be achieved by forcing the peak currents during turn-on and -off intervals
(ΔiD,on and ΔiD,off) to match. If ΔiD,on and turn-on delay difference (Δtd,on) between parallel
currents are greater than zero, the turn-on delay (tdl,on) of the PWM signal driving the
power switch with the largest current during the turn-on transience should begin to
increase. Whether ΔiD,on is eliminated or Δtd,on becomes zero, modification of turn-on delay
should cease to increase. In case the turn-on imbalance still exists, the charging gate current
of the SiC MOSFET, carrying the highest current, should start to become less by decreasing
the VGS of the appropriate auxiliary MOSFET until the turn-on peak current difference
is minimized.

As for the elimination of the turn-off dynamic imbalance, if ΔiD,off and turn-off delay
difference (Δtd,off) between parallel currents are greater than zero, the duty cycle of the
PWM controlling the power switch with the lowest current during turn-off should start
to increase by tdl,off. Either ΔiD,off is minimized or Δtd,off becomes zero; the variation in
the duty cycle should be ceased. If the turn-off dynamic imbalance remains, the charging
gate current of the power device with the least current during the turn-off interval should
become less by lowering the VGS of the correct auxiliary MOSFET until the difference
between peak currents is minimized.

In any case, the balancing process should always be executed following this pattern.
When there is a static current imbalance, the two transient imbalances include both static
and dynamic imbalances. Also, the modification of VCC affects not only static imbalance
but also dynamic imbalance as well. This may force the dynamic current imbalances to
change polarity, especially when the modification of VCC is too large. If this precaution is
not taken, it is difficult or even impossible to discover and impose the proper modifications
to the control parameters of the correct power device to suppress dynamic imbalances.
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4. Test Platform and Experimental Results

4.1. Test Platform

In previous work, the effectiveness and durability of the proposed technique against
current imbalance were tested through simulation tests eliminating current imbalance
automatically [40,41]. To experimentally verify the effectiveness of the proposed current
balancing technique, an experimental test platform is constructed. The structure of the test
platform and the proposed current balancing system are depicted in Figure 8. Table 1 lists
all the equipment used. The test platform is derived by a DC–DC buck converter with two
SiC MOSFETs C2M0080120D (M1 and M2) connected in parallel. As a free-wheeling diode,
SiC Schottky E4D20120D is used. The power converter supplies a resistive load while an
LC filter is used for smoothing the output voltage. The realization of the proposed method
includes the digital controller, two current sensors, and two active gate driver circuits which
are powered by a separate DC power supply. All the capabilities of the digital controller
can be realized with an algorithm and executed with an FPGA (field programmable gate
array). For this reason, the Nexys A7-100T FPGA trainer board is used which includes
the FPGA Artix-7 offering a clock speed of 500 MHz. Also, an algorithm is written in the
VHDL programming language to execute all the digital controller functions. Since two gate
drivers are utilized, the FPGA generates eight PWMs for the control of the power devices
and the forward converters. The FPGA algorithm utilizes 14 switches (SW), the 7-segment
displays, and the pushbuttons of the FPGA board. Table 2 mentions in detail the function of
each FPGA switch. The control results of the switching frequency and duty cycle of the SiC
MOSFETs as well as the control parameters are displayed in the FPGA 7-segment displays
and controlled with the help of the pushbuttons. Finally, the measurement of each drain
current is achieved with a surface mount resistor Rsense of 100 mΩ and 1 W, connected in
series with the source pin of each parallel power device.

 

Figure 8. Application of the proposed method for two parallel-connected SiC MOSFET.

Table 1. Equipment used in the experimental tests.

Equipment Model Bandwidth Function

Digital oscilloscope Keysight MSOX3014A 100 MHz Capture curves
Current Sense Resistor LTR10LEZPFLR100 - Measure ID
BNC Coaxial cable 141-12BM+ 3 GHz Measure ID and IG
BNC Coaxial connector CONBNC002 1 GHz Measure ID and IG
Voltage probe Agilent N2862A 150 MHz Measure VGS and VDS
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Table 2. Functions of FPGA Switches.

Switch Function

Drv Activation SW Activation driving of SiC MOSFETs
Duty Cycle Ctl SW Duty cycle control of SiC MOSFETs
Frequency Ctl SW Switching frequency control of SiC MOSFETs
FC Activation SW Activation driving of forward converters
VCC1 Ctl SW VCC control of M1
VCC2 Ctl SW VCC control of M2
ton1 Ctl SW Turn-on delay control of M1
ton2 Ctl SW Turn-on delay control of M2
toff1 Ctl SW Turn-off delay control of M1
toff2 Ctl SW Turn-off delay control of M2
Von1 Ctl SW Control of Gate-Source voltage of Maux,on,1
Von2 Ctl SW Control of Gate-Source voltage of Maux,on,2
Voff1 Ctl SW Control of Gate-Source voltage of Maux,off,1
Voff2 Ctl SW Control of Gate-Source voltage of Maux,off,2

The DC bus power supply (VBUS) of the DC–DC buck converter is implemented using
a three-phase full-bridge diode rectifier which is connected in parallel with two capacitors
(1500 μF/550 V) to smooth the output voltage of the bridge. The DC bus power supply also
consists of a protection system that includes a resistor of 3.3 kΩ/10 W. When the resistor
is connected in parallel with the capacitors, it discharges them for safety purposes. As
shown in Figure 9, the operation of the entire platform is controlled by a relay (Rel) which is
powered by a single-phase AC power supply of 230 V. Once the switch (SW) is closed and
the AC supply is ON, the relay connects the three-phase power supply with the rectifier
bridge through a normally open (NO) three-phase switch, and at the same time disconnects
the discharging resistor from the capacitors through a normally closed (NC) single-phase
switch. Otherwise, the relay disconnects the bridge with the three-phase AC supply and
connects the discharging resistor with the capacitors. In addition, four electric fuses are
used, three in the three-phase AC supply (F1, F2, and F3) and one in the single-phase AC
supply (F4), offering overcurrent protection to the experimental platform. The constructed
experimental test platform is shown in Figure 10.

 
Figure 9. Power supply circuit consists of a three-phase rectifier, a smoothing filter, and a protection
circuit.
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Figure 10. Test platform for the proposed current balancing method.

As for the test conditions, the buck converter operates under a DC bus voltage of
200 V with a frequency and duty cycle of 25 kHz and 25%, respectively, supplying a load of
10 Ω. The initial Vdr values for activating and deactivating each parallel SiC MOSFET are
20 V and −5 V, respectively. Finally, RG-on and RG-off are equal to 10 Ω while the gate-source
voltages of Maux,on and Maux,off are set to 9 V. Vctl-M,on,i and Vctl-M,off,i are the output voltages
of the forward converter of Maux,on and Maux,off, respectively.

The initial values of the activation and deactivation voltages were selected as 20 V
and −5 V, respectively, recommended by the datasheet of the utilized SiC MOSFETs
C2M0080120D. The manufacturing company (Wolfspeed) has constructed a gate driver
(CGD15SG00D2) designated for the driving of that particular SiC MOSFET model. CGD
15SG00D2 uses an isolated DC/DC converter to generate two output voltages of 20 V and
−5 V while its output power is 2 W with an efficiency of 86%, meaning that the input
power of the driver is 2.3 W. On the other hand, the input voltage (Vin) of our proposed
gate driver is 17 V to supply all three forward converters and an isolated DC/DC converter
that generates the deactivation voltage of 5 V which is always constant. In case the FPGA
controls only the forward converter which generates the activation voltage at 20 V, the
input current is measured to be 0.15 A. Therefore, the input power of the proposed active
gate driver when it supplies constant activation and deactivation voltages is almost 2.5 W,
which is very close to the input power of the commercial gate driver (CGD15SG00D2).
In case the FPGA controls all forward converters and the output voltages that control
auxiliary MOSFETs are 9 V, the overall input current and power of the active gate driver
are 0.21 A and 3.6 W, respectively. Therefore, both forward converters and the auxiliary
MOSFETs add only 1.1 W of power consumption compared to the previous case in which
the proposed active gate driver works in a similar way to the commercial driver. In the
worst-case scenario, when the activation voltage reaches 23 V for the suppression of static
imbalance, the input current and power are 0.29 A and 4.9 W, respectively.
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4.2. Current Sensing System Accuracy

The current measurement of SiC MOSFETs requires sensors of high bandwidth because
of their fast-switching speed. Based on [42], surface mount resistors can offer exceptional
measurement accuracy since their bandwidth can be on the order of hundreds of megahertz.
One of the most important factors affecting their bandwidth is parasitic inductance which is
inevitable because of the magnetic field induced by the current conducting the sensor [43].
For this reason, surface mount resistor size should be as low as possible to provide low
parasitic inductance in the order of nano or even picohenry. Also, Rsense should have low
resistance without significantly affecting the current level and offering quite low power
losses. On the other hand, one of the pulse current measurement methods that are strongly
recommended for the current measurement of WBG devices is the coaxial shunt resistors
which can offer MHz or even GHz measurement bandwidth.

To examine the measurement accuracy of the utilized current sensor, two experimental
tests are performed, measuring the current of one SiC MOSFET. In the first test, the power
switch current is measured with the surface mount resistor of 100 mΩ. In the process,
the SiC MOSFET current is measured with the coaxial shunt resistor SDN-414-01 which
offers a measurement bandwidth of 400 MHz. The voltage developed across the current
sense resistor is illustrated to the oscilloscope with the aid of a BNC coaxial connector
and a BNC coaxial cable of quite high bandwidth, as shown in Table 1. Figure 11 depicts
and compares the current waveforms of both tests during the conduction stage as well
as the turn-on and -off intervals, demonstrating the surface mount resistor measurement
accuracy. Compared to the coaxial shunt resistor, the surface mount resistor only shows a
measurement delay of around 5 ns during the current ringing stages. However, this time
delay difference can be ignored because both waveforms are identical during the rising,
conduction, and falling stages of the drain current. In conclusion, for the purposes of this
research, the current sense resistor offers high enough measurement accuracy of the drain
current of SiC MOSFET.

4.3. Experimental Test Results

In this subsection, the effectiveness of the proposed method is tested by performing
two experimental tests. In the first test, a pair of devices is connected in parallel causing
current imbalance during steady and dynamic stages which may be attributed to the
variation in the technical parameters between SiC MOSFETs. PCB layout of the power
circuit is designed to be symmetrical to minimize the length differences between PCB
traces to exclude any current imbalance attributed to mismatched parasitic inductances.
In the second test, another pair of devices is connected in parallel which originally shows
an equal current sharing between power devices. However, the layout was designed to
be asymmetrical by connecting the power devices with different gate, drain, and source
pin lengths. This leads to static and dynamic current imbalance caused mainly by the
mismatch of the drain and common source parasitic inductances. Ref. [31] argues that the
mismatch of gate parasitic inductances has an almost negligible effect on dynamic current
sharing. The experimental results are further compared under different test conditions
(a) without and (b) with the proposed current balancing technique. Figure 12 depicts the
drain-source voltage (VDS), developed across power devices, during the conduction stage
and the turn-on and -off transitions. The experimental results of the two tests are illustrated
in Figures 13–18, depicting the drain currents of the parallel-connected SiC MOSFETs as
well as their turn-on and -off gate currents and driving signals. Tables 3 and 4 report the
imposed modifications to the control parameters to balance the parallel currents.
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(a) 

 
(b) (c) 

Figure 11. Experimental comparison of current measurement accuracy between the coaxial shunt
resistor SDN-414-01 and the surface mount resistor of 100 mΩ during the: (a) conduction stage;
(b) turn-on transition; and (c) turn-off transition.

Table 3. Modifications upon control parameters (a) without and (b) with the proposed method of the
first experimental test.

a/a
VCC,1
(V)

VCC,2
(V)

tdl,on,1
(ns)

tdl,on,2
(ns)

tdl,off,1
(ns)

tdl,off,2
(ns)

Vctl-M,on,1
(V)

Vctl-M,on,2
(V)

Vctl-M,off,1
(V)

Vctl-M,off,2
(V)

(a) 20 20 0 0 0 0 9 9 9 9
(b) 12.5 23 0 22 0 6 9 9 9 9

Table 4. Modifications upon control parameters (a) without and (b) with the proposed method of the
second experimental test.

a/a
VCC,1
(V)

VCC,2
(V)

tdl,on,1
(ns)

tdl,on,2
(ns)

tdl,off,1
(ns)

tdl,off,2
(ns)

Vctl-M,on,1
(V)

Vctl-M,on,2
(V)

Vctl-M,off,1
(V)

Vctl-M,off,2
(V)

(a) 20 20 0 0 0 0 9 9 9 9
(b) 20 17 11 0 4 0 6.5 9 4.8 9
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(a) 

  
(b) (c) 

Figure 12. Drain–source voltage during the: (a) conduction stage; (b) turn-on transition; and
(c) turn-off transition.

Current imbalance levels (ΔID) are mentioned in Tables 5 and 6 for both tests without
and with the proposed solution. Based on the experimental results, the current curves and
peak currents (IDmax) between the parallel power devices are almost the same.

Table 5. Comparison of experimental results for the first test.

Condition Device
Turn-on Steady-State Turn-off

IDmax (A) ΔID (A) IDmax (A) ΔID (A) IDmax (A) ΔID (A)

Without solution
M1 6.2

3.8
4.55

0.9
4.7

1.1M2 2.4 3.65 5.8

With the proposed
method

M1 4
0.1

4
0.1

4.2
0.1M2 3.9 3.9 4.1
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(a) (b) 

Figure 13. Drain to source currents and driving signals of the first experimental test: (a) without; and
(b) with the proposed current balancing technique.

 
(a) (b) 

Figure 14. Drain and gate currents of the first experimental test during turn-on transition: (a) without;
and (b) with the proposed current balancing technique.
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(a) (b) 

Figure 15. Drain and gate currents of the first experimental test during turn-off transition: (a) without;
and (b) with the proposed current balancing technique.

  
(a) (b) 

Figure 16. Drain to source currents and driving signals of the second experimental test: (a) without;
and (b) with the proposed current balancing technique.
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(a) (b) 

Figure 17. Drain and gate currents of the second experimental test during turn-on transition:
(a) without; and (b) with the proposed current balancing technique.

  
(a) (b) 

Figure 18. Drain and gate currents of the second experimental test during turn-off transition:
(a) without; and (b) with the proposed current balancing technique.
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Table 6. Comparison of experimental results for the second test.

Condition Device
Turn-on Steady-State Turn-off

IDmax (A) ΔID (A) IDmax (A) ΔID (A) IDmax (A) ΔID (A)

Without solution
M1 2.85

1.15
3.45

0.3
3.7

1.4M2 4 3.75 5.1

With the proposed
method

M1 3.3
0.1

3.6
0.05

3.7
0.1M2 3.4 3.65 3.6

In the first test, by implementing the proposed method, turn-on and -off imbalances
are reduced from 44% to 1.3% and 10.5% to 1.2%, respectively, while the static imbalance is
decreased from 11% to 1.3%. In the second test, turn-on and -off imbalances are reduced
from 16.8% to 1.5% and 15.9% to 1.4%, respectively, while the static imbalance is decreased
from 4.2% to 0.7% (((0.05 × 100)/(3.65 + 3.6)) × 100% = 0.7%).

According to the experimental results, before applying the proposed innovative tech-
nique, a significant amount of current imbalance is shown between the drain currents
during all device stages. However, the proposed method can offer a well-balanced current
sharing between SiC MOSFETs by properly adjusting the correct control parameters, prov-
ing its current balancing performance against multiple impact factors and promoting the
safety of the parallel SiC MOSFETs.

The pair of SiC MOSFETs that were used for the first experimental test was determined
through a number of tests, connecting several pairs of SiC MOSFETs in parallel. We have
reached the decision to use this particular pair of SiC MOSFETs due to the large static and
dynamic current imbalances that occur. Both imbalances may be attributed to the deviation
of the technical parameters between parallel devices. Such static current imbalance can
only be caused due to the on-resistance difference of the SiC MOSFETs. For this reason, the
elimination of the static current imbalance was only possible by driving the parallel devices
with such a large VCC difference until both on-resistances of power devices became equal.
In the second experimental test, the static current imbalance is much lower compared to
the first case and is attributed to the asymmetrical power circuit layout. As a result, the
difference between the activation voltages (VCC) of the power devices is much smaller
compared to the VCC difference of the first experimental test.

Lowering VCC increases switching and conduction losses because the gate current
decreases and on-resistance of SiC MOSFET increases. Therefore, it is important to suppress
static current imbalance without increasing conduction losses. Static current imbalance
can be minimized by equalizing the on-resistances either by increasing the on-resistance
of the SiC MOSFET carrying the highest current or by reducing the on-resistance of the
SiC MOSFET carrying the lowest current. However, the first static balancing approach
will result in higher conduction losses compared to the second one. For this reason, in
the first experimental test, the static current balancing process starts with the increase in
VCC, forcing the on-resistance of the SiC MOSFET with the least drain current to become
lower. However, the absolute VCC of the SiC MOSFET C2M0080120D is 25 V. As a result,
the balancing process should be proceeded by decreasing the VCC of the SiC MOSFET with
the highest drain current until the on-resistances of both SiC MOSFETs become equal. The
VCC difference may influence dynamic current sharing, but it is compensated with the
implementation of the proposed dynamic current balancing methods. As a result, the entire
current imbalance is eliminated, retaining balanced switching and conduction power losses.
Also, SiC MOSFETs operate under the same temperature stress level because distributed
heat between power devices is kept almost equal. Since the drain-source voltage (VDS) of
both parallel devices is common, due to their parallel connection, and their drain currents
become equal, switching and conduction power losses are balanced.

The turn-on current ringing is attributed to the free-wheeling SiC Schottky diode due
to the discharge of its self-capacitance under reverse bias. On the other hand, the turn-off
current ringing is caused by the parasitic inductance of the resistive load. The drain–source
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voltage ringing during turn-off becomes lower with the use of the SiC Schottky diode
but it cannot be dramatically reduced. Nevertheless, the switching oscillations of SiC
MOSFETs could be eliminated with an RLC snubber [44]. However, the examination of
the effectiveness of the proposed method is not affected by the current ringing during the
switching intervals.

5. Design the Proposed Current Balancing Technique for Multiple-Device Operation

The scalability of current balancing techniques is very important since increased
current capacity is required by medium- and high-power applications. For this reason,
more than two SiC MOSFETs should be connected in parallel.

The proposed current balancing system is easy to implement for more than two
parallel devices. The implementation design of the proposed method under the multi-
device operation scenario is shown in Figure 19, considering N parallel-connected SiC
MOSFETs. The extension of the proposed technique and adaption to the scenario with
more than two parallel power switches requires one gate driver for every parallel power
device. In addition, the algorithm should modify the control parameters for more than
two power devices. Since each parallel device requires the generation of four PWM
signals, the algorithm of the proposed method should be modified based on the number
of parallel devices. Moreover, the number of parallel devices is defined by the number of
FPGA switches for the control of the SiC MOSFETs and the adjustment of the balancing
parameters of each device independently. Also, the maximum number of parallel SiC
devices depends on the number of digital outputs of the constructed FPGA board.

 

Figure 19. Implementation design of the proposed driving system for multi-device-parallel operation
incorporated with a DC–DC buck converter.

6. Conclusions

In this paper, a novel autonomous open-loop current balancing technique for parallel-
connected SiC MOSFETs is proposed. Regardless of the operating conditions, the proposed
current balancing method can be realized without the need to know the deviation between
the technical parameters to minimize current imbalance even if the PCB layout is asymmet-
rical. An active gate driver capable of manually modifying several control parameters with
the help of an FPGA is proposed. As a result, the static current imbalance is eliminated by
modifying the gate-source voltage of the proper power switch(es). Moreover, the dynamic
current imbalance is suppressed by tuning the gate delays of the power devices through
the adjustment of the turn-on delays and duty cycles of the driving pulses. The remaining
dynamic imbalance is minimized through the variation in the gate currents. The current
imbalance suppression ability of the open-loop technique is validated through experimental
tests, demonstrating its performance and effectiveness against the main current imbalance
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impact factors. The significance of the novel proposed method is huge in terms of efficiency
and reliability for renewable energy sources and energy-saving systems.
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