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1. Introduction

This Special Issue is a sequel to the successful first volume entitled “New Develop-
ments in Geometric Function Theory”. Following the same idea as the previous Special
Issue, this project aimed to gather the latest developments in research concerning complex-
valued functions in the Geometric Function Theory field.

Scholars’ contributions were accepted on topics which included but were not lim-
ited to:

e  New classes of univalent and bi-univalent functions;

*  Studies regarding coefficient estimates including the Fekete-Szeg6 functional, Hankel
determinants and Toeplitz matrices;

¢ Applications of different types of operators in Geometric Function Theory, including
differential, integral, fractional or quantum calculus operators;

e  Differential subordination and superordination theories in their classical form, also
concerning their recent extensions, and strong and fuzzy differential subordination
and superordination theories;

e Applications of different hypergeometric functions and orthogonal polynomials in
Geometric Function Theory.

New results obtained by using any other techniques which can be applied in the
field of complex analysis and its applications were also welcome. Hopefully, new lines
of research associated with Geometric Function Theory have been highlighted and will
provide a boost in the development of this field.

2. Overview of the Published Papers

Following a comprehensive review process, 14 articles were accepted for publication
in this Special Issue.

Research by Sunday Olufemi Olatunji, Matthew Olanrewaju Oluwayemi and Georgia
Irina Oros (Contribution 1) associates the powerful numerical tool provided by Gegenbauer
polynomials with the prolific concepts of convolution and subordination. The investigation
presented in this paper concerns a new subclass of functions introduced using an operator
defined as the convolution of the generalized distribution and the error function using the
concept of subordination. The research presented here targets a current topic of interest
in Geometric Function Theory, namely coefficient-related studies. Investigations into this
subclass are considered in connection to Carathéodory functions, the modified sigmoid
function and Bell numbers to obtain coefficient estimates for the contained functions. The
initial results regarding the coefficient estimates obtained by the authors can be used for
further specific investigations regarding the coefficients of the functions from this class,
such as estimations of Hankel determinants of different orders, Toeplitz determinants or
the Fekete-Szeg6 problem.

Ibtisam Aldawish, Basem Frasin and Ala Amourah (Contribution 2) introduce a new
family of normalized bi-univalent functions in the open unit disk associated with the
Horadam polynomials using the concept of subordination and they estimate the second
and the third coefficients in the Taylor-Maclaurin expansions of functions belonging to
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this class. Furthermore, the Fekete-Szeg6 inequality is evaluated for the functions in the
newly defined family. Making use of the Bell distribution series could inspire researchers
to derive the estimates of the Taylor-Maclaurin coefficients and Fekete-Szego functional
problems for functions belonging to new subclasses of bi-univalent functions defined by
means of the Horadam polynomials associated with this distribution series.

Rasoul Aghalary, Ali Ebadian, Nak Eun Cho and Mehri Alizadeh (Contribution 3)
present a new method of studying harmonic functions in Geometric Function Theory.
In this paper, a specified class of new log-harmonic functions is constructed taking the
convex-exponent product combination of two elements. Sufficient conditions for this class
to be starlike log-harmonic are given as a result of this study. Earlier work in the literature
is proven to be generalized by the outcome of this research, and examples connected to the
new results are presented in order to encourage future investigations.

In their research (Contribution 4), Maryam Al-Towailb and Zeinab S. I. Mansour use
quantum calculus aspects in order to introduce a g-analog of the class of completely convex
functions. This class of functions is a generalization of the class of completely convex
functions. Specific properties, including the convergence of g-Lidstone series expansions of
g-completely convex functions, are proven in the study, and it also provides a sufficient
and necessary condition for a real function to have an absolutely convergent g-Lidstone
series expansion.

The main aim of the study conducted by Abbas Kareem Wanas, Fethiye Miige Sakar
and Alina Alb Lupas (Contribution 5) was to investigate two new classes of bi-univalent
functions described through a generalized g-calculus operator using the generator function
for the Laguerre polynomial. Initial Taylor-Maclaurin coefficient estimates for functions
of these newly introduced bi-univalent function classes are obtained, and the well-known
Fekete-Szeg6 inequalities are examined for each of these classes.

The study performed by Abdullah Alsoboh, Ala Amourah, Fethiye Miige Sakar,
Osama Ogilat, Gharib Mousa Gharib and Nasser Zomot (Contribution 6) provides deeper
insights into the theory and applications of bi-univalent functions. A new family of analytic
bi-univalent functions that are injective and possess analytic inverses is introduced by em-
ploying a g-analogue of the derivative operator and the concept of subordination. Moreover,
the upper bounds of the Taylor-Maclaurin coefficients of these functions are established,
which can aid in approximating the accuracy of approximations using a finite number of
terms. The upper bounds are obtained by approximating analytic functions using Faber
polynomial expansions. The results obtained in this article can be generalized in the future
using post-quantum calculus and other g-analogs of the fractional derivative operator.

The primary objective of the study published by Sercan Kazimoglu, Erhan Deniz
and Luminita-Ioana Cotirla (Contribution 7) is to investigate the criteria for univalence
and convexity of the integral operators that employ Miller-Ross functions. Differential
inequalities related to the Miller—Ross functions and well-known lemmas are employed
in the proofs of the new results. By using Mathematica (version 8.0), some graphics are
generated that support the main results. The original results presented here could stimulate
and inspire researchers, just as all the operators introduced before in studies related to
functions of a complex variable have done. Other geometric properties related to these
operators could be investigated and they could also prove useful in introducing special
classes of functions based on these properties.

By utilizing the concept of the g-fractional derivative operator and bi-close-to-convex
functions, Hari Mohan Srivastava, Isra Al-Shbeil, Qin Xin, Fairouz Tchier, Shahid Khan and
Sarfraz Nawaz Malik (Contribution 8) define and investigate a new subclass of normalized
analytic functions in an open unit disk employing a novel fractional differential operator.
By using the Faber polynomial expansion technique, the 1-th coefficient bound for the
functions contained within this class is provided, and a further explanation for the first
few coefficients of bi-close-to-convex functions defined by the g-fractional derivative is
also given. The Fekete-Szego problem is also considered for this class and some examples
are provided. It is also demonstrated how some previously published results could be
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improved and generalized as a result of the primary findings of this study, as well as their
corollaries and consequences.

In their research (Contribution 9), Abeer A. Al-Dohiman, Basem Aref Frasin, Naci
Tasar and Fethiye Miige Sakar discover some inclusion relations of a certain harmonic class
with other classes of harmonic analytic functions defined in an open disk by applying a
convolution operator associated with the Mittag—Leffler function. Several special cases of
the main results are also obtained as corollaries of the main results. Following this study,
one can find new inclusion relations for new harmonic classes of analytic functions using
the convolution operator presented in this study.

Mohsan Raza, Mehak Tariq, Jong-Suk Ro, Fairouz Tchier and Sarfraz Nawaz Malik
(Contribution 10) aim to introduce a class of starlike functions that are related to Bernoulli’s
numbers of the second kind using the concept of subordination. Coefficient bounds, several
radii problems, structural formulas, and inclusion relations are established, and sharp
Hankel determinant problems of this class are presented. The newly defined class can
be further investigated for determining the bounds of higher-order Hankel and Toeplitz
determinants, and the same estimates can also be derived for logarithmic coefficients and
for the coefficients of inverse functions.

Hasan Bayram, Kaliappan Vijaya, Gangadharan Murugusundaramoorthy and Sibel
Yalcin (Contribution 11) introduce two novel subclasses of bi-univalent functions by leverag-
ing generalized telephone numbers and binomial series through convolution. The analysis
of the initial Taylor-Maclaurin coefficients is performed and Fekete-Szego inequalities are
established for these functions.

In the research presented by Sondekola Rudra Swamy and Luminita-loana Cotirld
(Contribution 12), a new pseudo-type x-fold symmetric bi-univalent function class that
meets certain subordination conditions is introduced and studied with regard to coefficient
bounds. For functions in the newly defined class, the upper bounds are obtained for
certain coefficients that are further used for the evaluation of the Fekete-Szegt problem.
In addition, pertinent links to previous results are highlighted and a few observations
are given.

The goal of the study presented by Ebrahim Analouei Adegani, Mostafa Jafari, Teodor
Bulboacad and Pawet Zaprawa (Contribution 13) is to estimate the upper bounds of the
coefficients of the functions that belong to a set of bi-univalent functions with missing
coefficients defined by using subordination. The results improve some previous results
concerning different subclasses of bi-univalent functions that have been recently studied.
In addition, important examples of some classes of such functions are provided, which
can aid in the understanding of issues related to these functions. The authors expect that
this method can be applied to the classes of harmonic and meromorphic functions in
future work.

The notion of third-order strong differential subordination is investigated by Madan
Mohan Soren, Abbas Kareem Wanas and Luminita-loana Cotirld (Contribution 14), who
propose a new line of investigation for third-order strong differential subordination. Sev-
eral intriguing properties are given within the context of specific classes of admissible
functions. Certain definitions are extended to fit the third-order strong differential subor-
dination theory, presenting new and interesting results. Several properties of the results
of third-order strong differential subordinations for analytic functions associated with the
Srivastava—Attiya operator are given. Studies of the dual theory of third-order strong
differential superordination could be inspired by the results presented in this paper.

3. Conclusions

A book published under the same title, “New Developments in Geometric Function
Theory I1”, is available and contains the 14 papers that were published in this Special Issue.
In the papers released as part of this initiative, a wide range of topics are discussed. There-
fore, this Special Issue should be of interest to researchers studying Geometric Function
Theory and its related fields.
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Abstract: Gegenbauer polynomials constitute a numerical tool that has attracted the interest of many
function theorists in recent times mainly due to their real-life applications in many areas of the
sciences and engineering. Their applications in geometric function theory (GFT) have also been
considered by many researchers. In this paper, this powerful tool is associated with the prolific
concepts of convolution and subordination. The main purpose of the research contained in this
paper is to introduce and study a new subclass of analytic functions. This subclass is presented using
an operator defined as the convolution of the generalized distribution and the error function and
applying the principle of subordination. Investigations into this subclass are considered in connection
to Carathéodory functions, the modified sigmoid function and Bell numbers to obtain coefficient
estimates for the contained functions.

Keywords: analytic function; starlike function; convex function; univalent function; Gegenbauer
polynomials; Bell numbers; sigmoid function

MSC: 30C45; 30C50

1. Introduction and Preliminaries

The beginning of univalent function theory is largely credited to P. Koebe’s article
published in 1907 [1]. Problems pertaining to the full class of univalent functions were
the primary focus at first. Bieberbach, who published numerous significant papers on the
theory of univalent functions in the early 1920s, was a key figure in the early development
of geometric function theory. He conjectured his well-known bounds for a normalized
univalent function’s coefficients in 1916 [2] and established the bound for the second
coefficient. It was not until 1984 [3] that the hypothesis was generally proven.

In a paper published in 1915 [4], Alexander intended to obtain sufficient conditions
for a function to map the interior of the unit disc in a one-to-one manner. As a result,
Alexander developed a number of classes of univalent functions as well as several tests that
ensured the univalence of those classes, initiating new lines of research in GFT. Alexander
first proposed the concepts of starlike functions, close-to-convex functions and functions
of bounded turning, along with other ideas and theorems that were later rediscovered,
often without awareness of Alexander’s pioneering work. In a nice review paper [5], the
authors analyze the content of Alexander’s paper emphasizing his intuitive arguments and
how those arguments were used by other researchers for further developments. Alexander
describes [4] a star-shaped region as a set whose every point may be connected to point a via
a linear segment made up only of points contained in the region. The center is designated
as point a. The region is said to be convex when any point inside the region may be picked
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as the center. In an effort to guarantee the univalence of the mapping by controlling the
shape of the boundary image, he proposed the idea of mapping the unit disc onto a starlike
or convex region. By mandating that the boundary image is a starlike or a convex domain,
univalence is achieved since overlapping or looping is avoided. Geometric characterization
states that a mapping w = w(z) is star-shaped if arg w(z) is a never-decreasing function of
6 = arg w(z) when z describes the unit circle in the counterclockwise direction, and it is a
convex function if the argument of the normal vector of the image curve is a non-decreasing
function of an increasing 0.

There are numerous intriguing uses for star-shaped bodies in various fields. For
instance, star-shaped bodies were explored in the context of compressible fluid penetration
in mechanics [6]. Computer simulations were extensively used in statistical mechanics to
study models of fluids, liquid crystals, plastic crystals and other solid-phase systems made
of hard convex bodies [7]. On the other hand, it has been demonstrated in [8] that hard
star-shaped bodies can replace hard convex bodies in computer simulations of constant
volume and constant pressure. As with other applications for star-shaped bodies, it has
been determined in elasticity theory that the stress field is uniform when m is an odd
integer for an m-pointed polygonal inclusion exposed to a uniform eigenstrain [9].

Many univalent function subclasses have captured the interest of GFT researchers.
Such subclasses are defined using functions f belonging to the class A of holomorphic
functions that have the following form:

flz)=z+ i a,z", z € E, (1)
n=2

where E = {z: |z| <1} with f(0) = f/(0) —1 = 0. The class of starlike functions is

comprised functions f € A with the geometric representation Re Z}[;S) > 0, the class of

convex functions contains functions f € A with the geometric characterization given by

Re (1 + Z;;;gz)) ) > 0 and the class of close-to-convex functions is characterized by Rezgf;—g) >
0, with g representing a starlike function.

Recently, Babalola [10] improved on a subclass of A called the class of starlike functions
by introducing the class £, (), which is defined as the class of functions f belonging to A

that satisfies

2(F(2))(2)
=)

where € [0,1) and A > 1 € R. Since then, many authors have used different approaches
to study the class of functions introduced in [10].

Using an analytic function F(z), the starlike and convex functions were investigated
by authors such as [11-14] and extended to the class of F—starlike and F—convex functions
denoted by FS* and FK, respectively, which are represented by

> B @)

FR)f'(2)
R e >0 3)

and

FR)f" () )
Re (1 +—F—=—]>0, 4)
f'(2)
respectively, with the condition F(0) = 0. By setting F(z) = z in (3) and (4), the well-known
starlike and convex functions are obtained [11,14].
Let

g(z) =z+ ) bz". (5)
n=2
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Then, the convolution of (1) and (5) gives
(fx8)(z) =z+ Y anbuz". (6)
n=2

For details, see [15,16].
A normalized Gegenbauer polynomial has the form

G(z,m)=z+ Z cfil(m)z”, (7)
n=2

where B > —1. The first three coefficients of the forms are

ch(m) =1, ®)
b (m) = 2pm, 9)
ch(m) = 2B(B + 1)m* — B, (10)

and the next coefficient is given by

Blm) = 4[5(5“)3(“2)"12 —28(B+1)m. (11)

In general, the n-th coefficient is defined by

2m(n+p—1)cb_ (m) - (n+2‘3—2)cg_2(m). )

Cn (m) = "

It originates from
1(z) = [ Glzmydu(m),

where
z

G(zm) = (1—2mz +z2)P

(13)
and y is a probability measure on the interval [—1, 1]. The collection of such measures on
[s, t] is denoted by Py 4.

By substituting = % in G(z, m), the Legendre polynomial will be obtained, while by
setting B = 1in G(z,m), the famous Chebyshev polynomial will be obtained, which are
both tools in the field. These recent results can be seen in [17,18].

Gegenbauer polynomials have been studied intensely and have proved to provide
interesting results, as seen in early studies such as [19,20]. They have wide applications
in queueing theory, as can be seen in [21], signal analysis, automatic control, scattering
theory and many others. Applications in GFT include defining the subclasses of univalent
functions [22] and bi-univalent functions [23]. Coefficient studies on the subclasses of
bi-univalent functions can be seen in very recent papers, such as [24-27].

Let D denote the sum of the convergent series of the form

D - Z an, (14)
n=0

where a, > 0 for all n € N. The probability mass function of the generalized discrete
ay

probability distribution defined using (14) is given by p(n) = 7,17 =0,1,2,3,.... Function
p(n) is the probability mass function because p(n) > 0and )}, p(n) = 1.
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Additionally, let (x) = Y5>y a,x". Then, since D = Y a, is convergent, the series
1 is convergent for x| < 1 and x = 1. The interest of the present investigation is the power
series whose coefficients are probabilities of generalized distributions of the form

Hy(z) =z+ ), fnton, (15)

Details can be found in [22,28,29].

The error function is a special function that occurs in probability, statistics, material
science, partial differential equation, physics, chemistry, biology, mass flow and diffusion
for transportation phenomena. It also occurs in quantum mechanics to eliminate the
probability of observing a particle in a particular region. Barton et al. [30] introduced the
function of the form

2 (% _p 2 & (—1)ntig2nd
f(z) = —= / Pdt= =) ~————
erf(z) Vvt Jo ¢ \/Erg) n!(2n+1)

The properties and inequalities of error functions have also been considered by
Alzer [31], Cartilz [32], Coman [33], Elbert [34] and many other researchers in the field.
Ramachandran et al. [35,36] modified (16) to

(16)

00 (_1)7171271
Erf(z) =z + nglz—(” “D)ien—1)’

(17)

which is analytic in the unit disk U = z:|z| < 1 and normalized by Erf(0) = 0 and
Erf' (0) = 1.

The convolution of (15) and (17) generates the following function, which will be used
to define the new subclass of functions that is investigated in this paper:

- (_1)11—1 An—1_n
Fe(@) = (Hy»Ef) () =2+ Zz @n—-1)(n-1)! D -~ (18)

as a power series. See [16] for details.
Let P denote the class of the Carathéodory functions of the form

p(z) =1+ Y paz", (19)

n=1

with the conditions Re p(z) > 0 and p(0) = 1.
The functions of the form
1 1 z 2 20 1727

G(2)

“1tez 271 187180 80640

referred to as sigmoid functions, are defined in [37] by the following modified form:

2 z 2z 20 1727
= + + + (20)

1(2) 2 24 240 40320 '

The sigmoid function has been repeatedly studied by many researchers because it
has the following properties: it outputs real numbers between 0 and 1, maps a very large
input domain to a small range of outputs, never loses information because it is a one-to-one
function, increases monotonically and is also differentiable. The sigmoid function has
useful applications in fields such as functional analysis, real analysis, algebra, topology,
differential equations and many others. It has numerous methods of evaluation but, here,
only the truncated series expansion is considered. See [38-44].
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The function of the form

Q(z):eez_lziBni:1+z+zz+§z3+§z4+... zeE (21)
= ! 6 8 ’ ’

was investigated by Kumar et al. [45]. This function is starlike with respect to one, and
its coefficients generate the Bell numbers where By = 1,B; =1,By = 2,B3 = 5,B; = 15,
Bs = 52 and B¢ = 203 are the coefficients generated through binomial expansion. In recent
times, some applications of the Beta function were considered in [46—48], while Olatunji
and Altinkaya [49] used (21) to investigate the generalized distribution for the analytic
function classes associated with error functions and Bell numbers. Further information can
also be found in [49-51].

In the present work, the authors draw motivation from prior research in [15,17,29,49].
The aim of this paper is to consider applications of certain special functions in GFT. In par-
ticular, certain results are obtained in terms of subordination associated with Carathéodory
functions, the modified sigmoid function and Bell numbers for the specific class of functions
defined here and given in the next definition. The early coefficient bounds obtained are
used to establish the famous Fekete-Szego inequalities.

The following class is defined and studied in this paper.

Definition 1. A function f € A is said to be in the class GS%y(m, B), where m € [—1,1] and
B > 1, if the following subordination is satisfied

g (f;,) (2)

Re ]:lP(Z)

<V1+z (22)

with the condition Gy(0) = 0. The function Fy(z), defined by (18), is a convolution of (7) and (17).

The class of functions GS._(m, B), defined above, is investigated in the next section in relation
to the Carathéodory function p(z), the modified sigmoid function and Bell numbers by means of the
subordination principle, and initial coefficient estimates are obtained. Furthermore, those results are
used for investigating the Fekete—Szegd problem.

2. Main Results

The main aim of this work is to investigate the coefficient problems for the class of
functions GS*%y (m, B) defined in this study. The coefficient estimates are obtained using the
Carathéodory function p(z) defined by (19), the modified sigmoid function given by (20)
and Bell numbers generated by the function given in (21) involving functions associated
with Gegenbauer polynomials. The applications of Gegenbauer polynomials (7), the error
function (17), a generalized distribution function (15), Carathéodory functions (19), the
modified sigmoid function (20), Bell numbers (21) and some other functions in GFT have
been considered by several authors in the field. In this study, the authors use combinations
of all the functions mentioned above with the purpose of investigating the coefficients of
the class of F-starlike functions GS*% (m, B) such that every function in the class satisfies the
condition seen in (22). The Gegenbauer polynomials used in this work can be found to have
some applications in queueing theory [21], signal analysis, automatic control, scattering
theory and many other areas. Gengenbauer polynomials, also known as ultraspherical
polynomials C%(x), are orthogonal polynomials defined on the closed interval [—1,1].
These polynomials are obtained as solutions of the Gengenbauer differential equation,
which reduces to the Chebyshev differential equation for « = 1.

First, we consider obtaining the coefficient bounds for the class of functions GS%- (m, B)
associated with the Carathéodory functions given by (19).
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Theorem 1. Let f(z) be defined by (1) and p(z) by (19). Then, f € GS%y(m,p) where
me [—1,1]and p > 1, if

3(4 B _
3] <[Ftp=2 “
and B B B
‘Q ) 5[8;027p%+16c1<m)r113;32((61<m)>2Cz(m))} l (24)

Proof. Let f € GS%y(m, ) wherem € [—1,1] and B > 1, then

- e o

The left-hand side of (25) gives

G(7) )
Fy(2)

p 2
_ By 1 By CAUMaL a4y 5
=1+ (cl(m) 3S)z+ (cz(m) % + 5 952 |© +...,  (20)

while the right-hand side gives

_ 2
1+P(Z) 1_1+Plz+<}72_5pl>22+.”_ (27)

p(z) +1 4 4 32
Comparing the coefficients of z and z? in (26) and (27), we obtain
a1 _ 34 (m) — p1)
S 4
and

ay  5[8p2— 7Pt +16c (m)pr +32((cf (m))? —ch(m) )|

s 32 ’
which completes the proof. [
The next two theorems are concerned with the investigation of certain coefficient

problems for the class of functions GS%(m, ) involving the sigmoid function given
by (20).

Theorem 2. Let f(z) be defined by (1) and y(z) by (20). Then, f € GS%y(m,B) where
m € [—1,1] and B > 1 if the following condition holds true

< (28)

9(4ch (m) — p1)? [5[8172 — 7p3 + 16¢f (m)py + 32((cP(m))? — E(m))] 4 ’
16 18(4cf (m) — p1 )2 '

Proof. Let f € GS%y(m, ) wherem € [-1,1] B > 1and y € R. Then

2 32 4

o [5[8pz ~ 793 -+ 16 (m)py + 32((cf(m)? — )] y<3<46?<m>—m> )2]
2 s2 ’

o ad 94t (m) — p1)? [5[8;}2—7p%+16cf(m)p1+32((c’15(m))2—c§(m))]_ 1
2t~ 16 K

18(4ch (1m) — p1 )2
which finally gives

10
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_ |oadi(m) —p1)? [5 [ [8p2 — 793 + 16ch (m)p1 +32((cf (m))2 — S (m))] ”H
16 18(4cf (m) — p1 )2

O

Theorem 3. Let f(z) be defined by (1) and y(z) by (20). Then, f € GS%y(m,p) where
e[-11]and p>1,if

p
a 3(8cy (m) —1)
Al |2y, 77
’ s ‘ - 8 @9)
and
[256 (cP (m))2 — 128¢ (m) — 48cP (m) —3}
<
’ ’ 128 (30)
Proof. Let f € GS%y(m, B), where m € [~1,1] and B > 1. Then
(7)) el
— = w(z).
Fy(2)
The left-hand side of (25) gives
(7)) p >
_ B _m B _C1<m>”1 ay a1\ 5
R 1+ (cl(m) 3S>z+ <c2(m) 35 + 5 052 | % +..., (3D
while the right-hand side gives
y(z) -1 1 5
1 =14-z— — 2
MO ose o (32)

Comparing the coefficients of z and z2 in (26) and (32), we obtain

a 3(8ch(m)—1)
s 8

and
5 [256(cf(m))2 — 128 (m) — 48¢P (m) — 3}

s 128 '
which completes the proof. [

az

Theorems 46 involve the investigation of certain coefficient problems of the class
GS%y(m, B) with respect to the Bell numbers (21).

Theorem 4. Let f(z) be defined by (1) and Q(z) by (21). Then, f € GS%y(m,p) where
€ [—1,1] and B > 1 if the following condition holds true

w2 |5 [256(cf(m))2 —128¢E (m) — 48cF (m) — 3}
36(8cy (m) —1)2

Proof. Let f € GS%y(m, ) wherem € [-1,1] and B > 1 and u € R. Then

. 5[256(cf(m))2 —128¢ (m) — 48cP (m) —3} ) <3(8615(m) _1>>2
s M 128 K 8 ’

11
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n @ 9@ (m) 1) (5[256(cf(m))2 — 1286} (m) — 48¢{ (m) - 3| ) ;4)

- l’l —
2 Te 64 36(8ck (m) — 1)?2
which finally gives:
. yﬁ 5 [256(cf(m))2 —128¢h (m) — 48¢cP (m) — 3} i
s s T 36(8ch (m) — 1)?2 '
0

Theorem 5. Let f(z) be defined by (1) and Q(z) by (21). Then, f € GS%y(m,p) where
me [—1,1]and B > 1, if

p
ay 3(4cy (m) —1)
’?‘ = 4 (34
and
a )  |5]5+166f(m) +32(2(cf (m))? — F(m))]
‘j’ < . (35)
s 32
Proof. Let f € GS%y(m, B) where m € [~1,1] and B > 1. Then
6(F)@
The left-hand side of (25) gives
g(]-"{,,)(z) B 2
_ By — 01 By LML ay  at ) 5
Fy(2) _H(Cl(m) 3s)z+<62(m> 3 Bs 952 )7 T
while the right-hand side gives
0x-1_, 1 3,
1+Q(z)+1_1+4z+322 +.... (36)

When the coefficients of z and z2 in (26) and (36), are compared, the following values are
obtained:
o _ 3(4cf(m) — 1)

S 4

and
0 5[5+16cf(m) +32(2(c (m))> — & (m) )|
s 32

Hence, the proof is completed. O

In Theorem 2, the coefficient estimates were established using the Carathéodory
function p(z) given by (19). We now consider in the next theorem the coefficient estimates
for the class of functions GS%y(m, B) using the Bell numbers Q(z) as given by (21).

12
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Theorem 6. Let f(z) be defined by (1) and Q(z) by (21). Then, f € GS%y(m,B) where
m € [—1,1] and B > 1 if the following condition holds true

o | _[otacim 12 5[5+ 16¢f (m) +32(2(cf () — cf(m) )| N -
s ST 16 18(4ch (m) — 1)2

Proof. Let f € GS%y(m, B) where m € [-1,1], > 1 and p € R. Then

. 5[5+16c*f(m)+32(2(c’f(m))2—c§(m))} 3(acb(m) 1)\
2 M 32 —F ’

@ 94 (m) —1)2 [5[5+16¢f (m) +32(2(cf (m))2 = S (m) )|

Eiysz - 16 18(4Cf(m)—p1)2 7]" 12
which finally gives

© 0 9(ack(m) — 1)2 [ 5[5 + 16¢f (m) + 82 (2(ef (m))? — 5(m) ) | —u

2 2| — 16 18(4Cf(m) B P1)2

O

3. Conclusions

The investigation presented in the paper concerns a new subclass of functions denoted
by GS%y(m,B) introduced in Definition 1 by using an operator defined in (18) as the
convolution of the generalized distribution and the error function using the concept of
subordination. The new class is interesting due to the powerful tools in geometric function
theory used for introducing it, namely convolution and subordination. The main aim
of the research presented in this paper targets a topic of interest at this moment in GFT:
coefficient-related studies. The first theorem proved in Section 2, Theorem 1, provides
the coefficient estimates for functions that are part of the class GS%(m, B) by involving
the Carathéodory function p(z) defined in (19). The next results, proved in Theorem 2
and Theorem 3, use the sigmoid function given by (20) for establishing further coefficient
estimates regarding the class GS%y(m, B). Finally, the Bell numbers given by (21) are used
in Theorems 46 to provide other forms of coefficient estimates concerning functions from
the new class GS%y(m, B).

The initial results regarding the coefficient estimates obtained here can be used for
further specific investigations regarding coefficients of the functions from class GS%(m, B),
such as estimations for Hankel determinants of different orders, Toeplitz determinants or
the Fekete-Szego problem.
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Abstract: Several different subclasses of the bi-univalent function class ¥ were introduced and
studied by many authors using distribution series like Pascal distribution, Poisson distribution,
Borel distribution, the Mittag-Leffler-type Borel distribution, Miller-Ross-Type Poisson Distribution.
In the present paper, by making use of the Bell distribution, we introduce and investigate a new
family GtZ (x,p,9,A, B,7v) of normalized bi-univalent functions in the open unit disk 4, which are
associated with the Horadam polynomials and estimate the second and the third coefficients in
the Taylor-Maclaurin expansions of functions belonging to this class. Furthermore, we establish
the Fekete-Szegt inequality for functions in the family &L (x, p,q,A, B,y). After specializing the

parameters used in our main results, a number of new results are demonstrated to follow.

Keywords: fekete-Szegd problem; horadam polynomials; bi-univalent functions; bell distribution;
analytic functions

MSC: 30C45

1. Introduction and Preliminaries

Orthogonal polynomials [1] are commonly employed in mathematical model solv-
ing to find solutions to ordinary differential equations that satisfy model requirements.
Orthogonal polynomials are important for contemporary mathematics and have a wide
range of uses in physics and engineering. It is common knowledge that these polynomials
play a key role in approximation theory-related concerns. They can be found in differential
equation theory, mathematical statistics, interpolation, approximation theory, probability
theory, and quantum mechanics. They are also used in signal processing, image processing,
and data analysis, where they are used to model and analyze complex systems and data
sets. Their applications to automated control, quantum physics, signal analysis, scattering
theory, and axially symmetric potential theory are also widely known [2,3].

Two polynomials S, and Sy, of order p and ¢, respectively, are orthogonal if

d
(Sp, So) = / Sp(0)So()r(x)dx =0,  for pAo, (1)
C
where r(x) is a non-negative function in the interval (¢, d); therefore, all finite order polyno-
mials S, (x) have a well-defined integral.

Examples of well-known families of orthogonal polynomials include the Legendre
polynomials, Hermite polynomials, Chebyshev polynomials, Jacobi polynomials, and
Laguerre polynomials. Each family of orthogonal polynomials has its own weight function
and interval, and they have many useful properties and applications.
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Horadam polynomials are a family of polynomials defined by recurrence relations
that generalize the Fibonacci and Lucas polynomials. They are named after Australian
mathematician Murray S. Klamkin Horadam who introduced them in 1978.

Like the Fibonacci and Lucas polynomials, the Horadam polynomials have many inter-
esting properties and connections to other areas of mathematics, including number theory,
combinatorics, and algebraic geometry. They also satisfy various recurrence relations and
identities, which can be used to derive closed-form expressions and study their properties.

Horadam polynomials have applications in various fields of science, including physics,
engineering, and computer science. They have been used, for example, in modeling the
behavior of certain physical systems, analyzing algorithms, and designing error-correcting
codes.

The Horadam polynomials /1, (x), which are provided by the recurrence relation as
follows, were studied by Horzum and Kocer in 2009 [4].

hn(x) = pxhy1(x) +ghy2(x), (n € N\{1,2}), ©)
with
hy(x) = a, hy(x) = tx and h3(x) = ptx® +ag, 3)

for some real constant 4, t, p and 4.

Remark 1. For particular values of a, t, p and g, the Horadam polynomials hy,(x) lead to various
polynomials (see [4,5]), for example:

1. Ifa=t=p=q=1,then we get the Fibonacci polynomials F,(x);

2. Ifa=2andt=p=q=1,then we get the Lucas polynomials L, (x);

3. Ifa=t=1,p=2andq= —1, then we get the Chebyshev polynomials T,,(x) of the first
kind;

4. Ifa=1,t=p=2andq= —1, then we get the Chebyshev polynomials U, (x) of the second
kind;

5. Ifa=q=1andt = p =2, then we get the Pell polynomials P, (x);

6. Ifa=t=p=2andq =1, then we get the Pell-Lucas polynomials Q,(x) of the first kind.

Numerous fields in the mathematical, physical, statistical, and engineering sciences
depend heavily on the Fibonacci, Lucas, Chebyshev, and families of orthogonal polynomials
and other special polynomials as well as their generalizations. Numerous articles have
examined these kinds of polynomials from a theoretical standpoint.

The generator of the Horadam polynomials /1, (x) is as follows:

_y no1_ A+ (t—ap)xg
Q(x,8) = n;lhn(x)g T 1 pxe g2 (4)
Let A be the class of functions f of the form
f@) =8 +ad® +asg®+---, ®)

that are analytic in the disk 4 = {¢ : |¢| < 1} . Also, we represent by S the subclass of A
comprising functions of the Equation (5) which are also univalent in .

The subordination of analytic functions f and g is denoted by f < gif, forall ¢ € 4,
there exists a Schwarz function @ with @(0) = 0 and |@(&)| < 1, such that

Moreover, if g is univalent in 4, then

f(§) < g(§), ifand only if, £(0) = g(0)
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and
fU) C g(th).

According to the Koebe one-quarter theorem [6,7], every function f € & has an
inverse f~! defined by

@) =¢ @Gew
and

w=f(fw)  (|wl <ro(f); ro(f) = 3)

IS,

where
g(w) = f‘l(w) = w— auw + (—az+ 2u§)w3 — (a4 +5a§ - 5a3a2)w4 4+ (6)

A function f € S is said to be bi-univalent in {( if both f(¢) and f~!(¢&) are univalent in 4l.
Let X denote the class of bi-univalent functions in 4 given by (5). Examples in the class
2 are

1
AO =155 AE =g
and their inverses,
©_1
) = ) =g

are in the class 2.
However, % does not include the well-known Koebe function. Additional typical
instances of functions in { include

2F — 2
¢ 5 ¢ and 1 _(",‘ R

are also not members of .. For interesting subclasses of functions in the class %, see ([8-10]).

Brannan and Taha [11] (see also [12]) introduced certain subclasses of the bi-univalent
function class X similar to the familiar subclasses S*(«) and C(«) of starlike and convex
functions of order (0 < a < 1), respectively (see [13]). Thus, following Brannan and
Taha [11] (see also [12]), a function f € A is in the class Sy [a] of strongly bi-starlike
functions of order (0 < a < 1) if each of the following conditions is satisfied:

arg(gﬁg)>l<? 0<a<1, el

feXand

and

‘arg<w§(/z(;;)>’ <% 0<a<1, wey),

where g is the extension of f~! to ¢l . The classes S5 («) and Ky («) of bi-starlike functions
of order « and bi-convex functions of order &, corresponding (respectively) to the function
classes S*(«) and KC(a), were also introduced analogously. For each of the function classes
S5 (a) and Ky (a), they found non-sharp estimates on the first two Taylor-Maclaurin
coefficients |ay| and |as3| (for details, see [11,12]). However, the coefficient problem for each
of the succeeding Taylor-Maclaurin coefficients,

lan|  (n € N\{1,2})

is still an open problem (see [11-14]).
Several subclasses of the bi-univalent function class ¥ were introduced, inspired by
the ground-breaking work of Srivastava et al. [15], and non-sharp estimates on the first
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two coefficients |a| and |a3| in the Taylor-Maclaurin series expansion (5) were obtained
in ([16-28]).
Fekete and Szego [29] proved that the estimate

‘tlg, — qa%' <1 +Ze<%>

holds for any normalized univalent function f and # € [0, 1]. This inequality is sharp for
each 7 (see, [29]). Recently, many authors have obtained Fekete-Szeg6 inequalities for
different classes of functions (see [30-34]).

In recent years, several studies have looked at crucial aspects of the geometric function
theory including coefficient estimates, inclusion relations, and requirements for belonging
to certain classes, using a variety of probability distributions, including the Poisson, Pascal,
Borel, Mittag-Leffler-type Poisson distribution, etc. (see, [35-40]).

The Bell distribution, also known as the normal mixture distribution, is a probability
distribution that arises in the context of statistical inference, signal processing, and other
fields of science. The Bell distribution is a continuous probability distribution that is a
mixture of normal distributions. In a Bell distribution, approximately 0.68 of the data falls
within one standard deviation of the mean, 0.95 falls within two standard deviations, and
0.997 falls within three standard deviations.

The Bell distribution has a symmetric bell-shaped probability density function that
resembles a normal distribution but with heavier tails. The mixing parameter p controls
the degree of asymmetry of the distribution, with p = 0.5 corresponding to a perfectly
symmetric distribution. The Bell distribution has applications in a wide range of fields,
including finance, physics, engineering, and biology. It has been used, for example, to
model the distribution of stock returns, the properties of noisy signals, and the behavior of
biological systems. The Bell curve has many important applications in statistics, such as
hypothesis testing, confidence intervals, and regression analysis. It is also used in fields
such as finance, economics, and psychology, where it is used to model the behavior of
complex systems and to make predictions based on empirical data.

In 2018, Castellares et al. [41] introduced the Bell distribution, it is improved from the
Bell numbers [42].

When a discrete random variable X follows the Bell distribution, its probability density
function can be expressed as

ameel )M

m . J—
P(X:m):T, m=1,2,3,..., 7)
where .
1 kﬂ’l
Bm = - o (8)
e = m!

is the Bell numbers, m > 2, and A > 0 .The Bell number B, given in (8) is the mth moment
of the Poisson distribution with parameter equal to 1. The first few Bell numbers are B, = 2,
B3 =5, By =15 and Bs = 52.

Now, we present the power series below, whose coefficients are from the Bell distribution.

0 Anflee(7A2)+1 B,

B(A,8) =¢+ ;—(n =T

Consider the linear operator P, : A — A defined by the convolution

¢", ceyu, A>0. 9)

0 An—lee(_)‘2>+an

Prf(8) =B(A, )« f(5) =¢+ ;Wﬂngnr Getl (10)
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Recently, a large number of researchers have investigated bi-univalent functions
connected to orthogonal polynomials, few to mention ([43—47]). As far as we are aware,
there hasn’t been any research on bi-univalent functions for Bell distribution subordinate
to Horadam polynomials in the literature.

The rest of this article is organized as follows. In Section 2 we introduce a new subclass
&L (x,p,q,A,B,7y) of & involving the Bell distribution linked to Horadam polynomials,
and deriving bounds for the second and the third coefficients in the Taylor-Maclaurin
expansions. Section 3 deals with the estimation of Fekete-Szegd inequality for functions in
the family @tz (x,p,9,A, B, 7). Relevant connections of some of the special cases of the main
results are pointed out in Section 4. Section 5 closes up the paper with some conclusions.

2. Bounds of the Class Qﬁ)t: (x,p,9. M B,7)

This section begins with a definition of a new subclass associated with the Bell distri-
bution series.

Definition 1. If the following subordinations are met, a function f € X given by (5) is said to
belong to the class &% (x, p,q, A, B, 7):

(1- v)“{;@ L BAF(@) + BEELFE) < Qx,8) +1—a 1)
and
-0 By ) + @) < Q) 110, (1)

where &,w € 8L, v, >0, x € R, and the function g = f~1 is given by (6).

Example 1. For f = 0, we have, & (x,p,q,A,0,7v) = &L (x,p,q, A, ), inwhich 85 (x,p,q, A, )
indicates the group of functions f € X given by (5) and satisfying the criterion below.

-0y (@) < Qw0 +1-a 13
and
(-1 @ pw)) < Q) 110, 19

where &, w € 8L, v >0, x € R, and the function g = f 1 is given by (6).

Example 2. For B = 0 and v = 1, we have, &% (x,p,q,A,1) = &L(x,p,q,A), in which
&% (x, p,q,A) denotes the class of functions f € X given by (5) and satisfying the following
condition

(Prf() < Q(x,8) +1—a (15)

and
(IP’Af(w))' <Q(x,w)+1—a, (16)

where &,w € 81, x € R, and the function ¢ = f~ is given by (6).
Example 3. For B = 0 and v = 0, we have, &% (x, p,q,A,0,0) = &L (x,p,q,A,0), in which

&L (x, p,q,A,0) indicates the group of functions f € ¥ given by (5) and satisfying the criterion
below.

Prf(¢)

T < 0(nE) +1-a (17)
and
P“;)(w) < Q(x,w) +1—a, (18)
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(1- 7)IP’AJ;(@)

P, f(w)

(I—y)———+

w

where &, w € 31, x € R, and the function ¢ = f~ is given by (6).

Example4. For A = 1, we have, 8% (x,p,q,1,B,7) = &% (x, p,q, B, ), in which &% (x, p,q, B,7)
indicates the group of functions f € X. given by (5) and satisfying the criterion below.

(1- wp“g@ LB + BEERLAE) < Qx,8) +1—a 19)
and
@O ey + o) < 0w t1-a Q)

where &,w € 3L, v >0, x € R, and the function g = f~ 1 is given by (6).
First, we give the coefficient estimates for the class thz (x,p,9,A, B,v) given in Definition 1.

Theorem 1. Let f € X given by (5) belongs to the class &% (x, p,q, A, B, y). Then

laz| <
tx\/2tx
et \/ |[51+29 +68) () = 86 (14 9+ 28)°(pta2 + aq) |

4

and
2x2 2tx

las] < 2,500 <
4A%(1 4y +2B)"e%* 5A2(14 2y +6B)ef

1-A2) °

Proof. Let f € &L (x, p,q, A, B,7y). From Definition 1, we can write

(1= @) + BB ©) = Q@) +1-a @D
and p
(1= pw)) + pu®rf@) = 0 @) +1-0, @)

where the analytical functions s and T have the form

(@) =al+l®+l+ -, (Eed)
and
T(’w) :d1w+d2w2+d3w3+-~- p (w Eﬂ),

such that »(0) = 7(0) = 0and |#()| < 1, |t(w)| < 1forall {,w € 4.
From the equalities (21) and (22), we get

+r(BAf(8)) + BE(BAf(E))" =1+ ha(x)erd + {hz(x)cz + h3(x)6ﬂ Gt (23)
and
Y(PAf(w)) + Bw(Prf(w))" =14 ha(x)dyw + [hz(x)dz + hg,(x)dﬂ w4 (24)
It is common knowledge that if
@) = g+ + @+ <1, ey
and

|T(w)| = ‘d1w+d2w2+d3w3+ x ‘ <1, (wey),
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then
lcjl <1and [d;| <1foralljeN.

Equating the coefficients of both sides in (23) and (24), we get

1-A2
2)&(1+7+2ﬁ)€e( )112 = hz(x)cl,
5 1-A2
5)\2(1 + 29+ 6[5)6“( )a3 = ho(x)cp 4 h3(x)c3,
1-22
—2A(1+ v+ Zﬁ)ee( )az = hy(x)d,
and (1)
5 1-A
52\2(1 +27+6B)e [2’1% - 03} = ha(x)da + h3(x)d].
It follows from (26) and (28) that
1 = —d1
and

1-A2
s +y+292 ) = (R (G+ ),
If we add (27) and (29), we get

(-2) ,

5A2(1 427 + 68)e° a; = hy(x)(co +dp) + h3(x) (C% + d%)

Replacing the value of (C% + d%) from (31) in the right hand side of (32), we have

5(1427+6B) —8(1+7+28)%" Tl

= hy(x)(c2 + da).
Using (3), (25) and (33), we find that

lag| <

tx+/2tx

(1-22) h3(x) ]Azee(lﬂ) %

At 1501+ 27+ 6 af? 8™ (1 -+ + 262 (pta? +ag)|

Moreover, if we subtract (29) from (27), we obtain

5121 127+ 6p)et )

Then, in view of (30) and (31), Equation (34) becomes

2
a3 = [h2(x)] , <c%+d%)
8A2(1 + 7 + 2B) %2 )
h
+ 2(x) 1ﬁ@)<02"d2)

5A2(1 + 27 + 6p)ec!

22

(a3 — a%) = hp(x)(ca — da) + hs3(x) (C% - d%)

(25)

(26)

(27)

(28)

(29)

(30)

(31)

(32)

(33)

(34)
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By applying (3), we conclude that
t2x2 2tx

+ .
422(1 49 +28)%2" ) 5)2(1 429 + 6p)ec" )

laz| <

O

3. Fekete-Szego Inequalities
Using the values of a3 and a3, we prove the functional |a3 — 43| for class functions
&5 (x, P4, A B, 7)-

Theorem 2. Let f € X given by (5) belongs to the class &% (x, p,q,A, B, 7). Then

2|tx]|
sx2(112y-+6p)ec ) =1 <9
|a3 — na3| < 2(tx)%1—9] n—=11>46
220e(1747) {5(1+27+6‘B)t2x2*8(1+’Y+2,3)zee(1_"2)(PtXZJF”‘?)} o o
where 2
s sl e a |

5(1+ 2y +6p)2x2

Proof. From (33) and (34)
a3 — a3

= (1 - 1/]) /\286(1,)\2
hy(x)
5A2(1 + 2 + 6B)ec!

[h2(x)]* (2 + da)
"[51+ 27+ 6B)ia(x) — 8(1 + 7+ 26" Vs (x)]

+ ey (€2 = d2)

— () | () + 1 ]cz

5A2(1 + 2 + 6B)ec )

1
=) ] da,
5A2(1+ 27 + 6B)ec

+ ha(x) [h(ﬂ) -

where

) (<) (1~ )
226 D501+ 27+ 6p) o (1) — 81+ -+ 262" (x)]

Y(n7)

7

Then, in view of (3), we conclude that

2Walll 0<[Y(n)| < —— 1@) Ty
(1A +27+6p)e¢
’a3_qa%‘ < 5A2(1+27+6p)e l
> .
()Y YOI

O

4. Special Cases and Consequences

By specializing the parameters , A and 7 in the above theorems, we obtain the
following corollaries.
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Corollary 1. Let f € X given by (5) belongs to the class &L (x, p,q, A, y). Then

|az| <
tx\/2tx
l B ~ 7
Aee2 ) \/‘ [5(1429) (1) = 8 (14 )% (ptx2 4 ag)]|
2x2 2tx
‘ﬂ?,‘ S + s
422(1 4 7)%2 ) 5A2(1 4 2)ee )
and
2|tx|
_A2) 7
5)x2(1+2'y)ee(1 ) |17 — 1| <o
2
az —nas| <
22 = a3 2(t2)° 1] ERTRS
1-A2 1-A2 7 |17 1‘ - ¢/
/\Ze“( - )'{5(1+2’y)t2x2—8(1+'y)269( - >(pz,‘xz-&-uq)]
where .
1-A
&1 8(1+ ’y)ze“( ) (ptx® +aq)
5(1 4 27y)t2x2 )

Corollary 2. Let f € X given by (5) belongs to the class & (x, p,q,A). Then

las| <
tx\/2tx
1(1_p2 - '
Aee2(7 )\/‘ [15(1‘3{)2 — 3ee™) (ptx2 + aq)} ‘
252 2tx
a < + 7
| 3‘ = 16)\2623(1#@) 15)\263(17)\2)
and
1-A2
A =1 <1~ 2™ (e )
15)\283(17/\2) ’ — 1512x2
—na?| <
|as —na3| < — Z(tx)s\lf(n\ - (=),
LA (1A ’ 32¢° tx"+
AZe H15t2x2 32¢ (ptx2+tlfl)} ln—1]>|1- - 15t2(:2x ) :

Corollary 3. Let f € X given by (5) belongs to the class &% (x, p,q,A,0). Then

las] <

tx\/2tx
Aee%(Hz) \/‘ [S(tx)2 —geel™) (ptx2 + aq)} ‘
2.2

7

2tx

az| < + ,
8l S T et
d
a 2|tx|
sazee1 ) -1 <
2
‘a3 - 77“2’ < 3

2(tx)°[1—1] , |17 _ 1| > @,

p2eeH) ' {5t2x2—8ef(Hz) (ptx2+aq)]
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References

where ,
1-A
866( ) (ptx? 4 aq)

d=1-
52 x2

Corollary 4. Let f € X given by (5) belongs to the class®L (x, p,q, B, ). Then

laz| <

tx\/ﬂ
e\/‘ [5(1 + 29+ 6B)(tx)* — 8e(1 4 ¢ 4 28)*(pta + aq)} ‘

7

2x? 2tx
laz| < 5+ :
42(1+y+2p)*  Se(l1+27+6p)
and 2t
5e(1+27+6B)’ ln—1] <6
|as = naj| < ,
2(tx)"|1—7| ; . In—1]>5,
e|[5(1+27+6p)2x2—8e(1+7+2B)* (ptx2+aq)] |
where

8e(1+4 v +2B)*(ptx® + aq)

s=11—
5(1+ 27 + 6B) 222

5. Conclusions

In this study, we introduced a new class of normalized analytics and bi-univalent
functions connected to the Bell distribution series denoted by Qﬁtz(x, .9, A B,y). We
have derived estimates for the Taylor-Maclaurin coefficients |a;| and |a3| and Fekete-
Szego functional problems. Additionally, by appropriately specializing the parameters 8
and <y, one may determine the outcomes for the subclasses@tz(x, 29N ), QStZ(x, P, M),
ng (x,p,9,A,0) and Qﬁé:(x, p.q, B, ) specified in Examples 1, 2, 3 and 4, respectively, and
linked to the Bell distribution series. Making use of Bell distribution series (10) could
inspire researchers to derive the estimates of the Taylor-Maclaurin coefficients |a;| and
|a3| and Fekete-Szego functional problems for functions belonging to new subclasses of
bi-univalent functions defined by means of Horadam polynomials associated with this
distribution series.
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Abstract: In this study, we consider different types of convex-exponent products of elements of a
certain class of log-harmonic mapping and then find sufficient conditions for them to be starlike
log-harmonic functions. For instance, we show that, if f is a spirallike function, then choosing a
suitable value of v, the log-harmonic mapping F(z) = f(z)|f(z)[*" is a-spiralike of order p. Our
results generalize earlier work in the literature.
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1. Introduction

Let E be the open unit disk E = {z € C : |z| < 1} and H(E) denote the linear space of
all analytic functions defined on E. Additionally, let A be a subclass consisting of f € H(E)
such that f(0) = f/(0) —1 = 0.

A C?-function defined in E is said to be harmonic if Af = 0, and a log-harmonic
function f is a solution of the nonlinear elliptic partial differential equation

Lo 0

where the second dilation function a2 € #H(E) is such that |a(z)| < 1 for all z € E. In the
above formula, f; means (f;). Observe that f is log-harmonic if log f is harmonic. The au-
thors in [1] have proven that, if f is a non-constant log-harmonic mapping that vanishes
only at z = 0, then f should be in the form

f(z) = 2"|z*"Ph(2)3(2), @

where m is a nonnegative integer, Ref > —%, while & and g are analytic functions in #(E)
satisfying ¢(0) = 1 and h(0) # 0. The exponent p in (2) depends only on a(0) and is
given by

p= ”(°>11_+|f<(§))|2' )

We remark that f(0) # 0 if and only if m = 0 and that a univalent log-harmonic
mapping in E vanishes at the origin if and only if m = 1, that is, f has the form

f(2) = z|zl*Ph(2)3(2),

Axioms 2023, 12, 409. https:/ /doi.org/10.3390/axioms12050409 28
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where Re > —1 and 0 ¢ hg(E).

Recently, the class of log-harmonic functions has been extensively studied by many
authors; for instance, see [1-10].

The Jacobian of log-harmonic function f is given by

Jf(z) = |12 (1 = la(z)?) @)

and is positive. Therefore, all non-constant log-harmonic mappings are sense-preserving in
the unit disk E. Let B denote the class of functions a € H(E) with |a(z)| < 1 and By denote
a € Bsuch that a(0) = 0.

It is easy to see that, if f(z) = zh(z)g(z), then the functions 1 and g, and the dilation

a satisfy
28'(2) _ zh'(2)
=a(z) (1 + nz) > ©)

Definition 1. (See [2].) Let f = z|z|*Ph(z)g(z) be a univalent log-harmonic mapping. We say
that f is a starlike log-harmonic mapping of order o if

aargf(reie) B Rezfz —Zfz -

= <
% 7 , 0<a<1
forall z € E. Denote by STy (a) the class of all starlike log-harmonic mappings.

By taking B = 0 and g(z) = 1 in Definition 1, we obtain the class of starlike analytic
functions in A, which we denote by §*(«).

The following lemma shows the relationship of the classes STy («) and 5*(«).

Lemma 1. (See [2].) Let f(z) = z|z|*Ph(z)g(z) be a log-harmonic mapping on E, 0 ¢ hg(E).

Then, f € STy (a) if and only if ¢(z) = ?((ZZ)) € 5*(w).

In [2], the authors studied the class of a — spirallike functions and proved that, if
f(z) = z|z|*Ph(z)g(z) is a log-harmonic mapping on E, 0 ¢ hg(E), then f is a — spirallike if

Re(e—i“‘zfzfzfz> >0, 0<a<1

for all z € E. We remark that a simply connected domain () in C containing the origin is
said to be a — spirallike, —F < a < F if wexp(—te™®) € Q forall t > 0 whenever w € Q
and that f is an a — spirallike function, if f(E) is an a-spiralike domain. Motivated by this,
we define the class of a — spirallike log-harmonic mappings of order p as follows:

Definition 2. Let f(z) = z|z|*Ph(z)g(z) be a univalent log-harmonic mapping on E, with
0 & hg(E). Then, we say that f is an « — spirallike log-harmonic mapping of order p (0 < p < 1) if

Re(e‘i“zfjr(_z)zfz> > pcos (z€E)

for sone real a(|a| < F). The class of these functions is denoted by S ;(p). Furthermore, we
define Sf (1) = No<p<1 Stu(p)-

Additionally, we denote by S*(p) the subclass of all f € A such that f is a-spiralike of
order p and $*(1) = Ny<p<1 5*(p)-
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Lemma 2. ([2]) If f(z) = z|z|*h(z)g(z) is log-harmonic on E and 0 ¢ hg(E), with Rep > —1,
then f € S1,(p) ifand only if y(2) = 3 € 5*(p).

In the celebrated paper [11], the authors introduce a new way of studying harmonic
functions in Geometric Function Theory. Additionally, many authors investigated the linear
combinations of harmonic functions in a plane; see, for example, [12-14]. In Section 2 of this
paper, taking the convex-exponent product combination of two elements, a specified class
of new log-harmonic functions is constructed. Indeed, we show that, if f(z) = zh(z)§(z) is
spirallike log-harmonic of order p, then by choosing suitable parameters of « and v, the
function F(z) = f(z)|f(z|? is log-harmonic spirallike of order «. Additionally, in Section 3,
we provide some examples that are constructed from Section 2.

2. Main Results

Theorem 1. Let f(z) = zh(z)g(z) € STru(p), (0 < p < 1) with respect to a € By,
¢ € S*(7),(0 < v < 1)and , B be real numbers with « + B = 1. Then, F(z) = f(z)*K(z)P is
starlike log-harmonic mapping of order ap + By with respect to a, where

_ a(s) ¢'(s)
K@)_¢&Mq{miﬂ;l_ﬂ)¢@yh}

Proof. By definition of F, we have

E_ fz + ﬁ— and =ua— +p—. (6)

F f f K
Additionally direct computations show that
K 1 ¢'(z) Kz a(z) ¢'(2)
K- T-a@ ¢ ™ X 1-4@ o) 7
Now, in view of Equations (6) and (7),
E £ gk 2 g
IS D s < ol + B
a(z) — TZ — ﬁ — a(z ﬁ - a(Z).
T 0(7 + ,37 DCT + ﬁ?
On the other hand,
zF, —zF; ( zf; zK, ) z fz
Re———— =Re +B— ) —Re +B=
- 7 o p
zf,  zfz zK, zKz )
— aRe - Re 222 _ 222
— ( f 7 ) PRe ( K ¥
> wp + By.

The above relation shows that F is a log-harmonic starlike function of order ap + 57,
and the proof is complete. [

Theorem 2. Let f(z) = zh(z)g(z) € SﬁH( ) with respect to a € By and <y be a constant with
Rey > —1. Then, F(z) = f(2)|f(2)|*" is an a« — spirallike log-harmonic mapping of order p
with respect to
oy (DG 47
1+9+a(z)

T . —1 ( tan p+2Im7y
where |B| < 5 and & = tan (W
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Proof. By definition of F, we have
F(z) = f(2)|f ()7 =z ""2"H(2)G(2),

where
H(z) =1'"7(2)g"(z2)  and  Glz) = h7(2)g"7(2).

With a straightforward calculation and using Equation (5),

zF; _ zh () zg'(z) zh ()

and

Ny
| 5

:7<1+ZZ;S)> +(1+7)Zgg;S) = (1—1—22;;))(7%—(1—%7){1(2)).

If we consider

o G

zF(z) 7/
F(z)

N[ ~—

a(z

then
oy = 10+ Tl

C (I+y) +alz)’
Now, in view of |a(z)| < 1, it easy to see that |d(z)| < 1 provided that ’%’ <1,

which evidently holds |y|> < |1+ 7|? since Rey > —3, and this means that F is a log-
harmonic function.
Additionally, by putting

we have
zH(z)  zh(z)1*7g(z)"

Y S T I
Then, we obtain
(2 _ e (@) g 2¢/(2)
el(X :ellX+ 1+ ellxi ellX _ 1+ elﬂéi ellX
v(2) [(T+7) LG e el P G ey
_ in < in —ix =i Zh/(Z)
= (e 36+ (14 e~ e (14 55
/
— (14 7)el® — qein zg(z)
[(T+7)e™ —ye ] )
The condition on &« ensures that
—in _ min _ COS& _ig it —in _ COSR g
(T4 )e e cosﬁe and (1+7%)e re cos,Be ,

because by letting v = 1 + i72, the first equality holds true if and only if
cosBcosa —i(1+271) sinacos B + 27y, cos B cosa = cosa cos B — i cosa sin B
or, equivalently, after simplification

293cotp— (1+29;) tanacot p = —1
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or
.y tanB+2Imy
“=tan ( 1+2Rey )’
Thus, by hypothesis,
_in2¥'(2) cos ( _i zh'(z) 329 ()
Re{e ™ = Re( e (1 + — P20 ) > peosa
ETE R A A A TE e

and it follows that F is an a-spirallike log-harmonic mapping of order p in which the
dilation is 4(z). O

Theorem 3. Let fi(z) = zhi(2z)gk(z) € SlZH(p) with k = 1,2 and with respect to the same
a € By and <y be a constant with Rey > —%. Moreover, let

Fi(z) = A@IAGPT and  B(z) = L))

Then, F(z) = FMz)F}~M(z) is an a-spirallike log-harmonic mapping of order p with
respect to
oy (L+7alz) +7
a(z) = 1+ +qa(z) ’

where || < T and & = tan ™! (M)

T+2Rey
Proof. According to the definitions of F; and F,, we have

F'(z) = (A@)1AG)?

= P () (@ (D)5 ()

and
F,Mz) = ()| f2(2) 7)1
P —— ]
= (2121, (2)83 (2)1] (2)8, 7 (2))
Putting the values of F}* and l-"21*)L on F, we obtain
== —_— 1-A
F(z) = (2lz"h " (2)g] (2)h] ()81 (2) (2l2lhy "7 (2)83 (2)h3 (2)8, 7 (2)
= z|z*"H(2)G(2),
where
H(z) = by (214 7)g, (2) Tha(2) 1)1+ ()14 ®
and B B B B
G(z) = (Z)/ng(Z)A(1+V)h2(z)(1—/\)7g2(2)(1—)\)(1+7)‘ )

Now, we show that the second dilation of F i.e., j(z) satisfies the condition |u(z)| < 1.
For this, since
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we have
e v Ribintal -
MEG -0 ES
LA+ D]+ (- DF0+ 5 + (1 +7) ]
A B - +7)(1+h2)+7282]
LA IDF (T Pa@)]+ - )+ )T+ 1+ Ta(2)]
A @]+ (- NI [A ) faE)] (0)
A+ +a- A><1+Z’12>m+<1+v>a<z>]
A ) + (1= N+ ID)((1+ ) + a(2)]

and the condition Rey > —J ensures that |p1(z)| < 1 in E, which implies that F is a locally
univalent log-harmonic mappmg Now, to prove

F(z) = F'(z)l; " (2) € Stu(p),

zH(z)

5= € S*(p). However, a direct calculation shows that
G(Z)S 0

we have to show that ¢(z) =

L zHG) [T (2)gl @RI (7)Y ()

P ™ T W@ I T g Vg
Now,

i ZY'(2)
e
=i [1 A1 +7) —e7) Z;Zf)) ~ (@ met W)zlg)))}

—ia | (1 _ _ Qi zhy(z) y)e*n #8(2)
o [(1 (A7) = p) 5 oy — (@M =)= s )}
_ _,Yefitx _'_eilX,?

—ia i zh (Z) —\ i i Zg/ (Z)

+A[((1+7)6 —e"7)(1+ hll(z) ) = (L +7)e™ — e )gll(Z) }

+ =2 e - ) - (4P

By hypothesis, we know that

cos

—ip d 1+7 i i
cosﬁe and (1+7)e"™ — e

(14 y)e it — 7 =
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0
+a-nERgre(ee+ 5 - 25
> peosa

and the proof is completed. O

Theorem 4. Let f(z) = zhi(2)g,(z) € SfH(p) with respect to ay € By(k = 1,2). Moreover,
suppose that Rey > —3,

Fi(z) = fi(2)|A(2) P77 and Fa(z) = fa(2)|fa(2) 7.
If

Re

(1—a1(z)az(2)) (1 + Z}Zi((zz))> (1 + Zi?(i?)} >0 (foranyz € E),
then
F(z) = F'(2)F,"*(2) € Sty(p),

o —1 ( tan B+2Im7y
where |B| < 5,0 <A < 1land « = tan (15271@7)

Proof. Using the same argument as in Theorem 3, we have
F(z) = 2z|"H(2)G(2),

where H(z) and G(z) are defined by Equations (8) and (9). Now, we show that the second
dilation of F, i.e., j(z), satisfies the condition |y(z)| < 1. For this, since

using a similar argument to the relation Equation (10) of Theorem 3, we have

n(z)| =

AL+ )T+ (1 PmE)] + 1 - )1+ 32)[F+ (1 +7)az(2)}‘
AL+ D[4+ 7) +ym (2] + (1= A1+ 22)[(1+7) + 1a(2)]

However, by hypothesis, we obtain

l / 2

A+ THIA+) + 9 @]+ 1=+ T+ 1) +902(2)

/ 2
- T A D] @+ R O D)

(1- Iazl2)>

+ (2Rey +1) (2/\(1 — MRe[(1 — a1ap)(1 + Z:/ )(1+ 7‘:/ )]) > 0.
1 2

zh’

zh’
14+ — I

1—|—h

= (2Re'y+1)</\ (1—|a*) +(1-1)2
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Therefore, |u(z)| < 1 in E, which implies that F is a locally univalent mapping.
Moreover, by following a similar proof to that in Theorem 3, we observe that

F(z) = K\ (2)F;"(2) € Siulo),

and the proof is completed. [

Theorem 5. Let fi(z) = zhy(z)3,(z) be univalent log-harmonic functions with respect to
ay € Bo(k = 1,2) and Rey > — 1. Moreover, suppose that zhygy, = ¢y (z), where

¢r(z) = zexp{Z/OZ mdt}

F(z) = A@IAEPT and  B(z) = L) f(2)1

and

Then,
F(z) = F(z)F; *(2) € S{u(1)

_ —1( 2Imy
where 0 < A < 1and x = tan (m)

Proof. Since zhgr = ¢x(z), by definition of a;(z) and ¢%(z), we obtain

zh (z) 1
14 2k — k=1,2).
@) 1@ oYY
Let _
Fz(2)
F(z
]/l(Z) - Fz((z)) )
F(z)

Using a similar argument to the relation in Equation (10) of Theorem 3, we obtain

Iu(z)] = AMl=—am@)T+ 0 +7)m ()] + (1 =M (A =a1(2)[7 + (1 +7)aa(2)]
A1 —ax(2)[(1+7) + 781 (2)] + (1 = M) (1 = a1 (2)) [T+ 7) + ya2(2)] |

Now, |u(z)| < 1is equivalent to

P(A) = A = a2(2)) [(1+7) + yar(2)] + (1= A) (1= a1(2))[(1+7) + ya2(2)]
A1 = a@)[F+ A+ Pm )] + 1= ) ((1 - a2)[F+ (1 +7)ax(2)]]?

= (2Rey + 1)[A*[1 — a2 (2) *(1 — |a1 (2)]?)

+2A(1 = A)Re[(1 - a2(2)) (1 - a1(2)) (1 — a1 (2)a2(2))]

+ (1= A1 = m(2) P(1~ |az(2) )] > 0.

However, by taking the derivative of (1), we have
(1) = 2(2Rey + 1)
[Rel(1 = 02(2)) (1 ~ 01 (2)) (1~ m(2)a2(2)] — 1 = m(2)2(1 = [ma(2) )],

which shows that ¢ is a continuous monotonic function of A in the interval [0, 1]. Since

$(0) = (2Rey + 1)[1 - ax(z) (1 = |mi (2)[*) > 0
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and
(1) = (2Rey + 1)[1 — a1 (2) (1 — |a2(2)[?) > 0,

we deduce that ¢(A) > 0 for all A € [0,1], which implies that F is a locally univalent
mapping. Now, to prove
F=F'F,™ e s}y (11)

we have to show that ¥(z) = GZ(H)(‘QQ € S%(1), where H(z) and G(z) are defined by
z e

Equations (8) and (9). A direct computation such as that in Theorem 3 shows that

(L y)e ™ —ye _ (1+7)e —qe ™
cos « o cos & o

Additionally, we note that

L R S <
hi & hy &
Using these relation and the same argument as that made in Theorem 3, we obtain
P(z) = GZ(H)(ZZL € 5%(1), and the proof is complete. []
z e

Theorem 6. Let fi(z) = zhy(2)g,(z)(k = 1,2) be log-harmonic functions with respect to
ay € By. Moreover, suppose that zhygy = z and

F(z) = A@IAEPT  and  B(z) = LE)|RE)P.

Then,
F(z) = F(2)F, (2) € Sty (1),

where0 < A < 1and a = tan™! ((13}2%)

Proof. Since zhig, = z, by definition of a;(z), we obtain

zhy (z) 1

LR P Sl gy

(k=1,2).

Using the same argument as that in Theorem 5, we obtain our result, but we omit the
details. [

3. Examples

We provide several examples in this section.
Example 1. Let Rey > —% and

(1 + z)lcos p1=p)e-1]

=\[(1—p) cos BelP—e?P] 11 _ =\(1—p) cos BeP
(1= e 3 -2 -

flz) =z

Then, it is easy to see that f is a B-spirallike log-harmonic mapping of order p with respect to
a(z) = —ze 2P, Now, Theorem 2 implies that the function F(z) = f(z)|f(z)|*" is a a-spirallike
log-harmonic mapping of order p with respect to

2(2) = —(1+7)ze 2P 1+ 4
(1+9) —ye2Fz’
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where

.1 (tanpB+2Imy
o =tan ( 1+2Rey /)’

The image in Example 1 is shown in Figure 1.

[IS%
"

Figure 1. Image of F(z) for § = 0.5, p = 1, and v = 0.25 in Example 1.

Example 2. Let Rey > —%,O < a <1, f1 be the function defined in Example 1 and

(1 2lenp i
fZ(Z) =z (1+a—2p)

(1 — az) i cosp?

- ; ; 1+a-2, ;
(14 7)) cospelb-e] (1 _ g i cospe”,

Then, it is easy to see that fy and f, are B-spirallike log-harmonic mappings of order p with
respect to ax(z) = ay(z) = —ze 2. Additionally, suppose that

Fi(z) = fi(2)|fi(2)]*" and F(z) = fa(2)| fa(2) P

Then, Theorem 3 shows that

F(z) = F(z)l; " (2) € Stu(p),

where0 < A < 1and o = tan~! (%)

Example 3. Let Rey > —%,

z 1-z
hE) =V i
and z )
= Rei—
f2(z) T3¢ .
Firstly, we show that f1 and f, are log-harmonic starlike functions of order 1/2 with respect
toay(z) = —zand ay(z) = 5=, respectively. A direct computation shows that
z(fi): _ 1 Z(fi)z _ _—z
f 1—22’ f 1—22

z2(f2): _~ 2-z Z(f2)z z
fo o 2(1-22) ( )
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Therefore, we obtain

and this means that f1 and f, are locally univalent log-harmonic functions. Additionally,

ReZ(fl)Zle(fl)Z - Re<1_122 + 1_Zz2> =R : > .

‘-z 72

and

ReZ(fz)z —Z(fz)z _ Re(z(Z—z z ) . 1 1

- —Re—— > .
% 1-22)  2(1-22) ‘T3z 2

Hence, f1 and f, are starlike log-harmonic functions of order 1/2. Additionally, let
Fi(z) = i) and B(z) = f2(2)| f2(2) P

: _ ,i0
Since for z = re"’,

Zh,  zh
Re(l—ﬂlaz)(l+#)(l+72)
1 2
1 11—z 1
AR 2 = a0+ 2)
172 2
~ T —regp 1) >0

Theorem 4 implies that
_ 1
F(z) = K ()R, (2) € Siu(y),

. —1( 2Imy
where 0 < A < 1and « = tan (m)

The images in Example 2—4 are shown in Figures 2—4.
Example 4. Let Rey > 1, a1(z) = z, and hy(z) = g1(z) = 1=5. Moreover, let ay(z) = —z

and hy(z) = g(z) = 11? Then, it is easy to verify that all conditions of Theorem 5 are satisfied.
Hence, according to Theorem 5, by taking

_ 2|z
Fi(z) = 11—z 11— z)+ 2y
and | ‘2
z|z|=Y
B(z) = (1+z)+27(1+z)1+ 21
we have

F(z) = F(2)F, (2) € S{y (1),

. -1 2Imy
where 0 < A < 1and x = tan (W)

Example 5. Let Rey > —1, a1(z) = —zand hi(z) = 1L.,4(z) = 1— 2z Moreover, let

a2(z) = z and hy(z) = %Jrz, 92(z) = 1+ 2z. Then, it is easy to verify that all conditions of
Theorem 6 are satisfied. Hence, according to Theorem 6, by taking
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2 _ 5 2 -
F1 (Z) = _Z|Z|(17£12) Z) and FZ(Z) = Z|Z|(1’Y_(’_12+)_Z)/

we have
F(z) = F}(z)F} *(z2) € Stu(1),

T—p+2Rey

)

p————

where 0 < A < land a = tan_l(ﬂi).

-4

Figure 2. Images of f1(z) and f»(z) in Example 3.

-4

Figure 3. Images of F; (z) and F,(z) for 7y = 1 +i in Example 3.

Figure 4. Image of F(z) for y = 1+iand A = 0.5 in Example 3.
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4. Conclusions

In this paper, we have shown that, if f(z) = zh(z)g(z) is spirallike log-harmonic of
order p, then by choosing suitable parameters of a and 7, the function F(z) = f(z)|f(z|*"
is log-harmonic spirallike of order a. Moreover, we provide some examples for the
obtained results.
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1. Introduction

In 1929, Lidstone [1] introduced a generalization of Taylor’s theorem that approximates
an entire function f in a neighborhood of two points instead of one. That is

£ = X2 [F29 ) Au() + FE0) A1~ )], ®
n=0

where A, (x) is a unique polynomial of degree 21 + 1, and called a Lidstone polynomial.
In [2], Whittaker proved that an entire function of an exponential type of less than 7 has a
convergent Lidstone series expansion in any compact set of the complex plane. Buckholtz
and Shaw [3] provided some conditions for (1) to hold. Other authors worked on this
problem (see, e.g., [4-10]). They presented different sufficient and necessary conditions
for the representation of functions by this series. We mention, in particular, the result of
Widder [10]. He proved that if f is a real-valued function satisfying

(—1FfP(x) >0 (ke Np) 2)

in an interval of length greater than 7, then it has a Lidstone series expansion (1) (such a
function is known as completely convex). Furthermore, he defined the class of minimal
completely convex functions, and then he proved that a real-valued function f(x) could be
expanded in an absolutely convergent Lidstone series if and only if it is the difference of
two minimal completely convex functions.

Recently, the Lidstone expansion theorem was generalized in quantum calculus (as
can be seen in [11-17]). The quantum calculus (Jackson calculus or g-calculus [18]) is
an extension of the traditional calculus, and it has been used by many researchers in
different branches of science and engineering (as can be seen in, e.g., [19-24]). It has a lot
of applications in different mathematical areas such as orthogonal polynomials, number
theory, hypergeometric functions, theory of finite differences, gamma function theory,
Sobolev spaces, Bernoulli and Euler polynomials, operator theory, and quantum mechanics.
For the basic definitions and notations applicable in the g-calculus, see Section 2.
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In [11], Ismail and Mansour proved the following g-analog of the Lidstone expansion
theorem.

Theorem 1. Assume that the function f(z) is an entire function of ¢~ '-exponential growth of
order 1 and a finite type a less than &1, or it is an entire function of g~ '-exponential growth of an
order of less than 1. Then, f(z) has a convergent g-Lidstone representation

)= 1 [D2 F)A ) - D2 F0B (2], ®

where (An)n and (By)y are the g-Lidstone polynomials defined, respectively, by the generating

functions
E;(zw) — Eg(—zw) &
9 9 2n
= Au(z)w™, 4

Ey(w) — Ey(w)
Ej(zw)Es(—w) — Eg(—zw)Eg(w d w"

(B (0) BB @) _ &

Eq(w) - Eq(_w) —

Moreover, Ay(z) = z, By(z) = 1 —z, and for n € N, A,(z) and B,,(z) satisfy the q-difference
equation

©)

D2 1yn(z) = yu-1(z)  with  yn(0) = yn(1) =0. ©)
In [16], AL-Towailb and Mansour proved that the condition
DI, £(0) = o(g}) as 1 — oo )

is both sufficient and necessary for expanding an entire function f(z) in the g-Lidstone
series

£(1)Ao(z) ~ £(0)Bo(=) + D21 f(1)As(2) — D2y f(O)Bi(2) + ..,

and we noted that Condition (7) is insufficient for the convergence of the following arrange-
ment of the g-Lidstone series:

i Danf i Danf )

and not necessary for the convergence of (3). This paper aimed to obtain a sufficient and
necessary condition for a real-valued function to have an absolutely convergent g-Lidstone
series expansion (3). To achieve this aim, we introduced generalizations for the class of
completely convex functions (2) on a closed interval of form [0,4] (a > 0), and the class
of minimal completely convex functions on the interval [0, 1]. This paper is organized as
follows. The following section gives the essential notions and basic definitions of g-calculus.
Section 3 contains some properties and basic results on g-Lidstone polynomials, which
we need in our investigation. In Section 4, we define a g-analog of the class of completely
convex functions for the difference operator D,-1. Then, we study the relation of this
class to a problem of the representation of functions by the g-Lidstone series. In Section 5,
we provide a necessary and sufficient condition for a real function to have an absolutely
convergent g-Lidstone series expansion.

2. Preliminaries

In this section, we recall some definitions, notations, and results in the g-calculus,
which we need in our investigations (see [25]).

Throughout this paper, g is a positive number less than one, and we use the following
standard notations:

N:: {112/3/"'}1 NOZ {0/1/2/}:NU{0}

42



Axioms 2023, 12,412

The sets Ag and Aj are defined by A; := {q" : n € No} and A; := A; U {0}. For
ac C, ne NQ,

a, = i —a ' a; — m
(2 9)eo ]13)(1 q), (@q)n: (0d" D)o’

and the g-numbers [1]; and g-factorial [1],! are defined by

L=0 =TT

11— k=1

Let y € C. Aset A C Cis called p-geometric setif yz € Aforanyz € A. If fisa
function defined on a g-geometric set A, then Jackson’s g-difference operator is defined by

f(2) - flg2) .
Dyf(2) —{ Qg @ 247100 ®)
f/(O), z=0,

provided that f is differentiable at zero. Furthermore, Jackson [26] introduced the following
g-integrals for a function f defined on a g-geometric set A:

/ubf(t)dqt:: /Obf(t)dqt—/oaf(t)dqt (a,b €R),

[e)

/ f(t) (1—q) ) zq"f(zq"),

n=0

where

provided that the series converges atz = a and z = b.
Jackson’s g-trigonometric functions Singz and Cos,z are defined by

0 g n(2n+1)

Singz := 2( 1)" T (z(1—q))%"H,
q)2n+1

0 q n(2n—1) ) ©)

COSqu—Z( VG, G =)™
where E,(+) is one of Jackson’s g-exponential function defined by
(1-

= Lt EIE = (-9 GeO) (10

(0 9)n

We use {C }ren to denote the positive zeros of Sinyz arranged in increasing order of

-3/2

magnitude. One can verify that Sinyz has no zeroes on |z| < 47°/%, i.e., the first positive

zeros & > q~%/2.

Lemma 1. Forany x € [0,1], we have
Sinq§1x < Clx. (11)

Proof. Let f(x) = ¢1x — Sing1x, x € [0,1]. Then, D 1 f(x) = ¢1(1 — Cosg1x) = 0.
Therefore, by using (8), we obtain

f(x) < f<g> (x € [0,1]),

which implies f(x) > lim f(4"x) = 0. Then, Inequality (11) holds. [J

n—oo
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3. Some Results on g-Lidstone Polynomials

We start this section by recalling some properties of the g-Lidstone polynomials A, (x)

and B, (x) from [14,16,17], for which we need to prove the main results.

Proposition 1 ([16]). Let {Ci }ren be the sequence of the positive zeros of Sing(x) and m € Ny.

Then,
grsing (81)

Sing (§1x)Cosq (1)
(1—q)(&1)?+18ing (1)

(—1)" 1 Ay (x) +0(& ),

(=1)""'Bu(x) +O(g M (2n)™™),

for a sufficiently large n.

Proposition 2 ([17]). If f € C;”([O,l]), then

Z:; [Dz"a F(1)Ap(x) = D" f(O)Bm(x)] + /0 1 Gn(x, 4t) D", £(gt) dgt,

where ( )
. . —qt(l—x), 0<t<x<I1;
Glxt) =Gi(xt) = { —gx(1—t), 0<x<t<1,
1
Ga(x,9t) = [ G(x,qy) Gu(gy, ) dgy (€ ).
Moreover,

1
/O Gu(x,qt) dgt = An(x) — By(x) (n € N).
Remark 1 ([14]). For x € [0,1] and n € Ny, we have

(—=1)"An(x) >0 and (—1)""'B,(x) > 0.

(12)

(13)

(14)

(15)

(16)

(17)

(18)

Proposition 3. Let ¢y be the smallest positive zero of Sing(x). Then, there exist some constants

M and My and a positive integer ng such that the following inequalities hold

0< (~1)"An(x) < gf;
0< (~1)"1By(x) < 22,
&

forall x € [0,1] and n > ny.
Proof. From (12), there is a positive real number C; and 19 € N such that

n—1 Sinq(g'flx) C1
(—1)" 1A (x) - 762,”1% ol Sz

for all x € [0,1] and n > ny. Consequently,

G Sing (§1x)
0< (—1)"Ap(x) < == — 25—~
U S s @)
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Note that §; < ¢» and Sin,(&1x) is bounded on [0, 1]. Then, from (22), we obtain

Cy 2 qu(glx) ’

0< (=1)"An(x) < Czn + g%”“ Sin;(éﬁ) (23)
Cl C2 Ml
< =L _ = —.
T TR T

Similarly, we obtain (20) from (13). O

Proposition 4. There exists a constant M such that

M
0</ )" Gau( xqt)dqt<€2n

Proof. The proof follows immediately from Equation (17) and Proposition 3. O

Proposition 5. For any fixed point xo € (0,1) and sufficiently large n, there exist some constants
M and M such that

(~1)"An(x0) = 2L (24)
¢
(=1)" 1B, (%) > gfﬁ (25)
1

Proof. From (12), we obtain

(1) A = L(x) + O ) (1 o0),

—ZSinq (§1x)

where L(x) = S ()

. Notice, for any fixed xg € (0,1), L(xg) > 0 and

lim (—1)" A, (x0)&" = L(xp).

n—oo

This implies that the sequence (—1)"A,(x0)&"*! is bounded below by a positive
number. Le., (24) holds. Similarly, we obtain the Inequality (25) from (13). O

Now, using the previous results, we prove the following theorem.
Theorem 2. If the series
S =agAo(x) + boBo(x) +a1A1(x) +b1By(x) +... (26)
converges for a single value xo € (0,1), then the series Y 5. o(—1)" [“";b” } is absolutely convergent.
Proof. Since the series (26) converges for xg € (0,1), we have
nlgrgo anAn(x9) =0, nlgrolo byBy(xo) = 0.
Then, from the inequalities (24) and (25), we obtain

a, = O(E") and b, = O(F"). (27)
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From (12), (13), and (27), we conclude that the series
Sl — i {an [An(XO) + 2(—1)”Sinq(§1x0)} + by, |:Bn<x0) + (_1)nCOnglsinq(§1x0):| }

o 71Sing (81) (1—¢)g7"'sing (&1)

converges absolutely. This implies that S; — S is also convergent. Notice that

® r2Sin, (é]XO) (—1)” COSq§1Sinq(§1X0) (—1)"
S 75 — 1 n 7 n
! ,;)[élsin;(él) & ! (1—q)&iSing(&1) &3 }
2Sing (G1x0) & (—1)" (—1)”b
G1Sing (1) Eo[ & gt )

any +

Therefore, we obtain the result. [

4. A g-Analog of Completely Convex Function

In this section, by C:°[0, a], we mean the space of all functions defined on [0, a] such
that D;ﬂl f(x) is defined and continuous at zero.

Definition 1. A real-valued function f, defined on the interval [0,a] (a > 0), is said to be a
q-completely convex function if f € C°[0,a] and

(—1)”D§ﬂf(aqk) >0 (forall {nk} C Ny). (28)

Example 1. The functions f(x) = Sing&x, defined in (9), are g-completely convex on the interval
[0,1]. Indeed, one can verify that

(—1)”D§ﬁlf(x) = (—1)”D§Elsinq§1x = &2 Sing (&1 x) > 0, (29)
forall x € [0,1] and n € Ny.
In the following, we prove certain properties of g-completely convex functions.
Proposition 6. Ifa function f € C°[0,a] is g-completely convex, then
(~1)"D24f(0) >0 (n € Np). (30)

Proof. The proof follows directly by taking the limit as k — oo in (28) and using that D;?l f
is continuous at zero foralln € Ny. O

Proposition 7. Let f € C7°(0,1) be a g-completely convex function on [0,1]. Then, for a suffi-
ciently large n, we have

DMf(0) = O@E"); (31)
DM f(1) = O(ET). (32)

Proof. From Proposition 1 and Inequality (28), every term of (14) is non-negative. Therefore,

0 < Au(x) D?ﬁ] £(0) < f(x); (33)
0 < (=Bu(x))D7"1f(1) < f(x) (x€[0,1]; n € No). (34)
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Thus, by using (24) and (33), we obtain

0 < (=1)"DX f(0) < (_11;5% <K& (n— ),

for some constant K > 0 and xyp € (0,1). Then, we have (31). Similarly, we obtain the
asymptotic behavior in (32). O

Proposition 8. Let f be a g-completely convex function on [0,1]. Then, there exists a positive
constant C such that for all x € A,

g 2n
0< (—1)"D§ﬂf(x) < C(J{l) , (35)
where 1 is the smallest positive zero of Sing(x).

Proof. If f is g-completely convex on [0,1], then it is g-completely convex on [0, x] for

all x € A;. Consequently, the function f(t) := f(xt) is g-completely convex on [0, 1].
Therefore, from Proposition (7), we have

0< (=1)"D2 f(1) = (=1)"«*'D2" f(x) = O(EF"),
which is nothing else but (35). O

Lemma 2. Let f(x) and —D;,l f (x) be non-negative on A}, and continuous at 0. Assume that
there exists a number xo € Ag such that f(xo) < a (& € R). Then,

(1+q)a

f(x) < (1*Q)XO

, forall x € Aj

Proof. First, let x € A7 and x > xo. Then, by using the assumption D;_l f(x) <0, wehave

x t
D2 f(—)dgt <0.
[, Pt <

Therefore, Dy f(x) < Dyf(xp), and
/ Dof(£)dgt < (x — %9)Dyf(xg) (x € A% xg < x). (36)

Since f(x) > 0 on A, from (8) and Inequality (36), we obtain

o

F(x) < flxo) + 720 gy = ETIA gy o

—_— 37
1 )% =)0 - )% 47
forall x € A; and xo < x. Similarly, if x € A;‘ and x < xg, then
Xg— X f(gxo)
x) < ——— f(gxg) < ———4—. 38
f()—(l_q)xOf(qO) (1—11)360 (38)

On the other hand, since D;,l f(x) <0, wehave

(L+q)f(qx) > af (x) + f(g*x)  (x € A}).
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Therefore, from the condition f(x) > 0, we obtain
(1+4)f(9x) = Qf(g) + flax) > flgx) (x € Ag). (39)

So, from the inequalities (38) and (39), we obtain

(14+9)«
(1—q)x0

Hence, the relations (37) and (40) yield the required result. [

f(x) < (x € A7, x < xp). (40)

Corollary 1. If f € C°[0,1] is a g-completely convex function, then there exists a positive constant
M such that
0< (71)”D§?1f(x) <M (neN, x € A}). (41)

Proof. The proof follows from Proposition 8 and Lemma 2 by taking xo = 1 and M =
Hic. o
-9

Lemma 3. If f € CF°[0,1] is a g-completely convex function on [0, 1], then there exists a constant
K > 0 such that
D ()] < K (x € AY), )

where Gy is the smallest positive zero of Sing(z).

Proof. From Corollary 1, it suffices to prove (42) when 7 is an odd integer. We set g(x) =
(—1)”D§ﬂ f(x). Since f(x) is a g-completely convex on 0 < x < 1, again from Corollary 1,
there exists the constant M > 0 (independent of #) such that for all x € A;

0 < g(x) < Mg, (43)
0< —DZ,g(x) < Mg" ™.
Therefore, for every x € A7 — {1}, we have

2

0< fqz —Dj1g(t) dgt < Mq(q — x)27"*2.
So, by using the fundamental theorem of the g-calculus, we obtain
0 < (=)D f(x) = (—1)"D2 (1) < ME"*?,
and hence,
(~1)"DZf(1) < (~1)"D2F f(x) < (1)"D2F(1) + MET,
forall x € A7 — {1}. Consequently,
D2 ()] < [D2LF(L)] + ME™?. (44)
On the other hand, since D‘?,l g(x) < 0, one can verify that for all x € A;

X

(1 +q>g<§> > g(x) +q8(=),

)
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and then X
qg(a) < (1+q)g(x) —glgx) (x € Ap).

Thus, if x = 1, we obtain

0200 = o2y < EED o). )

Hence, from (8), (43) and (45), we have

2041 _ s+ 18(1/g)| _ 2q+1, o
D] = 1Dyg ()] = SIS < S (46)

-3/2

However, {1 > q~°/#, this implies

D21 < V(29 + )ME. (47)
By substituting (47) in (44), we obtain
|D§ﬁ+1 ( )| < \/>(2q+1)M€2n+1 +M§21’l+2 < M M§2n+1,

foralln € Nand x € A}, where My = /4(29 +1) +q /%
Since D;ﬁlﬂ f(x) is continuous at zero, then we obtain D;ﬁlﬂ f(x) = O0(&"1) fora

sufficiently large n. This completes the proof. [J

Theorem 3. Let f € C°[0,1] be a g-completely convex on [0, 1]. If f is analytic at zero, then the
following g-Lidstone series expansion holds for all x € [0,1].

9= 3 [D2 () Aux) — D2 F0)B(5)] 49)

Moreover, f(x) is the restriction of an entire function of g~ '-exponential growth of order 1
and a finite type less than ¢y and the expansion (48) holds for all x on the entire complex plane.

Proof. Since f is analytic at 0, there exists 0 < ¢ < 1 and the open interval Q. = (—c,¢)
such that f(x) has the Maclaurin series expansion

ad nn 1) Dn—l (0)
Z 7[ ]];! X (x € Q). (49)

From Lemma 3, there exists a constant K such that

Dn—lf() O 1) (E1x)"
W <Kﬂ§)¢l 2 ([;i)! = KE;(G1x), (50)

< 1 o™

where E,(.) is Jackson’s g-exponential function defined in (10). Notice that, by the known
properties of Ey(.) (see [11]), E4(x) is an entire function that has a g ~-exponential growth of
order 1, and it converges everywhere in the complex plane. Therefore, f(x) is the restriction
of an entire function of 4~ !-exponential growth of order 1 and a finite type less than &. So,
according to Theorem 1, we obtain the result. O

5. A g-Analog of Minimal Completely Convex Function

Definition 2. A real-valued function f € C°[0,1] is a minimal q-completely convex on [0,1] if it
is g-completely convex in the interval [0, 1], and if the function g(x) = f(x) — € Sing¢1x is not
g-completely convex for any € > 0.
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For example, the function f(x) = Singx is a minimal g-completely convexin0 < x <1
while the function f(x) = Sin,y¢;x is not because for any 0 < € < 1and x € (0,1),

(—1)”D§?1 (Singé1x — €Sing&1x) = (1 — €)&3"Sing (&1x) > 0.

Theorem 4. Let n € Ny, (ay,), and (by)n be two sequences of non-negative integers. Assume that
the series

[0 An(2) — (1070 B0

n

converges to a function f(x), 0 < x < 1. Then, f(x) is a minimal q-completely convex on the
interval [0,1].

Proof. From the assumption, we have

fx) = i [(—1)% Ap(x) — (=1)"b, Bn(x)}, 0<x<1 (51)
n=0

Taking the g~ !-derivative for (51) 2k times and using (6), we obtain

(—1)"Fay Ay (x) = (=1)" by By ()

agk

(—1)D, f(x) =

3
Il
~

(52)

I
hgk

(=)™ ik Am(x) = (=1)" by B ().

m=0

From Proposition 5, since (a,), and (by,), are positive sequences, the right-hand side
of Equation (52) is non-negative, and f(x) is g-completely convex in [0,1]. On the other
hand, from Proposition 3 and Equation (52), there exists a constant M > 0 such that

(“DFDZ f(x) <M Y [k +busk] 572" = MF Y ™ o (53)
m=0

2
n=k gln

o  ap+by
n=k an
1

According to Theorem 2, the power series Ty = }, converges to zero as

k — oo. Hence, for given € > 0 and xo € Ay, there exists an integer kg € N such that
MT;, — eSinq((fle) <0 (k > ko)
This implies from (53) that the function
(~1)D2%, ( F(x) — eSing (&) ) = (~1)*D, f(x) — e & Sing (&17)
is negative at xg. Therefore, the function f is a minimal g-completely convex in [0,1]. [

Theorem 5. If f(x) is a minimal g-completely convex function on [0,1], then it can be expanded
into a convergent g-Lidstone series:

f(x) = f(1)Ao(x) = f(0)Bo(x) + Dy f(1)Ar(x) = D2y f(0)B1(x) +....  (54)

Proof. We denote by S, (x) the nth partial sum of the series (54). Then, from the hypothesis
on f(x) and Equation (14), we obtain

Su(x) < f(x) (0<x<1, neNy).
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Moreover, for each x, S, (x) is a non-decreasing function of n. Thus, lim S,(x) exists
n—,oo

and tends towards some function. To prove the result, we prove that

lim S,(x) = f(x) (x € [0,1]).

n—oo

Suppose the contrary, and assume that for some xg € [0,1]
f(xo) - nlgrolo Sn(xo) =A>0.

Then, by using Equation (14), we have

f(x0) — San(x0) = /01 Gn(xo,qt)Dznlf( 2t)d gt=> A (n €N). (55)

Since f(x) is a minimal g-completely convex function on [0, 1], then f(x) — € Sin;{;x
is not g-completely convex in 0 < x < 1 for any € > 0. That is, there exists np € N and
tg € Aq ,

(=1)"D2" f(to) — € 1" Sing(¢10) < 0.

From Inequality (11), we have

(10D (k) < e 1y
By applying Lemma 2 on the function g(x) = (—1)" D;ﬁ? f(x), we obtain

(1Dt < TELed ™ (e ).

. 1—q . e
Therefore, by choosing € < ERI A, where M is the constant of Proposition 4, we

obtain
0 </ Gy (x0,t)D 2n0 (§*t)dgt < A,

which contradicts Inequality (55), and then the result is proved. O

The following theorem is the main result of this section.

Theorem 6. A real function f(x) can be represented by an absolutely convergent q-Lidstone series
if and only if it is the difference of two minimal g-completely convex functions on [0, 1].

Proof. First, assume that f(x) = g(x) — h(x), where g(x) and h(x) are both minimal
g-completely convex functions on [0, 1]. According to Theorem 5, we have
g(x) = ¥ [D2g(1)An(x) - D2y g(0)Bu(x)], (56)
n=0
hx) = Y [D2h(1)An(x) = D2 h(0)Ba(x)] 57)
n=0

Notice that each series only has positive terms. Thus, by subtracting (57) from (56),
we obtain an absolutely convergent g-Lidstone series whose sum is f(x).

Conversely, assume that f(x) can be represented by an absolutely convergent g-
Lidstone series

)= ¥ [0 F(1)Ax(x) — D F0)B,(x)]. 59

n=0
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—1)"|an] An(x) + (=1)" o] Ba()] (60)

Since series in (58) is absolutely convergent, then the two series in (59) and (60) both
converge. Furthermore, note that every term of these series is positive. Hence, by using
Theorem 4, g(x) and h(x) are minimal g-completely convex functions on [0,1]. Since
f(x) = h(x) — g(x), the proof is complete. []

6. Conclusions

We introduced the class of g-completely convex functions in the interval [0, 4], with
the functions satisfying the inequality

(=1)"D2f(aq") >0 ({n,k} € No))

This class of functions is a generalization of the class of completely convex functions
introduced by Widder [10]. First, we presented some properties of a g-completely convex
function, and then we proved that such a function could be expanded in a convergent
g-Lidstone series:

9= 3 [0 f(0)40(3) = D2, F OB (5]

Furthermore, we obtained a necessary and sufficient condition for a function f(x)
to have an absolutely convergent g-Lidstone series expansion by introducing the class of
minimal g-completely convex functions.
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1. Introduction
Denote by A function collections that have the style:

flz)=z+ i a,z", z €D, 1)
n=2

holomorphicin D = {z : |z| < 1} in the complex plane C.

Further, present by S the sub-set of A including of univalent functions in ID fullfiling
(1). Taking account the Koebe % theorem (see [1]), each f € S has an inverse f~! with
the properties f~1(f(z)) = z, forz € D and f(f~(w)) = w, with |w| < ro(f), where
ro(f) > 1. If f is of the style (1), then

FHw) = w— ayw® + (Za% —ag)w3 - (511% — Sapa; +a4>w4 +--, Jw| <ro(f). (@)

When f and f~! are univalent functions, f € A is bi-univalent in D. The set of
bi-univalent functions can be expressed by X. The work on bi-univalent functions have
been brightened by Srivastava et al. [2] in recent years. The following functions can be
examplified for functions in the set of bi-univalent.

1 log ( 1+ z)
2 1-z)°

Although Koebe function is not an element of bi-univalent set of functions, the X is not
null set.

Later, such studies continued by Ali et al. [3], Bulut et al. [4], Srivastava et al. [5] and
others (see, for example, [6-18]). However, non decisive predictions of the |a;| and |a3]

and

1—-2z2’

—log(1—z)
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coefficients in given by (1) were declared in different studies. Generalized inequalities on
Taylor-Maclaurin coefficients

|an| (neN; n=3)

for f € X has not been totally solved yet for several subfamilies of the X.

|as — pa3| of the Fekete-Szegd function for f € S is well-known in the Geometric
Function Theory.

Its origin lies in the refutation of the Littlewood-Paley conjecture by Fekete-Szego [19].
In that case, the coefficients of odd (single-valued) univalent functions are bounded by unity.

Functions have received much attention since then, especially in the investigation of
many subclasses of the single-valued function family.

This topic has become very interesting for Geometric Function Theorists (see for
example [20-25]).

The generator function for Laguerre polynomial L;) () is the polynomial answer ¢(7)
of the differential equation ([26])

¢" + (147 —1)¢' +np =0,

where v > —1 and #n is non-negative integers.
The generating function of generator function for Laguerre polynomial L; (T) is ex-
pressed as below:

Hy(t,2) = Y Li(1)2" = 6
n=0

(1 . Z)’H-l 4

where T € R and z € D. The generator function for Laguerre polynomial can also be
expressed given below:

2n+1+9—-1 n+y
Y _ v Y
Ln+1(T) = o Li(t)— n+1Ln_1(T) (n>1),
with the initial terms
2
T +1 +2
Li(t)=1, L{(t)=14+y—-1 and LZ(T):Y—(’Y-FZ)T-F % 4)

Simply, when = 0 the generator function for Laguerre polynomial leads to the simply
Laguerre polynomial, L9 (7) = L, (7).

Let f and g be holomorphic in D, it is clear that f is subordinate to g, if there occurs
a holomorphic function w in D such that w(0) = 0, and |w(z)| < 1, for z € D so that
f(z) = g(w(z)). This subordination is indicated by f < g. Moreover, if g is univalent
in D, then we have the balance (see [27]), given by f(z) < g(z) <= f(D) C g(D)and
£(0) = (0).

The (p, q)-derivative operator or (p,q)-difference operator (0 < g < p < 1), for a
function f is stated by

Dpaf(e) = D=L e =D (o))

and
Dypqf(0) = '(0).

More information on the subject of (p, g)-calculus are founded in [28-33].
For f € A, we conclude that
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where the (p, g)-bracket number or twin-basic [1], 4 is showed by

n—2 n—3_2

p'—q" 2 1
— 4+ pg" 9" (p#a),

nlpq = =p" T+ +
(1]p.q p—q P P+ p

which is a native generator number for g, namely is, we get (see [34,35])

. 1—¢q"
lim = = .
p1 17[11],0,6, an =g

Obviously, the impression 1], 5 is symmetric, namely,

[n]p.g = [n]g,p-

Wanas and Cotirla [36] presented W g » : A — Aknown as (p — q)-Wanas operator
showed by
0 0
> > Tn a B)lp
W = ( ﬁ”nq) anz" =z + P 2",
tx,ﬁ,p,q ; &, IB)]IW " Z &, ﬁ)]p,q !
where

and

Remark 1. The operator W

T

=1 T

=1

¥alon,) = 3 (1) (0T ), e p) = 1 () (17 4 ),

v €RBeERS witha+p>0n—-1eNoreNeN,0<g<p<landzeD.

2 B,p,4 is a generalized form of several operators given in previous

researches for some values of parameters which are mentioned below.

1.

10.

Forp=0c=B=1,0=—v,R(v) > land a € C\ Z, , the operator Wg’gp , decreases to

the g-Srivastava Attiya operator Jg . [37].

Forp=0c=p=1,0= —1anda > —1, the operator ng,p,q decreases to the q-Bernardi
operator [38].

Forp =0 =wa = = 1and 06 = —1, the operator Waﬁpq
operator [38].

Fora = 0and p = o = B = 1, the operator W’ g pg decreases to the g-Siligean operator [39].

Forq — 17 and p = o = 1, the operator ng - decreases to the operator Ig’ﬁ was
presented and studied by Swamy [40].

Forq— 1 ,p=0c=p=10=—v,R(v) >1lands € C\Zo,theopemtorwggpq
decreases to the operator |, was presented by Srivastava and Attiya [41]. The operator J! is
well-known as Srivastava-Attiya operator by researchers.

Forq — 17, p =0 =B =1and a > —1, the operator ngpq decreases to the operator

decreases to the g-Libera

19 was presented by Cho and Srivastava [42].

Forq — 17, p =0 = a = B =1, the operator ngp decreases to the operator 19 was
presented by Uralegaddi and Somanatha [43].

Forq —1",p=c=a=p=10=—Cand¢ >0, theopemtorwg’ﬁ, pa
the operator I¢ was presented by Jung et al. [44]. The operator I¢ is the Jung-Kim-Srivastava
integral operator.

Forg —1",p=0c==10=—-1anda > —1,theopemtorWa’/5pq

decreases to

decreases to the
Bernardi operator [45].
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11. Forq —17,a=0p=0 =B =1and 0 = —1, the operator Wo‘cf,'g,p,q decreases to the
Alexander operator [46].

12. Forq — 17, p=0c=1a =1—Bandt > 0, the operator Wlfﬁp,q decreases to the
operator Dz was presented by Al-Oboudi [19].

13. Forq — 17, p=0=1a =0and B =1, the operator Wg’gm decreases to the operator
S% was presented by Siliagean [47].

2. Main Results

Firstly, We start to present the classes Wx(7,d,A,0,0,a,B,p,q;h) and Kz (¢, p, 0,0,
, B, p,q; h) given below:

Definition 1. Suppose that 0 <1 <1,0 <A <1,0 < < 1and h is analytic in D, h(0) = 1.
f € Xisin the class Wyx(11,6,A,0,0,a, B, p, q; h) if it provides the subordinations:

0,0 N\ o,0 ! o0 " A
z (Wa,ﬁ,p,qf(z)) (1 _ 5) Z(Wa,ﬁ,p,qf(z)> tol1a Z(Wa,ﬁ,p,qf(z)) ~ h(z)
0,0 0,0 !
Weppaf (2 Weppaf (2 (W,,‘Z’g,p,qf (Z)>

and

/ , " A
(w(wi'gmrqfl(w)) )U {(1 - 5)w(WZ'g,pﬂf*1(w)> +0 (1 + w<wi'glnrqf71(w)> )] < h(w),

Webpal (@) Webpal (@)

where f~1 is given by (2).

Definition 2. Suppose that 0 < ¢ < 1,0 < p < 1and his analyticinD, h(0) = 1. f € Lisin
the class Kx.(&,p,0,0,, B, p,q; h) if it provides the subordinations:

Z(Woig,p,qf(z)>,

(1 - g) 0 0 7
(1= p)WEh o f (@) +pz(WIE, £(2))

(Mehaf @) +2(Weh,0f ()
(el @) (125

=< h(z)
and /
0
w (Wi paf (@)
!
(1= PYWES , of 1)+ (WIEF 1 (w))
0,6 -1 ! 0,0 -1 "
(W”"ﬁfl’"if (w) ) + w(wﬂé,ﬁ/p,qf (w)) < h(w)
/ 1" ’
(sz,g,p,qf_l(ww + Pw(wiﬁ,p,qf‘l(m)

where f~1 is given by (2).

(1-2¢)

+¢

Theorem 1. Supposethat 0 <5 <1,0< A <1and0 < <1 If f € X of the style (1) be an
element of class Wy (17,8,A,0,0,a, B, p,q; h), with h(z) = 1+ e1z + epz> + - - -, then

. (7+A@+ 1) [Ya(o, 2 B gler] _ eg]

100, )L, 0
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and ) )
: er| |e2  ¢eq er| |2 (24 @)ey
< = <~ T 1 _ <~ @ rsz 1
|as] _mm{max{'A AT 2A },max{‘A 1A A , (5)
where
a — (4+A(6+1) [F2 (0,0, B)19 4
[¥1(0xB8)15,4 !
_2(p4A(20+1) [F3(0a,B)]Y,
A = [¥1(0a,8)]5,4 - ©
=) +A+1) 25+ (A=1)(6+1)) —2(7+A(35+1))][¥2 (0,0, 8) |2,
¢ = ILACTYIEA ‘

Proof. Assume that f € Wx(1,9,A,0,0,a, B, p,q;e1;e2). Then there consists two holomor-
phic functions ¢, ¢ : D — D showed by

0(z) =rz+n 4+ (zeD) )

and
P(w) = sjw + spw* +s3w° + -+ (weD), 8)

with ¢(0) = (0) =0, |¢(2)| < 1, [¢(w)| < 1,z,w € D so that

AN/ / 1" A
Z(Wotcr,'g,p,qf(zn 15 Z(Wi'g,p,qf(z)) sl z(WD‘Z’g,p,qf(z»
Webpaf ) Webpaf ) (Wes @)
=1+eg(z) + e (z)+ ©)

and

WEpal @)

/ / " A
(w(wvzg/wf_l(w)) )W (1 —«S)W(W"(‘T’g”’"?f_l(w)) +5(1 + w(Wyg .S @) )]

(Wegpaf 1)
=1+eyp(w) +eap?(w) +--- . (10)

Unification of (7), (8), (9) and (10), yield

A/ ’ " A
(Wbl @) | |y 2 (Meinaf@) ([ 2Rl @)
o0 B o,0 /
Wlx,ﬁ,p,qf(z) th,ﬁ,p,qf(z) (Wg”g,p,qf(z))
=1+erz+ {elrz + leﬂ 24 (11)

and

I\ / " A
w(Wep, 7 (@) . (W, () e w(WE F (@)
Wi paf (@) Wi paf (@) (Wet 1)

=1+e59w+ [6152 + ezsﬂ wr (12)
Itis clear that if |¢(z)| < 1 and |¢(w)| < 1,z,w € D, we obtain

ri| <1 and |[sj| <1 (j €N).
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Taking into account (11) and (12), after simplifying, we find that

(1 +A0+1)[¥2(0 0 B)5 4

10,0, B0, ap = eqry, (13)

207 +A(20+1))[¥s(0, 4, B))5 4
[¥1(c,a,B)1,,
N [ =1)+ A6 +1)(27 + (A = 1)(3+1)) = 2(y + A(36 +1))][¥2(0, &, )12, ,
2[¥1(o, &, B)I3, ¢

= ey + o1, (14)

as

AS+ 1) [¥a (0, o, B)]E

and

2(77 + A(Z(S + 1))[‘?3(0’,0&,‘3)]9,
[¥1(0,0,8)]5,, (25 as)
N [ = 1) + A6 +1) (25 + (A = 1) (8 +1)) — 2(5 + A(36 +1))][¥2(c, &, B)]5, 2
2[¥1(0,, B)1%,
=15y + ezs%. (16)

If we implement notation (6), then (13) and (14) becomes

Qay, =eir;, Aaz+ (pa% =e1ry + ezr%. (17)
This gives
A e e\ »
=r+(=- )2, 18
e = "2 (61 QZ ) " ( )

and on using the given certain result ([48], p. 10):
Ir2 — prf| < max{1, [pl} (19)

forevery u € C, we get

o las| < max{l, Z—zf % } (20)
In the same way, (15) and (16) becomes
—Qay =eys1, A(2a3 — a3) + @a3 = e1so + ezs%. (21)
This gives
— 2013 =5y + (Z — W)s? (22)

Applying (19), we obtain

e (2A+¢@)eg
las| < max{l, a v

€1

}. (23)

If we take the generating function L} (7) given by (3) common generalized Laguerre
polynomials as h(z), then from the equalities given(4), we get e = 1+ vy — 7 and

Inequality (5) follows from (20) and (23). O

ey = 772 —(v+2)t+ w We obtain following corollary from Theorem 1.
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Corollary 1. If f € X given by style (1) is in the family Ws.(1,6,A,0,0,a, B, p,q; Hy(T,2)),
then
(1 +AE+D))[Fa(ea )l +r =7 _ [147—1]

laz| < [\111(0'/“/,3)}?7,17 o

and

1 _
laz| < min{max{‘ ot

A
1+9—71
max{ ’ A

%2 —(vy+2)t+ 7(7“)2(7“) (p(l—i—fy—”r)2

A O2A

7

!
i

forally,A,é6s0that0 <5 <1,0<A<1and0 < <1, where ), A, ¢ are given by (6) and
H, (7, z) is given by (3).

T (y+2)r+ IR o8 4 o)1 4y — 1)

A O2A

7

Theorem 2. Suppose that 0 < & < 1and 0 < p < 1. If f € X of the style (1) be an element of the
class Ks.(&,p,0,0,a,B,p,q; ), with h(z) = 1+ e1z + epz> + - - -, then

o] < EFDO=DE0 0 B el e

10, B)1G, Y

and
e (20 + )()e%

(o Y2P

(%) Xel

2
2 X maxd |2
® Y|’ ol

7

)

20 (A-p) [P,
O 71y (25)

. e
< _—
|Ll3| mm{max{‘

v — E0-pMaeapl,
Wi@ably,

where

_ @)D aoap),
[Tl (‘7'/“/:3) %7?4

Proof. Assume that f € Kx(&,p,0,0,a,B,p,q;e1;e2). Then there consists two holomorphic
functions ¢, ¢ : D — D such that

RS L) M U L) U S
(1= Wil )+ pz(WIE,, 0 @)\ (Wigaf @) +ex(Wi,, /)
=14 e1p(z) +epp?(z) + - - 26)

and

w(Wihyaf (@) o[ (Pepas ) (W )
(1= W, f 1) + oo (Weh, @)\ (Woa, 1)) +pw (WS, f 1))
=1+ep(w) + exp?(w) + -+ -, (27)

(1-9¢)
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where ¢ and ¢ given by the style (7) and (8). Unification of (26) and (27), serve

.0 ! o0 / of "
(1 - C) Z<W’X"B’p,qf(2)> + <W“',Brptqf(z)) + Z(Wﬂc,ﬁ,p,qf(z)>
! 4 77
(=W () 02(WE 0 fD) \ (Wi pf ) +2(W50f )
=14eriz+ [617‘2 + ezrﬂ zz 4+ (28)
and

w(Wigpf () o Weha @) (Wi )
(=W )+ pro(WEE o 1))\ (W05 a1 (00)) oo (WG 1))

=14es7w+ |:€152 + 625%} w? + - (29)

1-9¢)

Itis clear that if |¢(z)| < 1 and | (w)| < 1,z,w € D, we obtain
’1’]‘ <1 and ’S]’ <1 (] € N)
Taking into account (28) and (29), after simplifying, we find that

(€ +1)(1—p)[¥2(o 0 B))5 4
[¥1(0,a, B)]} g

226+ 1)(1 - p)[¥3(0, 2, B, (28 +1) (0 — 1) [¥2(0, &, )]
[¥1(o, "‘/,B;?;q Hlas + ¥ (o, [,CI'B)Z]%% pqa% =ejry + 627’%/ (31)

(€ +1)(1—p)[¥2(o,w B)l5,

ap = e1r, (30)

- ay = e181 (32)
[¥1(o,a B)]5,
and
220 +1)(1—p)[¥s(o, 2 B)lpg 1, » (28 +1)(* = 1) [¥a(o, 0, B3y
3 (2&2 — ﬂ3) + 20 az
[1111(0', X, .B)]p,q [\111(0', &, ;B)}p,q
=e15 + 625%. (33)
If we implement notation (25), then (30) and (31) becomes
Yar = eyry,  Daz+ xa3 = e1ry + exr1. (34)
This gives
P e Xxer\ o
aﬁS =17 —|— (31 — Y2>7’1, (35)
and on using the given certain result ([48], p. 10):
|2 — pr}| < max{1, ||} (36)
forevery u € C, we get
o e xe
In the same way, (32) and (33) becomes
—Yay = e;151, <I>(2a% —a3)+ Xa% =e15y + 625%. (38)
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This gives
o 2®

T AR } (40)

If we take the generating function L, (T) given by (3) common generalized Laguerre
polynomials as h(z), then from the equalities given(4), we gete; = 1+ —7Tand e; =

Applying (36), we obtain

€1

lag| < max{l,
€1

Inequality (24) follows from (37) and (40). O

%2 —(v+2)t+ w We obtain following corollary from Theorem 2.

Corollary 2. If f € X of the style (1) be an element of the class Kx.(¢,p,0,0,a,B,p,q; Hy(T,2)),
then
E+D)A—p)[Fa(ea Bl +r =7 _[147-71]

laz| < [‘111(0'/“/,3)}?7,17 Y

and

las| < min{max{

1+y—71
max{‘ D

%2 —(y+2)t+ 7(7“)2(%2) x(1+v— 7)2

(O Y2P

1+y—71
)

7

!

T~ (y+2)r+ O 0@ 4 (149 — 1)

o Y2P

7

i

forall ¢,ps0that0 < ¢ <1and0 < p <1, where Y, ®, x are introduced by (25) and H,(7,z) is
given by (3).

We investigate the “Fekete-Szego Inequalities” for the families Ws. (17,6, A, 0,6, a, B, p, q; h)
and Kx (¢, p,0,6,a,B,p,q; ) in next theorems.

Theorem 3. If f € X of the style (1) be an element of family Wx.(1,6,A,0,0,a, B, p,q; h), then

&, (EA—g)e }m {1, }}

€1 @)
forallC,n,A,6suchthat e R,0<1n <1,0<A<1and0 < <1, where (), A, ¢ are given
by (6) and eq, ey, ap and a3 as defined in Theorem 1.

le1 ]

‘ﬂ?)*éa%‘ < min{max{l, e (2A+¢—TM)e

€1 02

1
A

Proof. We implement the impressions from the Theorem 1’s proof. From (17) and from
(18), we get
el e (CA— @)
a3 — (a3 = A(rz—i- (el—i-Qz r%
by using the certain result |r, — ur3| < max{1, ||}, we get
In the same way, from (21) and from (22), we get

e (&2 —g)a
a3 — (a5 = —el(sz+ (62 _ (2A+4’—§A)61>S%>

2
_ < 1L 1
laz — Caz| < A max{ ,

e (
€1 + 0?2
A €1 02
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and on using [s, — ps?| < max{1, |u|}, we get

leq] e 2A+¢—ClA)ey
|las — ga3] < A max 1, o oY

b

O

2
‘ﬂ3—§ﬂz‘

Corollary 3. If f € X of the style (1) be an element of Ws.(1,6,A,7,6,a, B, p,q; Hy(T,2)), then
2 (r+1)(v+2)
T+y—1_. T-(r+2)t+ (A=) +7—1)
< zZ T o !
< A min<{ max< 1, e + oz

max{ 1, } },
foreach {,n,A, 6 suchthat e R,0<y <1,0< A <1and0 <6 <1, where (), A, ¢ are given
by (6) and H, (7, z) is presented by (3).

T - (r+2)r+ TR 049 A1+ 1)

1+y—-71 02

Theorem 4. If f € X of the style (1) is in the family Kx.(¢,p,0,0,a, B, p,q; h), then

@0} s, 1,

YZ
forall ¢, ¢, psuchthat { € R,0<¢ <1and0 < p <1, whereY, D, x are given by (25) and e;,
ey, ay and as as defined in Theorem 2.

e (2P+x—(P)e
e1 Y?

‘llg — gagl < % min{max{l,

e
-+
€1

Proof. We implement the impressions from the Theorem 2’s proof. From (34) and from

(35), we get
a3 — a3 = 2L (1’2 + <e2 + M)ﬁ)

6 €1 Y2
In the same way, from (38) and from (39), we get

by using the certain result |r, — ur?| < max{1, ||}, we get
.o @ e (2P+x—C{Per
az — fay = > (sz + (61 Y2 51

(CP — x)er

2y o leal
lag — Caz| < cI)max{l, v

e
— +
€1

and on using [s, — ps?| < max{1, |u|}, we get

la — a3| < |2|max{1,

e 20+ x—(Pe
€1 Y2

b
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Corollary 4. If f € X of the style (1) be an element of Kx(¢, p,0,60,a, B, p,q; Hy(T,2)), then

‘ag—ga%’
2 1 2
B T N (O O L N (4 B 1 e ek
- o] ’ 1+y—71 Y2 ’

5 -+ 2+ T b4 x - 1@) (147 - 1)

1+y—-1 Y2

mox{ 3

foreach ¢,¢,psuchthat € R,0<¢ <1and0 < p <1, whereY,®, x are given by (25) and
Hy (7, z) is presented by (3).

3. Conclusions

The main aim of this study was to constitute a new classes W, (1,6, A,0,0,a, B, p,q; h)
and Ky (&, p,0,0,a,B,p,q;h) of bi-univalent functions described through (p — q)-Wanas
operator and also utilization of the generator function for Laguerre polynomial L} (), pre-
sented by the equalities in (4) and the producing function H, (7, z) given by (3). The initial
Taylor-Maclaurin coefficient estimates for functions of these freshly presented bi-univalent
function classes Wk (1,6,A,0,60,a,B,p,9;h) and Kx (¢, p,0,6,a, B, p,q; h) were produced
and the well-known Fekete-Szego inequalities were examined.
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Abstract: The paper introduces a new family of analytic bi-univalent functions that are injective and
possess analytic inverses, by employing a g-analogue of the derivative operator. Moreover, the article
establishes the upper bounds of the Taylor-Maclaurin coefficients of these functions, which can aid
in approximating the accuracy of approximations using a finite number of terms. The upper bounds
are obtained by approximating analytic functions using Faber polynomial expansions. These bounds
apply to both the initial few coefficients and all coefficients in the series, making them general and
early, respectively.
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1. Introduction

A Faber polynomial is a sequence of polynomials used to approximate an analytic
function on a compact set. It is named after the German mathematician Georg Faber, who
introduced the Faber polynomials in 1903 [1]. The Faber polynomial of degree # for a given
analytic function f is defined as the unique polynomial P,(z) of degree n that interpolates
f atits first n 4- 1 distinct zeros, counting multiplicities, on the compact set. The sequence
of Faber polynomials is known to converge uniformly to f on the compact set, and the
convergence rate is related to the smoothness of f. Faber polynomial expansions are often
used to obtain upper bounds on the Taylor-Maclaurin coefficients of analytic functions.

Q-calculus is a branch of mathematics that generalizes and extends calculus by intro-
ducing a new parameter g, which is a complex number or a variable. Jackson [2] pioneered
and systematically developed the application of g-calculus. It has applications in various
fields of mathematics and physics, such as number theory, combinatorics, quantum mechan-
ics, and statistical mechanics. In g-calculus, basic concepts, such as derivatives, integrals,
and functions, are modified to incorporate the parameter 4. For instance, the g-derivative is
defined as the difference quotient involving g-analogs of the usual derivatives. Similarly,
the g-integral is defined as the g-analog of the Riemann integral. Q-calculus also includes
g-special functions, such as g-binomial coefficients, g-factorials, and g-hypergeometric func-
tions, which play significant roles in various areas of mathematics and physics. Overall,
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g-calculus provides a powerful tool for studying and solving problems involving discrete
and quantum systems.

Fractional calculus operators have found extensive use in the description and reso-
lution of problems in applied sciences, as well as in geometric functions, as noted in [3].
Fractional g-calculus is an extension of ordinary fractional calculus and has been applied in
a range of areas, including optimal control problems, solving g-difference and g-integral
equations, and ordinary fractional calculus. To learn more about this topic, one can refer
to [4] and recent papers, such as [5-7].

2. Preliminaries

Let A denote the set of analytic functions that can be expressed in the following form

() =n+ Y an*, (o €C), )
k=2

and are defined in the open unit disk V. = {5 € C : |y| < 1}. Within A, there is
a subfamily S that consists of univalent functions in V. Additionally, let P denote the
subclass of analytic functions in V that satisfy the inequality Re(¢(#)) > 0 and are of
the form

p(n) =1+ kZ Pu™, @)
=1

where |@i| < 2. Caratheodory’s Lemma (refer to [8]).

In the context of analytic functions defined in the open unit disk V, we can define
a relationship between two of such functions, ®; and ®,, known as “subordination”.
We note that ®; is subordinate to ®;, denoted by ®; < &, (y € V), if there exists a
Schwarz function:

() = i mn,  with ¥(0) =0 and (1) =1,
k=1

such that
®1(n7) = @a(y(n)), for (7€ V).

In other words, ®1 can be expressed as a composition of ®, with a certain conformal
mapping §(17), where ¢(17) maps the unit disk to itself and satisfies certain conditions. This
notion of subordination is described in [9].

Koebe’s one-quarter theorem, named after Paul Koebe, is a result of the complex
analysis, which states that if a biholomorphic mapping f maps the unit disk V onto a
domain D in the complex plane, then the image of each tangent disk to V under f contains
a disk of radius % of the radius of the tangent disk. In other words, if zo € V and r > 0 is
such that the disk B(zo, r) is tangent to V at some point, then f(B(zo,r)) contains a disk of
radius %r.

It is a well-known fact that, as per Koebe’s theorem, for any ® € S, the image of the
open unit disk under ® satisfies ®(V) > %. Moreover, every univalent function ® has an
inverse function ®~!, which is defined by the following properties:

1. Forn eV, o Yo(y) =1

2. Forp € D(0,rp), where ry > 1 is a positive constant. Then, ®(®~1(p)) = p. Here,
D(0, rp) denotes the open disk centered at the origin with radius ry.

The inverse function ®~! can be expressed as a power series of the form:

h(p) = @ (p) = p — 020 + (205 — 03)p° — (503 — 50203 + 04)p* + ... . 3)
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Here, gi’s are the Taylor coefficients of ® in the power series expansion of ®(7), which
is given by (1), and h(p) is the inverse function evaluated at p.

Netanyahu [10] improved this bound to |0,| < %. On the other hand, Brannan and
Clunie [11] improved Lewin’s [12] result and they showed that |0;| < V2.

Some examples of functions in the class X are

_ _ _ _ 1 (1t
@10) = 1L, @a(g) = ~log(1—1) and @a(g) = log( 11 ).
The inverse functions that correspond to these:
20 1 01
1y P ~1/.y _ ¢ ~1.y_ ¢

are also univalent functions. Thus, the functions ®1(¢), ®»(0), and P3(0) are bi-univalent
functions.
However, it is well-known that the Koebe function of the form

9
Q1) = ——5
(1-0)?
is not in the class . For more details, we refer to [13].
We emphasize that, as in the class S of normalized univalent functions, the convex
combination of two functions of class £ need not be bi-univalent. For example, the functions

Ui

_ U
1) =3, and ¢2(1)

:1+i17

are bi-univalent but their sum ¢ + ¢, is not even univalent, as its derivative vanishes at
%(1 +i). However, the class X is preserved under a number of elementary transformations.

Several subclasses of bi-univalent functions have been investigated and introduced by
various authors, including Srivastava [13]. The class of bi-univalent functions in V given
by (1) is denoted by X.. Other different subclasses of X have also been studied by many
authors (see, for example, [14-35].

The significance of Faber polynomials in geometric function theory was demonstrated
by Schiffer [36]. However, there are only a few articles in the literature that use the Faber
polynomial expansion to determine the early and general coefficient bounds |g| for bi-
univalent functions. Consequently, very little is known about the general coefficient bounds
ok for k > 4, due to the unpredictable nature of the coefficients of both ® and ®~! when
bi-univalency is required (see, for instance, [37-44]).

The coefficient of h(p) = ®!(p) of the form (3), can be expressed using the Faber
polynomial expansion as:

- ©1
h(p) =@ (p) = p+ ) £K:*1(02,03, 04, )0,
£=2

where
T J:f!)(!ﬁ VLA e ﬁi)"(,g TR
e JE;;)(!‘E % et G jE;f])"(ﬁ —5i% st (—£+2)e3] @)
T JS;;)(’E 5 058106 + (—2£ + 5)0304] + §7 s
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where Vi denotes a function such that 7 < X < £. It can be expressed as a homogeneous
polynomial of degree R in the variables 07, 03, ..., 0¢. All of the pertinent details can be
found in [41].

In particular, the first three terms of Kgfl are given below:

1__
§K12:_QZ

1
5K23:295—Q3

1,
156 * = —(503 — 50203 + 04)-

In general, for any £ € N, an expansion of the Faber polynomial is given by [45],

£l

£E-1),, &
E—x+D)(x—1)!

> B e

EEL ()

KE | = Lo+
where Ei_l = Ef_l(gz, 03,...), and by [45],

f(02)"( Q3) - (@)t
, £<x),
;2 1! po! foll ( )

,1(@2/ Q?)/ . '/QK

while g1 = 1, the sum is taken over all nonnegative integers y1 y2 ... yy, satisfying

‘ul—i—yz—i——f—y,(:m

2+ .o+ (k= Dpyeg =x— 1.

Evidently,
EK:% (QZr 03/, QK) — 95—1,
or, equivalently, by [46]

m1(02)"*(03)" ... (0x)"*
73,00 = ’ £ S K),
Ex(ez s ox) ; prlpa! o ! ( )
while g; = 1, the sum is taken over all nonnegative integers uy yy ... p, satisfying

P+ 2p2 + o (= Dpe1 + (6)pe = K.

It is clear that
Ex(02,03,--.,0¢) = Eq

where the first and last polynomials are
EX = of and E! = o4.

The concept of g-calculus was first introduced by Jackson in a systematic way, and
it has since been studied by many mathematicians [47-50]. In this article, we introduce
some key concepts and definitions of g-calculus, assuming 0 < g < 1. Some of these
concepts include:

70



Axioms 2023, 12,512

Definition 1. The 5|, denotes the basic (or q—) number, where 0 < q < 1 is defined as follows:
1=g)1-q)~" , # € C\{0}

0 , =0
[’{]q:

k-1 .
P44+ +q+1=Y 4, x=keN,
i=0
k
It is obvious from Definition 1 that lim [k]; = lim 11%" =k
qg—1- qg—1- 1
Definition 2 ([51]). The g-difference operator (or g-derivative) of a function f is defined by

() =P (q1)
= neC\{0}
9 (@(1)) =

1 n=0.

We note that lir? 9;P(n7) = @' (1) if  is differentiable for all € C.
=1

One can easily see that
[e0]

3q{ Y. an”‘} =Y ko', (keNnyeV), (6)
k=2

k=2

35{ Y Qk’?k} = dg (851{ Qkﬂk}> = ox[kls!,  (keN). @)
k=2 k=2

In 2019, Alsoboh and Darus [48] introduced the g-derivative operator

Y;?l,ﬂ,%& :A— A as:
YV @) =2+ kiz O, ®)
where
0l = [(r-8)(B— w1y~ 1) +1] ©)
and (u,B,7,6 > 0,7 >6,>ul € No,y € V).
Lemma 1 ([52]). Let the Schwarz function w(1) be given by
w(n) =win +wm? +wspP + .. wt+... (1 eV);
then
lwi] <1,
[wa] <1 = Janf?, (10)

s — te?] < 1+ (|t] = Dl 2
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3. Class Déq X 6, v m9)
In this section, we define and study a new subclass of bi-univalent functions in an open
unit disk that has symmetry, using the derivative operator y! ®(77) of the form (8)

e
and the principle of subordination, as follows:

Definition 3. For u,3,v,6 > 0, v > 6,8 > pand k € Ny, a bi-univalent function ® of the
form (1) is in the class D[zq (X, 6,7, w; @) if it satisfies the following subordination conditions:

Yo ®01)
(1 —x)””m#"’ +xanf,f)’,3,,s,wq>(i7) <o), (eVix>1), (11)
and Ne o)
(1- X)W + X0 Y 50 sh(0) < @(p), (0 € Vix > 1), (12)
where h(p) and Y‘(f; 57, 5O (1) are defined by (3) and (8), respectively.

Example 1. A bi-univalent function f of the form (1) is referred to as being in the class
D%q (x, 6,7, 1; ¢)= Dx(q; x, ), if the following conditions of subordination are met:

(1 x)q’ff’) L x2,@(n) < o(1), (7€V),

and

(1- x)’l(p") T x9gh(p) < p(0), (o€ V),

where h(p) is defined by (3). This class was introduced by Altinkaya and Yalcin [37].

Example 2. A bi-univalent function f of the form (1) is referred to as being in the class lim D%q

qg—1-
(X, 0,7, 1;¢) = Re(x, @), if the following conditions of subordination are met:

a —x)q’f]’” L x@m) <o), (1€V),

and "
a —x)if” L x(h(@)) < plo), (0 EV),

where h(p) is defined by (3). This class was introduced by Kumar et al. [53].

4. Coefficient Bounds of the Class ng X 6, v m9)

The following theorem provides an estimate of the bounds of the coefficients for
functions of class ng (X, 6,7, 1; ¢). The theorem provides an estimate of the coefficients
ok for k > £+ 2 in terms of the parameters x,J,y, 4, and ¢, as well as the maximum
value of |¢/(t)| on the interval [0,1]. The proof of the theorem uses a method similar
to those employed by various authors, including Hussien et al. [54] and Altinkaya and
Yalcin ([55,56]).

Theorem 1. Let ® be given by (1). For x > 1,0 <a <1, (1,B,7,6 >0), vy > 6,8 > pand
keNy. Ifd e ng()(,é,’y,‘u;qo) and om =0;m=2,...,k—1, then

x| < 2(1_kq) i (k=456,.) (13)
]H(q—q )xHOk
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Proof. Since ® € Déq (x,6,7, 1; @) of form (1), we have:

(6)
Y 5<D(77) s _
(1= 20 = XD, @) = 1+ 1 (1 21— [Kl) ) O™ (14)
k=1

and for h = ® 1, we have

v

8,70 (p) _
(1= ) =2 DY s _1+Z(1f (1~ [Kl) ) Qb

(15)
=1+ Z (1— (1- [k ))QZ (k 102,03, /Qk))Pk_lf

where Qf( and Kﬂﬂ‘l are given by (4) and (9), respectively.
Since ®,d1 ¢ ng (X, 6,7, 1; ¢). Then, by using the definition of subordination, two
Schwartz functions exist,

=Y Jn* and o(p) = Y Twp®,
k=1 k=1

which are analytic in V, such that

()
Y (1)
pluln) = (1= )~ DY (), (1€ V) (16)
)
Y h(p)
p(0(p)) = (1)~ P2 oDy hp), (e V), 7)
where .
ou(m) =1+ Y Y oeEL(31, o, ..., T . (18)
k=1/=1
and .
e(v(p) =1+ Y Y ocEp(Th, o, .., e (19)
k=1/¢=1
From (14), (16), and (18), we have
k—1
(1 —x(1- [k]q))ﬂﬁ(’k =Y oE\ (T de) (n>2), (20)
/=1

Similarly, from (15), (17), and (19), we have

k-1
(1= x(1 = [K])) Okt = ¥ kBl 1 (T, oo, Tin) (k> 2), 1)
=1
by the given assumption
om=0 (2<m<k-1),

which is equivalent to
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and from Equations (20) and (21), we have by = —gx and so

(1-x(1 - [Kp) Ofow = 131,

(22)
(1= x(1 = [Kly) ) Ofox = =1 T 1.
Taking the absolute value for Equation (22), we obtain
|Q]k| < |(P1||Jk71|
(a1 - [k )0
* T (23)
[Pl T

B (1= x(1 - y)) 04 et

Using Caratheodory’s Lemma, we obtain

This completes the proof of the theorem. [J

In the next theorem, we estimate the initial coefficients of the functions from the
indicated class ng (X, 6,7, 1 9).

Theorem 2. For x > 1,0 < a < 1, (4,B,76 > 0), v > 6, > pand k € ko, if
D c Déq (X, 0,7, u; @) where ®(n) is given by (1), then we have the following consequence

2 2
lo2| < min , ,
W+x00%" 1+ x(q2 +4))0%

4 2 6
los| < min + , }
(1+xQ2+90%)*  (T+x(@+0)Q5" (1+x(g%+4))05
and

4
1+ x (Bl — 1))03]

IZQ%_QZ%‘ < |(

Proof. Replacing k by 2 and 3 in (20) and (21), respectively, we obtain:

(1-x(1-[209) Q%02 = 9171, (24)
(1—x(1—[3]y)) %03 = @112+ paci, (25)
(1—x(1-[2]9) Q%02 = —1 7T, (26)
and
(1= x(1 = [819) ) 4(203 - 03) = 1Tz + e} 27)
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From (24) and (26), we have 71y = —J; and

J l 2
loa| = @11 o= |17 g < e TRTS (28)
1-x-Rl|ag  [1-x( - 21|04 X 7)Y
Now, by adding (25) and (27)
2(1 - x(1 - [3])) 0463 = o1+ h) + pa(ch + &),
or, equivalently,
2
02| < : (29)
\/(1 +x(¢2+14)) 04
Next, in order to find the bounds of | g3/, subtract (25) from (27), we have
2(14x(18l; = 1)) Q403 — 63) = @1(32 = o) + pa(c} — ), (30)
or
2(14+ (Bl = 1)) O5(es — ) < @2(T — o),
-
R (3D)
2| (1+x(03); - 1) Q)
Equivalent to
-7
|Q3|§Q%+ |p2( 22 2)| -
2| (14 x(a®+9)) 04
Substituting the value g, from (29) and (30) into (31), one obtains
4 2
|Q3| < N2 + P
(L+x@+9%)"  (1+x(a+9)) 04
and 6
o3| < :
(14 x(q> +9)) 0%
Finally, from (30), by applying the Caratheodory Lemma, we obtain
2
(91t gady| 4 (32)

203 — 03] = < :
o xa By ]l - 1)y

This completes the proof of Theorem 2. [

5. Corollaries

The following corollaries, which roughly match Examples 1 and 2, are produced by
Theorems 1 and 2.
By putting £ = 0 in Theorem 1, we obtain the following corollary.

Corollary 1 ([37]). Let x > 1. A bi-univalent function ® given by (1) belongs to the class
Ds(g,x;9) (x> 1).Ifou =0,m=2,...,k—1. Then

2(1—gq)
ok < T (n>4).
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Applying the limit § — 1~ in Theorem 1 and considering the case when ¢ = 0, we
obtain the following corollary.

Corollary 2 ([37]). Let x > 1. A bi-univalent function ® given by (1) belongs to the class
Re(x,9)(x >1). Ifom=0,m=2,...,k—1. Then

2
lox| < T (n>4).

For k = 0 in Theorem 2, we obtain the following corollary.

Corollary 3 ([37]). Let x > 1. A bi-univalent function ® given by (1) belongs to the class
Ds.(g; x, ¢). Then

1) o2l < 55

4 2
@ el < g + iy

(3) |ZQ§ —03| < m
For k = 0 and g — 1~ in Theorem 2, we obtain the following corollary.

Corollary 4. A bi-univalent function ® given by (1) belongs to the class Ry (x, ¢)(x > 1). Then
1) ool < 12,

4 2
(2) o3| < m%—m.

6. Conclusions

This article investigated a novel subclass of bi-univalent functions, D! q9(x, 0,7, 1 9),
on the symmetry disk V. For functions belonging to each of these three classes of bi-
univalent functions, we calculated estimates for the upper bound of the Taylor-Maclaurin
coefficients of these functions in the aforementioned subset. By concentrating on the
variables employed in our primary findings, several additional novel findings were made.

The study of bi-univalent functions is an important and active area of research in
complex analysis and its applications. The investigation of this subclass provides deeper
insights into the theory and applications of bi-univalent functions. The results obtained in
this article can be generalized in the future using post-quantum calculus and other g-analogs
of the fractional derivative operator. Additionally, further analysis can be conducted to
explore additional subclasses and their characteristics.

Overall, this article contributes to the ongoing research in the field of complex analysis
by providing a detailed study of three important subclasses of bi-univalent functions.
Further research can be conducted to investigate more subclasses and their properties to
enhance our understanding of the theory and applications of bi-univalent functions.
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Abstract: It is very well-known that the special functions and integral operators play a vital role
in the research of applied and mathematical sciences. In this paper, our aim is to present sufficient
conditions for the families of integral operators containing the normalized forms of the Miller-Ross
functions such that they can be univalent in the open unit disk. Moreover, we find the convexity
order of these operators. In proof of results, we use some differential inequalities related with
Miller-Ross functions and well-known lemmas. The various results, which are established in this
paper, are presumably new, and their importance is illustrated by several interesting consequences
and examples.

Keywords: analytic functions; Miller-Ross functions; univalence; convexity; special functions;
univalent functions; integral operators

MSC: 30C45; 33C10

1. Introduction

Special functions are mathematical functions that lack a precise formal definition, yet
they hold significant importance in various fields such as mathematical analysis, physics,
functional analysis, and other branches of applied science. Despite their lack of a rigid defi-
nition, these functions are widely utilized due to their valuable properties and widespread
applicability. Many elementary functions, such as exponential, trigonometric, and hy-
perbolic functions, are also treated as special functions. The theory of special functions
has earned the attention of many researchers throughout the nineteenth century and has
been involved in many emerging fields. Indeed, numerous special functions, including
the generalized hypergeometric functions, have emerged as a result of solving specific
differential equations. These functions have proven to be instrumental in addressing
complex mathematical problems, showcasing their remarkable utility in various domains.
The geometric properties such as univalence and convexity of special functions and their
integral operators are important in complex analysis. Several researchers have dedicated
their efforts to investigating integral operators that incorporate special functions such as
the Bessel, Lommel, Struve, Wright, and Mittag-Leffler functions. These studies have
focused on examining the geometric properties of these operators within various classes of
univalent functions. By exploring the interplay between these integral operators and special
functions, researchers have deepened our understanding of the behavior and characteristics
of univalent functions in different contexts. It is noteworthy that contemporary researchers
in the field are actively pursuing the development of novel theoretical methodologies and
techniques that combine observational results with various practical applications. There-
fore, the primary objective of this paper is to investigate the criteria for univalence and
convexity of integral operators that employ Miller—Ross functions.

Axioms 2023, 12, 563. https:/ /doi.org/10.3390/axioms12060563 79
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K7’]1/772/~~-/77n;€1/§2/~~-/gn}n [hll hZ/ cecy hn] (P) =

Let A denote the class of analytic functions 7 of the form

n(p) =p+ ) avp”

v=2

in the open unit disk D = {p:|p| <1,p € C} and satisfy the standard normalization
condition:
7(0) = 0,/'(0) = 1.

We denote by S the subclass of A which are also univalent in D. A functionz € S is
convex of order §(0 < ¢ < 1) if the following condition holds:

3%(1 +° ;‘,/;g;)) > 0.

Forn € N:={1,2,3,...}, define
At = {(hl,hz,' .. ,Fln) thy € A,vo= 1,2,...,n}.

Forh, € A(v=1,2,...,n), the parameters #,,(, € C(v=1,2,...,n)and v € C, we
define the following three integral operators:

. n
jﬂ1,712,~~-/Un}gl,gzm-rgn}n}’Y . A A’

. n
Kopasecmir aeon * A r A

and
EWIr’72/---/77n;§1rCZ/---rCn;n;’)/ t AT — A
by
1/
ot T (1 (e (o (8)\ !
\7771,172,...,17”;&,§2,‘..,§n;n;7[hlz hZ/*- /hn](P) = ’)//0 £ H(hv(t)) T dt 7 (1)
k v=1

1/ (1458, 10)
] 2)

and

1/
P ., %

£’71,'72,---J7n;Cllgz’---,Cn;n;’Y[hllh2/"-rhn](P) = [7/() £ 11—[1(?1;1(”)17 (ehv(t)) dt] )

o=

Here, we need to note that, many authors have studied the integral operators (1), (2)
and (3) for some specific parameters as follows:

M) 00,000,000 Ty [, b, ... ] = F1 ST/ a1/ Tayy (Seenivasagan and Breaz [1]; see
also [2,3]);

2 jr]],172,...,77n;0,0,...,0;n;7 [hl/ fo,..., hn} = »Cm,112,...,;7”;0,0,‘..,0;11;7 [hlz ho,..., hn] = %77],172,‘..,7],1;’}’
(Breaz and Breaz [4]);

(3) ‘7771r”/lw--x’?n?oxon--ro}ml [hl’ hz’ R4 hn] = ‘67]1,1’]2,...,7’]n;0,0,...,0;n;1 [hll hZI ey hn] = H}h,ﬂz,...,ﬁn
(Breaz et al. [5]);

(4)  Ty0aalh] = Hy (Kim and Merkes [6]; see also Pfaltzgraff [7]);

®) ‘CO;C;l;"r (1] = QC (Pescar [8]);

©) Kyp,os00,.0mlt1, 112, Fin] = Gy, i, . .., iy (Breaz and Breaz [9]; see also [10]);

(7)  Kyoalh] = G1,4[1] (Moldoveanu and Pascu [11]).

Furthermore, the specific integral operators via an obvious parametric changes of
the classical Bessel function J,(p) of order v and of the first kind by Deniz et al. [12]
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were introduced and they worked on the univalence condition of the related integral
operators. In addition, the starlikeness, convexity and uniform convexity of integral
operators containing these equivalent forms of J, (p) were discussed by Raza et al. [13] and
Deniz [14]. Recently, some sufficient conditions for univalence of various linear fractional
derivative operators containing the normalized forms of the similar parametric variation
of ], (p) were investigated by Al-Khrasani et al. [15]. Moreover, the theory of derivatives
and integrals of an arbitrary complex or real order has been utilized not only in complex
analysis, but also in the mathematical analysis and modeling of real-world problems in
applied sciences (see, for example, [16,17]).

Inspired by the studies mentioned above, in the present paper, we work on some
mappings and univalence and convexity conditions for the integral operators given by (1),
(2) and (3), related to the following Miller-Ross function Eg 5, defined by

Eeo(p) = pe®v* (¢, 0p),

where 7* is the incomplete gamma function (see [18]).
Ez o (p) a solution of the following ordinary differential equation

D K e
y—oy= (§)€>

With the help of the gamma function we obtain the following series form of Ez ,(p):

¢ 0p)"
)=p Zr§+v+1)

where ¢,p € C.
The function E¢ ,(p) does not belong to the class .A. The normalization form of the
function E , is written as

= 0°T( 1
Beolp) = T(& + Do Egalp) = 1 i oo™ @

where ¢ > —1and ¢ > 0.

Recently, Eker and Ece [19] and Seker et al. [20] studied geometric and characteristic
properties of this function, respectively. Also, some problems as partial sums, coefficient
inequalities, inclusion relations and neighborhoods for Miller-Ross function were studied
by Kazimoglu [21,22].

We note that by choosing particular values for ¢ and ¢, we obtain the following
functions
6ef —30% —6p — 6

02

Ei11/2(p) = 2¢°/2 = 2,E51(p) =

and
4(2eP/2 —p— 2)

E;,(0) = eP/5F\fErfszuz(p) 5 ,

where Erf\/ﬁ is the error function.
Letg, > —1forv=1,2,...,nand ¢ > 0. Consider the functions Ee, 0 defined by

Ez,o(0) =T(Go + 1)P17§0E§U,Q(P)~
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{31,52,-‘-,511;9
Kﬂllﬂz,---,ﬂn;Cl,Cz,-

Using the functions E¢, , and the integral operators given by (1), (2) and (3), we define

C1,82/--/Cns0 C1,82,-Cn50 C1.82/--Cns0 . .
771r’?an-r’?n}élr€27--»rén;n;7’ }71!7]2#“!'7}1;@1r€2r"~r€n;n and E”l”72/""'7’1’(1’gz""’én;n’.’)/ ) ]D) (C as fOllOWS.
61,62,--/Gn;0 ._
“7’71,772,...,7]»1;&,Cz,...,é',n;n;'y (p) = ‘7'71r’72r---r'7ni§1r§2r---r§n?”77 [E‘:lfﬁ”E‘:Z’Q’ T ’]Eén’g] (p)

1/

— [7/()pt71£11( év,g(t)>r/v(Egvf(t)>gvdt‘| . )

nin (P) = IC’?l/'lzn-v’?n?§1,Cz,~~~,Cn;fl [ECI/Q’EgLQ’ - "Eén,e] (P)
- P Mo ( ey o(8)) % /(14T )
= {14 X ) [} TTEeo(0)™ (Fee) " ar ©
v=1 v=1
and
g /g ,---,f;"n;Q R
‘Ciyi,ni,‘..,r]n 301,02 LY (o) == £'71ﬂ72'---/'7n;Clr@/m,gn;”;"r [Eél,@f Eéz,ef sy Eé‘n,e] (p)

= [7 /OZH1]ﬂ[(E’gv,Q(t))””(eEgv,g(w)g”dtrM. @)
v=1

An extensive literature in geometric function theory dealing with the geometric prop-
erties of the integral operators using different types of special functions can be found.
In 2010, some integral operators containing Bessel functions were studied by Baricz and
Frasin [2]. They obtained some sufficient conditions for univalence of these operators. The
convexity and strongly convexity of the integral operators given in [2] were investigated
by Arif and Raza [23] and Frasin [24]. Deniz [14] and Deniz et al. [12] gave convexity and
univalence conditions for integral operators involving generalized Bessel Functions, re-
spectively. Between 2018 and 2020, Mahmood et al. [25], Mahmood and his co-authors [26]
and Din and Yal¢in [27] investigated the certain geometric properties such as univalence,
convexity, strongly starlikeness and strongly convexity of integral operators involving
Struve functions. Recently, Din and Yal¢in [28] obtained some sufficients condidions on
starlikeness, convexity and uniformly close-to-convexity of the modified Lommel func-
tion. Park et al. [29] investigated univalence and convexity conditions for certain integral
operators involving the Lommel function. Srivastava and his co-authors [30] studied
sufficient conditions for univalence of certain integral operators involving the normal-
ized Mittag—Leffler functions. Oros [31] studied geometric properties of certain classes
of univalent functions using the classical Bernardi and Libera integral operators and the
confluent (or Kummer) hypergeometric function. Very recently, Raza et al. [32] obtained
the necessary conditions for the univalence of integral operators containing the generalized
Bessel function. Studies on this subject are still ongoing.

Motivated by the these works, we obtain some sufficient conditions for the operators
(5), (6) and (7), in order to be univalent in D. Moreover, we determine the order of the
convexity of these integral operators. By using Mathematica (version 8.0), we give some
graphics that support the main results.

2. A Set of Lemmas

The following lemmas will be required in our current research.

Lemma 1 (see Pescar [33]). Let « and B be complex number such that

R(@) > 0and |B] < 1( # —1).
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If the function h € A satisfies the following inequality:

ploP + (1 o) £ <

A

forall p € D, then the function F, € A defined by

Fa(p) = (a /O'p t"“lh’(t)dt> )/ 8)
is in the class S.

Lemma 2 (see Pascu [34]). Let @ € C such that ®(@) > 0.If h € A satisfies the following

inequality:
1 |pM ‘ph’%p)’q
R@) )W) |=

forall p € ID. Then, for all & € C such that

R(a) = R(@),

the function F, defined by (8) is in the class S.

Lemma 3. Let § > —1and ¢ > 0. Then, for Vp € D, the function E¢ , defined by (4) provides the
following inequalities:

/ Ezo(p) ’ 0(+1)
E - < 1 , 9
el = = | 2 e <9 ©)
PEE (o) | _ o(E+1) )
Ez,(0) U= Eoorne_zorn 218 (10)
/ E+1 \?
[PEL o (p)| < (C—Q+1) (0—1<8), an
PEz,(P) < (E+1)? -
Feyp) | = @0+ DE 20+ 1) 7 1<9) (12)
and B (o) . 2
Phzo0) 1 (E—o0+1)° +20(E+1) y V3o 1 .
Ezol0) |~ (§—Q+1)2+(g—1)2—(2gg+1)<( #V2)e-1<g). @

Proof. The inequalities (9) and (10) were proved by Eker and Ece [19]. On the other hand,
by using the triangle inequality and the following inequality (see [19])
reEg+1) 1
S —1’
I'(¢+o) =~ (g4+1)

(14)

we have

Feald)] et 1< 19)

p |- ¢—o+1
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and
e -\ f e,
SRV s
00 v—1 2
) () e

Thus, from (15) and (16), we obtain

PEz ,(p)
Ec;‘,g (0)

(&+1)?
@ o+ DG 2051 0 1=Y)

A

Using the inequality (14), it follows that

" - vv*l)rg‘I’l) ol v—
PEZy(p)] = )y ( r(g(+v) Cp!
> o(v—1)T(E+1)0" !
= ;2 T(E+0)
v—1 3 2
N _ (@—e+1)"+20(5+1)
= 1+Z ¢ 1<<§+1) (E-o+1)°

for ¢ — 1 < ¢. Finally, applying reverse triangle inequality, we conclude that

(16)

(17)

(18)

/ — - Ur €+1) v—1
W) = 1+U;2 ¢+v>
2 ol'(E+1)¢°
= ; I'(¢+o)
0 v—1 2 2
_(E—0e+1)"—200—-20+0¢
- Z <C+1> B (E—o0+1)?
for (2 + \ﬁ)g —1 < ¢. Next, by combining the inequalities (17) with (18), we can easily
see that
]E” . 3 2
P (P) < (E—o+1)"+20(¢+1) ><<2+\ﬁ)Q—1<§)-

]E’;Q(P) (E—0+1)+ (-1 — (28 +1
This completes the proof. [

3. Univalence and Convexity Conditions for the Integral Operator in (5)
Firstly, we take into account the integral operator defined by (5).

Theorem 1. Letv =1,2,...,n,G, > —1,0 > 0and (Z—i—\@)Q—l < Gy. Also, let v, B, 1o

and (y be in C such that
R(v) >0, Bl <1(p# —1).

Assume that these numbers satisfy the following inequality:
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1 (E—o+1)°+20(¢+1)° 0(E+1) "
+ i ol
i |7|<(§g+1)2 +(0—1)%— (280 +1) £ Z'” (E—0+1)(E—2¢+1) ;
uliheni;f:min{é‘l,gz,.. ,Cn}. Then the function jél 5:51 Cor Tty defined by (5) is in the
class S.

Proof. Let us define the function ¢ as follows:

e
61,62,--8n;0 [P / Mo Eév,g(t)
( ) j’ﬁ M2l n561,02,, G151 <'O) - /0 E(Egvﬂ(ﬂ) < t dt. (19)

First of all, we observe that ¢(p) = ¢'(p) —1 = 0,since B¢, , € Aforallo =1,2,...,n
However, we also have

L ho (B o(0)\ &
qv’(p)=]_[( ’gv,g(p)) (é g > : (20)
v=1 Y
Taking the logarithmic derivative of both sides of (20), we get
09" (p) _ & PEZ(0) PEz,0(0)
= Co -1 (21)
¢'(p) ;’7 Egug(p Z Ee,op)

and, from (10) and (13), we have

09" (p) L PEZ, ,(p) PEzo(P)
| s ,,21(”” B, <p>‘ el e o !
n (Go—o+1)° +20(& +1)° 0(&+1)
= 1,21('7”(5 —0+1)%+(0—1)*— (280 +1)+€”(§ve+1)(évzg+1)> =
: (E—0+1)°+20(6+1) o(&+1)
: ;1(%(6 0+1)%+(e—1)*— (2gg+1)+|€”|(C—e+1)(é‘—2@+1)>'

<p€]D); (2—|—\/§> —1<(§,(§Z,<Q0,(U:1,2,...,n)>

75 + (370 3v/2139 ) )} Here, we have also used the

h _ 49
whereeo =3 { 3t Q( (370~ 3\/213 9)

fact that the functions
©,0;: ((2+v2)e—1Lg0) — R,

defined by

(x—0+1)° +20(x + 1) nd ©(x) = o(x+1)

O (x) = (x—0+17+(0-172— 2xo+1) a (x—o0+1)(x—20+1)’

are decreasing and, consequently, we have

(Go-e+1)’+2(@E+1)°  _  (E-e+1)’+2(E+1)
(Go—e+1)’+(e—17—(2e+1)  (E—e+1)’+(e—1)"—(2e+1)

(23)

and

(6o +1) < e(G+1)
(Co—0+1)(Co—20+1) " (—e+1)(—20+1)
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Therefore, from hypothesis of theorem we obtain

pleP+ (1 1) 2221
3 n
< (= Q+1) +20(E+1)° o(c+1) c
Al + Ivl<< —0+1)2+(0—1)*— (280 +1) ;"" (E—0+1)(6—20+1) Z'”
=1,
which imply that the function .,717%1 17622 5: T Loty € Sby Lemmal. [

Theorem 2. Let the parameters o, 7y, o, Go and {p (v =1,2,...,n) be as in Theorem 1. Suppose
that { = min{¢1, &y, . .., Cn} and that the following inequality holds true:

& (é—g+1) +2Q((:+1 o(C+1)
> .
_Z|ﬂv|(§—g+1)2+(g— 1)* — (2&0+1) E'gv —e+1)(¢-2¢+1)
Then the function ‘7776117]622 5‘: 51 CovZnnsy Aefined by (5) is in the class S.

Proof. Let us consider the function ¢ as in (19). From (22) and hypothesis of theorem, we get

1 o™ 1o q/’(p)'
R(v) | ¢'(p)

< 1" ¢ (&0 —0+1)°+20(& +1) : 0(& +1)

= R Z |77|(§v 0+1)%+(0—-1)%— (2(37;@4‘1)+|§U‘(CU7Q+1)(§1:*2Q+1)
1y C—e+1)+2(f+1) oG +1)

< __—

—éﬁ(v);l(””'(ggﬂ)mg - (2§g+1)+€”|(6—9+1)(C—2Q+1)) @9

<1

By Lemma 2, the inequality (24) imply that the function j gl r;‘z ,;:: CQI oty €S- O

Theorem 3. Let the parameters ¢, 1y, §p and {, (v = 1,2,...,n) be as in Theorem 1. Suppose
that { = min{¢1, &y, ..., Cn} and that the following inequality holds true:

’ (E—o+1)° +20(g+1)° 0(E+1)
0= Z('””' —0+1)*+(0—1)*— (2¢0+1) +|€”(C—e+1)(§—20+1)> =1

Then the function ‘7”6117;522 5:;51, T w1 Aefined by (5) with oy = 11is convex of order & given by

—0+1)*+(0—1)%*—(2F0+1) g—o+1)(¢—20+1)

v=1

n _ 3 2
5—1—Z<|’7v|( (E—0+1)° +20(+1) as 0(e+1) )

Proof. The inequality (22) and hypothesis of theorem show that

09" (p) " (E—0+1)]°+20(2+1) o(f+1)
‘(P'(P)’ = Zl%'(é—g+1)2+(g—1)2—(2@‘@4—1) Ugw(é’ 0+1)(¢—20+1)
- 1-4

As a result, the function ¢ is convex of order

Y (G—o+1)°+20(E+1)° oG +1)
! Z<|ﬂv|(é—9+1)2+(e—1)2—(Zéq+1)+|€”’(§—Q+1)(6—29+1)>'

v=1

O

In Theorem 1 withn = 1,¢; = 1 and ¢ = 1/2, we can write the following corollary.
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Corollary 1. Let -y, B, 7 and  be in C such that R(y) > Oand || < 1(p # —1). If the inequality

1 /59 2
+—(=m+31g) =1
81+ o (Gl + 3121) <

holds true, then the function
0 1 4 1/
—Z4y—1( /2 t/2
[’y/o t (e ) <2e 2) dt}

is in the class S.

Example 1.
’ 1 (et/zoo) (Zet/z - 2)dt €S

fi(p) :/0

Normally, it is almost impossible to find the geometric properties (univalent, convex,
starlike, etc.) of a complex function and especially integral operators with classical methods.
However, from Corollary 1 (also from Figure 1) with v = { = 1 and # = 0.01, we can see

that the function f; belongs to the class S.

1.0
o~
/S
/ // // _
// -
77
. Aﬁ’/
LT A0
LTS
0.\ | \— ,6\ \—?‘.4\ -}Lz)
A \\ < /]
\ U\ \
~/
\\\ E{lﬁ r

Figure 1. Image of D under f;.
Setting n = 1,81 = 3 and ¢ = 1 in the Theorem 1, we can get result below.

Corollary 2. Let vy, B, 77 and  be in C such that R(y) > Oand || < 1(B # —1). If the inequality

1 /59 2
+—(=m+3l2) 21
81+ o (Sl + 3101

holds, then the function
1/

0
{6’7357/ I (fef —2et 4 £4-2)" (260 — 2~ 2t - 2) dt}
JO

is in the class S.
From Theorem 3 withn = 1,¢; = 1 and ¢ = 1/2, we can get result below.
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Corollary 3. Let i and { be complex numbers such that
59 2
i <
ol + 215 <1
Then the function

/Op ¢ (et/z) ! (Zet/2 — 2) gdt

59 2
b=1- Z|’7| - §\§|~

is convex of order J given by

Letn = 1,81 = 3 and ¢ = 1 in the Theorem 3, then we get following result.

Corollary 4. Let i and { be complex numbers such that
59 2
= - <
0<ZInl+3lEl=1.
Then the function
P 4
6’735/ £33 (16! — 2e! +142)" (20 — 2 — 21 —2) "
0

is convex of order J given by
59 2
o0=1- 7|’7| - §\§|~

4. Univalence and Convexity Conditions for the Integral Operator in (6)

In this section, we investigate the univalence and convexity properties for the integral
operator defined by (6).

Theorem 4. Letv=1,2,...,n,8y, > —1,0 > 0and 20 — 1 < &y. Also, let B, 1, and C, be in C
such that

Bl < 1(B # —1)and3‘%<1+ 277) >0

v=1

Assume that these numbers satisfy the following inequality:

(E+1)? E+1 2
B+ T umzl'”” o neary el (eer)

where § = min{¢1, &2, ..., En}. Then the function IC%;1 % g’; 2)'1 Tt Aefined by (6) is in the

class S.

Proof. Let us define the functions ¢ by

n gv
0) = [ Tz (0)" (o) . @
v=1

Then (0) = ¢/(0) — 1 = 0. Differentiating both sides of (25) logarithmically, we get

ey (p) _ & [ PEze(0)

v=1 E@ Q(p
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and, from (11) and (12) in Lemma 3, we obtain

" B (o)
y <|nv| # el

v=1 Egv/g(p)
& (Cv+1)2 Co+1 2
Z[”“ ES e R Sl o)

u (€ +1) Z+1 \?
Z['””(@ ez (e ) |

=1

(peD;E, &y >20—1,(v=12,...,n)).

Here, since the functions

A

oy (p)‘ 15|

¥'(p)

pE’Z,,Q<p>\>

A

A

03,04: (20 —1,00) — R,

defined by

_ (x+1)? o ox+1
o) = =gz O = (o)

are decreasing, the inequalities

(& + 1) (E+1)?
(Co—0+1)(o—20+1) (E—0+1)({—20+1)

Got+1 \2 F+1 \?
(Cv Q+1> <<§—Q+1> @)

’ﬁIPIZ(”ZZl o) 4 (1 — |p 20+ 5 qv)) 1+ £f1(53)¢'(P) ‘

and

holds. Thus, we have

oy" (p) ‘

< |ﬁ+‘(1+2” )P )

E+1)°
S'ﬁﬂuzvmvzl'”v e Sl
<1

Using Lemma 1 with

n
‘X:l'i_ Z’?U!
v=1

the inequality (28) imply that the function IC% % g’;gl& fn €S- O

Theorem 5. Let the parameters 9, 1y, &p and {, (v = 1,2,...,n) be as in Theorem 4. Suppose
that § = min{¢1, &, ..., En } and that the following inequality holds true:

" (E+1) E+1 \?
L\l e @201 |€U|(§Q+1>

Z ghen the function IC? % i’:’ 2'1 Conit defined by (6) is in the normalized univalent function
class S.
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Proof. Let us consider the function ¢ as in (25). Therefore, from (26) and hypothesis of
theorem we can easily see that

E+1 )2 29

" (E+1)°
< 2l|nv|<§_q+1)@_2@+1) +|Cv|(§—g+1

By Lemma 2, with @ = 1 and « = 1+ Y.)_; 1o, the inequality (29) imply that the

G1,62,-/Gns0Q
function }C;7 ottt et eS. O

Theorem 6. Letv =1,2,...,1n,y > —1,0 > 0and 20 — 1 < §,. Also, let , and {, be in C

such that
n
§R<1 +) nv> >0
v=1

Moreover, suppose that the following inequality holds true:

2 2
o it e (£550)

(C—e+1)(¢—20+1)

where { = min{¢1, ¢y, ..., Cn}. Then the function ICg1 ii 51 Covoo o Aefined by (6), is convex
of order 6 given by

- u (& +1) Z+1 \?
‘5‘1‘;[’71"@ ez Hel(ee) |

Proof. By using (26) we conclude that

oy" (p) P c:vg(P) -
‘ l/)/(P) ’ = vgl |’7?) (p) +|€U| Eév,g(p>’]
(E+1) E+1 \?
= g['ﬂz"(é—eﬂ)(é—mﬂ)+|€”|(C—e+1>
= 1-0.

This show that, the function ¢ is convex of order

. ¢ (&+1)? 1)
5_1_;[’77"(6 Q+1)('§ZQ+1)+|§U|<CQ+1> '

O

From Theorem 4 withn = 1,¢; = 2 and ¢ = 1/2, we can get the following result.

Corollary 5. Let B, 7 and ¢ be in C such that R(1+1n) > 0and |B| < 1(B # —1). If these
numbers satisfy the inequality:

1 9 36
Z - <
B+ Ty (5|77| n 25|§|) <1,
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then the function

1/(1+n)

4(2et/2 — -2 1 ag(2et/2 -2
2’7(1+;7)/p ((6)> S, (30)

0 t

is in the class S.

Example 2. From Corollary 5 withy = 1 and { = 1/8, we have

1/2
pf2et/2 _t_2 ot/2 4
hz(p):4l/0 <6t>e2 Zttzdt] €s.

In reality, by a simple calculation, we get

Py (p) | P (p) 200 (p —2) + eP/2 (02 — 4p +8) +2p — 4
() Talp) 20(20/2— p —2) 8(p)

It also holds true that R(g(p)) > 0forall p € D (see Figure 2). Therefore, iy is a 1/2—convex
fumction [[35], Vol. I, p. 142]. Thus it follows from [[35], Vol. I, p. 142] that hy belongs to the class S.

0.3 *
0.2 ’
0.1 ’

3 0.5 1.0 1.5
-0.1F

-0.2 ’

03}
Figure 2. Image of D under g.

From Theorem 4 withn = 1,{; = 3 and ¢ = 1, we can get result below.

Corollary 6. Let B, 7 and { be in C such that R(1+1n) > 0and |B| < 1(B # —1). If these
numbers satisfy the follwing inequality

1 8 16
e b <
mw—l+m(3mu-9m):1,

then the function

0 - 2 - — 1 b 1/(1+17)
3M+W%<%;gt2)g6%wﬂ4 -

is in the class S.
From Theorem 6 withn = 1,{; = 2 and ¢ = 1/2, we can get the following result.

Corollary 7. Let y and { be a complex numbers such that

9 36
z f <
R(14+7n)>0and0 < 5\77\+25|§| <1
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Then the function defined by (30) is convex of order § given by
9 36
0 =1-zlnl -5l
From Theorem 6 withn = 1,¢; = 3 and ¢ = 1, we can get the following result.
Corollary 8. Let i and { be a complex numbers such that
1
R(1L+7) > 0and 0 < S|y + 21g <1
Then the function defined by (31) is convex of order § given by
8 16
o0=1- §|’7| - g\ﬁl-

5. Univalence and Convexity Conditions for the Integral Operator in (7)

In this section, we derive the univalence and convexity results for the integral operator
defined by (7).

Theorem 7. Letv =1,2,...,n,¢, > —1,0 > 0and (2+ ﬁ)g— 1 < Gy Also, let v, B, 1o
and {, be in C such that
R(v) >0, (Bl <1(B # —1).

Assume that these numbers satisfy the following inequality:

(- 0+1)° +20(&+1) E+1 )2
{Z'”” @—0+1)2+(g—1)—(28g+1) E'g'(é QH)}EL

Ivl

where & = min{&y, &, ..., & }. Then the function L5V¢27¢

M2 38152 Enits Y defined by (7) is in the

class S.

Proof. Let us define the function ¢ by

[ ‘: rg JeerGn _ P o I év
)= L e g ) = ) TT(Beg() " () a3

so that, obviously,

#'(0) =TT (Et,o(0)" (cFeuete)) (33)

and ¢(p) = ¢'(p) —1 = 0.
Now we differentiate (33) logarithmically and multiply by p, we obtain

p(P” i p gv Q((pp)) + Z CUPE )

v=1 Cz

Furthermore, by (11), (13), (23) and (27) we obtain
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" PEZ ,(p) ,
[55] = Bz« vl
" (&0 —0+1)° +20(& +1)° G+l )
= zﬁilW“kgv- (1 <za@-+1>+'&J(€ i) e
" (E—o+1)°+20(+1) E+1 \?
= Q;M”V e+1>+<g>@@+1>+m’(é—e+1> '
Hence, from (34) we have
2y _ 2y P‘P//(p)
o+ (1- i) 222
p9" (p)
= Bl + ¢'(p) '
(E—e+1)°+20(5+1) E+1 )’
= ’8+I'r|{2|'7” —0+1)°+(0—1) - (280 +1) Em (é’ Q+1> }
<1,

S1,82e/CnsQ S. O

which, in view of Lemma 1, implies that Em,ﬂz,---,ﬂn;él,Cz,---,Cn;n;“r €

Theorem 8. Let the parameters o, 7y, o, Go and {p (v =1,2,...,n) be as in Theorem 7. Suppose
that § = min{¢y, &y, ..., Cn} and that the following inequality holds true:

(-0 +1)°+20(E+1)" S S 2}
{Z””'s TN <e—1f—<%@+1>+22§”<é—e+1> |

Then the function Egi % %’;legzgnnw defined by (7) is in the class S.

Proof. By using (34) we obtain

1—mﬁmﬂpw%m‘
R(7) ()

el E—o+1’+20(+1) fr1 Y’
{277| Q+1)2+(Q_1)2_(2§ _|_1 EMU <§ Q+1) }

1 (E—0+1)°+20(¢+1)* " E+1 0\
§$Wy{flvl : : Ll (gg+1>}
1

II/\

—0+1)"+(e—1)"—(26e+1) o

17\

7

. . . . . C1,62,-,Cn0
which, in view of Lemma 2, implies that 5171,172,--4,7771;@1,Cz,---,én;n;“r eS. O

Theorem 9. Letv =1,2,...,1n,y, > —1,0 > 0and (2 + \/E)Q —1 < &y. Also, let 7y, 17, and
Co be in C such that R(y) > 0. Assume that these numbers satisfy the following inequality:

Z (E—o+1)°+20(g+1)? CH1 Vo
O<Z|ﬂ”|g—g+1)2+(g—1)2—(2§g+1) UZC”'(C e+1> =
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where { = min{&y,Cy,...,Cn}. Then the function £§1 % g’; %1 Cartuns1s defined by (7) with
¥ =1, is convex of order ¢ given by

iy (E—0+1)° +20(E+1)° ( ¢+1 )2
0=1- v - v .
P e e e R A e
Proof. From (34) and hypothesis of theorem, we obtain
pr”(p)’ < v (E—e+1)°+20(5+1) ( g+1 )2
‘¢”<P> = L -y - e D v;'g” —o+l
= 1-4.

Therefore, the function ¢ is convex of order 6. [

From Theorem 7 withn =1,¢; = 1 and ¢ = 1/2, we can get following result.

Corollary 9. Let v, 8,1 and { be in C such that R(y) > 0, |B| < 1(B # —1). If these numbers

satisfy the inequality:
1 (/59 16
+ — I+ 4 =1
1+ 7 (Gl + 5T ) <

{’Y /OP g1 (et/2>’7<ezef/22>gdt}

is in the normalized univalent function class S.

then the function
1/y

Example 3. From Corollary 9 with =0, =1, = 0.01 and { = 0.1, we obtain

& /21
i) = [ (¢20) (5

From Theorem 7 withn = 1,¢; = 3 and ¢ = 1, we can get result below.

)dtes.

Corollary 10. Let vy, 8,17 and { be in C such that ®(vy) > 0and B # —1. If these numbers satisfy

the inequality
59 16
— — <1
1+ (Sl + el ) <
then the function
b 12 o 17y
{6’77/ £ (ot — 2et 4+ 2)"e 34'(2322”)&}

is in the normalized univalent function class S.
From Theorem 9 withn = 1,¢; = 1 and ¢ = 1/2, we have following result.

Corollary 11. Let rj and { be complex numbers such that

59 16
— <
i+ glg S 1

[ (@2

Then the function
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References

is convex of order J given by

59 16
o=1= 1l -5l
From Theorem 9 with n = 1,¢; = 3 and ¢ = 1, we have following result.

Corollary 12. Let i and { be complex numbers such that
59 16
= —gl =1
S+ lel =

Then the function

. of 12 _np_
6" /Opt—3'7(tef—2ef+zf+2)’7f33§<2 ) ay

is convex of order J given by
59 16
=1——y|——=I¢|
5=1-Zll- 51

Example 4. From Corollary 12 with = 0.01 and { = 0.1, we get
17100 [* ,=3/100 (1t _ ot 1/100 3(2=2521-2)
ha(p) = 6 / F73/100 (1ot et ¢4 0)M 10T 0 ) g
0

is convex of order 6 = 949 /1800.

6. Conclusions

In the present investigation, we first introduced certain families of integral operators
by using the Miller—Ross function which, in particular, plays a very important role in the
study of pure and applied mathematical sciences. Therefore, it is important to know the
geometric properties of special functions and their integral operators. For this reason, we
aim to study the criteria for the univalence and convexity of these integral operators that
are defined by using Miller—Ross functions. The various results, which we established in
this paper, are believed to be new, and their importance is illustrated by several interesting
consequences and examples together with the associated graphical illustrations.

Hopefully, the original results contained here would stimulate researchers’ imagination
and inspire them, just as all the operators introduced before in studies related to functions
of a complex variable have done. Other geometric properties related to them could be
investigated, and also they could prove useful in introducing special classes of functions
based on those properties.
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Abstract: By utilizing the concept of the g-fractional derivative operator and bi-close-to-convex
functions, we define a new subclass of .4, where the class A contains normalized analytic functions in
the open unit disk [ and is invariant or symmetric under rotation. First, using the Faber polynomial
expansion (FPE) technique, we determine the /th coefficient bound for the functions contained within
this class. We provide a further explanation for the first few coefficients of bi-close-to-convex functions
defined by the g-fractional derivative. We also emphasize upon a few well-known outcomes of the
major findings in this article.

Keywords: quantum (or g-) calculus; analytic functions; g-derivative operator; bi-univalent functions;
Faber polynomial expansions

1. Introduction, Definitions and Motivation

Alexander [1] established the first integral operator in 1915, which he successfully
applied in the investigation of analytical functions. This area of study of analytic functions,
encompassing derivative and fractional derivative operators, has been a focus of ongoing
research in geometric function theory of complex analysis. Several combinations of such
operators are continually being developed [2,3]. Recent publications such as [4] provide
an example of how important differential and integral fractional operators are in research.
Recent research on differential and integral operators from a variety of angles, including
quantum (or g-) calculus, has produced intriguing findings that have applications in other
branches of physics and mathematics. Further investigation may reveal that such operators
play a role in providing solutions to partial differential equations, since they have a role in
the investigation of differential equations using functional analysis and operator theory. In
his survey-cum-expository review study, Srivastava [5] highlights the intriguing operator
applications that are emerging from such a methodology.
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Many applications of the g-calculus can be found in both the field of mathematics
and in other scientific disciplines such as numerical analysis, fractional calculus, special
polynomials, analytic number theory and quantum group theory. Mathematicians and
physicists are becoming interested in the large field of fractional calculus. The theory of
analytical functions has been integrated with the theory of fractional calculus. The fractional
differential equations are used in numerous mathematical models. In fact, nonlinear
differential equations are considered to be a rival to fractional differential equations as a
model (see, for example, Refs. [6-9]).

Researchers, who have created and examined a significant number of new analytic func-
tion subclasses in the field of geometric function theory (GFT), have extensively used the
g-calculus. In the year 1909, Jackson [10,11] is to be acknowledged for the formal beginning
of g-calculus because he provided the first definitions of the g-integrals and the g-derivatives.
He proposed the g-calculus operator and the g-difference operator (D;), which are extensions
of the derivative and integral operators. Several mathematical and scientific disciplines, in-
cluding mechanics, the theory of relativity, control theory, basic hypergeometric functions,
combinatorics, number theory, and statistics, use the g-calculus. Ismail et al. [12] established
the generalized version of the starlike functions, which was one of the very first contributions
of the use of g-calculus in GFT. They gave this newly created class the name “class of g-starlike
functions” because they defined it by using g-derivatives. It took a while for this area of
research to advance, but the recent works of Anastassiu and Gal [13,14] based upon their
complex operators research with their separate g-generalizations happen to provide a fine
addition. Those were termed as g-Gauss—Weierstrass and g-Picard singular integral operators,
respectively (see also the work of Mason [15] on the solution of linear g-difference equations
with entire-function coefficients). By utilizing fundamental g-hypergeometric functions, Srivas-
tava [5] built a solid foundation for the use of the g-calculus in GFT. Aral and Gupta [16-18]
provided a further set of contributions by using g-beta functions. Aldweby et al. [19,20]
established the g-analogue of certain operators by utilizing the convolution techniques for
analytic functions. Additionally, they explored the composition of g-operators in the context
of analytic functions that involve the g-version of hypergeometric functions. The subject of
g-calculus has drawn the interest of several researchers in recent years, and the papers [21-23]
contain a variety of new observations. Further current details on convex and starlike functions
with regard to their symmetric points can be found in [24,25] and the references therein. As
a consequence of ongoing research on differential and integral operators, we in this study
present a novel fractional differential operator. With the aid of this operator, we intend to
introduce a new family of analytic functions which are geometrically close-to-convex.

The class A contains all functions & which are analytic in E and which also satisfy the
normalization condition given by

h(0)=0 and HK(0)=1,
where
E={z:zeC and |[z| <1},

C being the set of complex numbers. Thus, clearly, each function & € A can be expressed
as follows:

h(z) = ialzl (z€E; a;:=1). 1)
=1

Let the class S C A consist of univalent functions in E. The commonly known
subclasses of S are the classes of convex, starlike and close-to-convex functions, which are
denoted by and defined, respectively, as follows:

!

C:=Xh:he8 d R (Zh/(Z)) 0 E
= che an e > (z€eE),
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S* = {h:heS and m(ZZ(S)>>0} (z€E)

o ) . zh,(z)
lC.—{h.hES,gGS and §R<g(z)>>0} (z€E)

and

or, equivalently,

!

IC::{h:hE.A,gEC and %(h,(é))>>0} (z € R)
8

For hy, hy € A, I is said to be subordinate to h, in E, denoted by
h1(z) < ha(2) (zeE),
if we have a Schwarz function ¢ in E such that ¢ € A, |{(z)| < 1and ¢(0) = 0, and
hi(z) = hy(4(z)) (z € E).

The image of E under every /1 € A contains a disk of radius % and each function & € S has
an inverse h~! = - given by

v(h(z)) =z (z € E)

and
h(v(9) =0 (8] <ro(h)),

where r((h) is the radius of the disk with ro(h) = }. The inverse function y(®) has the
following series expansion:

Y(8) = 0 — ay0? + (243 — a3)®° — (543 — 5azaz + ag)0* + - - - . ()

If both i and i~ ! are in the univalent function class S, then the function % is called
bi-univalent in [E. The set of bi-univalent functions in E is denoted by X. In GFT, the issue
of finding bounds on the coefficients has always been important. Many characteristics of
analytic functions, such as univalency, rate of growth and distortion, can be affected by the
size of their coefficients. The pioneering work, which actually revived the study of analytic
and bi-univalent functions, was presented in the year 2010 by Srivastava et al. [26]. In 1914,
for 0 = w < 1, Hamidi and Jahangiri [27] defined the class of bi-close-to-convex functions
and investigated some useful results by using the Faber polynomial expansion technique.
To overcome some the aforementioned problems, several researchers employed various
other techniques. Finding coefficient estimates of functions belonging to > had already
attracted a lot of interest, just like for univalent functions. For i € %, Levin [28] demon-
strated that |a;| < 1.51 and after that, Branan and Clunie [29] contributed the improvement
of |az| and demonstrated that |ay| < V2. Furthermore, for h € %, Netanyahu [30] proved
that (see, for details, Refs. [31,32])

max|ay| = 3

In many of these efforts, only non-sharp estimates of the initial coefficients were
derived. In [33], Alharbi et al. investigated two new subclasses of X by using the Sdldgean-
Erdélyi-Kober operator and problems related to coefficients, such as the Fekete-Szega
problem, were also investigated. Recently, Oros et al. [34] defined some new subfamilies of
bi-univalent functions and found the coefficient estimates for these subfamilies.

Our current work is primarily driven by the discovery of numerous intriguing and
productive applications of special polynomials in GFT. One of these is the well-known
Faber polynomial that has recently gained immense importance in the study of mathe-
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matics and other scientific disciplines. Faber [35] introduced Faber polynomials and these
polynomials have important uses in many areas of mathematics, especially in GFT of
Complex Analysis. Schiffer [36] discussed the applications of the Faber polynomials in 1948
(see also [37]). Following that, Pommerenke [38—40] significantly added to the facts that
were already known about the structure of the Faber polynomial expansion (FPE). By using
the FPE technique and defining subclasses of the bi-univalent function class X, Hamidi and
Jahangiri [27,41] found some new coefficient bounds. Furthermore, many authors (see, for
example, Refs. [42-51]) applied the technique of Faber polynomials and determined some
interesting results for bi-univalent functions (see, for details, Ref. [44]).

For understanding the concepts of this article, it is now necessary to review certain
fundamental definitions and notions relevant to the g-calculus.

Definition 1. The g-shifted factorial (; q), is presented as

- .
Goqn=[1(1-=7) (€N xqe0), 6)
J

—_

Il
o

where, as usual, C is the set of complex numbers. If ¢ # q~™ (m € Ny :={0,1,2,3,--- }), then

(54 0)eo :Ho(l—%qf) (2 €C Jgl <1). )
L

In the case when » # 0and q = 1, (5¢;q) oo diverges. Therefore, when we take (3¢;q)oo, then we
will assume that |q| < 1.

Remark 1. For g — 1— in (3¢ q);, we have

-1
Gaqh =G =]1G<+j) (eN).
j=0
The q-factorial [I),! is defined by
n
Mg =111y, (eN), (5)
I=1
where the g-number [I] is given below:
M= em
q 1— q ’

Ifl =0, then [I];! = 1.

Definition 2. The (¢;q); in (3) can be given more precisely in the form of the g-gamma function
as follows:

() = Lm0 (@)

(9% q)eo O<q<)
1—¢")T,(c+1)
(% q)1 = ( qrz(j{) (I eN).

Definition 3 (Jackson [10]). For h € A, the g-difference operator is defined by

o) = HOHE) e
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We recall that for ] € Nand z € E, we have

Dy(z'y=[l]gz""!  and D <IZ alzl> =Y [gaiz' ™,
=1

=1

where the g-number [I], is already given along with (5).
The g-generalized Pochhammer symbol is expressed as follows:

Ly(e+1)

(541 = W (1eN; »2€C).

Remark 2. If g — 1—, then
S s
Definition 4 (see [52]). For ¢ > 0, the fractional g-integral operator is defined by

I8.h(z) = rql@ JACEIO S GEAG) ©)

where (z — tq),_4 is given by

- _ tq®
(z—tq)p_q = 2° 11<I>o(f1 QH;;q,q).

z

The representation of the q-binomial series 1Py is given by

1Po(a;,—;q,2) =1+ Z z (lg] < 1; |z] < 1).

Definition 5 (see, for example, [53,54]). For an analytic function h, the fractional q-derivative
operator Dy of order ¢ is described by

Dyh(z) = Dyl °h(z)

- rq(11_Q)Dq /OZ(Z — 1) _,h(D)dg(t) (0S¢ <1).

In Geometric Function Theory, linear operators (both derivative and integral oper-
ators) are extensively utilized. The most important aspect of this study is that we are
simultaneously examining the characteristics of many classes of analytic functions under
a certain linear operator. Taking the aforementioned importance of linear operators into
consideration, we now define the operator below.

Definition 6. The extended fractional g-derivative @g of order ¢ is specified as follows:
Dih(z) = D'l °h(z), ()
where m is assumed to be the smallest integer. We find from (7) that

@szl B I;(1+1)

= Y e (0< g 1> —1).
r,(+1-0q)" O=el>-1)

Remark 3. For —oco < ¢ <0, ’Qs denotes a fractional q-integral of h of order o. Additionally, for
0Z0<2, @3 denotes a q-derivative of h of order .
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Definition 7. Following the work of Selvakumaran et al. [55], we introduce the (o, q)-differinteqral
operator Qs : A — A, which they defined as follows:

Q%h(z) = rqr(j(;)g)z%gh(z)
X T (2—0)T,(1+1)
LT G ©

where0 = 0 <2and 0 < q < 1.

Each of the following properties of the (o, q)-differintegral operator Qgh are worthy
of note.

Property 1.
lim Qsh(z) = QSh(z) = zDgh(z).
o0—1

Property 2.

5 © T,(2— 0)T,(2 — ) (T, (I +1))>
0 (05h(2)) = 03 (0fh(z)) =2+ 1 r"((z>rf<? . (1 - Q))r(q(qz(+ 1 ; 25) wz.

1=2"1
Property 3.
zDyh(z)
=0
Dq(ngh(z)> ] The (=0)
Qh(z)
q Dy (Dgh(z)
1 +27"éq2(z) ) (0=1).

Considering the operator Qg defined in Definition 7 and inspired by the work given
in [27], a new subclass of the class X is introduced by means of this operator. The next
section will provide proofs of the original findings by using the Faber polynomial method
and one lemma.

Definition 8. Let the function h be of the form (1). Then, h is referred to as o-fractional bi-close-to-
convex function in [E if a suitable function ¢ € S* exists such that

(22)..

and

(25 )

where0 S a <1, 0 0 <2 and z,0 € E. All such functions are symbolized by Kx(q, «, 0).

Remark 4. If we let ¢ — 1— and ¢ = 0, then Kx(q,«, 0) reduces to the class introduced by
Hamidi and Jahangiri in [27].

Remark 5. If g — 1—and o = 0, then Kx(q, a, 0) reduces to the class introduced by Sakar and
Giiney in [56].
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2. The Faber Polynomial Expansion Method and Its Applications

The coefficients of the inverse mapping v = h~! can be expressed by using the Faber
polynomial method for analytic functions / and as follows (see [43,57]):

- |
1(0) =h71(®) =0+ ) jaiq(azas, @)t
[=2

where

(=D! =)

o (—1)! .
TS S >

R+ Dl -3 ®

(=D! 1—4

N E R

(—1)!

e o5 + (=1 +2)]

(-1)!

s e e+ (=21 +5)asay

+

+ 2 ﬂlz_isi

i=7

and a homogeneous polynomial in ay, a3, - - -, a; is denoted by S; for 7 < i < . Especially,
the first three terms of ql__l1 are given below:

and .
1q§4 + —(Sa% — 5azas + ay).

Generally, an extension of qj of the following type is used forr € Z (Z:=0,41,£2,---)
and [ = 2:

q;:ral+ Vl3+"'+

r(ir—=1),, 7!
5 V

7! 1
Pt (r—3)!13! Vi

where

Vi =Vi(az,a3- )
and, by using [57], we have

(ap=10Z).

VIU(QZ/... ;) = Z

Clearly, upon adding all non-negative integers 1, - - -, y;, which satisfy
pr+ua+--+u=v and p;+2u+---+ly =1,

we find that
Vi(ay, - ,a) = Vi
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and that the first and last polynomials are given by
Vll = all and V| =a;.

Lemma 1 (see [58]). If p is a function with a positive real part and

z) =1+ Z az,
=1

then
o] = 2.

The problem of finding bounds for the coefficients has always been a key concern
in geometric function theory. The size of their coefficients can determine a number of
properties of analytic functions, including univalency, rate of growth and distortion. Many
scholars have used a variety of methods to overcome the aforementioned issues. Similar
to univalent functions, bi-univalent function coefficient estimation has received a lot of
interest lately. As a result of the significance of studying the coefficient problems described
above, in this section, we utilize the (varrho, q)-fractional derivative operator and the Fabor
polynomial technique to obtain coefficient estimates for |a;| and discuss the unpredictable
behavior of the initial coefficient bounds for |a;| and |a3|. We also investigate the Fekete—
Szego problem and give some examples. We also demonstrate how some of the previously
published results would be improved and generalized as a result of our primary findings
as well as their corollaries and consequences.

3. Main Results
Our first main result is asserted by Theorem 1 below.

Theorem 1. If h has the series representation stated in (1) and belongs to the class Ks,(q, «, 0), and
ifa; =0and2 =i <1 —1, then

T(2)Tg(I+1—0)(2(1—a) +1) (1=3).
[4Tq(2 = 0)T4(I+1)

Dy(03(2)

Proof. For h € Kx(q,«,0), there exists a function g. The FPE for — 3y isgiven by

|ay| =

0 o I3(2—0)T4(1+1)
M 14 2 (mqm 1 — ) Z ql <b2/b3/ T /bl+l) 2171 (9)
z - 2oy H) '
8(2) =2 '(([Z]Q_DW -1 — b l)
Additionally, regarding the inverse maps v = h~! and 6 = ¢!, we obtain
0 Ir,(2—o)T (l+l)
Di(0x0) | e | (WiEGr A B) £ o Babs B |y 10)
O = CR) ARY '

= '(([l]q—l)m“‘bl_&#)

As opposed to that, since

%(qu(ngh(Z))) > (z € E),

g(z)
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there must exist a function p(z) given by

(e}
zZ)=1+) 7
=1
such that

D, (ngh(z))

) =1+(1—a)p(z)

+(1—a) i ¢zl (11)
=1

Similarly, since

0
%(W)>a (0=a<1;z€E),

there must exist a function ¢ given by

e(®) =1+ Y dyo'

1=1
such that
Dy (Qgv(9)
q((s(qm) =1+ (1—a)q(8)
:1+(1—a)id1191. (12)
=1

For each | 2 2, evaluating the coefficients of the Equations (9) and (11), we obtain
I, (2—0)Ty (141
(mﬁ%ﬁ%ﬁﬁgmfh)Zq,wsz~an
2(2—0)T (l+1)
(s = Dot g~ b)

Additionally, by evaluating the coefficients of the Equations (10) and (12), for any
1 =2 2, we have

=(1—-a)g_1. (13)

T, (2—0)T, (I+1 =2 _
(It A = ) PR '(By, Bs, -+, Bria)
- =1-a)d1. (14

T, (2—0)Ty(I+1)
(=D ety A= B

Using the Equations (13) and (14), we derive the following for the particular case when

| =2:
B0, o,
()Fq(?’ 0) 2= =(1 )
[2]4T4(2 = 0)T4(3) 3
LG g 2B
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and

((1 — Dé)C1 + bz)

(1 —a)dy + Ba).

We now solve for 4; and apply Lemma 1 and the moduli, so that

0] < 2[[4(2)T4(3 — @)
2= [2]4T4(2 — 0)T4(3)

However, assuming that2 < k < [ — 1 and a; = 0 are true, the following results are ob-
tained.

(2 —u).

A= —aq
and
[4T4(2 = )T4(I +1)
;q(g)rq(l 1o o b =({—aje,
i g e
and

I(2)T(1+1—0)
[1qTq(2—)Tq(1 +1)
o — I(2)T(1+1—-0)

P 2= o)T,(1+1)

a = (1 =a)e—1 +by)

(1—w)d;1+By)

By solving for 4; and using Lemma 1 and the moduli, we can derive

Ta(2)T(I+1—-0)(2(1—a)+1)
[1]4Tq(2 = @)T4(1 +1) ’

|ay| =

upon noticing that
by| < Tand [B)| = 1.

This completes the proof of Theorem 1. [

The following corollaries can be obtained by putting different values of the parame-
ters involved.

Corollary 1. If the function h has the series representation stated in (1) and belongs to the class
Kx(q,0,1), and if
;=0 25i51-1),

then

‘al| < rq(z)rq(l)(z + l)

[N4T4(1+1) (1=3).

Corollary 2. If the function h has the series representation stated in (1) and belongs to Kyx.(q,a,1),
and ifa; =0 (21 1—1), then

|aj| = [(2)Te(D)(2(1 —a) +1)

[1qTq(141) (I=3).
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Corollary 3. If the function h has the series representation stated in (1) and belongs to the class
Ks(qg —1—,a,0),and ifa; =0 (2=i<1—1), then

TQI(I+1-0)(21—-a)+1)

o] = IT(2—o)L(I+1)

(123).

Corollary 4. If the h has the series representation stated in (1) and belongs to the class Kz (q —
1—,a,1),and ifa; =0 (2= i< 1—1), then

T2)(1)(2(1 - a) +1)
IT(1+1)

P (123).

The following known consequence of Theorem 1 for ¢ = 0 and 4 — 1— was demon-
strated in [27].

Corollary 5 (see [27]). Leth € Ky (). Ifa;,1 =0 (1 <i < 1), then

2(1—a)

|a1|§1—|— ]

(1=3).
Corollary 6 (see [56]). If the function h has the series representation stated in (1) and belongs to
the class Kx(q — 1—,0,0), and ifa; =0 (2=i<1—1), then

24+DI(l+1-09)

Te—orasn =3

|| =

As a special form of Theorem 1, our next result (Theorem 2 below) provides estimates
for the initial coefficients |a;| and |az|, and also for the Fekete-Szego-type functional
involved in |az — 43| for functions in the class Kx (m, «,q).

Theorem 2. Let the function h € Kx(q,«, 0) be given by (1). Then,

204(2)T4(3 — )Ty (4 — 0)(1 — )
Tg(2 = 0) ([31T4(4)T(3 = @) — [2,T4(3)T4 (4 — 0))
ag] < 0=a<1-¢(q0)

and
03] < 2T (2)T4(4 — 0)(1— &)
3= Bl 2— o) — T,(2T, (4 — o)
(21,79 (2= )T (3) ~ [(2)T4(3 — 0) +2(1 — ) [4(2)T(3 ~ o)
2],T4(2 = @)T4(3) = I4(2)[4(3 —¢) '
where
o(0.0): Ty(2)Ty(4 = 0){[2)4Ty(2 = 9)Ty(3) — L, (2)T4(3— o)}’

- 2T (3 = 0)T4(2) ([3]4T4(4)T¢(2 — @)T4(3 — 0) — [2]4T4(3)T4(2 — )T4(4 — @)

Furthermore, it is asserted that
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-] < 2T, ()T, (4 — 0)(1 — )
N [3]qT4(2 — 0)T4(4) —T4(2)T4(4 — )’

Proof. Taking a function g(z) = Qsh(z) in the proof of Theorem 1, we obtain a4; = —b;. For
I = 2, the Equations (13) and (14), respectively, yield

. <[2]qrq(2 —0)T4(3)
2\ T,00,6-0

<—[2]qrq (2-0)T4(3)
Iy(2)L4(3—0)

- 1) = (1 —a)cy,

+ 1) = (1 — D()dl,'
and
I3(2)T4(3 —0)
2]4T4(2 — )T4(3) — T4(2)T4(3 — o)
—ay = [4(2)I4(3 — o)
2]4T4(2 = 0)T4(3) = T4(2)T4(3 - 0)

If we use moduli of either of these two equations, we obtain

ay = (1—a)cq,

(1 — l’()d1.

2[4(2)T4(3 —0)(1 —a)
2]qTq(2 = )T4(3) = T4(2)T4(3 — @)

For | = 3, the Equations (13) and (14), respectively, yield

BlgT4(2—0)T4(4) (T 2=TB) N,
(Fq(Z)Fq(4—9) 1)”3 (rq(z)rq(g_g) 1)”2 (1-a)ex  (15)

lag| <
[

and

22 3]4T(2 — 0)T4(4) ) 2]4T4(2 — 0)T4(3) 12 =(1—u«
(20} 9( L), Q) 1) ( TG -0 1>2 (1= a)dz. (16)

By combining the two equations mentioned above, we obtain

2 (Blgfg(2—0)ly(4) N\ /[204T4(2—-0)T,(3)
? 2( [(2)Tg(4 - ¢) 1) 2( [(2)T4(3 - )

2 BlaTg(2 = )T4(4)  [2]4T4(2 = 0)T4(3) e
22( [3(2)T4(4—-0) T,(2)T,(3—0) > (1 —a)(ca +da)

— 1)61% = (1 —(X)(Cz-i—dz),

or

[3]4T4(3 — @)Tq(2 — 0)T4(4)
[q(2)I,(3

—[2]gT9(4 — 0)T4(2 — 0)T4(3)

203 =
z o)T3(4—0)

=1 —-a)(c2+da)

Now, by finding |a;|, we arrive at

’a%’ — I3(2)T4(3 — )Tg(4 — 0)(1 — a)[d2 + o2 .
242 = 0){ [BlyTy(4)Ty (3 — @) — 21, T4 (34 (4= 0) |

Additionally, by applying Lemma 1, we obtain

|a| <\/ 203(2)T4(3 — )Ty(4 — )1 —a) .
V2= ) ([BlTg(4)T(3 — ) — [Z]qrﬁl (3)Tq(4—0))
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As a result, we obtain the following estimate:

204(2)T4(3— @)Tg(4 — 0)(1 - )
J Tg(2— ) (8474 (4)T4 (3 = 0) — [2],T4(3)Ty(4 — @) )
204(2)T4(3 — 0)Ty(4 — 0)(1 - ) |
Ty — ) (Bl4T4 (4)T4 (3 — 0) — [2],T4(3)T (4 — o) )

<

Upon substituting

7 — c1(1— oc)Fq(Z)Fq(S —0)
27 2T, 2—0)T,(3) - T,(2)T,(3—0)

into (15), we have
e T@-9(1-n)
[BlaTq(4)T4(2 = 0) = T4(2)T¢(4—0)
(o, O-0n@ne-o
2,042 - 0)4(3) ~T4(2)L4B—0) ')’
Taking the moduli on both sides, we find that
[g(2)T(4 —0)(1 —«)
3JgTq(4)T4(2 — @) = T4(2)T4(4 - )
(e + o A=OT@ATE—0)
[2],T4(2 = 0)T4(3) —T4(T,(3 - o) Il J°
Applying Lemma 1, we obtain
ool < — Ty~ —a)
= [Blag(4)T4(2 — ) —T4(2)Ty(4 — @)

A2 4(1 - a)l4(2)I(3 — o)
[2],T4(2 = 0)T4(3) = T4(2)T4(3—¢) )’

laz| = [

thatis,

204(2)T4(4 —0)(1 —«a)
3lgTg(4)T4(2 —0) —T4(2)I4(4 —0)
_ ( 2],T9(2 = 0)T4(3) = T4(2)T4(3 — @) +2(1 — a)I'y(2)I (3 — Q))
2],T4(2 = 0)T4(3) —I4(2)I4(3 —¢) '

laz| = i

Lastly, upon subtracting Equation (15) from Equation (16), we have

2T (2)T4(4 — o) (1 — &)
[BgTq(2 = @)Tq(4) = T4(2)T4(4 — @)

Our proof of Theorem 2 is thus completed. [

‘ﬂs —ﬂ%‘ <

Several corollaries and consequences of Theorem 2 are presented below.
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Corollary 7. Let the function h € Ky (q,«,1) be given by (1). Then,

2I4(2)04(2)T,(3)(1 — &)
(81474 (4)T¢(2) — [21,T4(3)T4(3))
0=a<1-gi(q)

laz| =
20,(2)4(2)(1 —«a)
[2]4T4(3) —T4(2)[4(2)
1—gi(g) Sa<1)
< 2(2)T;3)(1 —a)

) =Ty
. ([z]qrq(3) I3(2)Tg(2) +2(1 - "‘)rq(z)rq(z)>
[2],T4(3) = T4(2)T4(2)

and
2Ty (2)T4(3)(1 )

[3]4T(4) —Tq(2)I4(3)

‘03 —11%’ =

where )
Tg(2)T4(3)(12]4T4(3) — T4(2)T4(2))
2T (2)T4(2) ([8]4T4(4)T4(2) — [2]4T4(3)4(3))

Corollary 8. Let h € Kx(q,0,1) be given by (1). Then,

20 (2)I,(2)
[8]qT4(4)T4(2) — [2
< (0=a<1—g(q)

¢1(q) =

Iy(3)
1, T(3)T4(3)

2I4(2)T4(2)
[Z]qrq(;) - FZ(Z)Fq(z) (1-g2(q) S <),

- 2r,,(2)r,,(3)
%1 = BT, @) - (T
2] ( ) [g(2)04(2) +T4(2)T4(2)
[2],T4(3) — [4(2)[4(2)
and N G
‘“3 *”2’ = [B],T,(4) = T,(2)T,(3)’
where

Ty (2)T4(3){[21T4(3) — T4(2)T,(2)}
2T, (2)T,(2) {BleTy(4)T4(2) — 21T, (3)T4(3)}

P2(9) =
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Corollary 9. Let h € Kx(q — 1—,, 0) be given by (1). Then,

¢ 2r(2)T(3 - o)T(4—0)(1 1)
T(2-){3T(4T(B o) —2IB)I(4— o)}
(0<a<1-93(0)

lay| <
B—0)(1—a)
(3) -T(2)T(3-0)
< 1),

o

(1
T (42— —-T(2)T(4—0)

3)-T(2)I(3—0) +2(1- )T (2)Y(3—0)
2I(2=)T(3) ~T(2)r(3-¢e)

and
2U(2)T(4— 0)(1-w)

3r(2—-¢)l'(4) —T(2)T(4—0)’

where

0 = T(2)T(4 - 0){2Y(2 — o)T(3) ~T(2)T(3 - 0}
P30 T T3 T2 {BT@T(2— )T (3 — ) —2TB3)T(2— T (4— )}

As another application of Theorem 2 for ¢ = 4 and g4 — 1—, we obtain the result given
in [27].

Corollary 10 (see [27]). Leth € Kx(q — 1—,«,0). Then,
2(1—a) (0=a<i)
|az| =
2(1—a) (%§a<1)
and
2(1— ) (0sa<i)
las| =
(1—a)(3 — 2) <%§a<1).

Corollary 11 (see [56]). Let h € Kx(q — 1—,0, 0) be given by (1). Then,

\/ 2r(3— o)l (4 — o)
T2~ 0){3[(4)T(3—¢) —2IB)T(4 —0)}’

2r2)T(3 - o)
(2= @I(3) ~T(2)T(3 ~0)

|az| < min

la3] < 2Fq(4*Q)
=42 —o) —T(4—0)
. (zr(z —o)T(3) —~T(3—¢)+2r(3— e))
2r(2—¢)r(3)-r(d-o)
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and

2r(2)r(4-o)
—0o)l'(4) —T(4—0)

Example 1. For | 2 3, we will demonstrate that h(z) given by

‘”3 N ”5‘ =312

1—a
5

11—«
g(Z) - s ] — aZl
is starlike in E, we have
¥ (g,0)[1];(1— _
Dqﬂsh(z) B 1+ 1(!7@3!;( “))Zl 1
e 1 ()

where

Therefore, we obtain

DyQ¢h(z)
ORGP S [(¥i(g, Qg +1) —¥i(q,0)[Hqa — 1
1—w a (I-1(1—-a)
_x\/1
1 “) Z(l_l)]
I —w
Obviously, we also have
D,Q¢h
R Dah(z) ) _ x>0 (z€E).
8(2)
Fory=nh"Yand 6 = ¢!, it is easily seen that
i _ 11—« 1
and if we set
11—« 1
5(9) =0+ = ¢
which is starlike in E. As a result, we have
D0y (9) N -
ERICERIPI STt I(¥1(q,0)[g +1) = ¥i(q, Q) [gx — 1
1—w a (I-1)(—«)

i—1
. (1 —"‘)] N
| —«
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References

Thus, clearly, we find that

%(Dq?(i);(m—a>>0 (z € E).

4. Conclusions

In this article, we have used the notions of the g-fractional derivative, bi-univalent
functions and FPE to define some new subfamilies of >.. We investigated /th coefficient
bounds and the Fekete-Szego functional for these newly defined classes. Our study has also
demonstrated how the results are enhanced and expanded by appropriate specialization of
the parameters, including some recently released findings.

This article is composed of three sections. We briefly reviewed some fundamental
geometric function theory ideas in Section 1 because they were important to deriving our
main findings. All of these components are well-known, and we have correctly cited them.
In Section 2, we provide the Faber polynomial approach and its applications and some
initial lemmas. In Section 3, we present our key findings.

For future studies, researchers can use other extended g-operators instead of the
(0; q)-differintegral operator and define a number of new subclasses of the bi-univalent
function class X. Furthermore, by using the Faber polynomial technique, the interested
researchers can discuss the behavior of coefficient estimates for different types of newly
defined subclasses of bi-univalent functions. Researchers may also investigate a variety
of methods, depending on how inspired they are by the knowledge gained in this subject.
Fractional derivative operators have made it possible to study differential equations from
the perspectives of functional analysis and operator theory. Using the operator method
for resolving differential equations, various properties fractional derivative operator are
used extensively.

It is a clearly presented fact that the transition from our g-results to the corresponding
(p, q)-results is a rather trivial exercise because the additional forced-in parameter p is
obviously redundant (see, for details, ([5], p. 340) and ([54], Section 5, pp. 1511-1512); see
also [59-62]).
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1. Introduction

Harmonic functions play important roles in many problem in applied mathematics
and they are also famous for their use in the study of minimal surfaces. Several differential
geometers such as Choquest [1], Kneser [2], Lewy [3] and Rado [4] studied the harmonic
functions. In 1984, Clunie and Sheil-Small [5] developed the basic theory of complex
harmonic univalent functions J defined in the open unit disk 2 = {¢ : |¢| < 1} for which
3(0) =3¢(0) =1 =0.

Let HF be the family of all harmonic functions of the form & = ¢ + i, where

@) =C+ ) ', @) =) b, |ul<l ¢y
v=2 v=1

are analytic in the open unit disk E. Furthermore, let Sy, r denote the family of functions
$ = ¢ + ¢ that are harmonic univalent and sense preserving in Z. Note that the family
Syr = S if ¢ is zero.

We also let the subclass S% Fof Syras

SVr={S=¢+PeSyr:¢(0)=b =0}

The classes SY, - and Sy, r were first studied in [5].

A sense-preserving harmonic mapping & € S% 7 is in the class Sy r if the range 3(2)
is starlike with respect to the origin. The function 3 € &5, 7 is called a harmonic starlike
mapping in E. Also, the function ' defined in Z belongs to the class Ky 7 if $ € 89 »
and if 3(E) is a convex domain. The function § € Ky r is called harmonic convex in E.
Analytically, we have

S € 8y 5 iff arg((;%(rew)) >0,
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and

For definitions and properties of these classes, one may refer to [6] and for other
subclasses of harmonic functions one can see [7-17].
Let T3 r be the class of functions in Sy,  that may be expressed as & = ¢ + ¢, where

¢ = ¢—) lald", @)
v=2

p(@) = Y Ib|d" || <1

v=1

For0 <t <1,let

Ny r(7) = {% e HF: Re<%,(§)> >, E=ref € E},

and o
Ryr(T) = {i} e HF: Re(sgl(lg)> >1, E=re? € E}
where
! a 1 11 a AN _ a Cx 1 /! a !
¢ = =5 (E=re),8" = 5(£),9@) = 553(re"), 8" = 55 (9'(0))
Define

T r(T) =Nyr(T) N Tur  and TRy x(T) = Ry r (T) N Ty r.

For more details about the classes Ty, 7, My 7 (T), TNy x(T), Ry r(T) and TRy #(7)
see [13,18].
In [19] Sokol et al., introduced the class HF (o, ) of functions & € HF that satisfy

Re{@'(2) +¢'(2) +308(¢"(8) + 9" (2) + 02 (¢" () +9"" () } >,
for some ¢ > 0 and 0 < 7 < 1. For ¢ = 0, we obtain the class H.F () which satisfy

Re{¢'(¢) +¢'(8)} > 7.

2. Mittag-Leffler Function

The two-parameter Mittag-Leffler EM@ ) (also known as the Wiman function [20])
was given by

_y ¢ :
Epe(C) = V;) TlovTe) (&,p,€ € C, with Rep > 0,Ree > 0), 3)

while in 1903, the one-parameter Mittag-Leffler [E;(¢) was introduced for € = 1, and
given by

Ep(8) = EF(PEW/ (¢,p € C, withRep > 0).

As its special case, the function [, ¢(¢) has many well known functions for example,
Eoo(&) = Li20¢ E11(8) = ¢, Ea2(8) = €51, Ba1(2) = coshg, Baa(—E2) = cost,
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B2p() = %, Bpp(—2%) = %, E4(€) = glcosti + coshgi] and Es(2) = [ +

¢ cos(‘[ )
Putting p =

N|—
(SN
W\»—l

2e” -
% and € = 1, we get
1)V

E%,l(‘:) = egz_erfc(— ) = & (1 + TR L Z 1/'(21/—1—1)621/“)'

Numerous properties of the one-parameter Mittag-Leffler [E, () and the two-parameter
Mittag-Leffler E, ¢ (&) can be found e.g., in [21-24].

It is clear that the two-parameter Mittag-Leffler function E,¢(¢) ¢ A. Thus, we have
the following normalization due to Bansal and Prajapat [22]:

Xp,e(‘?) = Cr(e)Ep,e(C) = 6"’ Z WCV/

where p,e, € C, with Rep > 0 and Ree > 0. In this study, we let p, € to be real numbers
and¢ € &.

The study of operators plays an important role in the geometric function theory. Many
differential and integral operators can be written in terms of convolution of certain analytic
functions, (see [25-29]).

Very recently, and for the functions

v I'(e) v v I'(s) v
Xpe(G) = §+V§W§ ,and  x,6(8) = v; Wg N C))

Murugusundaramoorthy et al. [30] defined the following convolution operator ® (<)
given by

P(8) * Xp,e() +9(8) * xy,6(E)

> )
0+ Y i g Lt e ©

=
N
I
@
&
o
I

where p, 1, €,0 are real with p,7,€,0 € Z; = {0,—1,-2,...} U{0}.

Inclusion relations between different subclasses of analytic and univalent functions
by using hypergeometric functions [10,31], generalized Bessel function [32-34] and by the
recent investigations related with distribution series [35—41], were studied in the literature.
Very recently, several authors have investigated mapping properties and inclusion results
for the families of harmonic univalent functions, including various linear and nonlinear
operators (see [42—48]).

The paper is organized as follows. In Section 3, we recall some lemmas, which will
be useful to prove the main results. Section 4 is devoted to establishing some inclusion
relations of the harmonic class HF (g, v) the classes S3, r, Ky, 7, My 7 (1), and Ry 7(7T) by
applying the convolution operator ® related with Mittag-Leffler function following the
work performed in [30]. Finally, in Section 5, several special cases of the main results are
also obtained when ¢ = 0.

3. Preliminary Lemmas

We shall use the following lemmas in our proofs.
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Lemma 1 ([19]). Let S = ¢ + ¢ where ¢ and  are given by (1) and suppose that ¢ > 0,
0<y<land

1§?ﬂ+ﬁcﬂ—1NMA+2:%1+QQZ—OHM|gl—y. ©)

v=1

then < is harmonic, sense-preserving univalent functions in E and S € HF (o, 7).
Moreover, if & € HF(o,7), then

1—7

< _ >
ey el @
and ,
-7
< > 1.
|bv‘ — V[1+Q(U2 _1)]/ vz 1 (8)

Lemma 2 ([6]). Let S = ¢ + ¢ where ¢ and 1 are given by (2) and suppose that 0 < T < 1. Then
S € TNy r(7) if and only if

[00)

Zv|av\ + Zv|bv| <1l-r1. 9)

v=2 v=1

Moreover, if & € TNy 7 (T), then

IN

|ay | v>2, (10)

and ,
by <~ Cu>1 (11)

Lemma 3 ([18]). Let S = ¢ + ¢ where ¢ and  are given by (2), and suppose that 0 < T < 1.
Then S € TRy r(7) if and only if

Yo a+ Y Vb <1-T (12)

v=2 v=1
Moreover, if § € TRy x(T), then

1—
‘av| < 7’[/ v>2 (13)

and

1-—7

by| < ,v>1 (14)

12

Lemma 4 ([5]). If S = ¢ + ¢ € S3,» where ¢ and  are given by (1) with by = 0, then

lay| < w and |by| < W (15)
Lemma 5 ([5]). If S = ¢ + ¢ € Ky r where ¢ and  are given by (1) with by = 0, then
o] < Y5 and b, < V21 (16)
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Throughout the sequence, we use the following:

%oe®) =8+ & o g e =14 Bl m)
6@ =1+ L o g e 1= Loty 09
- g
xhe(1) = 3 W OIS, 20)

and in general, we have
Xoe(1) = i v(v - 1)(vr—(p2()v~_-1()t€(§ — D) 55 (21)

4. Inclusion Relations of the Class HF (g, v)
In this section we shall prove that ©(S;, ») C HF (0,7) and ©(Kyr) C HF (0, 7).

Theorem 1. Let ¢ > 0,y € [0,1) and p,€,11,6 & Zy . If

120(Xpe (1) + Xpe(1)) +230x0c (1) + (670 +2)x,4(1)

+ (450 +9)Xpe (1) + 67 (1)

+170Xye (1) + (310 +2)xye (1) + (90 +3) 1y e(1)]

<6(1—1), (22)
then

O(SyF) C HF(0,7)-

Proof. Let S = ¢ + ¢ € S, where ¢ and ¢ are of the form (1) with b; = 0. We need to
show that () = §(¢) € HF (0, 7), which given by (5) with b; = 0. In view of Lemma 1,
we need to prove that

Qle,€0,) <1—7,

where
Qlesom = viz"(l Fofv - 1))‘r<p<vr_(€1)) o
3 T(5)
+V¥2V(1+Q(U2_1))‘r(1’](1/—1)+5)bv (23)
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Using the inequalities (15) of Lemma 4, we get

Q(e,€,6,1)

[e9)

IN

+
[z o=

<
Il
N

<
||
N

_l’_

e oi-
<
i ngk:

<
Il
N

Writing

(2v—1)(v—1)(v+gv(v2—1)>m
{291/5 +30v* 4+ (2 —0)v® + (3 —30)v* + (1 — Q)V}

qu5 — 3Q1/4 +(2- Q)V3 + (30— 3)1/2 +(1- Q)I/]

I'(e)

Z(2v+1)(v+1)(‘/+@v(v2_1))m

T(6)

v =v(v—1)+v,

V¥=vv-1(v—2)+3v(v—1)+v,

W =vv -1 -2)(v-3)+6v(v—1)(v—2)+7v(v—1) +v,

and

v=v(v-1)(v—-2)(v-3)(v—4)+10v(v—1)(v —2)(v —3) + 25v(v — 1) (v — 2)

+15v(v—1) +v,
in (24), we have

Q(e€,1)

v=2

+(670+2)v(v—1)(v—2) + (450 + 9)v(v — 1)

I'(e)

+ 6] I'(p(v—1)+e€)

< % Y [20v(v—1)(v—2)(v—3)(v—4) +230v(v —1)(v — 2)(v — 3)

+ i[ZQv(v— (v—-2)(v—=3)(v—4)+170v(v—1)(v —2)(v — 3)

v=2

+Blo+2)v(v—1)(v—2)+ (90 +3)v(v —1)]

_1
~ 6

(2) /
+ (450 + 9)Xpe(1) + 6)p (1)

I'(9)
T(n(v—1)+9)

(5) (4) (3)
[2056(1) +2301,54(1) + (670 +2)x¢ (1)

|

(5) (4) 3) (2)
+20%(1) +1701,¢(1) + (310 +2)x,(1) + (90 +3)3c (1) -

Now Q(o,¢€,6,17) < 1—if (22) holds.
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Theorem 2. Let 0 >0,y € [0,1) and p,€,1,0 & Zy . If

(4) (3) (2) (4) (3)
[0Xp,e(1) +70xpe(1) + (90 + 1) xpe(1) +2xpe(1) + Xy e +50Xy(1)
(2)
+ (5Q - 1)X17,€ + Z(Q - 1)X;],e(1)]'
<2(1-1), (29)

then
O(Kyr) CHF(0,7)-

Proof. Let & = ¢ + ¢ € Ky r where ¢ and  are of the form (2) with b; = 0. We need to
show that ©(J) = §(¢) € HF (o, ) which given by (5) with b; = 0. In view of Lemma 1,
we need to prove thatQ(o,€,5,7)

Q(Ql€/5'77> <1- Y
where Q(0,€,6,7) as given in (23). Using the inequalities (16) of Lemma 5, we get

> Te)

Q(o,€,6,1) < ;[E(V+1)(V+QV(V2 — 1))W

+V:2(V_1)(V+QV(V2_1>>—r(U(V—1) 5

:L

+

—_

4 3 — o2 — oW
z[ev +ov’ + (1—o)v” + (1 Q)}r(p(vil)+€)

agk

ot o+ (1= )+ (o~ 1)v] T(WFM |

<
Hgk

Using the Equations (25)—(27), we have

o)

Qlo.€8,1) < 3 | Llov(y = 1)(v = 2)(v = 3) + Zov(v — 1) (v~ 2)

v=2
I'(e)

+0+1v(v—1)+ ZV}W

+ [ov(v—=1)(v—=2)(v—=3)+50v(v—1)(v—2)+ (50— 1)v(v—1)

N[ =
agk

v=2

T (5)
R (I

1. @ ®) @) ) ®) @
= 5l0Xpe(1) +70xpe(1) + (90 + 1)xpe(1) + 2xpe(1) 4+ 0xye +50xpe(1) + (50 — 1) xy e
+2(e = Dxy,e(D)]-
Now Q(o,€,6,7) <1—if (29) holds. O

The connection between 7N 3 7 (7) and HF (g, y) is given below in the next theorem.

Theorem 3. Let 9 >0,v, 7€ [0,1)and p,€,1,6 ¢ Zy . If

(1= 1) [e(Xpe V) + 7)) + 0 (xpe (D) + 1 (1)) + (1= @) (pe(1) + xpe (1) = 2)
<1—9—|bl,
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O(TNyr(1)) C HF (0, 7)-

then
Proof. Let & = ¢ + ¢ € Ty #(7) where ¢ and ¢ are given by (2). In view of Lemma 1, it

is enough to show that P(g,€,d,77) <1 — v, where
- I'(e)
P(o,¢,6,1n) = v+ov(v?P—1 ’a
(e ) 1§2< ¢ ( )) Tlo(v—1)+¢€) "
o,

+ b +V=22(U+Qv(v2 —1)) T((v—1)+0)

Using the inequalities (10) and (11) of Lemma 2, it follows that
I'(e)

(30)

_ 3 12 — =
P(g,€,0,17) < (1—1) V;Z(Q +1 Q) T(p(v—1)+e¢)
© ()
+§2(ev2+l—e)m i
PR L1 I'(e)
=(1-1) Vg;z[g (v=1)+eq+1 Q]I’(p(v—l)-l—e)
re) + [ b1

—1)+9)

+i[QV(V_1)+QV+1_Q]F(,7(V

v=2
= (1= 7)[0xpe (D) + 0xpe(1) + (1= 0) (xpe (1) = 1)
+0y2(1) + 0xe (1) + (1= 0) (13,e(1) = 1) | + o]

Sl_,)//

by the given hypothesis. [J
Below we prove that @(T9Ry 7 (7)) C HF(0,7).

.Xp’e(s)ds +

Theorem 4. Let ¢ > 0,7, 7 € [0,1) and p,e,1,0 € Zy . If
s

o
=
=

m
—
wn
N
u
195}

1
(1= o (1) + 1)) + |
<1-6—|by], O

O(TRyr(1)) C HF(0,7)-

then
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Proof. Making use of Lemma 1, we need only to prove that P(g,¢€,6, ;7) < 1— 1, where
P(o,€,0,1) as given in (30). Using the inequalities (13) and (14) of Lemma 3, it follows that

P(o,€,6,1) = i(”*QV(VZ - 1))’Hp(1f—(€l))4re)av

v=2
w0 T'(6)
+ |b1] +V§(V+QV(V2 - 1)) ‘IWMbV

= 1-o0 I'(e)
VZZ(Q” 2ot

S 1 - ’)//
by given hypothesis. [J
Theorem 5. Let ¢ > 0,y, T € [0,1)and p,e,17,6 € Zy . If

b1
Xp,e(l) "‘Xr],e(l) <3-— m

then
O(HF(o,7)) C HF(a,7)-

Proof. Using Lemma 1 and the inequalities (7) and (8) of Lemma 1, we obtain

= I'(e) = %)
P(g,€,6,1) < (1—1) VEW +V22r—)+5) + |b1]
= (1= 7) [(Xpe(1) = 1) + (xp,e(1) = 1)] + |b1]
= (1= M)xpe(1) + xye(1) =2 + [b]
1—7,

IN

by the given condition and this completes the proof of the theorem. [

5. Special Cases

Putting ¢ = 0 in Theorems 1-4, we obtain the following results.

Corollary 1. Lety € [0,1) and p,€,1,0 & Z, . If

(3) ©3) (2) / (2)
Z(Xp,e(l) +Xr],e(1)) + 9Xp,e(1) + 6Xp,e(1) + 3X}7,€(1) S 6(1 - 7)/

then
O(Sjr) C HF (7).

Corollary 2. Lety € [0,1) and p,€,1,6 & Zy . If

e (1) = e (1) + 2 (xpe (1) = xpe(1)]
S 2(1 _7)r (31)
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References

then
O(Kyr) C HF(7)-

Corollary 3. Lety € [0,1) and p,€,1,6 & Z, . If

(1 - T)[(Xp,e(l) +Xi7,e(1)) _2] <1l—-79- |bl‘r

then
O(TNyr (1)) C HF (7).

Corollary 4. Lety € [0,1) and p,€,1,0 & Z, . If
1 1
(1-1) /X’J%@dw/x”%(s)dt <1—9—|n,
0 0

then
O(TRyr(1)) CHF(7).

6. Conclusions

Making use of the of the operator ® given in (5) related with Mittag-Leffler function,
we found some inclusion relations of the harmonic class H.F (g, d) with other classes of
harmonic analytic function defined in the open disk. Further, and for ¢ = 0, several results
of the main results are given. Following this study, one can find new inclusion relations for
new harmonic classes of analytic functions using the operator .
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Abstract: The aim of this paper is to introduce a class of starlike functions that are related to Bernoulli’s

g )2 o "B - 2
77 ) = Ln—o “ur*, Where the coefficients of B; are

Bernoulli numbers of the second kind. Then, we introduce a subclass of starlike functions F such that
cr')

F(¢)
and inclusion relations. We also found sharp Hankel determinant problems of this class.

numbers of the second kind. Let ¢gs(¢) = (

=< ¢ps(&). We found out the coefficient bounds, several radii problems, structural formulas,

Keywords: starlike functions; subordination; Bernoulli’s number of second kind; radii problems;
inclusion results; coefficient bounds; Hankel determinants
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1. Introduction and Preliminaries

The Bernoulli numbers first appeared in the posthumous publications of Jakob Bernoulli
in (1713), and they were independently discovered by the Japanese mathematician Seki
Takakazu in 1712 [1]. We define the Bernoulli numbers of the k kind as follows:

k oo annpk
ms®) = (755) - L5 M)

Bernoulli numbers of the k kind are denoted by BZ. The function defined in (1) for k = 11is
known as the Bernoulli function. The convexity of the function ¢pg given in (1), as well as
its reciprocal function (eé — 1) /¢ are studied in [2,3]; see also [4].
Let H denote a class of analytic functions in E = [§ € C : || < 1]. Let A, C H
represent the functions /~ having the series expansion f (¢) = & +d, & +d, 28" 2 +
- in E. The class A; = A represents the function / with a power series representation:

F(E) =¢+ Y dud, cE. @)
n=2

The class S C A contains the univalent function F (i.e., F (1) = F ({2), which implies
that {1 = ¢> in E). Let F € A. Then, F is in the S* of univalent starlike functions if, and

only if
refSF ) 0 ek

F(¢)
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Let B C H represent a class of self maps @ (Schwarz functions) in E with @(0) = 0.
Assume that / and g are analytic (holomorphic) in E. Then, / < g and reads as F, which
is subordinated by g such that F (§) = g(@(¢)) for ¢ € E and @ € B if the subordinating
function g is univalent. Then,

F(0) =g(0) < F(E) C g(E).
In [5], the authors have introduced a subclass of S* defined by

¢r')
F (%)

The function ¢ is one-to-one in E, and maps E onto a starlike domain with respect to
¢(0) = 1, with ¢’(0) > 0 being symmetric about the real axis . We obtain subclasses of
S* by taking particular ¢. The functions in class S*[a,b] := S*((1 +ag)/(1 + b)) are
Janowski starlike functions [6]. Furthermore, S*(A) := S*[1 — 2A, —1] represents starlike
functions of order A € [0,1), whereas S*(0) = S*. The class

s'(9) = {F e <00 }.

SS*(B) :=S*[(1+¢)/(1—¢)]f = {FeA:|arg(Zr'(2)/F(2))| < Bnr/2}, B (0,1]

represents strongly starlike functions in E. The class SL* := $* (/T + ) contains starlike
functions related with a lemniscate of the Bernoulli; see [7]. The classes

Sk = S*<\/§_ (\/5—1) ((1—6)/(1+2(\f2—1)g))1/2>

and S} := S*(e®) were studied in [8,9]. The class S% := S*(1+4&/3 +2¢%/3) repre-
sents starlike functions related with a cardioid [10]. The classes S} := S*(1 + sin¢) and
Slos := S*(cos ) are related with sine and cosine functions, respecitvely; see [11] and [12]
respectively. The class S} = S* (éf ++v1+ §2> is related with the lune, see [13], whereas
the class BS*(A) := S*(14¢/(1—Ag2)), A € [0,1] is related with the Booth lemniscate;
see [14]. The class Sj := S*(eeé — 1) is related to the Bell numbers; see [15]. The class
2

St =¢8" (e(gﬂ‘%)) is related to telephone numbers; see [16]. The class Sgp = S* (Ej/eg —-1)
contains starlike functions related with Bernoulli functions’ see [17].

For some recent work, we refer to [18-23] and the references therein.

We now define the class S} associated with the Bernoulli numbers of the second kind.

Definition 1. Let f € A. Then, F € Sjg if and only if

CH'(©) < ¢ >2
= = , € E

F(é) 1 (PBS(‘:) C

In other words, a function F € Sj¢ can be written as
Co(s)—1
P =gew( [ 2 ), ®
where ¢ is analytic and satisfies ¢(¢&) < ¢ps(&) = (8561)2 (& € E).
To give some examples of functions in the class Sg, consider
_ ¢ _5+2¢ 34 Zef B ¢ cos(§)
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The function ¢y () = (e,:‘; : )2 is univalent in E, ¢;(0) = ¢o(0) (i = 1,2,3,4) and ¢;(E) C

¢o(E); it is easy to conclude that ¢;(¢) < ¢o(&). The functions f; € S} corresponding to
every @;. respectively, are given as follows:

AE = @t o =t(1+f),

r@) = tow(S50), ra@ =cew(TE).

2
In particular, if ¢o(¢) = ( e ) , then (3) takes the form

es—1
e _ 3 4
Foe) = goxp [ P tas) — -2 D -2
377¢° 1126
1920 120 @)

The above function acts as an extremal function for Sj.
The following theorem gives the sharp estimates for ¢ps:

2
Lemma 1. The function ¢ps(&) = (e,;g 1) satisfies

‘rr‘llnR€¢Bs(§) = ¢ps(l) = ‘H‘UHWBS(CH

mixReq[)BS(@) = ¢ps(—0) = mmﬂq’BS(g”

whenever L€ (0,1).

2. Inclusion and Radius Problems

Theorem 1. The class S}q satisfies the following inclusion relations:
1. Ifo<A< = )2, then Sy C S*(A).

2. IfB> (5%)% then S C RS*(1/B) C M(B).
3. S} C SS*(B), where By < B < 1, wherein By = 2h(y)/m ~ 0.6454469651m and h is
defined in (5).

Proof. (1) If F € S, then EH (@) =< ( ¢ )2. According to Lemma 1, we have

F (&) ef—1
minRe( ¢ >2 < RegF/(g) <maxRe( ¢ >2'
gl=1 \ef -1 F(E) “lg=t \e—-1)"7
therefore, @
gr' 1
re 7 -7
(2) Similarly,

ZF'(2) ¢?
o St

Thus, F € S* ((8_11)2> NnM < (ei)z ) . Now, we have the following:

g ()
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2
This implies that / € RS*(B) for < (%) . Identically, /€ RS*(1/p) for p > (:57)°.

Also, F € RS*(1/p) if and only if

LAY,
F@ 2 2
which leads to Re(ZF'(5)/F (§)) < B. Therefore, Sy C RS*(1/B) C M(B) whenever

2
B> ()"
@) If F € Sk, then

¢r'() ¢\
s < pmes(a)
= Og;%narcan(u)
Let
h(y) = arctan(Z), (5)

where U and V are given as

(ec"s(y))2(cos(sir1(y)))2 —2¢°5¥) cos(sin(y)) + 1
2
— (e} (sin(sin(y)))?

+ sin(2y) (2 (ecos(y))z cos(sin(y)) sin(sin(y)) — 2 <) sin(sin(y))) ,

U = cos(2y)

(ecos(y)>2(cos(sin(y)))2 — 2¢c0s(y) COS(Sin(]/)) +1
2
— (eces)) (sin(sin(y)))?

—cos(2y) (2 (ecos(y))z cos(sin(y)) sin(sin(y)) — 26°08(¥) sin(sin(y))) .

V = sin(2y)

Here, h'(y) = 0 has y; ~ 1.409746460 and y, ~ 4.873438847 roots in [0,27]. In addition,
1" (y2) ~ —1.0988577. Hence, maxg<y<2x h(y) = h(y) ~ 1.013865722, and ‘arg Yo ‘ <

7P, that is, B > 0.645186552. This implies that S} C SS/’g. O

27

Now, we discuss some radii problems for the class Si¢. The following definitions and
lemmas are needed to establish the results. The class P represents the functions p of the
form

p(&) =1+ ) puc" (6)
n=1
that are analytic in E such that Rep(¢) > 0, ¢ € E. Let

= 14ag
P,la,b] := =1+ acl < ——2, -1<b<a<l1y.
b {p@ L el p0) < e . }

In particular, P, (A) := Py[1 —2A, —1] ,and P, := P,(0). Let S}[a,b] = A,, N S*[a,b], and
S;(A) :=S;[1—2A,—1]. Also, let

Son = AnNShs, Si(A):=A,NS*(A), Si,:=A,NS].

Additionally,
Sn:={F €An:1({)/C€Pu},
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and

- (@) s b
CS,(A) := {F €A, <) €ePy, g€ sn()\)},

see [24].
Lemma 2 ([25]). If p € Py(A), then for |E| = £,
@) e
p(@) |~ (A=A + 1 -21)em)

Lemma 3 ([26]). Let p € P. Then,
lipi — kpapa + Ips| < 2lj| +2[k — 2| +2|j —k+1].

Lemma 4 ([27]). If p € Py|a, b], then for |E| = ¢,

1 — abf? (a—Db)e"
’P(G)— 1 — p2¢2n < 1 — p2g2n”
If p € Py(A), then for |G| = ¢,
(@@ =2a))emr _2(1 = A"
‘p(g) 1 _ EZ” S 1 _ 62” ‘

In the following lemmas, we find disks centered at (v,0) and (1, 0) of the largest and
the smallest radii, respectively, such that Ups := @ps(E) lies in the disk with the smallest
radius and contains the largest disk.

2
Lemma 5. Let (ﬁ) <y < (%1)2 Then,

e

2
{we(C:|w—v|<fu}CUBSC{wec:|w_1<<ei ) }’

1
where 5
1 1 241
— (= <rv <
0, = v (32—1 ! (6;1)2 s=V= 2(e71)2;
e e“+1 e
(ET) -V 2(671)2 S v S (ET)

Proof. Let cos(y) = ¢ and sin(y) = ¢. Then, the square of the distance from the boundary
Ups to the point (v,0) is given by

A ? B ’
¥(y) = <<1 —2e%c0s(¢) + (e2)2)2 —V> + <(1 — 2e%co0s(g) + (eQ)z)z) ,

A = cos(?.y){l —2¢% cos(¢) + (2)? cos(Zg)} + 2e%{e% cos(g) — 1} sin(g) sin(2y),

B = sin(Zy){l —2¢% cos(¢) + (2)? cos(2g)} —2¢%{e% cos(g) — 1} sin(g) cos(2y).

To show that |w — v| </, is largest disk contained in Ugg, it is enough to show that

the 0r<n<ir21 YP(y) = ¢y. Since P (y) = P(—y), it is enough to take the range 0 < y < 7.
S22
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) 1 2
Case 1: When ez SV < (202—8019)(c—1)2"

addition, ¢’(y) > 0 for y € (0, 7). Thus,

then ¢'(y) = 0 has 0 and 7 roots. In

min ¢(y) = min{y(0), (1)} = ¥(0).

o</<m
Hence,
= min \/Y(y) = /¥
0<y<m (e — 1
. e e (y) =
Case 2: When 22 891 <v< = then ¢’ (y) = 0 has 0, y,, and 7t roots, where

yv depends on v. In addition, ¢’'(y) > 0 fory € (0,y), and ¥'(y) < 0 when y € (y,, 77).
. . 62 —_—
Therefore, () has minima at 0 or 7r. We also see that (0) < () for 27 5e19) 1) <
241 2
v < 2(@ +11)2 and ¢(0) > () for 2(‘;:)2 <v<(5H)
Thus, the first part of the proof is completed.
Now, for the smallest disc that contains Ugg, the function ¢(y) for v = 1 attains its
maximum value at 7t. Thus, the disk with the smallest radius that contains Ugg has a radius

2
of(e 1). O

Theorem 2. The sharp Rgy  for Sy is
1/
e? — 2e !
Vn2(e — 1) + (€2 —2¢) +n(e —1)2 '

Proof. Consider a function %(¢) € P, such that 7(¢) = F (¢)/¢. Now, we have the
following:

R, (500 = (

Q) )
e MG

From Lemma 2, we have

EF'(E) (& 2n0"
e -5 = e

From Lemma 4, the map of |¢| <¢ under ¢f'/F lies in the Upg if the following is satisfied:

2ni" 1
it gl [
1—02n — (e—1)2

This is equivalently written as
((e—1)>=1)2" +2n(e—1)2"+1— (e —1)*> <0.
Thus, the S -radius of the S, is the root £ €(0,1) of
(e—1)*=1)" 4 2n(e—1)*" +1— (e —1)*> = 0;

that is,

e(e—2) v
RSESn(S”):<(6_1 + 1+ 2+ 1)(e—1)* 2(6—1)2> .

Consider f ¢(¢) = ¢(1+¢")/1—¢" Then, () = Fo(§)/& = (1+¢")/(1-¢") >0
Thus, Fo € Sy, and EF () /Fo(&) =1+2ng"/(1 — &"). This is beacuse at & = Rsﬁs,n’ w
2ng" 1

have
RGN L
Fo(¢) 1— g2 (e—1)%
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Therefore, [ gives a sharp result. Hence, the proof is completed. [

Theorem 3. Let

1

( de —e% -1 )2"
Ry = 5 ,
20e—1)%(1—2A) +e2 +1
( (e—1)2—1 )'1’
Ry = ,
(1+n—A)(e—1)24+/1+2n(1—A) + A2+ n2)(e— 1)  —2(e —1)2A
Ry = ¢ %
P A N1 At tn A2 -_1f—(1-_21)é

Then, a sharp Sk -radius for the class CSy (A ) is

| Ry, if Ry <Ry,
ngsl”(CSn(/\)) - { R3, if Rp > Ry.

Proof. Define a function n(¢) = F({)/g(E), where ¢ € S;(A). Then, i € Py, and
¢g’'(€)/g(Z)€ Py(A). From the definition of /1, we have

GE) e, @)
F (%) g(e)  n(d)
From Lemmas 2 and 3, we see that
EF'E) T+ =20) _ 2(1+n—A)e"
F@ — 1-en ST 1o @)

Now, we find the values Ry, Ry and R3 for 0 < ¢ < 1and 0 < A < 1. Firstly, we find
R;. For ¢ < Ry, this can be found if and only if

1+ (1—21)¢%" - e?+1
L= T 2(e—1)%

This implies that

g

_ 02 _
< éie e 1
2(e—1)7(1—2A) +e2+1

Now, we obtain R,. For this, we must have

2(1+n—A)e" _ T+ (=20 1
1—fm = 1 (e—1)%
This implies that
/< (e—1)2—1

(1+n—A)(e—1)2+/1+ (—20A + A2+ 2n+n2)(e— 1)¥ —2(e — 1)2A

For Rz, we have

2(L+n— A" _ (e 214120
1— 2 e—1 1—¢2n

This implies that

o2

f= (14+n—A)(e—1)2+ 14+ A +n—2A)2(e—1)% — (1 —-2A)e*
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O
Theorem 4. The Sk  -radius for Sj[a, b] is

N [ min{1;4}, -1<b<0<a<l,
ngs,n<sn [a,0]) = { min{1;¢,}, 0<b<a<,

1/n
2¢e—1
g’l: - 2 7
(e —1)"a — be?

o (et

Proof. Let F € S} [a,b]. Then, from Lemma 3, we can write

¢F'(©) (a —b)t"
o =

where

and

®)

where
1 abgn

C_W/ gl =2

For b < 0, we see that C > 1. Also by using Lemma 4, ' € Sjg , if

L4 (a—b)0" —ab® _ &
1— p2een = le—12

2e-1 |
Y L hy
(e —1)%a — be?

Furthermore, if b = 0, then C = 1. From (8), we have

which is equivalent to

Sr'@) 4| < g .
‘F(é) 1‘g ", (0<a<1).

1/n
By using Lemma 4 with a = 1, this gives ¢ < <ae((:12))2> for F € Sjg,. We see that

C<1for0<b<a<1. Thus, from Lemma 4 and (8), we have f € SES,n if

(a—b)e" _1—abl* 1
1—-0202" = 1-b20>  (e—1)%

6(6—2) 1/717
= (i) -

This completes the result. [J

or, equivalently, if

Theorem 5. Let —1 < b < a < 1. If either

(@ (1-b)<(e—1)2?(1—a)and2(1—b*) < (1—ab)(e—1)> < (1—-0b?)(1+¢€?)orif

b) (a+1)(e—1)2 < e(1+b)and (1-b*)(1+¢*) < 2(1—ab)(e—1)% < 2¢%(1—b?)
hold, then Sj;[a, b] C Sk ..
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Proof. (a) Let p(¢) = ¢F'(¢)/F (§). From Lemma 3, F € S;[a, b] if

1—ab a—>b
— < .
’p@ 1-2| = 1-12
In connection with Lemma 4, f € S} [a, b] if
a—b _1—ab 1

< _

1-02 —1-102 (e—1)%

and )
1 <1—ab<11+e ,

(e—1)2 —1-0b%2 ~ 2(e—1)2

which, upon simplification, reduce to (a).
(b) Let p(&) = &F'(&)/F (&). Since F € S}[a, b], thus, in the view of Lemma 3,

a—>
- 1-0b%

—ab
’p(g)_ 1_22

By using Lemma 4, we note that / € S;;[a, b] if the following is satisfied:

a—"> < ¢? 71—ab
1-02 = (e—1)2 1-0%

2 _ 2
1/ 1+e <1 ab< e ,
2\(e—1)2) = 1-0b%2 — (e—1)2

which reduced to the conditions (b). O

and

Theorem 6. The sharp radii for S, Sgy, Se, and Sy, are

Re;(8) = 1 ~ 0889,
w \ _ (5+4V2)(e—1)*+(—6v2-8)(e—1)24342v2 __
SkL) = (5+4v2) (e—1)4+(8+4v2) (e—1)2+2+2v2 ~ 0.87193,

S35 (
Rs* (S) =2—2In(e —1) ~ 0.917350,
(Sty) = Y22 ~ 0591174,

RSBS

Proof. (1) For F € S, we have

14+ @(8).

By the Schwarz Lemma |@(¢)| < |¢|, we thus have ‘\/1 +@(¢) — 1’ <1-+/1—{. Thus,
for |¢| = ¢, we have

’ﬂé?—l’ﬂ—ﬂ.

By Lemma 4, wehavel — /1 —-¢<1— ﬁ Consider f ((¢) = % V11++)1)}, which

isin Sf and §F0((§)) VI+¢= = )2 at Rgy_(Sy ). Hence, the sharpness is verified.
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(2) Let F € Sy Then, for |¢| =¢, we have

Gr'©) _ _ a1+
’F(C) 1‘§1 V2+(v2-1) 1-2(v2—1)¢

1
<l—-——
T (e—1p?

provided that

L B4V '+ (C6V2-8)e-1P+3+2V2 b .
G+4v2)(e— 1)1+ (B+4V2)(e—1)2+242y2 o5 KLV

Consider the function /1 defined by

@ =cen( [ 20 ),

p0(8) = VI~ (V=) [

where

At¢ = Ry (Sg), we have

i@ _
F1(%) e—1

Hence, the sharpness is verified.
(3) F € S}, so we have

gF'(2)

— 1‘ <ef—1<
The result is sharp for f 5 such that ‘:Fz((é)) = e

(4) Suppose that /- € (S};,,,); then ;‘E(é@)‘) <1+V28+ %2 Thus, for |¢| =¢, we can it
write as

¢r'@) 4| _ ¢* > 1
‘ —1H1+\f2§+2—1‘§ﬂ£—2§1—(e_1)2,

which is satisfied for ¢ < ‘f(el 2) Consider

2
Fa(@) = goxp 2VEAE

Consider the families:

F, := {F EAH:R6<;(§))) >0 and Re(g(;) >0, gEAn},
¢)

F := {F 6An:Re(gé§;> >0 and Re(%) >1/2, gEAn},
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and

B {r e L8 -1 <1 and (8]0 g},

Theorem 7. The sharp radii for functions in the families ¥1, ¥, and F3 respectively, are:

1/n
_ e(e—2)
ngsln(Fl) o <2n(61)2+\/1+(4n2+1)((11)42(61)2> !

1/n
. _ 2¢(e—2)
RsBsrn(Fz) N (3n(e—1)2+\/(9n2+4n+4)(e—1)4—4(n+2)(e—1)2+4) !

1/n
o 2¢(e—2)
ngs,n@s) N <3n(e1)2+\/(9n2+4n+4)(61)44(n+2)(el)2+4> :

Proof. (1) Let / € Fy and define p, i : E — Cby p(¢) = £& and n(¢) = % Then,
clearly, p, h € Py, since F () = ¢p(&)h(¢). By Lemma 2, and by combining the above
inequalities, we have

II<—<1—-——.
— 10— (e—1)2

‘éF’(é‘) B ‘ dnl" 1 1
After some simplification, we arrive at

(F1).

1/n
< ( e(e —2) ) ~ Re.
2n(e —1)24 /1+ (4n2 +1)(e — 1)* —2(e — 1)2 BSn

To verify the sharpness of result, consider the functions defined by

=315 s ().

Then, clearly Re(’; :((g))) > 0, and Re(gT(g)> > 0. Hence, F ¢ € F;. We see that at

¢=Rs; (F1)el™/" as follows:

@ At 1
A0 T T e

Hence, the sharpness is satisfied.

(2) Let F € Fp. Definep, h : E— Cby p(¢) = @ and h(¢) = %. Then, p € P,

and h € P,(1/2). Since F (§) = ¢p(&)h(E), then according to Lemma 2, we have
EF(E) 3nl" + nl?" 1
| P L S g I
R R e

which implies that

0 < 2e(e —2) Y
T \Bn(e—1)2+ /9n2(e — 1) +4[(n+1)(e — 1)2 — 1][e(e — 2)]

= RSES,H (F2) :

Thus, - € Si , for £ < Rg: (F2).

n

For sharpness, consider the following:

¢a+¢") ¢

F5(§) = (1 _gn)z andgl(g) = 1 _gn'
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Then clearly Re(’;f((g))) > 0, and Re(glé‘:)) > % Hence, F € F. Now, at& = ngs ) (Fy)

Er@) _ gt 4ng 1
F5(0) [N

Hence, the sharpness is satisfied.
(3) Let | € F. Define p, 71 : E — Cby p(¢) = &€ and h(¢) = $& Then, p € P, and

¢ Gk
‘h(lcj) - 1‘ <1 <= Re(h(¢)) >1/2;
therefore, i € P,,(1/2). Since F (&)h(E) = ¢p(E), then according to Lemma 2, we have
ZF'(g) 3nl" 4 nl?" 1
< rE e

This implies that

(F3).

< 2e(e —2) )l/n
(< = Rg:
3n(e—1)2+ /(M2 +4n+4)(e— 1) —4(n+2)(e—1)2+4 BSm

Thus, | € Sgg, for £ < Rgy (F3). For sharpness, consider the following;:

n\2 n
ro@ = 8  ana ) - 1L
We see that © . .
82 _ z
w(Eg) - *(mw) > >
and

CORNE

Therefore, [ ¢ € Fs3. A computation shows that at { = RSES . (F3)e™ ™, which comes

out to
Zre(2) _ 3ng" +ng* 1

Fe(%) 1= (e— 1)
Hence, the sharpness is satisfied. [

3. Coefficient and Hankel Determinant Problems for the Class Sj¢

Pommerenke [28] was the first to introduce the gth Hankel determinant for analytic
functions, and it is stated as follows:

dy dpst ov duig
dor1 duia oo dpsg

Hyu(F)=| . " : : ©
dn+q—1 dnJrq dn+2q72

where 1, g € N. We note that
Hyi(F)=ds—d3, Hya(F) = dyds —di.
In this section, we focus on obtaining sharp coefficient bounds and bounds on Hy 1 (F)

and HZ,Z(F ).
We will use the following results related to the class P.
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Lemma 6 ([5]). Let p € P and be of the form (6). Then for v, a complex number
|p2 — vp3| < 2max(1, |20 —1]).
Lemma 7 ([29,30]). Let p € P and be of the form (6) such that |p| <1, and |n| < 1. Then,

2p, = pi+p(4—pi), (10)
dps = pi+2(4—phpip— 4 —ppip+2(4—pD) (A - P, (11)

Lemma 8 ([31]). Let @ € B be given by @(z) = E cn ", and thus
n=0

l[)(u, T)) = ‘C3 + pujcicr + }/lzc‘;”.

Then, ¥ (u,v) < |v|if (u,v) € D¢, where

— . Lo
D6—{(u,v).2§|y§4, VZE(” +8>}.

Lemma 9 ([32]). Let E:= {p € C: |p| < 1}, and, for j, k,and | € R, let

Y(j, k1) := max{|j+kp+lp2| +1—p)*:p€c E}. (12)
Ifjl >0, then
Gk { i+ el 111, [kl = 2(1 = [1]),
Y(j k1) = . k
T+ il + s, Tkl <2(1=11)).
i+ gy K <201
Ifjl <0, then
. 2 . 2
1—|]|+m, —4jl(I72 = 1) <K A k| < 2(1= 1)),
Y(],k,l) == . k2 2 . 2 Ai -2
1+|]|+47(1+|l|)’ k> < min{4(1+ |1])%, —4jl(! 1)}
R(j, k1), otherwise.
In such as case,
i+ 1l = 111, (] +4[j]) < [jkl,
k
1+l + =, ikl < [1|(|k| —4lj]) < |jk|.
R — 4 VU gy VK < 0K =410 <
. k> 4
11| + ]| 1—4—],1, otherwise.

Theorem 8. Let F € Sig and be of the form (2). Then,

17 29
< < < ZZ.
|da| <1, |d3| < 20 |dy| < )

These bounds are the best possible.

Proof. If /' € Sgg, then

EF'E) (@@
e = (w0
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where @ € B. The class B consists of Schwarz functions @ that are analytic in E, with
@(0) =0, and |@(&)| < |E]. Let p be of the form (6). Then,

_p@)—1
TR,
Now by using (2), we can write out the following:

+(4ds5 — 2d3 — Adydy + Ad3ds — d)EH + - - (13)

In addition,

n@ \ 1 2 2, —109 1 1 3

L (Lo, 215 +25 s B L ey (14)
9216071 ~ 576721 T 97173 10377 sp4 '

From (13) and (14), we obtain

1
dy = FPu (15)
29, 1
d3 = %Pl szr (16)
o -109 5 13 1
dy = WP]"’_%PIPZ g3 (17)

From (15), we have |d| = %|p1| < 1. From (16), we can write out the following:

29

ld3| = < |p2 — 24171

An application of Lemma 6 for v = % gives the required bound.
The function @ € B can be written as a power series:

i cnz", (18)

Since p € P, therefore,
14+ w(z)
p(Z) - 1 —CD(Z).

By comparing the coefficients at powers of z in
[1-@(2)]p(z) =1+ a(2),

we obtain
p1 =2c1, p2=2c+ ZC%, p3 = 2c3 +4c1c0 + 2051)’.

By putting these values in (17), we obtain

1

dy = 3 (Ca + pic1cp + VZC%)/
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where 1 = 3, and ua = 4. Now, by using Lemma 8, we have 2 < |u1]| < 4, and
p1— 13 (42 +8) = 355 therefore,

1 29
4] < 3lial = =

The equalities in each coefficient |dy|, |d3|, and |d4| are respectively obtained by taking the
following:

F1<é):6exp</f(“31dt>:5—52+Z§3—§354+-~. 19)
O
Theorem 9. Let f € Sig and have the series representation given in (2). Then,
45— 3l < 5. 0)

Theorem 10. Let | € S} and have the series representation given in (2). Then,

521
Hoa(F) = |dads — 5| < . (21)
The equality is obtained by the | 1 given in (19).
Proof. Using (15)—(17), we obtain
571 191 1
_ _ 2 4 2
HZ,Z(F) - d2d4 d3 3072p1 + 576 plpz 2p1p3 16 pZ' (22)

As we can see that the functional Hy>(f ) and the class Sj are rotationally invariant, we
may therefore take p := p; such that p € [0,2]. Then, by using Lemma 7, and after some
computations, we may write out the following:

571y 107 5 51 N\ 2

1 2 2
P4 —p )(1 = el )77/
where p and 7 satisfy the relation |p| < 1and |y| < 1.

2' < 1. Next, we

Firstly, we consider the case when p = 0. Then, |Ho»(F )| = |—3
assume that p = 2; then, |Hp»(F )| = 22L. Now suppose that p € (0,2); then,

[Hoa(F)| < 5gpd — P kD),

where _
CD(j,k,l):‘j+kp+lp2’+1—|p|2, p€E,
L. b21p? o ~ (12—-7p%)
with j = 3844 — )’ k=—-=g,and! = 3 ; then clearly,
521p? (12 — 7p?) /12
= > = 2].
3072(4— Pz) >0, for p € - ,2 (23)
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In addition,

~ 23p* —9%6p + 144 12
k| —2(1—|I]) = 1y >0 pE[ 7,2)

so that |k| > 2(1 — |I|), and by applying Lemma 9, we can obtain

[Hoa(F)| < gp(&— )il + K+ 111) = (),

where . o4 1
— 4, <= 2, -
Clearly, ¢'(p) > 0, and so
maxg(p) = g(2) = oor
P =89 = 576

We also see from (23) that
. 521p%(12—7p?) 12
= f =
= "30ma—py =% frreldyz

2 aal—2 1\ _ 1 p*(889p* —20280) 12
k 4;1(1 1)_576 e o (Ve E

Thus,

—
N

This shows that —4jI (172 — 1) < k* A [k| < 2(1 — |I]). In addition,

@(p) 401+ \l|)2+4jz(r2 - 1)

(7p — 6) (1295p° — 4266p* + 2688p> + 2073p* + 2304p — 13824)
p*(12—7p?)

We see that ®(p) > 0 for p € (0,0.76032) U <§, \ /172), and ®(p) < 0for p € (0.76032, §).

Hence, we conclude that
_4il(172 _ 6 12
min{4(l+|l|)2,—4jl(172—1>} _ 4jl(1 1), p € (0,0.76032) U (7,1/ 7),
4(1+ |1])? (0.76032, §).
As a result,

(23p? — 96p + 144) (191p? + 96p — 144)
2304

K —4(1+11)% = > 0 for (0.76032, g)

In addition,
R a1+ I = p?(78365p* — 96828) <ot 96828 12
T 11R2(7p2 - 12) T\ V783’ V7 )

This shows that k2 < min{4(1+ |I[)%, —4jI(I"2 — 1)} hold for p € (\/33326@,/172). By

applying Lemma 9, we arrive at the following:

2
Haal)] < ggr(@ =) (141014 g1 ) = 9100
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References

where
p(127p* — 1364p> — 1728p — 8064p + 6912)

g1(p) = 6912(6 — 7p)

This attains its maxima at p = 4/ % Hence,

V21 (—4413 i 3034\/21) st
148176 + 4939221 576

|Hap(F)| <

We are left with the case p € (0, v/ ?ggég) . We also see that

L 4171p* — 55392p% + 246528 /96828

We conclude that |I|(|k| 4 4]|j|) < |jk|. By applying Lemma 9, we arrive at the following:

[Hoa(F)] < 5zp(d— )il + [k~ 1) = 8(p),

where g is given in (24), this giving us the required result. The function given in (19)
belongs to the S}, as dy = —1,dy = —29/72, and d3 = 17/24, which yields the sharpness
of (21). Hence, the proof is done. O

4. Conclusions

We have introduced a subclass of S* associated with Bernoulli numbers of the second
kind and studied some geometrical properties of the introduced class. These results include
radii problems, inclusion problems, coefficient bounds, and Hankel determinants. The new
defined class can further be studied for determining the bounds of Hankel and Toeplitz
determinants, and the same can also be found for logarithmic coefficients and for the
coefficients of inverse functions.
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Abstract: This paper introduces two novel subclasses of the function class X for bi-univalent func-
tions, leveraging generalized telephone numbers and Binomial series through convolution. The
exploration is conducted within the domain of the open unit disk. We delve into the analysis of initial
Taylor-Maclaurin coefficients |a;| and |a3|, deriving insights and findings for functions belonging
to these new subclasses. Additionally, Fekete-Szego inequalities are established for these functions.
Furthermore, the study unveils a range of new subclasses of ¥, some of which are special cases,
yet have not been previously explored in conjunction with telephone numbers. These subclasses
emerge as a result of hybrid-type convolution operators. Concluding from our results, we present
several corollaries, which stand as fresh contributions in the domain of involution numbers involving

hybrid-type convolution operators.

Keywords: univalent functions; analytic functions; bi-univalent functions; binomial series;

convolution operator; involution numbers; coefficient bounds

MSC: 30C45; 30C50; 30C55

1. Introduction

In this article, we will study Bi-Univalent Functions Based on Binomial Series-Type
Convolution Operator Related with Telephone Numbers. For this purpose, we will first
give the basic definitions and theorems we need. Let A represent the class of functions that
can be written as:

f@) =zt Y a, M
n=2

these functions are analytic in the unit disk which defined below and here a, represents the
coefficients,

U:={z:zeC and |z| <1}

Let S be the class made up of all functions that are univalent on the open unit disk
and taken from class A. The most well-known and important subclasses of this class are
the starlike and convex classes. Two conversant subclasses of A are correspondingly the
class of starlike functions and convex functions of order « (0 < a < 1). These classes are
familiarised by Robertson [1] and are defined with their analytical description as

S*(a) := {h cA: %(ZZ;S)> >u,z€ U}

and

Cla) := {h cA: %<1+ ZZ,/;S)) >a,z€ IU}.
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It is well known that S*(«) C S and C(a) C S. In the interpretation of Alexander’s
relation, h € C(«) if and only if zh'(z) for z € U, belongs to $*(«) for each 0 < o < 1.

For & = 0 the class §* := §*(0) condenses to the well-known class of normalized star-
like univalent functions and C := C(0) reduces to the normalized convex univalent functions.

The classes formed by the starlike and convex functions and the subclasses of these
classes have been studied a lot in the past and still maintain their popularity today.

With the f function of type (1) and h(z) = z + OZO‘, b,z", the Hadamard Product of
n=2
these functions is denoted by f * h and defined as

(f*xh)(z) =z+ i anbnz". )

n=2

Let the functions f and g be analytic, the subordination of the f function to the g
function is denoted by f(z) < g(z). The important thing here is to prove the existence
of an analytic function @ that satisfies the conditions @(0) = 0 and |@(z)| < 1 when
f(z) = g(@(z)) is defined on the open unit disk. Lately Ma and Minda [2] amalgamated

z fi(2)

various subclasses of starlike and convex functions for which either of the quantity @) Oor

& jf,,((zz)))/ is subordinate to a more general superordinate function Y(z) = 1+ Mz + Myz? +

M3z3 + -+ ,M; > 0. For f € A, the class of Ma-Minda starlike functions is given by
z f(lz()z) ~< Y(z) and Ma-Minda convex functions is by z Jf/’((;)))’
some results, such as covering theorems, growth theorems, and distortion bounds. Several
subfamilies of the collection S have been looked at as specific options for the class S*(Y(z))
throughout the past few years. In the study that has lately been examined, the families

mentioned below are particularly noteworthy.

(i) S;=8"(V1+2) 8] S&p = S*(exp(2)) [4], Sfyn = S*(1 + tanh(z)) [5],
(i) Sios = 87(c05(2)) 6], Spep = 8* (14+5inh ™ 2) [7], S, = S*(cosh(2)) [8],
(iii). S, = S*(1+sin(z)) [9], Sy = S* (1 tz4 %zz> [10],

(). Sfy 1yp =S (Yuo1(2)) 1] with ¥y—1(z) = 1+ gz + 2" forn > 2.

~< Y(z). They concentrated on

Main idea of this article, we made an attempt to define two new subclasses of the
function class of bi-univalent functions defined in the open unit disk, involving Binomial
series by convolution and find the initial Taylor coefficient estimate |a;| and |a3], relating
with generalized telephone numbers. Therefore, before moving on to our general section
on Coefficient Bounds, we need to give some general definitions, theorems and examples
for detailed examination.

1.1. Integral Operator

Fractional calculus was first studied in the late 17th century. Fractional calculus has
a wide range of applications, for example, fluid flow models, electrochemical analysis,
groundwater flow problems, structural damping models, acoustic wave equations for
complex media, quantum theory, economy, finance, biology, human sciences, etc. Since its
application area is very wide, it is a multidisciplinary subject and will increase its popularity
and importance even more today and in the near future. References [12-16] can be consulted
for some studies. Fractional derivative operator is a field that grows day by day and new
studies are made. Many operators have been defined recently, which is clear proof of
how important the subject is. Some of these operators are defined via a fractional integral.
Thanks to these operators, we can process and analyze data in many different disciplines.
Some common fractional derivatives operators are: Riemann-Liouville, Hadamard, Caputo
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and Erdélyi-Kober fractional operators, which have been proposed and implemented. We
recall the operator L7 : U — U, studied by Babalola [17], is defined by

£7f(z) = (po % prp* ) (2), )
where .
Pox(z) = W, c—x+1>0, and ps; = psp0.

and p, | is given by

_ z
(pU'/K*p(T,}()(Z): 1-2 (o, ke N:={1,2,3,--- }).

If the function f is defined in type (1) and belongs to class A, the Equation (3) can be
written as follows

Lef(z _Z+2< Zillq (a+((;:1;)!—1)!>””zn (zel).

Using the binomial series, we have:

(1- (5)j = (io (2) (—(5)2 where jeNy:=NU{0}={0,1,2,---}.

For a function f belonging to the class A, Srivastava and Sheza M. El-Deeb [18]
introduced the linear derivative operator as follows:

DI f(z) = f(2),

D7} f(z) = D5y f(2)

= (1-8)"Lf(z) + [1 - (1-6)"]z(LIf) (2)
T(c+7j) (0 —x)!

:ZJ“];[H (j_l)cn(‘s)]<r(a+1) ' (a+j—x—1)!>“f .

and, in general,
DI f(2) = Dfy (Do £(2))
=(1- J)JD;T(S"T( 1f(z) + {1 —(1-0) } (D;f{s,,:( lf(z))l

==+ L1+ 000" (G e )

:z—i-ivnanz” (6>0; j,o,keN; meNy:=NU{0}), 4)
n=2
where o4 ) ( )
. m o n og—K):
Vn = {1+(n_1)d(5)} <F(0+1) . ((7—1—11—1(—1)!) ©)
and

-y () ot Gem,

=1
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It follows from (4) that

!

J(0)z (DIf(2)) = DI f(z) — [1- (0)| DL f ). (6)

1.2. Generalized Telephone Numbers (GTN)

The usual involution numbers, also used in definition telephone numbers, are assumed
by the recurrence relation

Qn)=Qn—-1)+(n—-1)Q(n—-2) for n>2
here the following initial condition is provided
Q(0) =Q(1) =1

first published in 1800 by Heinrich August Rothe by which they may easily be calculated [19].
One way to explain this recurrence is to partition the Q(n) connection patterns of the n
subscribers to a telephone system into the patterns in which the first person is not calling
anyone else and the patterns in which the first person is making a call. There are Q(n — 1)
connection patterns in which the first person is disconnected, explaining the first term of the
recurrence. If the first person is connected to someone, there are n — 1 choices for that person,
and Q(n — 2) patterns of connection for the remaining n — 2 people, explaining the second
term of the recurrence [20]. Q(#) is the number of involutions (self-inverse permutations) in
the symmetric group (see, for example, [19,20]). Relation between involution numbers and
symmetric groups were first studied in the 1800s. Since involutions correspond to standard
Young tableaux, it is clear that the nth involution number is also the number of Young
tableaux on the set 1,2, ..., n (for more information, see [21]). According to John Riordan,
the above recurrence relation, in fact, produces the number of connection patterns in a
telephone system with n subscribers (see [22]). In 2017, Wlochand Wolowiec-Musial [23]
introduced generalized telephone numbers Q (g, n) defined for integers n > Oand p > 1
by the following recursion:

Qp,n) = pQp,n—1)+(n-1)Q(p,n -2)
here the following initial conditions are provided
Q(p,0) =1,09(p,1) = ¢,

and studied some features. In 2019, Bednarz et al. [24] introduced a new generalization of
telephone numbers by

Qp(n) = Qu(n—1)+pn—-1)Qu(n-2);n 22,9 >1
here the following initial conditions are provided
Qu(0) =Qu(1) =1.

They examined and researched the main features of this class that they introduced.
Moreover, they investigated the connections of these numbers with the congruences and
gave some proofs. Lately, they derived the exponential generating function and they gave
the definiton of the summation formula for Q,(n)

" XZ o0 xn

x X

AR = Y0y (92 1)
n=

It is clear that Q(n) will be obtained when p = 1. In addition, the following equations
are obtained for different values of n:
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L 9,0 =9,=1

3. Q,(8)=1+3p

4. Qu(4)=1+6p+3p?

5. Qu(5) =1+ 10p + 1502

6. Qu(6) =1+ 15p +450% + 150°

and due to Deniz [25], now we consider the following analytic function

E(z) = e(“'p%) =

1+3pza+3p2+6p+1z4+ 1+10p+15@225

Thet 5% +—p 24 120

@)

for z € U. Here, the & function defined in U is chosen as an analytic function with a
positive real part and E satisfies the conditions £(0) = 1, E’(0) > 0, and E maps open
unit disk onto a region starlike with respect to 1 and symmetric with respect to the real
axis. In recent years, researchers who have focused their studies on Generalized Telephone
Numbers have defined a new class and presented appropriate solutions by addressing
problems such as coefficient relations, Fekete-Szego inequalities of this class. Based on these
studies, similar results were obtained for f~!. In addition, with the help of convolution
products for analytic functions normalized in U, different applications and special cases
of Fekete-Szeg6 inequality are examined and some important problems and applications
are examined in [26]. In the light of this information, similar discussions can be made for
bi-univalent functions.

Now we recall and define a new subclass of bi-univalent functions in the following
section.

1.3. Bi-Univalent Functions ¥

Let f belongs of class S. In this case, we know that the function f has an inverse f 1,
and this inverse function is defined as follows:

fflf@) =2z (z€U)

and
st =w (ol <nlfinl) = 1),

where
g(w) = fH(w) = w— ayw?® + (243 — a3)w® — (5a3 — 5a2a3 + ag)w* + - - - . 8)

A function f € Ais said to be bi-univalent in U if both f(z) and f~!(z) are univalent in
U. Let X denote the class of bi-univalent functions in U given by (1). Note that the functions

fe) =15, ple)=glogis,  fi(z) = log(1—2)

with their corresponding inverses

1 w 1 | . e’ —1

= W=

are elements of X. In the past years, Srivastava et al.’s reference article [27] has been a
pioneer for many researchers and the importance of the subject has been better understood
after this article. Afterwards, different studies on this subject were carried out by many
researchers. Recently there has been triggering interest to study bi-univalent function class
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Y. and obtained non-sharp coefficient estimates on the first two coefficients |a;| and |a3|
of (1). But the coefficient problem for each of the following Taylor-Maclaurin coefficients:

las|  (meN\{1,2}; N:={1,2,3,---}

is still an open problem (for more detail see [28-33]). By using the hybrid-type convolution
operator DZ;"A and motivated by certain recent study on bi-univalent functions which
still remain popular today [34-39]. We define a subclass in association with generalized
telephone numbers (GTN) [25,26].

Definition 1. The f function belonging to the class X in type (1) is said to belong to the class
BI5'Y7 (A, z) if f satisfies the following inequalities :

Zlf)‘ q,mfl Z/
( (D3 f(2) ) =) o

DI )

and

(D7 Tgw)[

1-A D(r,m—l /
(w (Diox_8) ) < E(w), (10)

here 0 < A <1; z,w € U and it is assumed that the g function is as in (8).

The new subclasses of the X class created by the special selection of the parameters in
this definition can be defined as in the following two examples.

Example 1. For A = 0, the f function belonging to the class . in type (1) is said to belong to the
class ST5%¥ if f satisfies the following inequalities:

7.,0,%
Dq,m—l /
(Z( iox f(2) ) < E(2) (11)

Dy f(2)

and

om—1 1
(ww,;o-,x 8@)) ) < aw) 1)

D '8(w)

in here z,w € U and it is assumed that the g function is as in (8).

Example 2. For A = 1, the f function belonging to the class . in type (1) is said to belong to the
class R;Témzp if f satisfies the following inequalities:

(Prn'f(z)) < E(2) (13)

and
(D7 gw))) < E(w) (14)

in here z,w € U and it is assumed that the g function is as in (8).

In [40], Obradovic et al. gave some criteria for univalence expressing by R(f'(z)) > 0,
for the linear combinations

@Y gy 1 ]
T<1+ ) >—|—(1 T)f/(z> >0, (t>1,ze€l).
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According to the above definitions, Lashin [41] defined the new subclasses of
bi-univalent function.

Definition 2. A function f belonging to the class ¥. in type (1) is considered to be in the class
M%EW(T, B) if f satisfies the following inequalities:

2(DI T f(2)) 1
T( + (D;T’gs(_lf(z))/ ) +( T) (D;’;’j(_lf(z))’ < (Z)
and :
w(Dj5 g(w))” 1
1+ —pem +(1-1) e < E (16)
( (Di g(w)) ) D ey

where z,w € U, T > 1, and it is assumed that the function g is as defined in (8).

Example 3. A function f belonging to the class X in type (1) is considered to be in the class
MEFEP(1,E) = KI557 () if f satisfies the following inequalities:

om—1 1" om—1 "
1+ —Z(Df’f;z"_lf(z)) < E(z) and |1+ w(Dj'j;fl 8w))
(DI Tf(z)) (D% Tg(w)y

jox
where z,w € U, and it is assumed that the function g is as defined in (8).

< B(w)

2. Coefficient Bounds

To establish our main results, we require the following lemma.

Lemma 1 (see [42]). Ifh € P, then |ci| < 2 for each k, where P is the family of all functions h,
analytic in U, for which

R{h(z)} >0 (zel),

where
h(z) =1+ c1z+ cpz® + - (z € U).
We begin by estimating the coefficients |a| and |a3| for functions in the class
B (A, E). Let P(z) be defined by

7o

1

P(z): = JZEZ =1+cz+ez?+---.

It is evident that

P(z) -1

« =

2) P(z) +1

1

). ) .s
1z + CQ—E z° 4+ C3—C1C2+Z z7 -

Since @(z) is a Schwarz function, it follows that R(p1(z)) > 0and p;(0) = 1. Therefore,

b1, [Pt 31”2
zZ)— V4
P+l K2

e

—1)c?
1+Clz+<622+(p)cl>z2+(c3+(p

] (17)

(1_&@0%) 2. (18)

2
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Define the functions p(z) and ¢(z) as follows:

 14u(z) ’
p(z) = = u(z) =14+ pi1z+paz°+
and . @
_ 1+oz) _ 2 ...
q(z) = 1= o(z) =14+ q1z+ qz° +

or, equivalently,

-1 1] 2
u(z) = plz) =1 _1 p1z + (Pzpzl>22+'“

and -
1\ 2

U(Z)—W—E q]Z+ qz_? z5 4.

Subsequently, p(z) and g(z) are analytic in U with p(0) = 1 = ¢(0). Furthermore,

since both u and v map from U to U, the functions p(z) and g(z) exhibit a positive real part
in U, and they satisfy the inequalities:

[
—~
N
~
|
—_
—_

lpil <2 and |q; <2. (19)
For the scope of our study, we introduce the notation:

v =@ = [L+do)" (R T, (20)

Te+1) (@+1—A)

I'(c+3) (c—A) ) 1)

V3 = {1+2Cj(5)}m(r(g+1) ' (c+2—M)!

In the subsequent theorem, we embark on the initial exploration of the Taylor-Maclaurin
coefficients |a;| and |a3]| for functions belonging to this novel subclass B;.T;sz"p (A B).

Theorem 1. Let assume that the f function is as in (1) and in the class B;T;smz;p()x, E). Then

1
laz| < min ALV’ 5 (22)
{(A-1)(A+2)—(p—1) (A+1)2} V3 +2(A+2) V3|
and
a7+
la5| < min A+1)2v7 T 2+ )3 L (23)
{A-1)(A+2)—(p—1)(A+1)2}V3+2(A+2)V; | (2+A)V5°

Proof. It follows from (9) and (10) that

Z17/\ q,mfl z /
( Crx 1) ) = 2(u(z)) (24)

DI )

and

1—A om—1 /
(w ﬂ%“gw»)zaww» (25)

DI g (@)1
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where p(z) and g(w) in P and have the following forms:

- 1.1 p2 (9 —1pi\ 2
_.(u(z))—l—i—iplz—l—(?—i-T)z T

and

- .. 1 2, (p—Daiy -
H(v(w))—l—o—iqlw—i—(?—i—T)w +--,

respectively. Now, by equating the coefficients in (24) and (25), we have

1
1+ ANDsay = FP1

»  (p—1p?

2
1
—()\ + 1)V2a2 = qu
and

(A=1)(A+2)

(s s 82

V22> a% — (A+2)V3ﬂ3] = 92 +

From (28) and (30), we can determine that

20+A)Vy 21 +A)V
which implies
P1=—0
and
8(A+1)°V3a3 = pi + 5.

Thus we have

2 _ _n+d
2 8(A +1)2V2
and ,
A+ 138 = 1A

By adding (29) and (31), and utilizing (32) as well as (33), we get

(A= 1A +2VE +200 +2)Vs]af = 2782 0124,

2 8
Thus, by using (36)

p2+q2
2[{A =1 (A+2) = (p— 1) (A +1)2}V3 +2(A +2) V5]

3 =

Applying Lemma 1 to the coefficients p, and g, yields the immediate result

2
SHA-DA+12 (o DA+ )V 12 120

|ay|?

Hence,
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(26)

(27)

(28)

(29)

(30)

(31)

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)
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2
@5VAHA—1NA+Q—%p—lﬂA+1FN€+2@+Q”%V

This yields the bound on |a;| as stated in (22). To establish the bound on |a3|, we subtract (31)
from (29), resulting in

1 -1
20 +2)Vsa5 =20 +2)Vaa3] = 5 (p2 = 32) + = (P} — ). (40)
Using (32), (33) and (40) we can deduce that
— @279
a = 112 + 4(2 T A)V:; (4:1)
Pi+ai P2 — 1

&A+nn§+4Q+An6

Applying Lemma 1 once more to for the coefficients py, g2, we immediately obtain

1 1

<
Mﬂ—(A+nhg+K2+An%

also,
2 1

S DA+ - DA+ IPNE 2012 T E A

This completes the proof of Theorem 1. []

As a consequence of our results, by appropriately setting the parameter, we present the
following corollaries, which are novel and have not been studied for the case of involution
numbers involving hybrid-type convolution operators.

When we fix A = 0 in Theorem 1, the following corollary emerges.

Corollary 1. Let assume that the f function is as in (1) and in the class Sgégp(E). Then

1

laa| < min{ V2 5 42)
|4V37(g9+1)V22\

and

L 1

, z T2y

|as| < min V2 ’ (43)
IS S
[—(14+p)V3+4V5| © 2V3°

Fixing A = 1in Theorem 1, we have the following corollary.

Corollary 2. Let assume that the f function is as in (1) and in the class R;Témzp(E) Then

1
. 2V,
laa| < mln{ A 1 (44)
3V3—2(p—1)V2
and
1 1
) nztan
las| < min ¢! 5 1 (45)
[—4(p—1)V3+6Vs| T

In the subsequent theorem, we are embarking on the initial exploration of the Taylor-
Maclaurin coefficients |a;| and |a3]| for functions within this novel subclass M;;}sz;p (t,8).
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Theorem 2. Let assume that the f function is as in (1) and f € M5 (T, E), T > 1. Then

70,5

1
2(2t-1)V,’
|az| Smin{ Gy,

VIa+n)—2@r-1)2(p-1) 3

and
1

25+
. 3BT-1)V —1)2)2’
|az| < min (Tz i 1

3(3t-1)V;s + |(1+1)—2(2t-1)2(p—1) | V2~

Proof. It follows from (15) and (16) that

D (@) 1
1 ook 77 1-7T) ==
( oGy )” Yoy =
and )
WD g(w))" ;
1 ) 1-17)————— = &(o(w)).
( T )y )” Vo gy o)

From (48) and (49), we have

142021 — 1)Vatpz + [3(3T —1)Vsa3 +4(1 — 2T)V2a2} 2+

-1
P2+(@ )P1>Zz+___l

_1+2PZ+<2 8

and
1-2021 — )Vaaw + (2(5r —1)V2a3 — 3(37 — 1)V3a3) W —
@ (p—Dai\ ,
—1+2q1w+(2+ 3 )w—i— .

By equating the coefficients, we obtain

1
2(2T — 1)V2a2 = E}ﬂl,

3(3T = 1)Vsas + 4(1 - 21)Via} = % + (@;UP%’

=221 = 1)Voay = %Ql,
and
Using (50) and (52), we obtain

P1=—Mm

From (50) by using (19),

oo < M
Also
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(47)

(48)

(49)

(50)

(51)

(52)

(53)

(54)

(55)
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R02r-1)V243 = pi+@
2, 2
2 Pitq
= ) 56
%2 32021 —1)2)2 (56)
Thus by (19), we get
1 1
< = .
92| = 3w, T 1o 57)
Now from (51), (53) and using (56), we obtain
(20 +7) —4@2r—12(p - 1)) V23 = ”ZTJ””. (58)
Thus, by (58) we obtain
2 = P2+ 92
? 4(1+71) -2t -1 (p - 1)]V;
1
aa| < .
VI +1) =202t —12(p - )3
By using (51) and (53), and then substituting (54), we get
__ P2~ 2
az = 6(3’1’ — 1)V3 + ﬂz- (59)
Taking the modulus of both sides, we obtain
2 2
< .
193] < 33—y, T 192 (60)
Using (55) and (57), we get
las| < 2 + L
=3BV ar—1)2V2
Now by using (58) in (60),
2 2
< -
B 2 1
S 3@T-1)V; |1+ 1) 202t -1)2(p—1)|V3
O
Corollary 3. Let assume that the f function is as in (1) and f € K;Témzp(E) Then
1
lag| < min{ R (61)
Vi2=2(p-1)V3
and s )
< + —=,
3] <ming °3 2 (62)
&5 T poa(p-npE

3. Fekete-Szego Inequalities

For f € A, Fekete and Szegd [43] introduced the generalized functional |a3 — Na3|,
where R is some real number. In [44] Zaprawa provided the Fekete and Szego results

157



Axioms 2023, 12,951

for f € £ . We prove Fekete-Szego inequalities for functions f in the new subclasses

B3¢ (A, E) and M777(1, E) using the following lemmas proven by Zaprawa [44].

Lemma 2 ([44]). Letk € Rand z1,z; € C.If |z1] < Rand |z3| < R then

KR, [ > 1
|[(k+1)z1 + (k—1)zp] < (63)
2R k| <1.

Lemma 3 ([44]). Letk,1 € Rand z1,z, € C.If |z1| < Rand |z3| < R then

2[k|R,  |k| = 1]
[(k+Dz1 + (k= Dzf < (64)
201R - |k| < |11.

Now, we obtain Fekete-Szegt inequalities for f € B%fgg’()t, 5):

Theorem 3. For R € R, let assume that the f function is as in (1) and f € B}T;smz;gg(/\ 2), then

1 : 1
oy N3] < § oA 0< NS meam;
AR = oy

where

1—-R

M = O+ - DA+ IEE F 2+ 2]

(65)

Proof. From (41), we have
N2 P27 a2
az — Naj = TEEYIA + (1 —v)a;. (66)
By substituting (38) in (66), we have

P2 — 42

— Ng2
3 = R 42+ 0)Vs

(1-N)(p2 +4q2)
2[{(A=1D(A+2) = (p— (A +1)2}V3 +2(A +2) V3]

= (h(N) + W)pz + (h(v) - 4(2:%)% (67)

where

1-N

hR) = 2[{(A =D +2)— (p - A+ 12}V +2(A+2)V5]

Thus by taking modulus of (67), we conclude that

L ;0 < [N € gty
an — Na2| < { @A) = = 42+ 68

s = —{ )] 5 A 2 i ()
where h1(R) is given by (65). O

By taking X = 1 in above Theorem one can easily state the following:
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Remark 1. Let the function f be assumed by (1) and f € B;%’?gp()t E). Then

‘aa —a%’ < (2—|—1)\)V3

By taking A = 0 and A = 1, we can state the following:

Corollary 4. For X € R, let assume that the f function is as in (1) and f € Sf{;"gp(E), then

1 .
o 2 < m 7 =
‘“3 N“Z‘ —{ 4hR)| L

1-R

where h(R) = 2[4V (p+1)V3]"

Corollary 5. For X € R, let assume that the f function is as in (1) and f € R}T’gmg‘)(i‘.), then

1 .
a —N&lz S Vs ,
a3 — 3| { ] O] 2
where h(R) = 2[6V3—4(p—1)V2]"
I (T, B).

Now, we prove Fekete-Szegd inequalities for f € M; 75

Theorem 4. For v € R, let assume that the f function is as in (1) and f € M?;}"g’(‘t, E), then

2 1
A 0= |h S
3 vad] < 33T — 1)V k@)l 6BT-1)Vs
4lh(v)] Wl 2 ey,
where
1—v
h(v) = .
) 41+ 1) —2(2T1 - 1)%(p — 1)|V2
Proof. From (59), we have
o2 P2 N2
az —va; = 6Bt 1)V ++(1—v)a3. (69)
By substituting (58) in (69), we have
2 P24 2 (P2 +q2)(1 —v)
BTV T gBr—1vs T A0 22t - 12(p - )2
1 1
= (h(v) + 6Gr—1s > p2+ (h(v) TG =1 > 92, (70)
(71)

1—v
") = AT — 2z =12 — R

where
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Thus by taking modulus of (70), we get

2 1

< < -
3G—1y, 0= W= gar—gy,

’ll3 - W%’ =< ! -
4lh(v)| Ih(v)| > 6(3t — 1)V,

where h(v) is given by (71). O

By taking v = 1 in above theorem, we can easily state the following:

Remark 2. Let assume that the f function is as in (1) and f € M“Z'b’c(*r, E). Then

_ <=
’”3 ”2‘ =30Br-1)0

Corollary 6. For v € R, let assume that the f function is as in (1) and f € K75 (E), then

ey
2 1
o 0S| < o5
‘113 —va%‘ <) 63 ) 12V;
Al W)l 2 39,
where h(v) v

T ap2(e-)h3

4. Discussion

The research presented in this paper follows the same path as the previous studies
that introduced new classes of bi-univalent functions, building upon the pioneering article
by Srivastava et al. [27], which involves generalized telephone numbers. We then extended
this approach to define a new function class and derived results concerning the initial
Taylor coefficients for this class.

Furthermore, by specific parameter choices, our newly defined subclasses B]?'gz;@ A, B)

and ./\/l;f&mzp (1,E) give rise to various other subclasses of analytic functions, such as
S]‘.Z’S’EKJ(E), R;T(szp (£), and Kfémzp(E) These subclasses have not been previously explored
in connection with telephone numbers. Furthermore, by tailoring the parameters, we’ve
attempted to discretize the new results, presenting novel discussions in this direction.

The main contributions of our work lie in providing new and improved results for the
initial Taylor-Maclaurin coefficients |a;| and |a3|, which further enhances the understanding
of the discussed classes.

5. Conclusions

Our motivation in this study is to unlock a plethora of interesting and valuable appli-
cations of a diverse array of telephone numbers within the realm of Geometric Function
Theory. We firmly believe that this research will serve as a catalyst, inspiring numerous re-
searchers to expand upon this concept by delving into meromorphic bi-univalent functions.
Additionally, new classes could be formulated based on specific hybrid-type convolution
operators, incorporating Poisson, Borel, and Pascal distribution series. Another avenue to
explore is subordination with Gegenbauer and Legendre polynomials, as seen in recent
studies [35-39,45] within the context of the X class.

By defining subclasses akin to starlike functions concerning the symmetric points of £
in relation to telephone numbers, we could potentially unify and extend various classes
of analytic bi-univalent functions. This approach could pave the way for comprehensive
discussions on new extensions and detailed examinations of enhanced improvements to
initial Taylor-Maclaurin coefficients |a;| and |a3.
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Moreover, our future plans include delving into second Hankel determinant and
Toeplitz determinant inequality results, as previously explored in [45,46].
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1. Preliminaries

Let {¢ € C: [¢] < 1} =D, where C is the set of all complex numbers. Let .4 denote
the class of all regular functions of the type

s(g) =¢+ Y did/ 1)
j=2

with s(0) ='(0) =1 =0, ¢ € D and S denote the subfamily of functions € .4 which are
univalent in ®. For T > 1, the class of T-pseudo-convex functions is defined as

/ nt
= e am(HE) 50, cenl,
s(¢)
the class of T-pseudo-starlike functions is given by
/ T
s={seam(fE8) o0 cenl
s(¢)

and the class of T-pseudo-bounded turning is introduced as

b (ced),

The class K was explored by Guney and Murugusundaramoorthy [1] and the class
ST was examined in [2]. We note that S! = S. Al-Amiri and Reade [3] presented the class
M(v) (v < 1) of functions s € A with s'(¢) # 0 in © which satisfy

RT={se A:R(s(¢))" >0,

9%<1/(QSI(Q)>/ +(1— v)s’(g)) >0, (¢ceD).
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In [4], Sukhjit Singh and Sushma Gupta gave certain criteria for univalence by proving
R(s'(¢)) > 0, whenever

AV L 1-09) >6 0=v<105E<1geD),

The Koebe theorem (see [5]) ensures that s(D), s € S, contains a disc of radius 1/4.
Thus, any function s admits an inverse ¢ = s~! defined by ¢(s(¢)) = ¢, and s(g(x)) =
x, || <ro(s), ro(s) > 1/4,¢ € D, € D, where

§(30) = 3 — dos® + (243 — d3)58 — (543 — 5ddpds + dy) st + - - @)

Ifs € Sands~! € S, then a member s of A given by (1) is called bi-univalent in D
and the collection of such functions in ® is symbolized by ¢. For a brief study, and to know
some interesting properties of the family o, see [6]. Some subfamilies of the family ¢ that
are comparable to the well-known subfamilies of the family S have been introduced by
Tan [7], Brannan and Taha [8], and Srivastava et al. [9]. In fact, as sequels to the above
subfamilies of ¢, a number of different subfamilies of o have since then been explored by
many authors (see, for example, [10-14]). Most of these works are devoted to the study of
the Fekete-Szego issue of functions in various subfamilies of ¢.

LetN=1{1,2,3,--- }and R = (—o0, +0).

If, forx € N, s(e% g) = e%s(g), ¢ € D, then a regular function s is called a x-fold
symmetric («k-FS). The function s, defined by s(¢) = (f(¢¥))/*, k € N, f € S, is univalent
and maps D into a x-fold symmetry region. We indicate by Sy the class of x-fold symmetric
univalent (x-FSU) functions in ®. A function s € S has the following form:

s(g) =¢+ Y dijs1- ¢ (keNgeD). 3)
j=1

Clearly §; = S.

Similar to the idea of S, Srivastava et al. [15] investigated the class o of x-fold
symmetric bi-univalent (x-FSBU) functions. A few intriguing findings were made, including
the series

Sil(%) = 2 — dp 12 + [(1+ K)d%+1 - d2x+1]%21{+1 N
- [%(1 +K)(2+3K)d3 | — (24 3K)dy 11 + d3;<+1} A SRR @)

when s € oy.

Note that the functions
B 1 1+gK 1/x B gK 1/x B RS
()= (31os(15)) om0 = (155) 0 ssle) = (o= g, -

with the corresponding inverses

K 1 « 1
( )_ 27 _q /x ( )_ 2K 1/x ( )_ e 1 /m
gl ) = EZ%K _ 1 7 82 ) = 1 + %K 7 g3 ) = e%;c 7

are elements of o,. We obtain (2) from (4) on taking « = 1.

The focus on the initial coefficients of functions in some subfamilies of oy is an inter-
esting topic and this opened an area for many developments. New subfamilies of o, were
introduced and examined in depth by many researchers (see, for example, [16-19]). We
mention here some recent works on this topic. Initial coefficient bounds for new subfamilies
of o, were determined in [20]. The Fekete-Szego (FS) issue |dpy,+1 — (Sd%1 411, 0 € R(see[21])
for certain special families of 0, was examined by Swamy et al. [22,23]; and another spe-
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cial family of oy satisfying certain subordination conditions was examined by Aldawish
et al. [24]; initial coefficients estimates for elements belonging to certain new families of oy
were obtained by Breaz and Cotirld in [25] (see [26-28]), indicating the developments in
this domain.

For functions s1 and s; regular in ©, s; is said to subordinate s;, if there is a Schwarz
function ¢ in ®, such that ¥(0) = 0, |¢(z)] < 1 and s1(z) = s2(¥(z)), z € D. This
subordination is indicated as 57 < sp. If s € S, then s1(z) < s2(z) is equivalent to
$1(0) = s2(0) and s1(D) C 52(D).

Inspired by the efforts of Al-Amiri [3] and the authors of [19], we introduce a new
class B (17,v,¢), n € C* = C—{0},0 < v < 1, and ¢(g) is a regular function, such
that R(¢(c)) > 0, ¢'(0) > 0, ¢(0) = 1, ¢(D) is symmetric with respect to the real
axis. In Section 2, we estimate the upper bounds of |dy11|, |d2c11] and [docy1 — 6d2 4|
(0 € R), for functions that belong to the class By, (77, v, ¢). We consider two special cases

1+¢\* 1+(1-2
28, v,7) = PL0v, (1£5)7),0 < o < 1and X5 (p,v,7) = L, (v, HGEE,
0 < ¢ < 1, in Section 3 and Section 4, respectively. We also identify connections to
existing results and present a few new observations.

2. The Class B (17,v, ¢)

Throughout this paper, s 71 (3) = g(3) isasin (4), y € C* = C\{0},g € D,% € D
and ¢(¢g) will be a regular function such that R(¢(g)) > 0, ¢/(0) > 0, ¢(0) =1, and ¢ (D)
is symmetric with respect to the real axis. An expansion of ¢(g) has the form:

¢(g) = 1+ Big + Bag® + Bag® +--- (B > 0). ®)

Let P be the class of regular functions of the type p(¢) = 1+ p16 + p2g® + p3g> + -+ -,
R(p(g)) > 0. A«-FS function p, € Pis of the form py(¢) = 1+ px® + paxc® + paxg> + - -
(see [29]).

Let b(g) and p(5) be regular in D with max{|h(c)|, [p(>)|} <1and 5(0) = 0 = p(0) . We
suppose that h(g) = hig® + hox¢? + haxg® + -+ and p(3) = purd® + payse® + pare’ +
---. Also, we assume that

[l < 1 [hoe| < 1= el [pel < 1 lpacl < 1= |pul*. (6)
After simple computations, using (5), we have
9(0(c)) = 1+ Biltxg" + (Bihax + Balig)g™ + . @)

and
@(p(5)) = 1+ Bypes® + (Bipax + Bap2) s + ... ®)

Definition 1. A function s € oy of the form (3) is said to be in the class B _(1n,v, @) if

: (v{(i’,((‘f;))'}T +(1-v)(s'(e)" - 1) +1<9(c)
" L[ {6 ()}

L AGEL G oGy .

,7(1/ o - VE ) 1)+1<q)< )

whereg=s1t>1,7n€C* and 0 <v <1,

Remark 1. (i) The subclass B;_(17,0, @) = A, (11, ), and was explored in [24].
(ii) BL (11,v, ¢) = 5. (n,v, @) is the subclass of functions s € oy satisfying

;(V(gss/’((gg;)’ +(1=v)s(g) - 1) +1<9¢(g)
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and its inverse g = s~ ! satisfies

L(, gt

(A - ng e 1) 1< o),

wherenn € C*and 0 <v < 1.
Theorem 1. If the function s given by (3) belongs to the family VS (n,v, ¢) and 5 € R, then
|dK+l| <

|17B1+/2B1 )
VM +1) +[NT(t—1)+(1— (1+%)7)2v] (1+x)2 }y B3 —2L2By [ +2L2B; |

|d2K+|l|‘ < s
Bily . 2L
M i 0 < B1 < it
By (1 ) 225} (10)
M 2 [7[B1M ] [{M(1+%)+[NT(t—1)+(1—(1+x)7)2v](1+x)2} B2 —2L2B, [+2L2 B,
. 212
B2 it
and
Bilnl 14+x—28 <]
M ;
|does1 — 8d7 4| < [7|2B3[x—26+1| tx—20>] (11)
H{M(1+x)+[Nt(t—1)+(1— (1+x)7)2v] (1+x)2 } B3 —2L2B, | / K =V
where
{M(1+x)+[Nt(t—1)+2v(1 — (1 +x)71)](1 4+ «)*}nB; — 2L?B,
- . . (12)
nMBj
L=(1+x)(t(l+vk)—v), (13)
M = (t(1+42vk) —v)(1 + 2k) (14)
and
N =14 vk(2+x). (15)

Proof. Let the function s of the form (3) belong to the family B7 (7, v, ¢). Then, we have
regular functions b,p : ® — D, h(0) = p(0) = 0 satisfying

1 Vw —v S/ T _
,7< 7(0) +(1=v)(s'(¢)) 1>+1 o(b(c)), (16)
" L (g )}

LA G g e ) 1wt

ﬂ(v ¢ (5) + (1 —-v)(8'(x)) 1>+1 ¢(p(5)) (17)

Using (3) in (16) and (17) we obtain:

IV G) ) VRPN B
17(” 7o TG 1>+1_
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1
6{Ld;<+1€’< + [ Mdpy 1+
Nt(t—1)

(1+K)2(2+U(1—(1+K)T)>d%+1]g2;(+"'}+1 (

and

1
ﬁ{—mﬁm" + [ MU+ 1), — dogi1)+

Nt(t—1)

(1+K)2<2+1/(1—(1+K)T)>d%+1]%2"+---}—i—l,

where L, M, and N are as in (13), (14), and (15), respectively.
Comparing (7) and (18), we obtain

Ld,1 = y1Bihy

and
Nt(t—-1
Misein + (S5 vt = (1 0)0) ) (10 = ylBuha + B
Comparing (8) and (19), we obtain
_LdK-H = 77B1PK
and
M((k+ )2,y = dasa) + (MG 4 v(1 = (1407) ) (148022,
= 1[Bipa« + Bopzl,
From (20) and (22), we obtain
hye = —Px
and

2L2d3 1 = * B (g + p)-

K

We add (21) and (23) and then use (25) to obtain

[{M(14x)+[Nt(t—1) + (1 = (1 4+ x)7)2v](1 + x)*}yB} — 2L?By]d2
= 1?B3 (hox + pax)

By using (6) and (20) in (26) for the coefficients hy, and py,, we obtain

[{M(1+x) + [Nt(t—1) + (1 — (1 +x)7)2v](1 + )2}y BZ — 2L2By| 4+ 2L?B1]|dyc 11 |*

< 2°B},
which implies (9).
We subtract (23) from (21) to find the bound on |da,.1]:
Bq(hp — 1+x
doyi1 = i l( ;](VI PZK) + ( 5 )d%Jrl'
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In view of (20), (24), (28) and applying (6), we obtain

17| By 1+« L?
d < — 2
217*B}

“TIM+ %) + [NT(t — 1) + (1 — (1 + ©)7)2v](1 + x)2} B — 2L2B, | + 2L2B; "

which obtains (10), the desired assessment.
From (26) and (28), for 4 € R, we obtain

i =0y = 3| (900) + 3 e+ (960) = 3 ),

nB2(k —25+1)
{M(1+x)+ [Nt(t—1)+ (1 — (1 4+x)7)2v](x + 1)2}yB? — 2L2B,’

() =

In view of (6), we conclude that

|77|Bl 0 < 5 < L
dogr — 602, S{ 7 10 < DO)| < &
7|B1ID(S)| 1D0)] = 3
form which we obtain (11) with | as in (12). So the proof is completed. O
Remark 2. We obtain Corollary 1 of [24] if v = O in Theorem 1.

Choosing T = 1in Bf (7, v, ¢), we have the corollary given below:

Corollary 1. Let 6 € R and let the function s given by (3) be in the family .7, (1, v, ¢). Then,

dyi| < 7|B1v/2B,
L= {0 +%) My —2vk(1+x) 2} B2—212B, |+ 2L2B;
|doxt1| < i
|%7B1 . 2L
, 70 < Bi < mmaay

B | (1 L3 29°B} By > 2t
M; 2 BiMyJy[ ) [{(1+x)M; —2vk(1+x)2} B2 —2L2By[+2L2B, * =1 = (I+x) My

and "
it -2 41| < J
Ml 7 1
|d2K+1 - JdiJr]‘ < BS‘K_Z‘SJ"lHW‘z
(DM —2ue(x 12}y —2l0Ey] ¢ K~ 20+ 1 2 1,
where
] {(1+x)M; —2vk(1 +x)?}yyB2 — 2L2B,
1= )
MlB%ﬂ
and
My = (1+2x)((2k —1)v+1), (31)

Remark 3. If v = 0and y = 1 in Corollary 1 are allowed, then the first and second theorems of
Tang et al. [19] are obtained.

Choosing k¥ = 1 in Theorem 1, we have
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Corollary 2. If s € Bg, (17, v, ¢) is given by (1) and § € R, then

\dy| < |1|B1v/B1
= VHM+2(NT(t—1)+2v(1-27) ) }y B3 —L3Bo |+ L3B; .
I7|By
|d3| < 2 2R3 2
|”I|Bl + (1= L3 7By By > L3
BLMG ) TV 1 2(Nae (e 1) 20 (1-20) )7 B2 2B+ 136, D! = T
and |3
et J1=6[ <)
jds —od3| < { 2B3[1-5
2 |7[*B7[1-4] | _5| >
{My+2(NyT(T— 1)+2v(1 ~20)) B2 —13B,| = J2
where
[ {Ma+2(Not(t — 1) + 2v(1 — 27)) }yB? — L3B,
- Mz B '
Ly =2((1+v)T ), (32)
M; =3((1+2v)T—v) (33)
and
N, =3v+1. (34)

Setting # = T = 1 in Corollary 2, we obtain the following.

Corollary 3. Ifs € ‘13},1 (1,v,¢) is given by (1) and 6 € R, then

Biv/By
< 1 1
2] < /1(3—v)B2—4B,| +4B;
B
30+ ;0 < B1 <37
3(v+1) + ( - 3(v+1)31) |(3—v)B2— 4BQ|+4Bl’ 1= 3(+1)”
and
B . (3—v)B2—4B,
ds — 62 s < e
|d5 — od3| < B0y g s |Go0B-a
(=R e T

Remark 4. When v = 0 is selected in Corollary 3, we obtain Corollaries 1 and 4 of Tang
et al. [19] (also see [30]).

3. The Class Q;K (n,v,0)

Let ¢(g) = 1+20¢ +20%¢>+ -+ = G%g) ¢ in Definition 1. Then, we have the subclass
of all s € oy satisfying

org |+ (A ey -1) +1] | < G

and

oqQ

arg[; (VWS:E%))'}T + (1= v)(g () - 1) +1} ‘ <%
whereg =s71,0 <0< 1,7

1 € C,t > 1,and 0 < v < 1. We denote this class by
5, (1,v,0) = V5, (v, (7
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Remark 5. (i) The family Qf (1,0,0) = %5, (1,0), and was explored in [24], where € C*,
T>1land 0 <o <1
i) QL (1,v,0) = Do, (n,v, 0) is the subfamily of all s € oy satisfying

arg {117 (1/ (gs:((gg)))/ +(1-v)s'(g) — 1> + 1] ‘ < %

and its inverse g = s~ ! satisfies

arg[; (Vngf((:)))' +(1-v)g () —1) +1] ‘ <%

where0 < 0 <1, €C and 0 <v <1

Taking ¢(g) = (%) ® in Theorem 1, we obtain

Corollary 4. If the function s given by (3) belongs to the family € QF (17,v,0) and 6 € R, then

20|

<
| < Vel IM(1+x)+[NT(t—1)+(1— (1+x)7)20] (14x)2}y— L2+ 12
\d2;<+|1‘| <
2eln| ) 2
{2M 2 2022 ,0<Q<M(1+K)‘ZI
Q1 _ L o1 . L
™ (1 T QMM\) M N (e D+ (- (o (0 -2 € 2 M)’
and
20| e —20+1] <]
M ’ 3
a1 — 63 1q] < 20/x—26+1] 52 k- 2641] >
HA+x)M+[t(t—1)N+(1—(xk+1)7)2v] (x+1)2}yy—L2] * K 2 Ja
where

= {M(1+x)+[Nt(t—1)+ (1 — (1 +x)7)2v](1 +x)?}y — L?
3 = 77M 7
L, M, and N are as in (13), (14), and (15), respectively.

Remark 6. For v = 0 in Corollary 4, we obtain Corollary 4 in [24].
Choosing T = 1in Qf (7,v, ¢), we obtain the corollary given below:

Corollary 5. If the function s given by (3) belongs to the family Dy (17,v,0) and 6 € R, then

|dei1] < 20|
" - \/Q‘{Ml(1+K)*ZUK(1+K)2};77L%|+L%’
|doxi1]| < 2
ey : L
" 0 <@ < mrn
ZLW + 1 + K — L% 2Q27]2 ] < L%
M, Qle‘ Q‘{Ml(1+K)—2VK(1+K)2},7_L%‘+L2/ 0= (1+K)M1|7]|
and
20ly| . 0641
2 M S k=241 <4
d2r1 = O | < 20| —20-+1|y[* k—204+1| >
{M (k+1)—2v(x+1)2 )y —L3] 7 > 4,
where

Ja=

{My(14x) —2vk(1+x)%}y — L2
My ’
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L1 and M are as in (30) and (31), respectively.
Corollary 4 yields the following if x = 1:

Corollary 6. If s € QF, (17,v,0) is given by (1) and § € R, then

|d2‘ < 2[17|e
= Vol{2My+4(Nyt(t—1)+2v(1-27)) }y—L3[+ L3’
2Jnlo L
M, 0 <e<ahin
1ds] < 2nle | (o L3 272¢” L3
M, |17|gM2 ol {2Mp+4(Nyt(t—1)4+2v(1-27)) }yy— L2|+L2'Q = z\q\Mz
and -
) MLZQ ;11=6] <5
|d3 — dd5] < 205ol1-5
1Y | .|1_5|>]
[{2My+4(Npr(t—1)+20(1-27)) by —13] = )5
where

{2Ms +4(Nat(T — 1) +2v(1 — 27)) }5y — L3
217M2 !

Js =

Ly, My, and N, are as in (32), (33), and (34), respectively.
Corollary 6 would yield the following if 7 = 7 = 1.

Corollary 7. If the function s of the form (1) € D}Tl (1L,v, @) and 5 € R, then

<2
‘d2| - Q(l—v)+2’
2@
$0<0< 555

2 o 2
3(v+1) + (1 - 3g(v+1)) o072 ¢ 2 31y

and

=l 15 >

20 .
|d3 _ (Sd | 3(1/-‘1-1) 4 | 5| < 3(1/+1)
3 v+l)

Remark 7. Letting v = 0 in Corollary 7, we obtain Corollary 2 of Tang et al. [19]. The estimate
obtained here for |d3| is more accurate when compared to that in Theorem 2 of Srivastava et al. [9].

4. The Class X7 (#,v,¢)

o) =1+21-8)¢+21—¢)*+ = % in Definition 1, then we have
the subset of all s € oy satisfying
{(e'(0)'} e 1
[ (A L -y -1) 1 +1] ¢
" (g () 1
xg (3 B ioowe 4\ 1
[ (ACEE s 0oy -1) T 4+1] >,

where ¢ = s 1 ,7 € CL0< ¢ <1t>1and 0 < v < 1. We denote this set by
X5, (1,v,8) = g On,v, (G2,
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Remark 8. (i). The family X7_(1,0,8) = &7 (n,¢), T > 1,0 < ¢ < 1, and was studied in [24].
(ii). Xt (n,v,&) = Fo,(n,v,8) is aset of all s € o satisfying

m[(v (QSS,/((;))/ +(1—=)s'(g) - 1)2 + 1} > ¢
and its inverse g = s~ ! satisfies
N ) TNERY |
%K g () +1-vigix) 1>ﬂ+1] .

wheren € C*,0< ¢ <1, and 0 <v < 1.

Allowing ¢(g) = %, 0 < & < 1, in Theorem 1, we obtain
Corollary 8. Let the function s of the form (3) belong to the class X5 _(1,v,&)and 6 € R. Then,

(1-2¢)2[y]

d < ,
] < VA + )M+ 1 +x)2[Nt(t—1)+ (1 — (1 +x)1)2v]}(1 — &)y — L2]| + L2
ldoxi1| <
(1=¢)2]y] . 2
e /1_2(1+2;<L)M|;7|<€<1
(1-8)2|n| 12 2(1-8)°Iyl
e (R ) (M N (e D+ (= (L0 2] (TR ) (18— L L2
. o L
R T
and
b s < ] Ik =25+1] < Jg
|dax1 — Oy 4] < 21—y Plx—2641] k—2541 > ]
M rOMTNt(t—1)+(1—(+0n2] (105 a2’ 1* = Jés
where

{A+x)M+ (1+x)2[Nt(t—1)+ (1 — (1 +x)71)2v]}(1 — &)y — L2
M(1-¢)y '

L, M, and N are as in (13), (14), and (15), respectively.

]6_’

Remark 9. We obtain Corollary 7 of Aldawish et al. [24] if v = 0 in Corollary 8. In addition, we
obtain Corollary 11 of Swamy et al. [22] whenn = T = 1.

Corollary 9. Let the function s of the form (3) belong to the class 7 (1,v,{) and 6 € R. Then,

(1-¢)2y]
<
‘dK+1| - \/\{(lJrK)M]72VK(1+K)2}(17§)177L%\+L%,
|dag1] < .
(1-¢)2[n] . L
, i1 G <6 <1

(1=¢)2y| L? 2(176)2“]‘2
T M; + (1 +x— (1—@}\41’7) [{(1+x) My —2vk(1+x)2 }y (1—¢) —L3]+ L2

0<F<]— M
06 < 1= g
and

2[7|(1-¢) ; |K—25+1| < ]7

M
| a1 — O] < ' 21— k—26+1]
oM 2Py 0oy ] 1<~ 20+ 1 = T,
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where

Jy = {1 +x)M; —2vk(1+x)?}(1— &)y — L2
7 M- 07 :

Ly and My are as in (30) and (31), respectively.

If we let x = 1 in Corollary 8, then we have

Corollary 10. Let the function s of the form (1) belong to the class X, (n,v,) and 6 € R. Then,

2(1-8)ly|
2] < VI2My+4(NoT(t=1)+20(1-27)) }(1-¢)y — 13| +13

2
2(1}/{62”7” 21— 2]\5 7l < é’ <1
ds] < { 200l <2_ - ) 2015y
- 2

1-¢)Malyl | [{2Ma+4(Nt(t—1)+2v(1-27))}(1-&)n—L3|+ 13
LZ
;,0<¢<1— 2M2|7]|

and

2(1-8)%|y[*[1-4] .
[{(2Ma+4(Nyt(t—1)+2v(1—27)) J(1-&)p—L13] ’ 13| =>Js,

2(1=9)y| 1=6 <]
|d3 — 6d3| < { 3(+1) 2112 | | °

where
{2M; +4(Nt(t — 1) +2v(1 —27))}(1 — &)y — L3
2Ma(1—-¢)n '

Ly, My, and N are as in (32), (33), and (34), respectively.

Js =

If 7 = T = 1 in Corollary 10, then we obtain

Corollary 11. Ifs € X (1,v, @) is of the form (1) and 6 € R, then

V2(1-¢
d
2| < \/| vé§l§ —2[+2
- . v+l
ds| < ((1+u)) 0o 3(111/) <¢<1
2(1-¢ 2 2(1-¢ 3u41
30+ T (1 - 3(1—g)<1+u)) a6 220 < ¢ < sy
and 2(1-¢) (1-¢)(3—v)-2
v
ds — 682] < 4 3T ;=0 < S am
3 210082 15 onoarn
[(1-¢)(3—v)-2]” = 3(1*5)(1+V) ’

Remark 10. Putting v = 0in Corollary 11, we obtain Corollary 3 of Tang et al. [19]. The estimates
obtained here for |dy| and |d3| are more accurate when compared to those estimates of Theorem 2
in [9].

5. Conclusions

In this paper, a new class B;. (7, v, @) is explored and the upper bounds of |dy;1],
|dox11], and |dogi1 — 5d2 1| 0 € R, are estimated for elements in B (77, v, ¢). Two special

cases QgK(U,U,T) B (1, v, (Hg) ),0 < o <1land %Uk(iy,v T) = P (v ,% ),
0 < ¢ < 1, have been considered. In addition, we have uncovered pertinent links to
previous results and given a few observations. This paper could inspire researchers to-
wards further investigations using the (i) integro-differential operator [31], (ii) q-differential

operator [32], (iii) g-integral operator [33], and (iv) Hohlov operator [34].

173



Axioms 2023, 12, 953

Author Contributions: S.R.S. and L.-I.C.: implementation and original draft; S.R.S.: analysis, method-
ology, software, and conceptualization; L.-1.C.: validation, resources, and editing. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Data Availability Statement: Not applicable.

Acknowledgments: The authors are appreciative of the reviewers who provided insightful criticism,
suggestions, and counsel that helped them to modify and enhance the paper’s final version.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.

W

O 0N

11.
12.
13.

14.
15.

16.

17.

18.

19.

20.

21.
22.

23.

24.

25.

26.

27.

28.

29.

Guney, H.O.; Murugusundaramoorthy, G. New classes of pseudo-type bi-univalent fumctions. Rev. Real Acad. Cienc. Exactas, Fis.
Nat. Ser. A Mat. 2020, 114, 65. [CrossRef]

Babalola, K.O. On A-pseudo-starlke functions. J. Class. Anal. 2012, 3, 137-147.

Al-Amiri, H.S.; Reade, M.O. On a linear combination of some expressions in the theory of univalent functions. Monatsh. Math.
1975, 80, 257-264. [CrossRef]

Sukhjit, S.; Sushma, G. On a problem of H. S. Almiri and M. O. Reade. Demonstr. Math. 2005, 38, 303-311.

Duren, P.L. Univalent Functions; Springer: New York, NY, USA, 1983.

Lewin, M. On a coefficient problem for bi-univalent functions. Proc. Am. Math. Soc. 1967, 18, 63-68. [CrossRef]

Tan, D.L. Coefficient estimates for bi-univalent functions. Chin. Ann. Math. Ser. A 1984, 5, 559-568.

Brannan, D.A.; Taha, T.S. On some classes of bi-univalent functions. Math. Anal. Appl. 1985, 3, 18-21.

Srivastava, H.M.; Mishra, A.K.; Gochhayat, P. Certain subclasses analytic and bi-univalent functions. Appl. Math. Lett. 2010, 23,
1188-1192. [CrossRef]

. Srivastava, H.M.; Gaboury, S.; Ghanim, F. Coefficients estimate for some general subclasses of analytic and bi-univalent functions.

Afr. Mat. 2017, 28, 693-706. [CrossRef]

Frasin, B.A.; Aouf, M.K. New subclass of bi-univalent functons. Appl. Math. Lett. 2011, 24, 1569-1573. [CrossRef]

Deniz, E. Certain subclasses of bi-univalent functions satisfying subordinate conditions. J. Class. Anal. 2013, 2, 49—-60. [CrossRef]
Tang, H.; Deng, G.; Li, S. Coefficient estimates for new subclasses of Ma-Minda bi-univalent functions. J. Ineq. Appl. 2013, 317, 10.
[CrossRef]

Frasin, B.A. Coefficient bounds for certain classes of bi-univalent functions. Hacet. |. Math. Stat. 2014, 43, 383-389. [CrossRef]
Srivastava, H.M.; Sivasubramanian, S.; Sivakumar, R. Initial coefficients estimate for some subclasses of m-fold symmetric
bi-univalent functions. Tbilisi Math |. 2014, 7, 1-10. [CrossRef]

Srivastava, H.M.; Gaboury, S.; Ghanim, F. Initial coefficients estimate for some subclasses of m-fold symmetric bi-univalent
functions. Acta Math. Sci. Ser. B. 2016, 36, 863-971. [CrossRef]

Srivastava, H.M.; Zireh, A.; Hajiparvaneh, S. Coefficients estimate for some subclasses of m-fold symmetric bi-univalent functions.
Filomat 2018, 32, 3143-3153. [CrossRef]

Srivastava, H.M.; Wanas, A K. Initial Maclaurin coefficients bounds for new subclasses of m-fold symmetric bi-univalent functions
defined by a linear combination. Kyungpook Math. ]. 2019, 59, 493-503.

Tang, H.; Srivastava, H.M.; Sivasubramanian, S.; Gurusamy, P. Fekete-Szego functional problems of m-fold symmetric bi-univalent
functions. J. Math. Ineq. 2016, 10, 1063—-1092. [CrossRef]

Wanas, A K.; Pdll-Szabd, A.O. Coefficient bounds for new subclasses of analytic and m-fold symmetric bi-univalent functions.
Stud. Univ. Babes-Bolai Math. 2021, 66, 659—-666. [CrossRef]

Fekete, M.; Szegd, G. Eine Bemerkung Uber Ungerade Schlichte Funktionen. J. Lond. Math. Soc. 1933, 89, 85-89. [CrossRef]
Swamy, S.R.; Frasin, B.A.; Aldawish, I. Fekete-Szeg6 functional problem for a special family of m-fold symmetric bi-univalent
functions. Mathematics 2022, 10, 1165. [CrossRef]

Swamy S.R.; Cotirld, L.-I. On T-pseudo-v-convex x-fold symmetric bi-univalent function family. Symmetry 2022, 14, 1972.
[CrossRef]

Aldawish, I.; Swamy, S.R.; Frasin, B.A. A special family of m-fold symmetric bi-univalent functions satisfying subordination
condition. Fractal Fract. 2022, 6, 271. [CrossRef]

Breaz, D.; Cotirld, L.-I. The study of the new classes of m-fold symmetric bi-univalent Functions. Mathematics 2022, 10, 75.
[CrossRef]

Oros, G.I; Cotirla, L.-I. Coefficient Estimates and the Fekete-Szegt problem for new classes of m-fold symmetric bi-univalent
functions. Mathematics 2022, 10, 129. [CrossRef]

Shehab, N.H.; Juma, A.R.S. Coefficient bounds of m-fold symmetric bi-univalent functions for certain subclasses. Int. ]. Nonlinear
Anal. Appl. 2021, 12, 71-82. [CrossRef]

Sabir, P.O.; Srivastava, HM.; Atshan, W.G.; Mohammed, P.O.; Chorfi, N.; Miguel, V.-C.A family of holomorphic and m-fold
symmetric bi-univalent functions endowed with coefficient estimate problems. Mathematics 2023, 11, 3970. [CrossRef]
Pommerenke, C. Univalent Functions; Vandenhoeck and Ruprecht: Gottingen, Germany, 1975.

174



Axioms 2023, 12, 953

30.

31.

32.

33.

34.

Peng, Z.-G.; Han, Q.-Q. On the coefficients of several classes of bi-univalent functions. Acta. Math. Sci. Ser. B Engl. Ed. 2014, 34,
228-240. [CrossRef]

Pall-Szabo, A.O.; Oros, G.I. Coefficient related studies for new classes of bi-univalent functions. Mathematics 2020, 8, 1110.
[CrossRef]

Srivastava, H.M.; Mostafa, A.O.; Aouf, M.K.; Zayed, H.M. Basic and fractional g-calculus and associated Fekete-Szegt problem
for p-valently g-starlike functions and p-valently g-convex functions of complex order. Miskolc Math. Notes 2019, 20, 489-509.
[CrossRef]

Khan, B.; Srivastava, H.M.; Tahir, M.; Darus, M.; Ahmad, Q.Z.; Khan, N. Applications of a certain g-integral operator to he
subclasses of analytic and bi-uivalent functions. AIMS Math. 2020, 6, 1024-1039. [CrossRef]

Murugusundaramoorthy, G.; Cotirld, L.-I. Bi-univalent functions of complex order defined by Hohlov operator associated with
legendrae polynomial. AIMS Math. 2022, 7, 8733-8750. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

175



|§| axioms

Article

Coefficient Bounds for Some Families of Bi-Univalent
Functions with Missing Coefficients *

Ebrahim Analouei Adegani ¥, Mostafa Jafari >¥, Teodor Bulboaci >** and Pawel Zaprawa *%

Citation: Analouei Adegani, E.;
Jafari, M.; Bulboacd, T.; Zaprawa, P.
Coefficient Bounds for Some Families
of Bi-Univalent Functions with
Missing Coefficients. Axions 2023, 12,
1071. https://doi.org/10.3390/
axioms12121071

Academic Editor: Georgia Irina Oros

Received: 18 October 2023
Revised: 14 November 2023
Accepted: 21 November 2023
Published: 23 November 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1 Faculty of Mathematical Sciences, Shahrood University of Technology, Shahrood P.O. Box 316-36155, Iran;
analoey.ebrahim@shahroodut.ac.ir

Department of Mathematics, Faculty of Computer Engineering, Islamic Azad University, Najafabad Branch,
Najafabad 66414, Iran; drmostafajafari@pco.iaun.ac.ir

Faculty of Mathematics and Computer Science, Babeg-Bolyai University, 400084 Cluj-Napoca, Romania
Department of Mathematics, Faculty of Mechanical Engineering, Lublin University of Technology,

20-618 Lublin, Poland; p.zaprawa@pollub.pl

*  Correspondence: bulboaca@math.ubbcluj.ro; Tel.: +40-729087153

' Dedicated to the memory of Professor Bogdan Tadeusz Bojarski (1931-2018).

+ These authors contributed equally to this work.

Abstract: A branch of complex analysis with a rich history is geometric function theory, which first
appeared in the early 20th century. The function theory deals with a variety of analytical tools to study
the geometric features of complex-valued functions. The main purpose of this paper is to estimate
more accurate bounds for the coefficient |a,| of the functions that belong to a class of bi-univalent
functions with missing coefficients that are defined by using the subordination. The significance of
our present results consists of improvements to some previous results concerning different recent
subclasses of bi-univalent functions, and the aim of this paper is to improve the results of previous
outcomes. In addition, important examples of some classes of such functions are provided, which
can help to understand the issues related to these functions.

Keywords: analytic and univalent function; bi-univalent function; coefficient estimates; subordination

MSC: 30C45; 30C50; 30C80

1. Introduction

The study of univalent functions is traditional, and it is categorized under geometric
function theory (GFT) since numerous noteworthy characteristics of univalent functions can
be found in the basic geometrical properties. In 1851 [1], the Reimann mapping theorem led
to the development of GFT. Nevertheless, it helps to discover new results in a wide range
of topics, including contemporary mathematical physics and more established branches
of physics, like fluid dynamics, nonlinear integrable systems theory, and the theory of
partial differential equations. One of the most fascinating areas of geometric function
theory is the theory of univalent functions, which is a well-known classical topic of complex
analytic functions. Around the 20th century, many geometric aspects of analytical functions
were introduced and studied, like starlikeness, convexity, close-to-convexity, typically real
functions, etc.

LetD:= {z € C: |z] < 1} denote the open unit disk in the complex plane C, and let
A be the class of functions f analytic in ID that has the following representation:

flz)=z+ i az5, z e D. (1)
k=2
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Denote S as the subclass of all functions of A that are univalent in . The study of the
characteristics of normalized univalent functions that fall under the class and are defined
in the open unit disk ID is the main focus of the geometry theory of functions.

Furthermore, let B represent the category of all analytic functions @ in D that fulfil
the criteria @(0) = 0 and |@(z)| < 1 for all z € D. If the image of the open unit disk by
a univalent function has some geometrical characteristics, it may be of interest to find an
analytic characterization of such functions. The best example of a domain with desirable
features is a convex domain and a starlike one with regard to a point. Many subclasses of
those analytic univalent functions that map onto these above-mentioned domains were
introduced and thoroughly studied, such as the well-known classes K and S* of convex
and starlike functions, respectively.

In geometric function theory, determining the bounds for the coefficients |a,| is a
crucial task since it reveals details about the geometric characteristics of these functions.
For instance, the growth and distortion bounds, as well as the covering theorems, are given
by the bound for the second coefficient |a;| of functions f € S.

Every function f € S has an inverse f !, which is defined by

FUE@) =zEeD) ad f(f @) =w (jol <rlf), n() = 3),
with the expansion of the power series

Tl w)=w+ Y bt = w— aw? + (211% — ag)w3 — (511% — 5aya3 +a4)w4 +....
k=2

A function f € A is said to be bi-univalent in D if f is univalent in D and f~! has a univalent
analytic extension in . For brevity, we will denote this analytic extension by g := f 1.
The studies of the class of bi-univalent functions in D was initiated by Levin [2], who
proved that

lap| < 1.51.

Following these studies, Branan and Clunie [3] improved Levin’s result by the subsequent

variant
|112| S \fz

Furthermore, Netanyahu [4] showed that for the bi-univalent functions,

max |ap| = 1

The fact that the following functions are bi-univalent must be mentioned:

zZ

fi(z) = T f2(z) = log (112)

And, these correspond to the inverse functions of

w ev —1

fl_l(w):m/ f;l(w): oW

Let X denote the family of bi-univalent functions in D. The study of Srivastava et al. [5]
provides a brief historical review of the roles in the family > along with a few examples.
Regarding [5], the class X of bi-univalent functions has numerous subfamilies, each of
which has a different set of analytic features, and many authors have attempted to explore
these families, for example, [6-13]. In a few of these articles, the authors studied some
subclasses of bi-univalent functions connected with the Faber and Laguerre polynomials,
determined estimates for coefficients and Hankel determinants for different subclasses of
bi-univalent functions associated with Hohlov operator and Horadam polynomials, and
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gave some estimates for the Fekete-5zeg6 functional. Other related issues can be found
in [14-16], while, in general, it is still difficult to determine the extremal functions for
bi-univalent functions.

The Faber polynomials expansion method was first described by Faber [17], and he
used this method to study the coefficient boundaries of |a,,| for m > 3. In the mathematical
sciences, notably in the field of geometric function theory, these Faber polynomials are
crucial. In this regard, in order to obtain the optimal bounds of |a,| for the coefficients of
bi-univalent functions, some researchers used the Faber polynomial expansions [18-23].

Let f and F be two analytic functions in I; the function f is considered subordinate
to F, denoted by f(Z) < F(Q), if there exists a function w : D — D analytic in D with
w(0) = 0, such that f = F o w. The above function w is considered a subordination function
(see [24], p. 125). If f({) < F({), then f(0) = F(0) and f(D) C F(D), and with the
additional assumption that F is univalent in D, the subordination f({) < F({) is equivalent
to f(0) = F(0) and f(D) C F(D) (see [25], p. 15).

The conceptual underpinnings of the current research problem and important research-
related issues are shown in this section. A review of comparable studies sheds some light
on the advantages and shortcomings of the earlier investigations.

Let & be an analytic function with positive real part in ) and the power series expansion

h(z) =1+ Biz+ Boz? + Bsz> +...,z€ D, with Bj #0.

With the help of the aforementioned type of function, we define a subclass of A that
is a generalization of Definition 1 from [20], assuming the weaker assumption A > 0
as follows:

Definition 1. A function f € X is said to be in the class Nx(A, 8, h) for A > 0and § > 0 if

Lislfl(z) == (1— /\)@ +Af'(z) +6zf"(z) < h(z), and
algl (@) = (1 B g (w) + g (w) < h(w), g =7

Here, we present an example that helps prove that this class is nonempty and contains
functions other than the identity one.

Remark 1. (i) We emphasize that the class N's,(A, 8, h) is not empty for appropriate choices of the
parameters. Thus, letting
he(z) =1+ 0.35z 4 0.122,

like we may see in Figure 1a made using the MAPLE™ computer software, we have
Reh.(z) >0,z €D, By =035 =h,(0) #0,B, =0.1,

and
B, =0 for n>3.

1t is easy to show that

zhl(z) e22+3.5
hi(z)—1 z+35

Re >06>0,zecD.

Hence, h. is a starlike (univalent) function in D with respect to the point zy = 1.
The function

and its inverse
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are analytic in D; Hence, f. € X.
Also, for A = 0.2 and 6 = 0.1, a simple computation shows that

1 0.04z 0.4 0.08z
I _ _ 0.1z( — d
020143 = 5207 ~ @z r e T Z( 02z +17 ' (022 + 1)3> "

s lg](w) = 1 L 00 oo 0.4 4 008w
02,018+ T 02w+l (—02wt1)2 (=02w+1)2  (-02w+1)3 )"

Since h. is univalent in D, using the inclusions

To2,01[f«](D) Ch(D) and Tpz01[g«](D) C k(D)

that follow from Figure 1b and Figure 1c, respectively, also made using MAPLE™, we conclude that

10.2,0_1 [f*](Z) < hy (Z) and 10.2,0.1 [g*](w) < h*(w)

Therefore, f. € Nx(0.2,0.1, hy). Therefore, there exists values of the parameters A, §, and functions
h, such that

Nz (A, 8,h)\ {1d} # @,

where 1d denotes the identity function. To not lengthen the paper unnecessarily, we omit the
MAPLE™ codes for the figures we used throughout the article.

)y T \\\\V_////H

‘“\\x‘\i/

(a) The image h(ID) (b) The inclusion (c) The inclusion

Ip2,01[f+](D) C hs(D) Ip2,01(8+](D) C I (D)
Figure 1. Figures for Remark 1.

(i) If, in the above example, the values of |A| and |5| decrease to O, then the behavior of the
functions Iy 5(f«] and 1) 5(g«] becomes very similar to that of the functions f:(z) and g*( 2) .In

some examples we made using MAPLE™ software, we saw that the above set inclusions hold. Hence

these new functions belong to the classes of Definition 1. These indicate a consequence of the general
fact that

(/\5) M[f*]( ) = fiz) and(wl)m%om rolgs](2) = f*iz), 2 e D;

that is,
Nx(0,0,h) = Ny <O 0, flz ))forallfei

(iii) If, in similar examples, the values of |A| and || increase, then there are some cases when
the subordinations of Definition 1 do or do not hold, as follows (to not lengthen the paper, we omit
the corresponding graphical representations):
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@ f(z) = 5 +ZO.1Z € Ny (1.1,03,1,);

) f.(z) = ﬁ ¢ Ny (1.1,0.3,h,), if hy(z) = 1 + 0.35z + 0.122.

In a similar way, the authors of [26] defined the following family of analytic functions:

L 1 z2f(z) + v (z)
L (v, p;h) = {fe A'1+p((1—v)f(z)+vzf’(z) —1) <h(z),0<v<1,p€ (C\{O}}
and obtained a bound for the general coefficients of the bi-univalent functions of this class
by using the Faber polynomials subject to a series of assumptions.

In our paper, we replace the assumptions for the function / from [26] with some
weaker ones as stated above (i.e., omitting the conditions that h(ID) is symmetric with
respect of the real axis and B; > 0).

Here, we present an example that helps to better understand the above explanation
for the function & and proves that this family is nonempty, containing other functions than
the identity one.

Remark 2. In the below example, we consider a case when h(D) is not symmetric with respect
of the real axis and By # 0, as we assumed in Definition 1. We show that for some values of the
parameters, the class .7 (v, p; h) is not empty. Taking

h(z) =1+ 0.35(1+1i)z+0.122,

since h(z) # h(z) for all z € D, it follows that the domain h(DD) is not symmetric with respect of
the real axis and ~
By = 0.35(1 +1i) = 1'(0) #0.

Like we may see in Figure 2a, we have Re/h\(z) > 0, z € D, and Figure 2b, also made with
MAPLE™ software, shows that

~ .
. Azh (2) _ Re 3.5(1+ z? +2z
h(z)—1 35(1+1i)+z

ReJ(z) :=R >07>0,zeD.

Hence, h is a starlike (univalent) function with respect to the point zg = 1. Denoting

1 z2f'(2) + v (2)
Lu,p[f](z) =1+ <(1 —y)f(z) +1/Zf’(Z) a 1),

o
with the same notation as in Remark 1, we have (see Figure 2c)

Losalfe)(D) C h(D).

Using the fact that h is univalent in I, the above inclusion shows that

Lioslfi](z) < h(z2), ie. f. € 7(05,4).
In conclusion, for the above choices of functions and the corresponding parameters, we have

S (v,0;h)\ {1d} # @.
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) - (b) The inclusion
(a) The image k(D) J(D) C (c) The inclusion

{we C:Rew >0} Losalf](D) C (D)

Figure 2. Figures for Remark 2.

In [18], the researchers proved the following result for analytic functions of the family
S (v, p;h):

Theorem ([18] Theorem 4). Let f(z) = z+ Y axz" (n > 2) and its inverse map ¢ = f~' be
k=n

in .7 (v,p; h) with |By| < By. Then,

(i)

‘11 |<min{ |p|B1 \/ 2|p|B1 }
= n—1D[1+v(n—-1)]"\ n2n-2)1+v(2n-2)] [’

(ii)
lo|B1
(2n—2)[14+v(2n—-2)]

‘na% - a2n—1) <

The goal of the current study is to estimate upper bounds for the coefficients |a,| for
those functions that belong to the set of bi-univalent functions with missing coefficients
and defined by the Ny (A, §, k). This paper aims to improve some of the results from [18,27].
Additionally, connections to some previously obtained results are made.

The below lemmas are required to prove our results.

Lemma 1 ([28,29]). Let f € S be given by (1). Then, the coefficients of its inverse map g = f 1
are given in terms of the Faber polynomials of f with

g(w) = @) =0t Y K (e a e,
n=2
where
-n __ (—1’[)! n— (—11)! n—
Kt (2 D117 1+ (2(—n+1))!(n “an™ a3

(=)t - (—n)! .
TS T R Tereey T I AL
* (—2n ig’)”")('n — 6)!”376[06 + (—2n+5)azas) + ) aZﬁjVj,

=7

such that V] (7 < j < n) is a homogeneous polynomial in the variables ay,as, ..., a, and the
expressions such as (for example) (—m)! are to be interpreted symbolically by

(—m)!'=T(1-—m):=(—m)(—m—1)(—-m—2)..., meNy:=NU{0}, N:={1,2,... }.
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We see that the initial three terms of K, ", are given by
Ki2=-2m, K;>=3(203-as5), and K;*=—4(503~5mas+as).

Typically, for every real number p, the expansion of K}, is given below (see [28] for
details; see also [29], p. 349):

P! n
(p—n)!n!D"'

p_ plp—1) p! 3
Kn—plln+1+ 5 Dn+(p_3)|3,Dn++

Lemma 2 ([30]). Let f(z) =z + ¥ ayz¥, n > 2 be a univalent function in D and

k=n
-1 = - brwk 7 , T 1 .
i =wt Lot (ol <nif) n() = )

Then,
byy_1 = na%Z —ayy—1, and b= —ap for n<k<2n-2.

Lemma 3 ([31] Exercise 9, p. 172). Assume that @(z) = Y. p]-zf € B. Then,
=1
lpn| <1, n>2.

This lemma represents a special case of the result in [31] [Exercise 9, p. 172] obtained
from this exercise for py = 0.

2. Main Results

First, we prove the next lemma.

Lemma 4. Let u(z) = uyz + upz> + u3z’ + - - - € Band s be a complex number. Then, for all
n € N, the following inequality holds:
u

‘uZn — su? < max{1;s|}.

<14(|s|-1)

Moreover, the functions u(z) = z and u(z) = z2 prove that the above inequality is sharp for |s| > 1
and for |s| < 1, respectively.

Proof. For u(z) = u1z + upz®> + u3z® +--- € Band a fixed n € N, let
g 1= e2kmi/n g o {1,2,...,n}

be the nth order complex roots of the unit. If we define the function v : D — C by

v(z) := % i u(egz), z€ D, (2)

k=1

using the well-known relation

i M — 0, if m &N isnotamultiple of n,
k=1 = 1 n if meN isamultipleof n,

it follows that
0(z) = upz" + upuz® + ..., z € D. (©)]
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Since u is an analytic function in D), from Definition (2), it follows that v ia also analytic in
D and v(0) = 0. Moreover, since u € BB, we have

- n
u(e*hk"/”z)‘ <-—=1z€eD.

N

Therefore, v € B.
Because the function x(z) := z" is a surjective endomorphism of the unit disk D, set-
ting ¢ := z" in (3) and using the fact that v € BB, we deduce that the function ¢ : D — C by

¥(Q) == unl + uznl* +usn > +..., (€D

belongs to the class B. Now, using [32] (page 10, inequality (7)) for the function ¢ € B, we
obtain the desired outcome with the aforementioned power series expansion. [

We now prove the following main theorem using the aforementioned lemmas and a
new method.

Theorem 1. Let the function f(z) =z+ ), K e Nx(A,8,h), ng > 2. Then,

k=}’lo

2|By| max B
|an,| < min il ; { il ;@)
T+ (o~ DA +m00) \ no(1+ (20— 2)[A + (210 — 1)3))
and
) - \Bl|max{1 gf} 5
’”O”"o _”2"0—1‘ =1+ (2np—2)[A + (219 — 1)0]° ©)

Proof. If f(z) =z + E 4z € N5 (A, 8,h), then there are two functions as defined by the

k:i’lo
quasi-subordination u,v € B of the form

(9] [e9)
z) =Y wz" and o(z) =Y vz,
k=1 k=1

satisfying
(1—A)%‘Z)+Af’( Y+ ozf"(z) =1+ Z 1) (A + k)] az" = h(u(z))  (6)
k=nyg
and

(1— /\)@ +Ag (w) + swg” (w) =1+ i[l + (k= 1) (A 4 kd)|bpw* ! = h(v(w)), (7)
k=2

respectively, where, according to Lemma 1,
by = %K;fl(az, as,...,a), k> 2. (8)
We have
h(u(z)) = 1+B1(ulz+uzzz+...) +B2(ulz+uzzz+...)2+..., 9)
and, according to (6) and (9), the corresponding coefficients of the power expansions are

equal. Hence, we equate these coefficients step by step.
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First, from (6), we have a; = 0 for 2 < k < ny — 1. Thus, the term containing “z” in (9)
is equal to zero, that is, Bjuj = 0. Using the fact that By # 0, it follows u; = 0. Therefore,
(9) becomes

h(u(z)) :1+B1(uzzz+...) —I—Bz(uzzz—f—...)z—i-.... (10)

Secondly, since, in (6), the term containing “727 is zero, it follows that, for the corre-
sponding term of (10), we have Bju, = 0. Since By # 0, it follows that u; = 0. Hence, (10)
becomes

h(u(z)):1+B1(u3zg+...)+Bz(u3z3+...)2—|—....

We repeat the same method 1y — 2 times and take into account that from the “ny — 3”
step we obtain

h _ 71072 71072 2
(u(z))—l—i—Bl(unO_zz —|—> +Bz(un0_2z —|—> +.... (11)

Since the coefficient of term containing “z"0~2" in (6) is zero, we obtain that the relevant
coefficient in (11) is Byu,,—» = 0. Thus, the assumption By # 0 implies u,, » = 0. Hence,
(11) becomes

np—1 np—1 2
h(u(z)) = 1—|—Bl(uno_1z 0 +) —I—Bz(uno_lz 0 +) +.... (12)
Now, by comparing the terms in “z™~!” in (6) and (12), we obtain that
Bittny—1 = [1+ (ng — 1)(A + nod)]an,,
that is,
Biutyy—1

0= T (g — 1) (A + nd)”

On the other hand, since g, = 0 for 2 < k < ng — 1, from (8), we obtain b, = 0 for
2 < k < ng—1,and from (8), we have

(13)

1
K. ™.(0,0,...,0,a,)) = —ay,.

by = —
1o o ng—1

Furthermore, similar to the method described above, from the relation (7), we obtain that
the term containing “w"~1" is given by

B1vyy—1 = —[1+ (ng — 1)(A + nod)]an,,

that is,
B B1vy,-1
0 = T (g — 1) (A + 1g0)

From (13) and (14), using Lemma 3 and considering the previous reasons, we obtain

(14)

|By|

oS T G ) ) 1

|@ng| = |

Also, equating the terms that contain “z?%0~2” from (6) for k = 2ny — 1 and those
of (12), we obtain

B
(1 + (21’10 — 2) [/\ + (2710 — 1)(5])&2,10_1 = B1u2n072 + B2ui0_1 =B (uZnoz + Biu%0_1> .
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Thus, based on the previous equality and according to the Lemma 4, it follows that

(1 + (219 — 2)[A + (219 — 1)5]) |a2uy1| < |Bi| max{l; =
Hence,
By

5]
1
§ |Bl|max{1; B, }
|a2n071‘ ~ 1+ (2ng — 2)[)\ + (2np — 1)5] .

From Definition 1, because f € Ng(A,6,h) implies ¢ € Ny (A,6,h) and using the
above method of proof, we have

(16)

1= 08 2o (w) + swg” (w) = 1+ Y [+ (k= 1)(A + k8) bk = h(o(a)).

w k:no

Hence, we obtain

. 3 IBllmaX{lf' %‘} 17
[b2ng 1| < 1+ (21 —2)[A + (2n9 — 1)d]° "

Furthermore, in view of Lemma 2, using the relations (16) and (17), we deduce that
By

2|Bl|max{1; }
| < \/|”2"°‘1|n+ any-1] J o
0

no (1 + (2710 - 2) [/\ + (2710 - 1)5}) ’

(18)

and from (15) and (18), we obtain the inequality (4).
In addition, using (17) and Lemma 2, it follows that

|B1| max{l; % }

2
—_ = <
[0y = a2mg—1] = [bang—1| < 772 (219 — 2)[A + (219 — 1)4]”

which completes our proof. [

Next, this study shows why this theorem improves and generalizes some previous
ones by a suitable choice of parameters.

Remark 3. By choosing A, &, and h properly, we obtain from Theorem 1 the bounds that are better,
in some ranges of the parameters, than the estimates obtained before.

1. If
1—z
then the bounds are better than those in [20, Theorem 2];
2. If
1 1-2
h(z):%zl)é)z, 0§DC<1,

and & = 0 or A = 1, then the bounds are better than those in [20] [Corollary 3] and [20] [Corollary 4],
respectively;

3. If 6 = 0, then the bounds are better than those in [33] [Theorems 3.1] in the case of
subordination.

In the following part, we emphasize the significance of our present results that improve
some previous results concerning different recent subclasses of bi-univalent functions.
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Remark 4. In the proof of Theorem 4 of [18], assume for convenience that p = 1, & = 0 with
[e0]
f(z) =z+ ¥ aZF € #(0,1;h). By the definition of the subordination, there exist two functions
k=n

u,v € Bwith
u(z) =Y wz" and o(z) = Y v,
k=1 k=1
satisfying
zf'(z) g (w)
=h(u(z and = h(v(w)),
) (u(z)) 2 (w) (v(w))
respectively.
Since 2F'(2)
= 1,
f(Z) z=0
it follows that
z2f'(2)
=14B1z+...+ 82" +...,z€D, (19
f(Z) ﬁl .B )
that is,
z+naz" +... = (z—i—anz”—|—...)(1+ﬁlz+[3222+...), z € D.

Equating the corresponding coefficients of the above relation, we obtain

:Bl:,BZZ"‘:.anZZO;
Bn1=(n—1)ay,

and from (19), it follows that

zf'(2)
f(2)

Let us consider again, for convenience, that n = 3. Thus,

=1+(n—1Daz" 1 +...,z€D.

f(z) =z+asz® +ayz* + ...,

then
zf'(z)
f(z)

=1+4+B22 + B3 +...,

where
,32 = 203, ﬁ3 = 3&4, ‘B4 = 4{15 — 211%.

Consequently, if f has the above form, then it is impossible that By = 2a3 and By = 4as at the
same time. We have B4 = 4as while ng = 5, but in this case, By = 0. Therefore, the relation (2.11)
of [18] and the Theorem 4 of [18] are not correct. Similarly, for the same reason, Theorem 2.6 of [27]
is not correct.

Example 1. As an example of Theorem 1, if we consider the analytic function in D defined by

1 1 022 0278
= -1 — | = — ... D ith /<1
f(z) gog<1gz> 2t -+ +...,z€D, wi 0<] <1,
el —1
then f € A and its inverse is f -1 (w) = ————, which have an analytic extension in D denoted
geZw
lz
e* —1
as g(z) = W
Letting
h(z) :=1+0.35z+0.12> +0.1z°, z€ D, (20)
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like we may see in Figure 3a made with MAPLE™ computer software, we have
Reh(z) >0, z€ D, By =0.35=h'(0) #0,B, =0.1,B3 = 0.1,

and
B, =0 for n>4

Also, we see that

zh (2) 322 +2z+3.5

R =
eh(z)—l ¢ 2212435

>01>0,zeD.

Hence, h is a starlike (univalent) function in D with respect to the point zg = 1. For some “very
small” values of the parameter || (i.e., close to zero), we have f € Ny (1.1,0.15, h) with h given
by (20) since the ranges f(D) and g(D) with small neighborhoods of the point wy = 1 are included
in h(D). According to Theorem 1, the inequalities (4) and (5) reduce to

|£] <0.5843487098... and |l| <0.7156780854...,

respectively. Hence,
0 < |£] <0.5843487098... . (21)

(i) Unfortunately, the upper bound of (21) represents a necessary but not sufficient condition
for f € Nx(1.1,0.15, h) with h given by (20). Let us consider A = 1.1 and 6 = 0.15. Thus, for
£ = 0.5843487098 from Figure 3b,c, we see that

I11015[f](D) € K(D) and ly1015[8](D) & h(D),

but the reverse inclusions are true. Hence, for { = 0.5843487098, we have f ¢ Nx(1.1,0.15,h).

(a) The image h(DD) (b) The inclusion (c) The inclusion
h(D) C Ti.1,015f](D) h(D) C T1.1,015(](D)

Figure 3. Figures for Example 1(i).

(ii) As we see in Figure 4a,b, for A = 1.1, § = 0.15, and, for example, £ = 0.201, we have the
inclusions

I1.1,015[f](D) C (D) and Ty1015[g](D) C h(D),

and from the fact that h is univalent in ID, it follows that both of the subordinations of Definition 1
hold, i.e., f € Ng(1.1,0.15,h).
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References

(a) The inclusion (b) The inclusion
Ii1,015[f1(D) C h(D) I1.1,015(8](D) C h(D)

Figure 4. Figures for Example 1(ii).

3. Conclusions

The present studies have been extensively made in order to make conclusions that
support the justification for the current research, taking into account the aims, methodol-
ogy, conclusions, and results of the investigations. The coefficient boundaries of analytic
functions can be found with the use of the Faber polynomial expansion approach, which
has been proven to be effective.

We have defined a new subclass of bi-univalent functions in this article, along with sev-
eral useful examples. In the concluding part, we underline that by utilizing subordination,
we were able to determine the bounds for the coefficient |a,| for the class of bi-univalent
functions with missing coefficients, emphasizing the novelty of the methods used for the
proofs and comments.

Moreover, by applying Lemma 4, the inequalities of Theorem 1 for these function
classes represent an improvement of a few results for some ranges of the parameters.

We expect that this method can be applied to the classes of harmonic and meromorphic
functions in some future works.
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1. Introduction and Definitions

Differential subordination is a fundamental technique in geometric function theory
of complex analysis used by many authors in investigations to obtain interesting new
results. The notion of strong differential subordination was first used by Antonino and
Romaguera [1] (see [2]) to study Briot-Bouquet’s strong differential subordination. They
introduced this concept as an extension of the classical notion of differential subordination,
due to Miller and Mocanu [3] (see [4]). The concept was beautifully developed for the
theory of strong differential subordination in 2009 [5], where the authors extended the
concepts familiar to the established theory of differential subordination [4]. There have
been many interesting and fruitful usages of a wide variety of first-order and second-order
strong differential subordinations for analytic functions. Recently, many researchers have
worked in this direction and proved several significant results that can be seen in [6-8].
Various strong differential subordinations were established by linking different types of
operators to the study. The Silagean differential operator was employed for introducing
a new class of analytic functions in [9], and the Ruscheweyh differential operator in [10]
for defining a new class of univalent functions and for studying strong differential sub-
ordinations. The Sdldgean and Ruscheweyh operators were used together in the study
presented in [11], and a multiplier transformation provided new strong differential subor-
dinations in [12-14]. The Komatu integral operator was applied for obtaining new strong
differential subordinations results [15,16], and other differential operators proved effective
for studying strong differential subordinations [17]. The fractional derivative operator
was used in [18], and the fractional integral of the extended Dziok-Srivastava operator
was used in [19]. Multivalent meromorphic functions and the Liu-Srivastava operator
were involved in obtaining strong differential subordinations in [20]. The topic remains of
interest at present, as proven by recently published works (see, for details, [21-23]). Thus,
in this current paper, we introduced and investigated the concept of third-order strong
differential subordinations, unveiling several intriguing properties within the context of
specific classes of admissible functions.
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Let N denote the set of positive integers. Suppose H = H(U) denotes the class of
analytic functions in the open unit disc

U={z:zeCand|z| <1},

where C is the set of complex numbers. For n € N, b € C, define the class of functions
HIb,n] = {f CfEH; f(2) =b4buz" + b, 2" }

Given f,F € H. The function f is subordinate to F, denoted by f(z) < F(z), if there
exists an analytic function w in U satisfying the conditions w(0) = 0 and |w(z)| < 1 so
that f(z) = F(w(z)) (z € U). Further, if the function F is univalent in I/, then (see [3,4])
f < F <= f(0) = F(0) and f(U) C F(U). Suppose that F(z,{) is analytic in i x U and
f(z) is analytic and univalent in &/. We say that F(z,{) is strongly subordinate to f(z).
Simply write

F(z,0) << f(2),
if 7(z,{) ({ € U) as a function of z is subordinate to f(z). Here, also observe that
(cf. [2,5,24])

F(z,0) =< f(z) &= F(0,0) = f(0)and F(U x U) C f(UU).

For p € N, we denote A(p) as the class of analytic functions defined by

f(z) =z + i s p2 TP (1)
k=1

Mishra and Gochhayat [25] introduced and studied the fractional differintegral operator. For
f € A(p), the transform
Iy + Alp) — Alp)

is expressed by

A
IA )=z + Z (p+k+(5> aﬁkz’”’k )
(p+de C\Zy; Zy = {O,— ,=2,...}1 AeC).

The operator I;" 5 can be seen as a generalization of the Srivastava—Attiya operator [26]
(see [27-29]); it is also popularly known as the Srivastava—Attiya operator for multivalent
functions (see, for example, [30-32]). Furthermore, IQ, s generalizes several previously
studied familiar differential operators as well as integral operators by Bernardi [33], Cho
and Kim [34], Jung et al. [35], Libera [36], Sdlagean [37] and Uralegaddi and Somanatha [38].
For a detailed discussion [25], also see [39-41].

They [25] derived from (2) the relation

(T4t (2) = (p+0)T25 () — 6T (2) )

In terms of the third order, there have been only three articles [1,42—44] for the correspond-
ing third-order implication connected to a special case. Let IT and A be sets in C. Suppose
p is an analytic function in I/ and

E(ry,s1,t1,u1;2,0) : CxU xU — C.

We have determined properties of the function p that imply the following inequality holds:

{E(@).27 (). 29" (), 29" (2)iz )} cTT = p(U) C A, @
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A natural question arises as to what conditions on 5, IT and A are needed so that the
implication (4) holds.

In this present article, we consider conditions on I, A and & so that the inequality (4) holds.
We see that there are three different cases to consider in analyzing this inequality’s truth:
Problem 1. Given IT and A, we find E so that (4) holds, and E is an admissible function.
Problem 2. Given E and I, we find the 'smallest’” A that satisfies (4).

Problem 3. Given E and A, we find the IT that satisfies (4). Furthermore, we find the
"largest’ such IL.

The relation (4) can be rephrased in strong subordination terms, when either I1 or A
is a simply connected domain. If A is a simply connected domain with A # C, and p(z)
is analytic in U, then a conformal mapping q(z) of & onto A can be performed so that
q(0) = p(0). In such case, (4) can be written as follows:

{EGG),2 (2),2%"(2),2%" (220 CT1 —p=a ©)

Similarly, if I is a simply connected domain, then there is a conformal mapping & of
U onto IT so that h(0) = E(p(0),0,0,0;0,0). If

E(p(z), Zp/(Z), Zzp/,(z)’ Z3PW(Z); z, é)

is analytic in ¢, then (5) can be reduced to

{2(p(2), 29 (2), 2% (2), 29" (2);2.0) } << h(z) =P <aq ©)

There are three key ingredients in a differential implication of the form of (5): the &, the
set IT and the dominating function g. If two of these entities were given, one would hope
to find conditions on the third so that (6) would be satisfied. In this present article, we
start with a given set Il and a given g, and determine a set of admissible operators = so
that inequality (4) holds. This leads to some of the definitions that will be used in our
main results.

Definition 1. Suppose E : C* x U x U — C and h is univalent in U. If p € H and satisfies
the third-order strong differential subordination

E(p(2),29'(z), 20" (2),2°p"(2);2,0) << h(z), )

then p is said to be a solution of the strong differential subordination. Moreover, if p < g for
all p satisfying (7), then the univalent function q is a dominant of the solutions for the strong
differential subordination. A dominant g that satisfies § < q for all dominants q of (7) is the best
dominant of (7).

For IT C C, with E and p given in Definition 1, relation (7) can be written as follows:
{E(p(2), 29 (2), 229" (2), 29" (2)iz, ) f C 1L ®)

Condition (8) will also be referred to as strong differential subordination, and can be
further extended to the definitions of the solution, dominant and best dominant.

Definition 2 ([1]). Let Q denote the collection of all injective and analytic functions q on U\E(q),
where

E(q) = {g : & €U and li_r)r}: q(z) = oo},

and min |¢'(&)| =p >0 (& € dU\E(q)). Also, Q(b) is the class of functions q with q(0) = b.
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We will use the following lemmas from the third-order differential subordinations to
find dominants of strong differential subordinations.

Lemma 1 ([1]). Let Uy, = {z : |z| < ro}, with 0 < rg < 1. Let p(z) = b+ byz" + by 12" +
. be analytic in U withn > 2 and p(z) # b, and let g € Q(b). If there exist points zg = roe'f € U
and §o € oU\E(q) such that p(zo) = q(%o), p(Ur,) C q(U),

52602 (S0)
d
) " ®
zp'(2) 10
q@) |~ 10
where z € Uy, and & € dU\E(q), then there exists a real constant k > n > 2 such that
209 (z0) = noq (o), (11)
NG HCD, 1) { 5504" (S0) 1} , 19
(P +1) =25 .
Zzp///( ) 52 W(CO)
R” 0 2
( ?'(z0) +1>2n - 7(%) _+1'
or , , i
zgp"" (20) 5502 (60)
N .
( ?'(20) > = - d0) 1
Consider a special case when q is univalent in Lemma 1. If
M b
a(w) = My, (14

with [b| < M, then q(Uf) = Uy, q(0) = band E(q) = ¢.

Lemma 2 ([1]). Let Uy, = {z : |z| < ro}, with O < ry < 1. Suppose q given in (14) and
p(z) = b+ bpz" + by12" + ... is analytic in U with n > 2 and p(z) # b . If there exist
points zg = roe'® € Upy and wy € AU such that p(zo) = g(wp), p(Uy,) C Up and

|2/ (2)||[M + be”]|> < nM[M? — [b]] (15)
when z € Uy, and 6 € (0,271, then

|q(wo) — b?
lq(wo)|? — [b]?

i _bZ
“(Z?(z(j)o) “) = ”(ulz(qgg)ofz— |b|2)' nd
§R<zgp'"< )) » gy2_Lawo) —b?)°
T

P'(20) | g(wo) |2 — [B]2)>

Our main objective in this article is to systematically investigate several potentially
useful results that are based upon third-order strong differential subordinations and their
applications in geometric function theory of complex analysis. Our results give interesting
new properties and, together with other papers that appeared in recent years, could

207 (20) = ng(wo)
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emphasize the perspective of the importance of third-order strong differential subordination
theory and the generalized Srivastava—Attiya operator.

The organization of this article is as follows. In Section 2 below, we derive the no-
tion of third-order strong differential subordination, some definitions and the interesting
main results. We consider some suitable classes of admissible functions and investigate
several third-order strong differential subordination properties of multivalent functions
involving the Srivastava—Attiya operator defined by (2) in Section 3. Some corollaries and
consequences of our main results are also presented in Sections 2 and 3. Finally, in the last
Section 4, some potential directions for related further research are presented.

2. Main Results

Unless indicated otherwise, we assume throughout the sequel that p > 2,z € U and
¢ € U. We establish the third-order strong differential subordinations theorem. In this
connection, we state the following definition.

Definition 3. Suppose I1 € C and q € Q. The class of admissible functions Z,[I1, q| consists of
those functions B
E:CxUxU—C

that fulfill the following admissibility condition:
E(Vl,S],tl,Ml,'Z,é) ¢ IT (16)

whenever ry = q(¢&), s1 = néq (&),

and

o(3) =]

for & € AU\E(g).

Here, &1 [I1, q] is denoted as E[I1, q]. We refer to two special subcases of this definition. If

E:C3xU x U — C, then (16) becomes E(rq, 51, t1;2,{) ¢ Il when r; = q(&),s1 = n&q' (¢)
and

"

8%< + 1) >n [?qu (6) + 1], for ¢ € dU\E(q).

q'(¢)

IfZ:C? xU xU — C, then (16) becomes E(q(¢), néq’(¢);z,¢) ¢ I1when & € oU\E(q).

We also deduce from Definition 3 the inclusion relations Z,[IT, q] C E,[I1, q] if IT' C IL
The following theorem is a key result in the notion of third-order strong differential

subordination.

Theorem 1. Consider p € H[b,n]and q € Q(b) fulfills

RIUGINNE D

/() @ =" o7
where & € OU\E(q). IfTTisaset in C, E € E,[I1, q| and
E(p(2),2¢(2), 29" (2),2°0" (2);2,0) C 11, (18)

then
p(z) < q(z).
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Proof. If we assume that p 4 q, then there exist points zg = rge'® € U and & € U \E(q)
such that p(zo) = q(¢o) and p(Uy,) C q(U). From (17), we see that (9) and (10) of Lemma 1
are satisfied when z € U and ¢ € dU/\E(q). The conditions of that lemma are satisfied;
we conclude that (11)—(13) also follow. Using these conditions with 11 = p(zp),s1 =

zop'(20), t1 = z3p" (20), u1 = z3p""(2z0) and z = z in Definition 3 leads to

E(p(20), z0P' (20), z5p" (20), 20P" (20);2,§) £ 11,
which contradicts (18); thus, we have
p(z) < q(z).
O

In Theorem 1, inequalities (17) and (18) are the most necessary for solving third-
order differential subordination. If third-order terms in (18) are missing, then they are not
required to satisfy (17).

The next result is a special case where the behavior of q on 0/ is not known in Theorem 1.

Corollary 1. Suppose g is univalent in U, g(0) = b and set q,(z) = q(pz) for p € (0,1).
Consider that p € H[b, n] and q, fulfill

¢qp(¢) zp'(z)
@ 20 ™ e | =

when ¢ € OU\E(q). If ITisasetin Cand & € E,[11, g,], then

E(p(z),29'(2),2°0" (2),2°p"(2);2,0) C 11

implies
p(z) < q(2).
Proof. Given q, is univalent in 0/, and hence E(q,,) = ¢ and g, € Q(b). Since the class

By (1, qp] is an admissible functions and from Theorem 1 we obtain p < - Since 9Qp <
here we conclude thatp < q. O

In Definition 3, there are no specific conditions on II. When IT # C is a simply
connected domain and there is a conformal mapping  of I onto I, we denote the class
Eq[h(U),q] by Ex[h, q]. The next two results are directly from Theorem 1 and Corollary 1.

Theorem 2. Consider p € H[b,n|and q € Q(b) and that they fulfill

£q'(0) 27/(2)
o 20 M

where & € AU\E(q). IfE € Eyh, q and E(p(z),zp' (), 220" (2), 229" (2); 2, Q) is analytic in U,
then

—= Tty

2.1 3,/

E(p(2),2¢'(2), 29" (2), 29" (2);2,0) << h(2)
implies

p(2z) < g(2).

Corollary 2. Suppose q is univalent in U, with ¢(0) = b, and set q,(z) = q(pz) for p € (0,1).
Consider that p € H[b,n] and q, fulfill

¢qy(8)
q,(¢)

zp'(z)

R 6

>0 and

<n
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where § € OU\E(q). IfE € Ealh, gp] and E(p(2), 2p'(2), %" (2), 2°p""(2); 2, ) is analytic in
U, then
E(p(2),20'(2), 29" (2), 2" (2);2,0) << h(2)

implies
p(z) < g(2).

We next specify the connection between the best dominant of a strong differential
subordination and the solution of a corresponding differential equation.

Theorem 3. Consider p € H[b,n],E: C* x U x U — C and that
E(p(2),29'(2), 29" (2), 29" (2);2,)
is analytic in U. Suppose h is univalent in U and the differential equation

E(p(2),2p(2),2°0" (2),2°9" (2);2,0) = h(z2) (19)

has a solution q € Q(b) and

¢q"(©) zp/(2)
e 20 ™ e =
where { € OU\E(q). IfE € Ey[h, q|, then
E(p(z),2p'(2), 29" (2), 229" (2);2,8) << h(2) (20)
implies that
p(z) < q(2)

and q is the best dominant.

Proof. From Theorem 1, we have that q is a dominant of (20). Again, q fulfills (19) and it is
a solution of (20). Thus, q will be dominated by all dominants of (20). Therefore, q is the
best dominant. [

We further pursue the family of admissible functions and theorems, when q(i/) is a
disc. Since q is given by (14), the class denoted by E,[II, M, b]. When IT = A, the class
denoted by E,[M, b]. Since q(w) = Me'® with 0 < # < 27t when |w| = 1, from Lemma 2
we derived the following.

Definition 4. Consider g to be given by (14), n > 2, and I1is a set in C. For 6 € [0,27], the class
B, [I1, M, b] which consists of those functions

E:C*xUxU—C
that fulfill the following admissibility condition

E(rll 51, t]/ uy,z, g) g IT

\M—Beig\zeig
ME—|O]2

whenever 1, = Me'®,s; = nM
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tp |M— E€i9|2
-1 >plt 1
§R51 +1>n MZ— [ and
bM — b2
gﬁﬂ > 6,125}{%/
51 [M? — |bJ?]
forzelU,l€l. (21)

When b =0, 0 < 6 < 271, we see from (21) that &, [IT, M, 0] consists of those functions
E:C*xUxU—C

that fulfill ‘ '
E(Me®, nMe®,L,N;z,{) ¢ I1

when
R(Le ) > ("> —n)Mand R(Ne ) > 0. (22)
The following result is the immediate consequence.
Theorem 4. Consider that the q given in (14) and p € H|[b, n] satisfy
|2’ (2)] | M + Be® 2 < Mn [M? — [b]2],
wherez € Uand 0 < 0 <27 IfB € E,[I1, M, b], then
E(p(2),2¢(2), %9 (2), 2°9" (2);2,0) C T1

implies
p(z) < g(2).

Next, we obtain the following corollary when b = 0 in Theorem 4.
Corollary 3. Consider that g(w) = Mw and p € HI[0, n] fulfill
|z¢'(2)| < Mn
when z € U. IfI1is aset in Cand E € E,[I1, M, 0] as characterized by (22), then
E(p(2),2p'(2),2°0"(2),2°p" (2);2,0) C 11

implies
p(z) < Mz.

In this particular case, Theorem 4 becomes

Theorem 5. Consider that the q given in (14) and p € H[b, n] satisfy (17). If 11 is a set in C and
(i) E € B, [I1, M, b], then

E(p(2),2p(2),2°0" (2), 2’9" (2);2,0) C T = |p(2)| < M.
(ii) If & € B, [M, b], then

1Z(p(2), 20/ (2),2%p" (2), 20" (2);2,0)| < M = [p(2)| < M.
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3. Applications with the Operator

By using the operator ZS 5, we establish the family of admissible functions to discuss
the strong subordination properties.

Definition 5. Suppose I1is a set in C and q € Q. The family of admissible functions ©[I1, g
consists of functions

@:C*xUxU—C
fulfilling the admissibility

O(a, B,7,1m;2,0) ¢ 11

when « = q(&), B = M,

p+o
(p+6)>y—0a &q"(¢)
%< (p+0)p—ou 25) Zk[% ) “}
and
(p+6)*(n(p+6) —37(1+9)) 4 (3 +26)5 2 [ 824" (%)
§R< R +z+3(2+5)5) > k {?R 1) }

for & € oU\E(q) and k > p.

Theorem 6. Consider I;"(sf(z) € H[0, p] with p > 2, g € Q(0) and that they satisfy

A /
69" (2) 2Ty (2)
R >0 and |—————| <k, 23
70 - 7@ " )
when § € OU\E(q) and k > p. IfIlisaset in C, ® € O[], | and f(z) € A(p) satisfies
O(Z,5f(2), Ty5 ' f(2), Ty 52 f(2), T, 5 f(2);2,C) C T, (24)
then
T)sf(z) < 4(2).
Proof. Let
8(2) =T (2). (25)
Differentiating (25) with respect to z, and using the identity (3), we obtain
A1y 28'(2) +08(2)
Z,s f(z) = V1o . (26)

Again, by differentiating (26), we have

D210 = 2¢"(2) + (1 (J;zf)(;%/@) + §2g(2)‘ 27)

Further computations show that

-3 _ 22¢"(2) +3(1+6)z2¢" (z) + (1 + 36 4 36)z8/ (z) + 6°g(z)
)% (2) = bra . (28
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Set the transformations from C* to C by

s1+60rq t1 4+ (1+26)s1 + 6%rq
o= 7’1, ,B = T = 2 7
p+é (p+9)
up +3(1+0)t + (1436 +36%)s + 6°rq
n= 3 . (29)
(p+9)
Let
E(r1,s1,t1,u1;2,0) = O(a, B,7,1;2,0)
s1+0r1 t1+ (14268)s1 + 6% ug +3(1+6)ty + (1436 +36%)sy + 8°rq
=0 r, 5 52 ’ )3 ;Z,é . (30)
p+ (p+9) (p+9)

Using Equations (25)—(28), and from (30), we obtain
2(3(2),28'(2),2°8"(2), 28" (2);2,0) = O(Z,,f (2), T, 5 f(2), T, 52 (2), T, 5> (2); 2, 0).
Therefore, the inclusion (24) leads to

2(g(2),2¢/(2), 228" (), %8 (2);2, ) € I,

Now, , ,
2} 1:<p+5)7_5"‘_2§
51 (p+6)p—du

and

%1 _ (P+5)2(U(P+«z;1?;7)/(31_+5i))+ (3 +26)0% +2+3(244)8.

Hence, the admissibility condition in Definition 5 for ©® € ©@[I1, q] is equivalent to Definition 3.
Thus, by use of (23) and applying Theorem 1, we obtain

8(z) < q(z)

or
T)sf(2) < a(2).
O

The hypothesis of Theorem 6 requires that the behavior of q on the boundary is not known.

Corollary 4. Consider q to be univalent in U, with q(0) = 0, and set q,(z) = q(pz) for
p € (0,1). Let I;"(Sf(z) € H[0, p] for p > 2 and let Ig’o.f(z) and g, satisfy (23). If I1is a set in
Cand ©® € O[11, g, and f(z) € A(p) fulfill

O(Z},f(2), I35 F(2), T3 £(2), )5 F ()i, 0) C 11,

then
Ty 5f(2) < q(2).

Proof. Proof of the corollary is an immediate consequence of using Theorem 6, and we obtain
I),f(2) < 4, (2).

Since q, < g, we conclude that
T} (2) < a2).
O
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In Definition 5, there are no special conditions on I'T. When IT # C, then there is some
conformal mapping h of U onto I1. Let it be denoted by ®@;[h, q]. We then obtain the results
that are an immediate consequence of Theorem 6 and Corollary 4.

Theorem 7. Consider that I;}/b.f(z) € H|0, p] with p > 2 and q € Q(0) and that they satisfy
(23). If ITisasetin C,® € O1[I1, q|, f(z) € A(p) and

OZ),f(2), T)5 F(2), )52 (2), I)5° f(2)2,0)
is analytic in U, then
O} sf(2), I)5 f(2), T2 (2), 53 (2):2,0) << h(z)

implies
T,5f(2) < a(2)-

Corollary 5. Consider g to be univalent in U, with ¢(0) = 0, and set g,(z) = q(pz) for
p € (0,1). Let Igﬁf(z) € HI[0, p| for p > 2 and let I}%f(z) and g, satisfy (23). If I1is a set in
C, @€ 011, ¢,] ,f(z) € A(p) and

O(Z,5f(2), 5 f(2), 1) 57 F(2), T, 5> f(2);2,€)
is analytic in U, then

OZ,5f(2), Ip5 f(2), T) 57 F(2), Ty 5  f(2);2,§) << h(z)

implies
T,5f(2) < a(2)-

We next indicate the connection between the best dominant and the solution of a
strong differential subordination.

Theorem 8. Consider that I};\,(sf(z) € H[0,plwithp >2,0: C* xU x U — C and that

OZysf (2), Iy5 f(2), T); 2 f (2), T F(2):2,0)

is analytic in U. Suppose h is univalent in U and q € Q(0) is a solution of the following differential
equation
O(Z}sf(2), I F(2), T3 2 (2), T3 £ (2):2,0) = h(2) 61)

and satisfies (23). If I1is a set in C, © € Oq[h, q] and f(z) € A(p) fulfills
O(Z)sf(2), Ty f(2), T)5 2 f(2), Ty 5 f(2);2,8) << h(2), (32)

then
A
1,5f(z) < q(z)
and q is the best dominant.
Proof. From Theorem 6, we conclude that q is a dominant of (32). Since q satisfies (31), q is

a solution of (32). Thus, q is dominated by all dominants of (32). Therefore, q is the best
dominant. [

Our next outcomes are for the specialized case of q being a disc, where g is given
by (14) and the class ©;[I1, M, b]. Also, we denote the class @;[M, b], when IT = A. And
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q(w) = Me™® with 0 < 6 < 27t when |w| = 1. Notably, the case q(z) = Mz, M > 0 denotes
the admissible functions class ©;[I1, M].

Definition 6. If I1is a set in C, M > 0 and p > 2. The admissible functions class ®[I1, M]
consists of those functions -
O:C*xUxU—C

such that

@(Mei" k+0
’p+6

Mel? L+ ((1+268)k + 6%)Me®® N+3(l+5)L+((1+3(5+352)k+53)Mei9'z z;)
' (p+0)? ' (p+9)? w
¢ 11

whenever

RLe ™ > (kK> — k)M, RNe >0
for0 <0 <2mand k > p.

Corollary 6. Consider q(z) = Mz and I;‘, sf(z) € H[O, p] with p > 2 to satisfy
2(Z)5f(2))'| < Mk,
whenz € Uand k > p. If© € O1[I1, M|, f(z) € A(p) satisfies
O(Z,5f(2), Iy5 f(2),T) 57 F(2), T) 5 f(2);2,§) C T,

then
Ty 5f(2) < q(2).

Corollary 7. Consider q(z) = Mz and I;‘,(sf(z) € H|0, p] with p > 2. If I is a set in C and (i)
© € O;[IL, M], f(z) € A(p) satisfies

O(T)sf(2), T3 F(2), )52 (), T3 (2)i2,0) < TT— |a(2)] < M.
(i) If f(z) € A(p) and © € ©[[M], it satisfies
O(T2,(2), )5 F(2), T2 (), T2 (202 )| < M —> [p(z)] < M.

4. Conclusions

This paper is intended to propose a new line of investigation for third-order strong
differential subordination theories using some specific classes of admissible functions. In
each theorem, the dominant and the best dominant, respectively, are established, replacing
the functions considered as the dominant and the best dominant from the theorems with
remarkable functions and using the properties which produce interesting corollaries. Using
the operator, strong subordination results are obtained. The third-order strong differential
subordination outcomes such as those here may serve as inspiration for future research on
this subject, and in the theory of differential subordinations and superordinations of the
third and higher orders as well. Here, we only used and explored the third-order strong
differential subordinations.
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