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1. Introduction

The aim of this third Eng Special Issue is to collect experimental and theoretical
re-search relating to engineering science and technology. The topics included in Eng
are as follows: electrical, electronic, and information engineering; chemical and materi-
als engineering; energy engineering; mechanical and automotive engineering; industrial
and manufacturing engineering; civil and structural engineering; aerospace engineering;
biomedical engineering; geotechnical engineering and engineering geology; and ocean
and environmental engineering. Many of these topics have been selected with the idea
of contributing to the circular economy and sustainable development. Therefore, these
aspects are being addressed from various points of view and have the support of the field of
engineering and its applications. The following editorial presents a representative selection
of these articles published in our journal in 2023.

Legislative requirements and the principles of the circular economy and sustain-
able development make waste valorization the best strategy for its management. The
biodegradable fraction of industrial waste is a sustainable source of biomass, optimizing its
management through energy recovery, reducing the amount of waste to be managed (and
its economic costs), minimizing the environmental impact and health risks, and reducing
the high dependence on industries on primary sources and fossil fuels [1-7]. Although
traditional sources of biomass, such as wood, crops, agricultural and forestry residues, and
food and municipal wastes, are renewable, sustainable, and profitable, they compete with
food, and their energy processes release waste into the environment. On the other hand,
there is also a non-biodegradable fraction of industrial waste. If its composition is taken
into account, in many cases it is considered an inorganic waste. Here, its valorization is not
as standardized as the biodegradable fraction, since the energy aspect is rarely taken into
account, and it is the possible applications that give rise to the interest in valorizing this
material, rather than depositing it in landfills [8].

Other topics discussed in this Special Issue are as follows:

— Amazon natural fibers for application in engineering composites and sustainable
actions [9-12].

—  Rheological behavior of modern cementitious materials [13-15].

—  Vibration monitoring techniques for predictive maintenance of rotating machinery [16,17].

—  Integrating multi-criteria decision-making methods with sustainable engineering [18,19].

These topics allow for greater discussion among potential readers. For more informa-
tion, please see the Contributions.

2. Overview of the Published Articles

This Special Issue contains 34 papers, including eight reviews, published by several
authors interested in cutting-edge developments in the field of engineering. The authors
are from 25 countries, including Australia, Canada, Bosnia and Herzegovina, Brazil, Egypt,
France, Germany, Greece, Hong Kong, Hungary, India, Italy, Japan, Mexico, Montenegro,
Portugal, Russia, Serbia, Sweden, Taiwan, The Netherlands, United Arab Emirates, United
Kingdom, USA, and Yemen.

Eng 2024, 5, 562-565. https:/ /doi.org/10.3390/eng5020031 1
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3. Conclusions

The articles published in this Special Issue present important advancements in the
field of this journal. I would like to express my sincere gratitude to all the authors, who
have contributed to this Special Issue, and I would also like to thank the managing editors
and reviewers who contributed by improving the papers. I hope that the included articles
are interesting and inspiring for readers, especially young scholars who are eager to learn
about recent advances and contribute future research to the field.

Acknowledgments: The author is grateful for financial support from the Spanish Ministry of Science
and Innovation (MCIN/AEI/10.13039/501100011033) through project PID2020-112656RB-C21.

Conflicts of Interest: The author declares no conflicts of interest.
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Abstract: This paper proposes an optimized mobile robot navigation strategy using a functional firefly
algorithm (FFA) and choice function. This approach has two key advantages: first, the linear objective
function performs efficiently with the single degree and finite-order polynomial time operation, and
second, the cartesian constraint performs compactly with the chosen degree of freedom on the finite
interval. This functional approach optimizes the size of operational parameters in context with key
size, operation time, and a finite range of verification. The choice function achieves parameter order
(size) reduction. The attraction characteristic of fireflies is represented by the choice function for
optimizing the choice between low and high intensities of fireflies. In 2D and 3D environments,
the proposed robot navigation performs well in an uncertain environment with static and dynamic
obstacles. This efficiency includes the robot’s speed as determined by the choice function’s minimum
path lengths. The collision-free path is achieved by the non-void family of non-void sets. The obtained
results are optimal in terms of path length and navigational time. The proposed controller is also
compared with the other existing controllers, and it is observed that the FFA gives the shortest path

in less time for the same environmental condition.

Keywords: mobile robot navigation; firefly algorithm; choice function; path planning; obstacle avoidance

1. Introduction

With the growing demand for autonomous systems in household work, industry,
entertainment, medical care, transportation, and especially national security, mobile robots
play an important role and are heavily utilized. These mobile robots are used as UAVs, ma-
rine robots, or ground robots to perform critical tasks, especially where human interaction
is impossible [1]. While performing the task in an unstructured environment, autonomous
navigation is the major challenge for any mobile robot, as it involves many non-linear
constraints. To enable the means for autonomous navigation, the mobile robot should be
equipped with a power control unit, sensory mechanisms, and an intelligent path-planning
algorithm [2]. The success of any autonomous system completely depends on selecting and
implementing effective path planners. Therefore, path planners must be able to determine
the best-fit parameters among all possibilities to generate an optimal path by avoiding
obstacles. Autonomous navigation is not limited to a single objective function; hence, an
artificially intelligent computational approach is required to deal with the multi-objective
problem of fulfilling the goal of effective navigation in a complex, unstructured environ-
ment [3]. In mobile robot navigation (MRN) [4], the major challenges observed are path
planning in the presence of static and dynamic obstacles, path planning in the presence
of dynamic goals, and navigation in the presence of multiple robots. These challenges
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become very complex when counting over-optimization (obtaining the shortest path in the
minimum navigational time). Additionally, they require significant computing efforts for
seemingly simpler problems, including comparison with other intelligent approaches.

This work presents the application of the FA along with the CF as a multifunctional
approach to static and dynamic conditions. Real-time robots encounter challenges in
real-world scenarios, including noisy sensor data, perceptual uncertainties, dynamic envi-
ronmental complexities, computational efficiency constraints, limited model generalization,
and the critical need for safety and collision avoidance. To address these issues comprehen-
sively, strategies such as sensor fusion for data refinement, adaptive obstacle avoidance,
efficient algorithm design, machine learning for environment adaptation, and robust safety
protocols must be implemented to enhance the robot’s performance and reliability in
dynamic, uncertain environments. Achieving the goal of navigation requires the quick
computation of efficient paths, which is presented here by introducing first the CF and then
the FA. The key advantage of adopting the CF in MRN is an extension of the option for
selecting the optimum path by the characteristics of the non-void family and non-void set.
Another noteworthy advantage is to present the optional optimal paths into the classes
by FL. The obstacles are classified into non-void sets, allowing the robot to make a quick
decision and become more efficient. The choice of probability and the choice of optimality
are the two major characteristics of the choice function. These characteristics are applied to
improve the firefly algorithm for mobile robot navigation. The chaos of fireflies is trans-
formed into the index set of the non-void family in this paper. The obstacle avoidance
function comprises the distributed probability, and the distance-time function comprises
the fuzzy logic-based index set. Thus, MRN is studied and applied using mobile robot
navigation, multiple mobile robots, chaotic target seeking, multiple targets seeking, chaotic
obstacle position, topological spaces, and the firefly’s micro- and macro-attraction. The
simulation and real-time results are provided for validation in an uncertain environment,
and the obtained results are optimal compared to other navigational controllers. As per the
author’s belief and knowledge, very little work has been published on the path planning
of mobile robots in an unstructured environment in the presence of static and dynamic
(obstacle and goal) conditions using FA.

This paper is organized as follows. The introduction to the literature review is pre-
sented in Section 2. Section 3 presents the proposed functional firefly algorithm with its
mathematical analysis. In Section 4, the simulation and experimental results are presented
and compared. The conclusion and the future scope are presented in Section 5.

2. Review of Literature

From the review of the available literature on intelligent path-planning techniques
such as cell decomposition [5], fuzzy logic [6], neural network [7], particle swarm op-
timization algorithm [8], ant colony algorithm [9], bacterial foraging optimization [10],
harmony search algorithm [11], cuckoo search algorithm [12], and dragonfly algorithm [13],
it is clear that the applications of metaheuristic algorithms for solving mobile robot nav-
igational problems are growing rapidly compared to heuristic algorithms due to their
high-performance capabilities. The “randomization” and “local search” features of the
metaheuristic algorithm are critical. Randomization provides a good way to move away
from local search to search on a global scale, and therefore, the metaheuristic algorithm is
intended to be suitable for global optimization.

In 2008, Yang [14] proposed the firefly algorithm based on the behavior of fireflies for
solving various optimization problems in engineering. This firefly algorithm holds two
main characteristics of fireflies, i.e., flashing patterns and biological behavior. However,
this firefly algorithm follows the three fundamental principles under the two characteristics
as defined below:

1.  Fireflies are unisex, but their attraction is based on intensity rather than gender;
2. The attraction is proportional to brightness, from lesser brightness to greater brightness;
3. The brightness interacts with the landscape of the objective function.
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These three rules are necessary and sufficient for applying the FA in various behavioral
applications. The generalization of these rules is possible because of the specific require-
ments and applications, i.e., 3D navigation of mobile robots, target-seeking applications,
chaotic obstacle positions, topological spaces, etc.

The basic formula of attractiveness interacts with the intensity of light presented
as follows:

B =Poe™ ™ (1)

where f is the variation of the attractiveness, 7y is the light absorption coefficient, and B is
the attractiveness at y = 0. Here, the choice of the axiom is applied to the existing firefly
algorithm. Next, the movement of a firefly (i) attracts a firefly (j) due to greater brightness,
and it is presented as follows:

2
1t —yr2 (bt t
Xt = xl+ Boe i (xj - xl-) + €] )

where o and € are the randomized parameters, although € is a vector of random numbers
defined over the Gaussian number as uniform distribution.

FA has been studied and implemented to solve various optimization problems in
engineering and science. The fault detection in robots [15], economic emission dispatched
problem [16], reliability-redundancy optimization [17], mixed variable structural opti-
mization problem [18], cooperative networking problem [19], combinatorial optimization
problem [20], learning from demonstration problem [21], and the dynamic environment
problem [22] are a few of them. The FA has shown great performance and created a
good impact in the category of the population-based algorithm. The FA has the ability
to solve multi-model optimization and extremely non-linear problems excellently. It has
a better convergence speed for finding a global solution in a complex environment and
starts iteration processes without a good initial solution. As a result, FA and CF are chosen
here to investigate the environment for mobile robot navigation, which includes dynamic
obstacles and dynamic goals. Many researchers use the FA to solve mobile robot naviga-
tion problems. However, very few of the papers meet the requirements of the navigation.
The navigation of the mobile robot using FA in the presence of a static environment was
demonstrated by Liu et al. [23] and Hidalgo-Paniagua et al. [24]. However, in both ap-
proaches, the navigation strategies were presented in the simulation environment in the
presence of the static obstacle. The navigation task is difficult in the presence of a moving
obstacle, so Brand et al. [25] and Patle et al. [26] worked to develop the FA for a dynamic
environment. In their work, the environment with single and multiple moving obstacles
was tested for a single mobile robot system, respectively. The analysis of a multi-mobile
robot system in the presence of multiple obstacles was demonstrated by Kim et al. [27],
but the results of the navigation were limited to the simulation environment only and not
to the real environment. The study of single and multiple mobile robot systems over real-
time experiments was carried out by Patle et al. [28,29]. His work shows multiple mobile
robots navigating multiple obstacles. The application of FA is not only limited to ground
robots but also includes the navigation of aerial and underwater robots. Wang et al. [30]
developed an FA-based path-planning strategy for the aerial robot. It outperformed other
approaches in avoiding hazardous areas in a complex, crowded environment and reducing
fuel costs. Similarly, the FA-based underwater path planning strategy was examined by
Sutantyon et al. [31]. Their work primarily focused on the scheduling strategy of swarm
robots to avoid interface and jamming in underwater conditioning using the principles of
FA. In other work, they also presented underwater navigation in a partially known environ-
ment using a leavy-flightfirefly-based approach. To explore and enhance the performance
of the mobile robot system, the FA has been introduced into a few techniques such as
Q-learning [32], invasive weed optimization [33], radial basis function neural network [34],
pareto-based optimization algorithm [35], and many more. Table 1 gives an overview of
the related work using the firefly algorithm.
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Table 1. Comparison of Related Work for the Firefly Algorithm.

Single Robot/Multi-
Robot/Aerial . . . Static/Dynamic Hybrid
Reference No. Robot/Underwater Simulation Experimental Obsticle Techni}(’:lue Used
Robot
[20] Single Y N Static N
[21] Single Y N Static N
[22] Single Y N Static and dynamic N
[23] Single Y N Static and dynamic N
[24] Multi-robot Y N Dynamic N
[25] Multi-robot Y Y Dynamic Y
[26] Multi-robot Y Y Dynamic Y
[27] Aerial robot Y N Dynamic N
[28] Underwater Y N Dynamic N

3. Proposed Functional Firefly Algorithm

Various challenges exist in the real environment; some of them are the localization of
position in the environment, the determination of a goal and an organized path towards
it, obstacle avoidance mechanisms, and the generation of an optimal path in a minimal
amount of time. Figure 1a shows that no obstacle is present in the environment between the
robot and the goal position; hence, the robot reaches the goal position by using Euclidian
distance, which is optimal. But in Figure 1b, when the robot moves from its initial position
to the goal position, it detects the obstacle and stops. The obstacle avoidance mechanism
activates, and then, the robot avoids the obstacle, as shown in Figure 1c. While avoiding
the obstacles, it may produce several paths up to the goal position, while achieving the
shortest path from the robot’s initial position to the robot’s goal position is the proposed
study’s primary goal. The proposed algorithm addresses the issues mentioned above of
robot navigation over the choice function. Any mobile robot navigation is based on the
likelihood of selecting the best path, which is a function of distance and time. Therefore,
probability plays an important role in executing the navigation of mobile robots. As a
non-void family, CF comprises a set of probabilistic choices. Here, the axiom of choice
generalizes to FA. The fireflies are defined over a finite set, and the set of fireflies with
a distributed probability then generates the function of choice. The non-void family of
fireflies with a distributed probability comprises the classification. The proposed FFA holds
several advancements in context to theory and application. Flashing pattern feasibility is
defined on the finite interval to optimize the trajectory. The basic firefly algorithm is based
on a variation of the attractiveness of fireflies. The variable f is attractiveness. B¢ exists if
attractiveness is defined at the distance v = 0.

2/  Obstacle
AP
)
! ® 3 - 4
‘w . SR
Robot Initial position
(a) (b) (c)

Figure 1. Navigational challenges for a mobile robot in (a) exploring the environment for the shortest
distance, (b) obstacle avoidance, and (c) selection of an optimal path.

The key idea of this paper is to define attractiveness at the neighborhood of the
distance of not y = 0 exactly but very close to zero. This approach is called calculus. The
neighborhood of By is defined by an interval (By — 6, B, + ), where J is the small, positive
real number. By — ¢ is the point at the left-hand side from v = 0, and B¢ + ¢ is the point
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at the right-hand side from v = 0. The reason for applying this concept is to achieve
optimization. This is an optimal input that gives the optimal output correspondingly. For
example, if By is 2, and ¢ is 0.0001, then the neighborhood will be (2 — 0.0001, 2 + 0.0001)
or (1.9998, 2.0001). Thus, this is very close to 2 but not exactly equal to 2, and hence, the
resultant output g will be approaching the corresponding value. Hence, Equation (3) holds
the limit (L) represented by | — L| < &, where ¢ is a small, real positive number. Hence,
Equation (3) is represented by a limit as follows:

lim., 0B =L 3)

The attractiveness is measured from the left-hand side (from Sy — 6 to Bp) and denoted
by B. for attractiveness at the point g — J, represented as follows:

lim., B~ = Pee " (4)

Similarly, the attractiveness is measured from the right-hand side (from g + ¢ to Bo)
and denoted by B, for attractiveness at the point By + J, represented as follows:

lim., o+ = pre” 1" 5)

If lim,,_o-B = lim,,_,+ B, then Equation (1) exists, which will be unique.

The source of brightness and its area are also formulated in the proposed FFA. It
depends on the size of the firefly, although the difference is minor but measurable. The
source of brightness (S) is defined as a function of By, B., and B;, which is defined as follows:

S = f(Bo,Be, B1) (6)

The distance between two fireflies that are attracted to each other is also reviewed as
an advantage of the FFA. A firefly attracts those whose distance is less than other fireflies,
although brightness is the same. The deviation in the distance is J, although the intensity
remains the same, presented as follows:

Left-Hand Deviation : = /3367752 (7)

Right-Hand Deviation : p = 513*752 ®)

The position of the firefly is measured over its central tendency in the proposed FFA.
This lies in the displacements, i.e., up, down, diagonal, horizontal, etc., although brightness
is the same. The deviation in the position of the fireflies exists when the following is true:

Bee 1 # B 9)

The discrete approach of attractiveness is studied in this paper. The proposed FFA
establishes robot navigation based on the natural conjugation of fireflies. The probability
of attraction is only by brightness, but its discrete and continuous distributions are also
generalized in the proposed FFA. The choice function plays a crucial role in executing the
idea of a functional firefly algorithm for robot navigation. This approach achieves optimum
navigation. The application of the choice function receives the dynamic decision. The
choice function is a mathematical rule applied as the association of the elements of the two
non-empty sets such that each element of the first set has the unique image of the element
of the second set. Notable is the self-map mechanism, where the pre-image and image
are identical. This identity characteristic establishes a distinct path for navigation. The
self-image approach is associated with the firefly position, and its pre-image selects the
unique and optimal path. The mathematical definition of the choice function is presented
as follows:
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Choice Function: Let A be a non-void setand A € A. f is said to be a choice function
if f(A) € A,VA € A. Its application to robot navigation is presented as follows: A is the
non-empty finite set of the position of fireflies, which is coordinated in three dimensions.
The brighter firefly is denoted by A € A, and the movement is defined by the displacement
from the less-bright firefly as the pre-image or the domain as the first set to the image as
the co-domain of the second set. This displacement is referred to as the range f(A) € A of
the function, which is the real number obtained by the choice rule.

Axiom of Choice Function: There exists a choice function (f) for each non-void family of
non-void sets if {X) : A € A} is a family of sets such that A # ¢ and x, foreach A € A;
then, there exists f on A such that f(A) € X, foreach A € A.

Cartesian-Choice Operator: Let {X, : A € A} be an arbitrary collection of sets induced
by A. Then, the cartesian product of this collection is the set of all mapping.

X:A=2A={X: Ae A} :X(A) € X, (10)
Forall, A € A, and itis denoted by the following;:
A{X): A e A}orby;x{X,:A e A} (11)

The set X, is called the A coordinate set of the product. It is used as a symbol X, for
the image X (A) of X under the mapping X. Here, A is an index set, and A € N is the set of
natural numbers.

Then,

X) = {x: x € N,xis the multiple of N}

Hence,
X;={1,23...}

X, ={n,2n,3n,...}

Here, f is the function of choice on A such that
fA)eXy e A

Thus, the axiom of the choice function is generalized to the resultant formula of firefly
for the attractiveness over the initial position, defined as follows:

A U {xg:peA} i x(A) Exy (12)

where A is the index set of existing properties of the FA, and U is the proposed transforma-
tion over the seven characteristics of fireflies. Hence, the resultant formula of attraction
over the axiom of choice is presented as follows:

2
1 b D TEY (ot o t
it = x4 u[(,Boe /) (x]- - xi)] + wye; (13)

Here, A is an index set.
A € N (the set of natural numbers)
Then,
x) = {x:x € N, xis the multiple of N}

The robot navigation architecture is presented in Figure 2. In an uncertain environment,
the finite set of obstacles is O = {01, ..., 04}, the finite set of fireflies of lower and higher

intensity of lightis X = {xll, xi’, eeey xi,, xﬁ }, and the robots’ initial position is R(xll) and the

10
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goal position G(x!). The robot (less-bright firefly) R(x!) is attracted towards the brighter
firefly (x!) with obstacle 0; avoidance by the optimal choice function f(A1);A; € A.
Similarly, R(x}) follows the preceding rule and reaches the goal G(x]') by the optimal

choice function navigation: C : R(x!) fg) G(xh).

Figure 2. Functional firefly navigation space.

The robot navigation follows the attraction behavior of fireflies as the difference
(I — I > 0) of the intensity of light of fireflies by (I > I'), where I" and I are high
intensity and low intensity, respectively. Thus, the objectives of optimal navigation, i.e., the
shortest path in the minimal time and collision-free path, are achieved by the CF simultane-

ously. Let the non-void family of the non-void set be X = { {xll, x’f }, ey {xl X } } then,

the choice function is f(x) = { {xll } {xll, xh }, {xz, x3} { } Thus, the firefly-choice
function-based robot navigation is presented as FFA: f : R — G
xh }

The set of higher-intensity fireflies = X, = Xh {xlf, ey xz }
Then, the set of functional fireflies is defined by the choice function as follows:

C={G G} ={{da} {d )} ={x:aen (14)

Here, f is a function defined on A such that f(A) € X, for each A € A. This choice
function is applied to the above-defined sets of fireflies and modified again as follows:

The set of lower-intensity fireflies = X; = Xf\ = {xll,

f/\—))\ OI',f:X)L—>X/\ Or,f:X1—>XZOr, Xzzf(Xl) (15)

Next, the objective function is formulated. The decision variables are as given: The
choice-function-based navigational path function is f(A1),..., f(A,); respective time is
h_
t1,...,tn; and the navigation rate is x"tix”
Hence, the objective function is given:

h _ o\l h .l
ingoy = ) ) e a

This is subject to Cm1% + ...+ Cmn% = f(Ay) and tq,...t, > 0. The navigation
function table is presented as follows in Table 2.

11
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Table 2. Navigation Functions.

SN. Navigation Direction Representations
1 Left Move Bo+9o

2 Straight Move Bo=24

3 Right Move Bo—9

4 Up Move Bo/o

5 Down Move 6/ Bo

6 Constant Bo

7 Left Curve Move (Bo+0)"n>2
8 Right Curve Move (Bo—0)";n>2

Hence, by the Cartesian product of the X; and X5, we find the move according to the
position of obstacles. There are finite options to choose the move, as defined by the choice

function.
f: Xy xXp = {(xé,x’f),..., (qu,xZ)} 17)

The distance vector is defined for controlling the obstacle position. Let the set of the
position point of the obstacle be {Dj, ..., Dy, }. Each point has the vector by the characteristic
of this set of finite sums of intervals that hold the probabilistic decision of optimal path.
The probability of optimal path is {p(D;), ..., p(Dx) }. The domain of probability for the
rule (choice function) to decide the optimal path is represented by the following matrix:

di

d?ﬂ’l
Thus, the rule (choice function) is set by the co-domain of the probable vectors as
{(d11, .., d1n), ..., (do1, ..., do,) }. The permutation of the vectors of the co-domain for gener-

ating the range as a rule by the following vector spaces is illustrated in Tables 3-5.

Table 3. Vector Space-Based Navigational Decision.

Distance Choice of Axiom

Obstacle Position Classification of (I1) Metric Decision Vector

Dq...Dn A(Dy),...A(Dy) C; [A(D1), A(DN)]

LOD dqi1... diy A(dyp),... Aldyy,) [A(dq7),. .., Ady,)]
FOD do1... Aoy Aldyy),... Aldyy,) [A(dyq),. .., Aldy,)]
ROD ds1... Az Adzy),... Aldsy,) [A(ds1),. .., Ads,)]
uoD dyr... day Aldy),.. Aldyg,) [Adyq),. .., Aldy,)]
DOD ds1. dsy, A(dsp),... Alds,) [A(d51),. .., Alds,)]
ULDOD de1... den A(degy),... Aldgy) [A(dg1),. .., A(dg,)]
URDOD dzy... dzy Aldz),.. Aldy,) [A(d71),. .., Ald7,)]
DLDOD dgy.. dgy A(dgy),... Aldg,) [A(dg1),..., Aldg,)]
DRDOD doy.. . doy A(dgy),... Aldg,) [A(dg1),. .., Aldg,)]

where LOD, left obstacle distance; FOD, front obstacle distance; ROD, right obstacle distance, UOD, up obstacle
distance; DOD, down obstacle distance; ULDOD, up left obstacle distance; URDOD, up right obstacle distance;
DLDOD, down left obstacle distance; DRDOD, down right obstacle distance.

Hence, the turning or transformation or direction function of the mobile robot is given:
T:f{XD,XS;D,)L S A} (18)

The conditional rule for controlling the MRN is given as follows in Tables 6 and 7.

12
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Table 4. Euclidean Metric Grading for Optimal Navigation.

Distance Classification Choice of Axiom Distance Decision
Obstacle Position (D1),.. (D) of (I) Matrix

Vo 2N [A(Dy),... A(Dy)] C; [A(Dy), ..., A(DN)]
LOD [A(dq7),. .., Ady,)]
FOD VVN-VN-N-F-VE-VVF [A(dy7),. .., Aldyy,)]
ROD VVN—Very Very Near [A(d3q),. .., Alds,)]
UOD VN—Very Near [A(dy7),. .., Ady,)] A(dqy)
DOD N—Near [A(ds7),. .., Adsy,)] . .
ULDOD F—Far [A(dg1),. .., Aldg,)] [ A(dy,)
URDOD VF—Very Far [A(d7y),. .., Ald7,)]
DLDOD VVF—Very Very Far [A(dg1),. .., Aldg,)]
DRDOD [A(dg7),. .., A(dg,)]

Table 5. Speed Grading Rule for Fast Navigation.

e Choice of Axiom Speed Decision
Obstacle Position Spee;ls C)lass(gﬁc)atlon of (I) Matrix

e oN A(S1),...,A(SN) Ci [A(S1),.. ,A(SN)]
LOD A(S17)....A(S1y)
FOD VVF-VE-E-5-VS-VVS A(S71)....A(S2p)
ROD VVEF—Very Very Fast A(S31)....A(S3y)
UuOD VF—Very Fast A(S47)....A(S4p) A(S4q)
DOD F—Fast A(S51)....A(S5p) . .
ULDOD S—SIOW A(S61)~-'A(56n) A(S 9n)
URDOD VS—Very Slow A(S71)....A(S7,)
DLDOD VVS—Very Very Slow A(Sgq)....A(Sgy,)
DRDOD A(S9y)....A(Sgy)

Table 6. Linear If-Then Rule.
If Then
LoD = 90, pop = FOP).rop = ROD); pp — AT L(Ef;‘{‘) ; UOD = (UoD);,
HV _VV
ULDOD = % URDOD = WLSD)I; DOD = %; HVija " Vi
DLDOD = PEPOD): prpp — (PRDOD):

where HV, horizontal velocity; VV, vertical velocity.

Table 7. Non-Linear If-Then Rule.

If Then
(LOD), (FOD), (ROD), (HA), UOD) (ULDOD), (URDOD), (DOD), (DLDOD),
LOD ° FOD * ROD °* HA * ULDOD * URDOD * DOD * DLDOD HV 4%
t55 £S5 RGBT HA YD T YhPOD T URPOD T PoD ~ Drpdd HViq VWi

(LOD), " (FOD), * (ROD), ' (HA), " (uon) {ULDOD), ' (URDOD), " (DOD), - (DLDODY,

Thus, the compact rule for the effective navigation of robots is defined as follows:

Wonr — Dis.- Xrop \ ( Xrop \ { Xrop \ [ Xua \ ( Xuop XuLpop XURDOD Xpobp XpLDOD
ijkl i |\ Lop; )\ Fop; )\ RoD; )\ HA; )\ uoD; )\ uLpOD; ) \ URDOD; ) \ DOD; ) \ DLDOD;

Similarly, the velocity function is presented:

(19)

W“kl Wiiki
Vel) XLV jjy = ——=——; (Vel)*RVjy = ——=——;
(Vel) ik (vel LV)XLszkl (Vel) o (UelRV)XRVIJkl
W”kl Wi'kl
Vel)XHV gy = —— 5 and(Vel) XV, = —— 0
(Vel) i (velyv) Xuv,y, and(vel) T (velvy) Xy,

13



Eng 2023, 4

X X X
Hence, 1y — [ = matty >; RV (z(wl)(vglf;w )} — (z(Vez)wgl)’%(VHV >;an q

L (Vel)Xpy L (Vel)Xgy L (Vel) Xy
— L (Vel) (Vf);;/xvvv
vV = L(Ve)Xyy |
The continuous representation of the above is given as follows:
_ f(Vel)(Vji% d(Vel) _ f (Vel)(vjf% d(Vel) _ f(Vez)(Vg)% d(Vel) , _ f(Vel)(Vg?% d(Vel)
f(Vel)XLvd(VEl) ’ f(VEl)XRvd(Vel) ! f(VEl)XHvd(Vel) ! f(VCl)vad(VEl)

The pseudocode for Functional Firefly Algorithm 1 is described as:

Algorithm 1 Fuctional Firefly (FFA).

#Function FunctionalFireflyAlgorithm():
Initialize robot navigation
Initialize the population of fireflies X, = {x1,...,xn}.
Initialize the objective function f(A) € X); A € A.
Initialize light intensity of fireflies (I)
Initialize absorption coefficient (vy)
Initialize the distance between two fireflies (r)
Vary attractiveness (e~ 7).
Classify fireflies into two groups based on intensity:

Xﬁ\ = {xll,. . ,xi,}, I: less intensity.

Xﬁ’\ = {xi’, . ,xZ}, h: high intensity.
t=0
MAXiterations = MAX(X)
While t < maxX) :
# Update lowintensity fireflies
Foriin X,!:
A
IF G flL}) Cps
s = 2l (xf < o)
A
IfCl fzi>) Ch:
xh - 2 (xh < x);
A
IfCl fgi)) Ch/’
d - o (x < b))

IfG HQ) Ch;

Ifcl fSL);) Ch;

I (ol nY.
X35 — Xo <x5 < x5),
# Calculate the objective function

fA) = A(A) + f2(A) + f5(A) + fa(A) + f5(A)

# Update fireflies based on the objective function

A

t=t+1
# Optimized f(A)
Optimized function f(A)
End robot navigation

14
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4. Simulation and Experimental Result Analysis
4.1. Mobile Robot Navigation Simulation Results

To demonstrate the effectiveness of our developed approach across diverse environ-
mental conditions, we conducted numerous trials in both static and dynamic environ-
ments featuring various obstacles. Simulation analysis was carried out using MATLAB
R2021a software, providing the flexibility to customize the environment with different
obstacle positions, robot placements, and goals. In static environments, obstacle positions
remained fixed, allowing adjustments only in the initial robot and goal positions. Con-
versely, dynamic environments featured variable obstacle and goal positions. Our program
was designed to accommodate a variable number of robots and goals. Figures 3 and 4
demonstrate the navigation of a single mobile robot in simulated environments with static
configurations, presented in both 3D and 2D formats. During navigation, the robot priori-
tizes path safety, avoiding obstacles by maintaining a safe distance. We also demonstrated
multi-robot navigation strategies in a complex environment with four robots (Figure 5a-d).
Each robot had a distinct starting position and a predefined common goal. The paths cre-
ated by individual robots were uniquely color-coded, illustrating our approach’s efficiency
in finding optimal collision-free paths even in dynamic environments. Figure 6 presents
an environment with two moving obstacles (green and pink) and a fixed goal. The robot
autonomously identifies approaching obstacles and adjusts its position to maintain a safe
distance. Figure 7 illustrates mobile robot navigation when the goal itself is in motion. Our
approach consistently generates optimal pathways in both cases, effectively addressing
uncertainties in dynamic environments. These results highlight the robustness of our
proposed approach.

Start

Figure 3. Cont.
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Start

J—‘ Robot Path

Goal

Figure 3. Mobile robot navigation in a static environment. (a) Two-dimensional representation of the
environment. (b) Obstacle function. (c) Total cost function. (d) Goal function. (e) Navigation in 2D
environment. (f) Navigation in 3D.

Goal

Figure 4. Mobile robot navigation in static environment. (a) Robot navigation in 2D environment.
(b) Robot navigation in 3D.
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Figure 5. Demonstration of multiple mobile robot navigation in a static environment, illustrated
in (a—d).
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Figure 6. Demonstration of mobile robot navigation in a dynamic environment with two moving
obstacles: illustrated in (a—d).
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Figure 7. Demonstration of mobile robot navigation in a dynamic environment with moving goal:
illustrated in (a—d).
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4.2. Mobile Robot Navigation Experimental Results

To evaluate the effectiveness of the developed approach in real-time scenarios, we
employed two distinct types of robots: an in-house developed robot (Figure 8) and the
Khepera-II robot (Figure 9). Detailed specifications for these robots can be found in the
Appendix A, specifically outlined in Table A1 for the in-house developed robot and Table A2
for the Khepera-II robot. As illustrated in Figures 10-12, we established a consistent
experimental setup to assess the approach’s performance for single- and multiple-robot
systems. This setup confirms that the approach can generate optimal paths comparable to
those achieved in simulation, as demonstrated in Figures 3-5.

Figure 8. In-house developed a robot.

[ —

Figure 9. Khepera-II robot.

Figure 10. Mobile robot navigation in a real environment (Scenario-1).
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stacles

Start position

=L,

LA

Figure 12. Mobile robot navigation in a real environment in the presence of multiple robots.

Both robots are three-wheeled, with the rear two wheels being active and the front one
passive. The rear wheels can move independently to achieve the desired navigation angle.
The path was traced on the platform using a pencil during the robot’s movement between
points. Extensive experimentation involving more than twenty trials for each environment
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was conducted with a maximum velocity of 0.06 m/s. The approach’s robustness was
further tested with various obstacle shapes and sizes. The results affirm the approach’s
suitability for real-time applications, showcasing minimal deviation when compared to
the simulation environment. The experimental results demonstrate the robot’s successful
obstacle avoidance and timely attainment of its goal.

4.3. Comparative Analysis of Experimental vs. Simulation

On comparison of real-time results with simulation results, it seems that the path
developed by the proposed FFA controller safely avoids static and dynamic obstacles.
The observed path length and navigational time tabulated in Tables 8-11 confirm the
appropriateness of the developed approach, as the percentage of deviation between real-
time results and simulation results is less than 4.5%. Hence, the goal of navigation was
achieved successfully in an unknown environment. The developed approach deals with
the single mobile robot system that effectively and efficiently handles the multiple robot
systems for crowded environments. The velocity profile for the left and right wheels
in meters per second is shown in Figure 13. For a detailed analysis of path length and
navigational time for single- and multiple-robot navigation systems, 20 trials and 5 trials
were undertaken, respectively.

Table 8. Path length comparison for a single mobile robot system.

Experimental Path Simulation Path o
SI. No. Length (cm) Length (cm) % of Error
Scenario-1 133.61 (Figure 8) 127.69 (Figure 3) 443
Scenario-2 261.97 (Figure 9) 250.95 (Figure 4) 4.20

Table 9. Navigational time comparison for a single mobile robot system.

Experimental Time Simulation Time o L.
Sl. No. during MRN (s) during MRN (s) %o of Deviation
Scenario-1 15 (Figure 8) 14.2 (Figure 3) 4.40
Scenario-2 27.6 (Figure 9) 26.4 (Figure 4) 4.34

Table 10. Path length comparison for multiple mobile robot systems.

Experimental Time Simulation Time
S1. No. during MRN during MRN % of Deviation
(s) (Figure 10) (s) (Figure 5)
Robot 1 133.12 127.5 4.22
. Robot 2 147.59 141.31 4.25
Scenario-3 Robot 3 163.11 156.30 417
Robot 4 122.76 117.71 4.11

Table 11. Navigational time comparison for multiple mobile robot systems.

Experimental Time Simulation Time
S1. No. during MRN during MRN % of Deviation
(s) (Figure 10) (s) (Figure 5)
Robot 1 13.60 13.02 4.26
. Robot 2 15.01 14.36 4.33
Scenario-3 Robot 3 16.48 15.88 4.24
Robot 4 13.31 12.76 413
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12 14 16 18

8 10
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Figure 13. Left wheel velocity versus right wheel velocity profile in m/s.

4.4. Proposed FFA Controller versus Another Intelligent Controller over the Same
Environmental Setup

To prove the effectiveness of the developed controller, it is necessary to check its
performance with other artificially intelligent controllers over the same environmental
condition; i.e., the number of obstacles, its position, and the robot position must be the
same. The performance parameters considered are the path length and navigational time.
For comparison, fuzzy logic (FL), particle swarm optimization (PSO), and genetic algorithm
(GA) were considered. The optimized path was selected for each controller after performing
more than 20 trials. While analyzing, all the positions of robots and obstacles in a static
environment are shown in Figures 14 and 15, whereas Figures 16 and 17 deal with the
navigation in a dynamic environment with a moving obstacle system and dynamic goal
system, respectively. The movement of obstacle and goal in a dynamic environment are
shown in Figures 18 and 19. The simultaneous comparison of path length and navigational
time is tabulated in Tables 12-15, and from the data, it is clear that the path produced by
using the proposed FFA controller in all terrain is short, and the required navigational time
was greatly decreased as compared to FL, PSO, and GA.

Table 12. Path length and navigational time comparison for a single-robot system (Figures 16 and 20).

Simulation Real-Time

Sl Name of Simulation Real-Time
No. Controllers Path Time (s) Path (s)
Length (cm) Length (cm)
1 FL 291.06 30.93 307.23 32.65
2 PSO 278.12 29.55 297.528 31.62
3 GA 270.03 28.69 287.82 30.58
4 FFA 261.97 27.84 281.35 29.90

Table 13. Path length and navigational time comparison for multiple-robot system (Figures 17 and 21).

SI. Name of Controllers Simulation Path Simulation Real-Time Path Real-Time
No. Length (cm) Time (s) Length (cm) (s)
Robot-1 24578 26.12 2522 26.802
1 FL Robot-2 213.44 22,68 226.38 24.05
Robot-1 239.08 25.40 247.08 26.25
2 PSO Robot-2 210.50 2237 216.67 23.02
Robot-1 229,61 24.40 232.84 24.74
3 GA Robot-2 207.21 22,02 21021 2234
Robot-1 223.14 23.71 230.38 24.48
4 FFA Robot-2 205.97 21.89 208.74 2218
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Table 14. Path length and navigational time comparison in the presence of moving obstacles

(Figure 18).
SI. No. Name of Controllers  Simulation Path Length (cm) Simulation Time (s)
1 FL 244.55 26
2 PSO 237.69 25.62
3 GA 232.84 24.74
4 FFA 228.76 23.87

Table 15. Path length and navigational time comparison in moving goal situations (Figure 19).

SI. No. Name of Controllers  Simulation Path Length (cm)  Simulation Time (s)
1 FL 161.70 17.18
2 PSO 153.61 16.32
3 GA 142.90 15.18
4 FFA 139.29 14.80
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Figure 14. Mobile robot (single) navigation in static simulation environment by various intelligent
approaches.
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Figure 17. Navigation in a dynamic goal environment by various intelligent approaches.
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Figure 18. Mobile robot (single) navigation in the static, real-time environment by various intelligent
approaches.
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(c) GA (d) FFA
Figure 19. Multiple mobile robot navigation in the static, real-time environment by various intelligent
approaches.
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Figure 20. Moving goal environment: Comparison between FL, PSO, GA, and FFA. (a) Path length
and (b) navigational time.

4.5. Proposed FFA Controller versus Published Work

In this section, the work developed by the other researchers, i.e., Singh et al. [36],
Montiel et al. [37], Zheng et al. [38], and Orozco-Rosas et al. [39], is considered for compari-
son with the proposed FFA controller. The comparison was carried out in the simulation
environment only, and the performance was evaluated on the basis of path length. In [36],
the navigation of robots was presented using the neural network (NN) in a complex,
crowded environment where the obstacles had a rectangular shape (Figure 21a). The appli-
cation of artificial potential field (APF) for the navigation of robots in a static environment
was developed by [37] in the presence of three circular obstacles in a static environment
(Figure 21c). Similarly, the navigation based on the Elman neural network (ENN) train-
ing technique in the presence of three rectangular obstacles (Figure 21e) and the parallel
bacterial potential field algorithm (PBPFA) over a set of circular obstacles (Figure 21g)
were presented by [38] and [39], respectively. Figure 21 demonstrates that the proposed
FFA controller generates a smoother and shorter path than the respective Al controllers.
Table 16 and Figure 22 show that there is a huge gap between the path developed by the
proposed controller and other controllers, and the percentage of path length saved by using
a proposed controller reached a maximum of 35.38% and a minimum of 5.7%.

Table 16. FFA versus other Al controllers.

Path Length (cm) by Path Length (cm) by % of Path Length

S-N. Start Point Goal Point Other AI Controllers FFA Controller Saved by FFA
Scenario-4 (4,8) (90,89) 7.9 (Figure 21a) 6.6 (Figure 21b) 16.45
Scenario-5 (5,9 7,1) 6.5 (Figure 21c¢) 4.2 (Figure 21d) 35.38
Scenario-6 (1.7,1.5) (16.9,16) 5.2 (Figure 21e) 4.9 (Figure 21f) 5.7
Scenario-7 (5,9 (5,1) 7.6 (Figure 21g) 5.7 (Figure 21h) 25
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Figure 22. Path length comparison between another Al controller and FFA.

5. Conclusions

The proposed functional firefly algorithm provides the smallest size (order) parameters
for optimizing the mobile robot navigation. The FFA is based on the reduction order
technique from n-interval to (n-m) interval by applying the choice function. The axiom of
choice function reduces the order of domain, co-domain, and range of FFA to minimize the
navigation. FFA is presented with a choice function for the navigation of a mobile robot in
a completely unknown environment in the presence of a static obstacle, a moving obstacle,
and a dynamic goal. The choice function identifies these limitations by the non-void
family of the fireflies as a set. The movement of the fireflies is classified by fuzzy, and the
probability function sets the optimization of the path. The developed controller achieved
the goals of navigation, i.e., obstacle avoidance and path optimization in static and dynamic
environments for single and multiple mobile robot systems. The obtained results show that
the robot provides a smoother trajectory with a shorter path in less navigational time. The
observed percentage of deviation between simulation and real-time results is less than 4.5%,
and it yielded the optimal path length with minimum navigational time when compared
to FL, PSO, and GA over similar environmental conditions. In comparison with the other
researcher’s work on NN, APF, ENN, and PBPFA, it saves a maximum path length of 36%
and a minimum of 5%. In the future, the developed approach will aim to apply real-time
navigation for on-road traffic conditions (real dynamic situations). The proposed controller
can be tested by hybridizing with newly developed intelligent algorithms for developing a
new path planner. It can be implemented in the development of an autonomous robot in
an uncertain environment. The proposed approach can also be implemented to navigate
aerial vehicles and underwater robots.
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Appendix A

Table Al. Specification of the in-house robot used in the experiment.

Elements Technical Specification
1 P ATmega2560 (Arduino Mega 2560, Arduino UNO, Olatus Systems,
rocessor . .
Guwahati, India)
2 RAM 8 KB, EEROM-4 KB
3 Flash 256 KB (8 KB used for boot loader)
4 Motors 2-DC gear motors with incremental encoders
5 Distance sensors (a) Infrared sensors with up to 150 cm range
(b) Ultrasonic sensors with up to 400 cm range
6 Speed Max: 0.47 m/s, Min: 0.03 m/s
7 Power Power adapter or Rechargeable NiMH Battery (2000 mAh)
8 Communication USB connection to the computer
9 Size Length: 25 cm, Width: 19 cm, Height: 12 cm
10 Weight Approx. 1100 g
11 Payload Approx. 4000 g
) C/C++17 ® (on PC, MAC OS 12)
12 Remote control Software via USB cable MATLAB R2021a © (on PC, MAC OS 12, Linux)
Table A2. Specification of the Khepera-II robot used in the experiment.
Elements Technical Specification
1 Processor Motorola 68331 CPU, 25 MHz
2 RAM 512 KB
3 Flash 512 KB
4 Motors 2-DC brushed Servo motors with incremental encoders
5 Sensors 8 Infrared proximity and ambient light sensors with up to 100 mm range
6 Speed Max: 0.5 m/s, Min: 0.02 m/s
7 Power Power adapter or Rechargeable NiMH Batteries
8 Communication Standard Serial Port, up to 115 KB/S
9 Size Diameter: 70 mm, Height: 30 mm
10 Weight Approx. 80 g
11 Payload Approx. 250 g
LabVIEW® (on PC, MAC OS 12) using RS232
1 Remote control software via tether MATLAB® (on PC, MAC OS 12, Linux) using RS232
or radio Sys Quake® (on PC, MAC OS 12, Linux) using RS232
Freeware Any other software capable of RS232 communication
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Abstract: Compressible flow models are commonly used for describing air flow through pneumatic
valves. Because of the difficulties in predicting viscous losses, these models ultimately rely on
experimental determination of coefficients. Different equations have been proposed for different fluid
speeds, having the sonic fluid velocity as a reference mark. However, one might question whether a
much simpler approach, where the fluid is considered as incompressible, would still give good results
within the typical range of industrial applications. Moreover, practically all models presuppose that
the valve output pressure decreases in time, as in a discharge process. This paper reviews some
representative one-dimensional compressible flow models and discusses the appropriateness of
using equations based solely on discharging flows. Two experimental circuits, where an air reservoir
is pressurized and, subsequently, decompressed, are used for comparison between different flow
models. It is shown that a simpler set of equations still produces acceptable results for practical
pneumatic applications.

Keywords: pneumatic circuits; orifice flow; fluid power; air flow

1. Introduction

Pneumatic valves are inherently complex in their internal geometry. The simplest
spool-valve is three-dimensional by nature, which demands the complete solution of
the Navier-Stokes plus the energy—balance equations to determine the pressure field
within. Even in the simplest case scenario, where compressibility effects are small, still the
Navier-Stokes equations, consisting of four non-linear partial, second order differential
equations, are the basis for modelling the air flow through the valve. Since, to this day,
no analytical solution exists for those complex equations, one needs to rely on numerical
methods for modelling every other valve.

A simple approach to the problem (of modelling pneumatic valves) is to assume
the flow as unidimensional, or, likewise, treat the variables involved in an averaged way:.
Therefore, we can simply refer to the input and output pressures with no concern about
the pressure field within the valve itself. Such an approach is classical in engineering
and was made possible through the Reynolds Transport Theorem. Yet, difficulties are not
reduced and the price to be paid is the introduction of model constants to be experimentally
determined. One model in particular has been generally adopted, even by in the ISO 6358
Standards [1], as will be described in this paper. Yet, its accuracy has been questioned [2],
besides the fact that it requires the experimental determination of two constants. Our
aim in this paper is to discuss the accuracy of the ISO 6358 model compared with other
proposed equations.

2. Orifice Flow Theory

Air flows through valves and orifices are traditionally modeled after an initial ap-
plication of the mass, momentum and energy balances over a small region in space, as
illustrated in Figure 1, where a convergent—divergent nozzle is represented. As air flows
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from point 1 to point 2, there may or may not be a significant change in density. If the
density does not change much, we may treat the flow as incompressible. However, this is
not the general practice adopted in pneumatic valve design.

p+Ap

X X+Ax

Figure 1. Unidimensional flow.

In what follows, we analyze the basis of compressible and incompressible flow mod-
elling for the unidimensional flow represented in Figure 1 and further apply the resulting
equations to the typical situation where flow is discharged and charged from and into an
air tank. We begin with the incompressible flow approach.

It can be shown [3] that as long as the fluid speed remains below 0.3M (M is the
Mach number), incompressible flow models can be applied and, in particular, the so-called
“orifice equation” can be used; that is [4]

Vp1—p2=K\/p1—p2 1)

where Q is the volumetric flow; p; and p are the pressures at points 1 and 2; A; and A;
are the cross-sectional areas at points 1 and 2 (see Figure 1) and p is the density of the fluid.
Note that K is constant in Equation (1).

The mass flow, 1, can be obtained from (1) through the equation m = pQ. Since we are
considering that p remains constant in space and in time, Equation (1) can be simplified to

m=Cy/p1—p2 (2)

where C = pK. Here, the coefficient C can be experimentally adjusted to include pres-
sure losses.

If fluid compressibility is considered, Equation (2) cannot be used. Still, an analytical
expression can be developed if we assume that the flow is inviscid, the process is adiabatic
and the flow regime has reached the steady-state. Considering Figure 1 again, it can be
shown that a momentum and a mass balance between points x and x + Ax produces the

following equation [3]
dp v?
" +d (2) =0 3)
where p, p and v are the density, pressure and velocity, respectively. As Ax, in Figure 1,
becomes infinitesimal (Ax — dx, Av — dv and Ap — dp).

The assumption of an adiabatic flow, for which p/p7 = C, (C, is a constant and 7 is
the ratio of specific heat capacities) allows us to integrate Equation (3) between points 1
and 2, resulting in

1 ) -1 7-1
s(3-ot) =cy <7) PH('Y)'-P2(” ) (4)
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Equation (4) can be written in a more meaningful form if we write C)/" = p1/7/p;.
After some mathematical work, the following equation is obtained

2.2 i p2 ()

Where R = 287 ] /kgKis the gas constant for air and T; is the absolute temperature (K)
inside the tank.

Of particular interest are the situations where air contained in a tank (a) discharges into
the atmosphere through an orifice (or a valve), as illustrated in Figure 2a,b, is pressurized
by an incoming flow, as shown in Figure 2b. Considering that air flows from point 1 to
point 2, in Equation (4), we have that

o v =0,03 =0y, p1 = pand py = pp for the tank discharge (Figure 2a);
o v =1y vy =0,p; =poand py = p for the tank pressurization (Figure 2b).

Figure 2. (a) Air tank discharge; (b) Air tank pressurization.

Substituting the values at points 1 and 2 for each case represented in Figure 2 into
Equation (5), and considering the speed of sound at the tank nozzle, cp = /yRTp, and the
corresponding Mach number, My = v/ ¢y, it is possible to arrive at the following equations
for the pressure ratio r, = po/p1

l(TTO Z(T)M%} "' Discharge ©
0

+ 1} ) Charge

Remarks

1. The critical pressure ratio, b, is defined as the ratio, rp, for which sonic speed is attained
at the nozzle. Its value is not the same for charging and discharging, being dependent
on the ratio between nozzle and tank temperatures, Ty /T, at discharge (but not on
charge). Although this fact was recognized long ago [5], it has been ignored in most
of the references on the topic (see, for example, references [6-8]), where in both charge
and discharge, b is obtained from the second equation in (6) by making My = 1; that is

b ¥+1 _(%) 2 % -
-(4) - G5) ?

2. In spite of the fact that Equation (6) makes no reference to the nozzle geometry, the
Mach number at the nozzle, M), is directly related to the cross-sectional area, A, and
the way it changes along the x axis (Figure 1). For instance, if pressure decreases along
the flow direction, it can be shown that, for subsonic flows, the fluid velocity increases
as A is reduced. An opposite effect exists when the flow becomes supersonic. At sonic
speed, A reaches a minimum value [9];

3.  Considering a hypothetical scenario where the pressure tank discharges into the
absolute vacuum (pp = 0 and r, = 0), the first equation in (6) fails to represent the
flow. To see that, we note that for a perfect gas, pg = 0 implies in Ty = 0. As a result,
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the first equation in (6) would result in 0 = 1, which is incongruent. The second
equation in (6) also fails to represent the flow at 7, = 0. In addition, liquefaction of the
gaseous components of air would not allow for using the perfect-gas hypothesis at
very low temperatures. These considerations pose a limitation on the use of Equation
(6) for adiabatic flows through orifices.

The velocity and the mass flow at the nozzle, vy and my, can be obtained from
Equation (5) for both situations shown in Figure 2. Therefore, vy is given by

71
v = V2 T\J (%) [1 - (%)( ) Discharge
- (8)
vy = \/ZRTO\I (%) [(;;o)(v) -1 Charge
To obtain the mass flow, we make vy = m1/(pgA)
: ., po\ (O5) :
m = pgAvV2RT (ﬁ) 1—- (7) Discharge
©)
m= poA\/ZRTo\J (%) [(;;))(7) —1 Charge

The discharge equation for m has been extensively used in pneumatic circuits to simu-
late flow through valves and is usually represented in a different way, following the work
of St. Venant and Wantzel in 1839 [6]. To modify the discharge equation, we first write
p/p" = po/p{ - Then, we obtain pg from this last expression and substitute it into the first
equation in (9). Finally, we write p = p/(RT) and, after some algebraic work, arrive at the
following expression for m

2

= pAY| o (10)

where ¥, known as the “flow function”, is given by

SEIOROCN

The following expression is obtained for d¥/dr, = 0 (remember that r, = po/p)

2 =3 <’)’+1) (1)
— |y 7 = —— )y, =0 12
(7) : vy )7 (12

Equation (12) can be solved for r,, which yields the maximum value of the flow
function, ¥, in Equation (11). The solution of Equation (12) is

=b= 72 & 13
Vp— - ,.),+1 ( )

which is the critical pressure ratio, already obtained in Equation (7) for the case where the
air tank is being charged. Substituting b, given by Equation (13), into the first equation
in (8), we obtain the maximum value of the air velocity when the tank is being discharged,
00 = Umax, aS

L (14)
¥+1

Umax = C
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where ¢ = /YRT is the speed of sound at temperature T. Note that v, is close to sonic
speed (for v = 1.4, vy = 0.913¢).

The ratio b = pgy/p corresponding to the maximum value of ¥ has been used as a
divider in compressible flow discharge. Flows where 0 < r,, < b are termed as critical flows
while flows where b < r, < 1 are denominated subcritical flows [10]. Figure 3 illustrates
this division in a graphical manner. Observe that the function ¥ (r,,) resembles half of an
ellipse at the interval b < r, < 1. Figure 3 shows the ellipse as a dashed curve and its
corresponding equation.

Y
[r =b} (g
L L
/-t w,
IIImax --------------------- : ------ 1 S
P : Y
: ~
! N
‘ \
7 ! \
/ ! \
/ ' \
/ i \
I ! \
' 1 L,
0 b 1 r,
e

Figure 3. Flow function variation with the pressure ratio, r,, and elliptical approximation.

We may write the ellipse equation in Figure 3 as ¥’ (r,), as follows

2
g oy 1 (0 (15)
1-b

where ¥y,,y is obtained by substituting r,, given by Equation (13) into Equation (11),
resulting in the following expression

1
B 2 Y Y
Yiax = <m> m (16)

The theory presented so far led us to two equations that describe the steady-state
behavior of incompressible and compressible air flows as they discharge through a nozzle;
that is, Equations (2) and (10), plus the elliptical flow function approximation (15). Although
pressure losses due to viscosity effects and the influence of nozzle geometry can be factored
into the coefficient C, in Equation (2), the compressible flow model, given by Equation (10),
assumes that the flow is inviscid and makes no particular reference to the nozzle geometry.
One simple adjustment aiming to correct the mass flow to include these effects consists in
adding a discharge coefficient, C4, to Equation (10), as follows

. [ 2
m = CypAY RT (17)

Like the fluid velocity, vy, the mass flow, 711, has a maximum at r, = b in the case
where the upstream pressure, p, is kept constant. This is very important, because in the
situation depicted in Figure 2a, where no flow enters the air tank, such assumption is not
correct. The fact that m achieves a maximum when p is constant can be concluded by a
simple observation of Equation (17), where all the terms on the right-hand side, except the
flow function ¥, become constant, so that m has the same behaviour as ¥ (see Figure 3).
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When the upstream pressure, p, is not constant, as is the case in Figure 2a, we can write
p = po/rp in Equation (17) so that the mass flow can then be written as m (rp), as follows

m = Kr (T> (18)
Tp
where Kt is given by
2
Kt = CdpoA ﬁ (19)

Assuming that K7 is constant, the mass flow, m, can be plotted against the pressure
ratio, rp, for a vessel discharging into the atmosphere, as in Figure 2a. Here, we have
assumed the typical industrial range for the pressure ratio, 0.1< r, < 1. Figure 4 shows the
curve 1 (rp).

m ,

M gy -t--+

0 0.1 1 Ty

Figure 4. Evolution of the mass flow, 71, with the pressure ratio, Tp, for a variable upstream pressure, p.

The problem in using Equation (17) in the whole range of the pressure ratio was
addressed by Lord Rayleigh in 1916 [4], who experimentally proved the non-validity of
Equation (18) for the interval 0 < r, < 0.25, where the mass flow would, in fact, be constant
for a constant value of p. His results contradicted a previous statement made by Osborne
Reynolds, in 1885. According to Hartshorn [11], Reynolds wrote that the mass flow would
remain constant within the interval 0 < r, < 0.53. Hartshorn concluded that neither
Rayleigh nor Reynolds were 100% correct, for experiments showed that the interval limit
where the mass flow is constant depends on the type of nozzle that is used. According
to his experiments, the mass flow would become constant whenever 0 < r, < L, with L
varying from 0.2 to 0.8, depending on the shape of the discharge nozzle. Figure 5 has been
based on the experimental curves published by Hartshorn and illustrates the experimental
results that he obtained.

m

mmax
Nozzle 2
Nozzle 1
Nozzle 3

0 0102 03 04 0506 07 08

p

Figure 5. Mass flow in a discharging air tank for three different nozzle shapes.
In summary, the following equations can be used for adiabatic discharges through

orifices and valves only for the case where p is constant

{ m = CypA¥\/# when L<r,<1 20)

M = Mgy when 0<r, <L
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Attempts to find the experimental curves for m have followed ever since. For instance,
in 1955, Druett obtained experimental curves for divergent conic-shaped orifices [12].
However, a somewhat common practice is to assume L = 0.528, corresponding to the
critical pressure ratio, b, for v = 1.4 (see, for example, [2,13-21]).

3. The ISO 6358 Equations

As is usually the case, the need to find a relation between mass flow and pressure
has led to attempts to standardize the mathematical model for orifice and valve flows in
pneumatic circuits. One known standard that has been extensively used is the ISO 6358,
where the following equations are recommended for modelling pneumatic valve flows [6]

. T, rp—L 2
m= (Cp,p\/ T) 1- ( 1”7[4) when L <r,<1 1)
Yh:Cprp\/% when 0<r, <L

where p, and T, are the density and absolute temperature measured at a pre-established
rated condition, defined by ISO as T, = 293.15 K, p, = 100 kPa, p, = 1.185 kg/ m? for a
relative humidity of 65% and a corresponding gas constant R = 288 ] /kg-K. The coefficient
C (m3 / Pa-s) is denominated “sonic conductance” and, together with the “sonic pressure
ratio”, L, must be experimentally obtained.

The ISO standard uses the elliptical approximation, ¥’, given by Equation (15), as can
be seen in second radicand of the first equation in (21). In fact, the first equation in (21) can
be obtained by first substituting ¥ with ¥/, in Equation (17), as follows

. 1 rp—L\?

We can then use the perfect gas equation at a given reference state, p, = p,RT;, to
eliminate the constant R from Equation (22)

N
i = (Qwﬁ) 1—(2”_;) (23)

2

rOr

where

C = ACy¥ max

(24)

Equation (21) has been widely used to this date for modelling pneumatic valve flows.
The usual procedure, however, is to skip the experimental determination of the sonic
pressure ratio, L, and use L = 0.528, which, as we have seen in the previous section, is
not a safe assumption (Figure 5). On the other hand, the ISO 6358 Standard is highly
demanding, requiring the experimental determination of two coefficients (L and C). The
difficulties involved in determining the exact nature of the gas compression/expansion,
being generally polytropic can move 7 away from the adiabatic index (y = 1.4), thus
changing the value of b in Equation (13). For an assumed range 1 < 7 < 1.7, we would
have 0.48 < b < 0.605 [22]. In addition, as mentioned in the previous section, values of L as
low as 0.2 were experimentally obtained. In fact, due to the difficulty in obtaining L, it is
tempting to attribute a random value to L, perhaps based on some intuitive criteria, as can
be concluded by reading some of the several works published on pneumatic circuits.

One question to be asked here is whether a simpler model such as the one given
by Equation (2) could be used for modelling mass flows through valves. Bobrow and
McDonell [2], for example, stated that “.. .nearly all previous results on pneumatic control
incorrectly assume (14) is true”, where (14) is a reference to the ISO equations in their
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paper. They obtained better results with the following equations, used in the context of a
proportional valve connected to a cylinder

m=ki\/p—po  Charging 25)
m =ky(p—po) Discharging

where the coefficients k; and ky depend on the electric current that is applied to the
proportional valve, according to the original paper [2].

We would like to investigate whether Equation (25) can still be used to model air flow
through valves and orifices when kj and k; are constants. In fact, the first equation in (25) is,
precisely, the incompressible flow model (2), with C = kj. The linear relation indicated by
the second equation, on the other hand, characterizes a laminar flow [4]. If these equations
are able to represent flows through actual valves, the difficulties involved in determining L
in Equation (21) are bypassed. We deal with this matter in the following section.

4. Numerical Modelling and Simulation

Consider the pressurization and subsequent decompression of an air tank, as shown
in Figure 6. The schematics shown in the figure include elements that will be referred to,
when we describe the test rig used in the experimental procedure.

Closed

i
N

l v
(a) (b)

Figure 6. (a) Pressurization and (b) decompression of an air tank: 1—air tank; 2,6—unidirectional
flow—control valves; 3—directional 3/2 valve; 4—pressure transducer; 5—pressure gauge.

To pressurize the tank 1, in Figure 6a, the unidirectional flow—control valve 2 can
be adjusted between totally closed and totally open. The manually activated directional
valve 3 provides a constant pressure, p, at the input of valve 2 while the tank pressure, py,
changes from 0 to 0.6 MPa (gauge). The pressure evolution in time can be visually seen
with the help of gauge 5 and measured in a timely manner by transducer 4, which sends
data to an analog-digital converter connected to a computer. Depressurization (Figure 6b)
is performed by inverting the position of valve 2 and closing it with the air tank pressure at
0.6 MPa, while air escapes to the atmosphere through valve 6. Note that p, at the valve 6
input, is variable this time, while py remains constant.

Mass conservation can be applied to both situations in Figure 6. Considering that
the air tank volume is V and that it remains at a constant temperature, T, the following

equation is obtained
. V \dp
m—+ (RT) I 0 (26)
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where 1 is negative when flowing into the air tank, as in Figure 6a, and positive otherwise
(Figure 6b). If we write Cy = (RT)/V, Equation (26) can be written in a more convenient
form as J
di: e 27)
To circumvent the complexities of the analytical solutions for (27), when different
expressions for m(p) are used, we have solved this equation numerically. Table 1 sum-
marizes the equations for m(p) we have seen so far, for the situation where the air tank
discharges into the atmosphere. In the table, we have grouped different factors as constants
C; through Cs. Since the great majority of scientific and engineering works make use of
only one model regardless of the direction of the air flow, only the equations corresponding
to the tank discharge are being considered in Table 1. Incidentally, both Equation (25) are
represented, given that the first equation in (25) corresponds exactly to the incompressible
flow model (2).

Table 1. Summary of the different expressions for the air mass flow.

Equation Label Equation
Equation (2) m = Ci\/p— po
. i / N2
Equation (21) = Copy/1— <f1p7£> when L<r,<1
m = Cap when 0<r, <L
Equation (25) m = C3(p — po)

Each equation in Table 1 demands the knowledge of a constant, which must be
determined through experimental data fitting. An easy way to make any of these models
describe the actual air flow, however, is to change these constants into coefficients. For
instance, considering a general coefficient Cy, we might think of a polynomial expansion
of degree N, Cy = Zanrg (n =0...N), as proposed in [13] for the ISO Equation (21). We

n

do not favor this approach, given that, virtually, any model in Table 1 can be adjusted
to fit experimental results by correctly choosing the new constants of the coefficient Cy.
Moreover, once the polynomial equation for Cy is introduced back into its corresponding
mathematical model, we end up with a totally strange equation, for which no physical
background can be traced.

In Table 1, the constants Cy, C; and Cj are given by:

2A2
C1= |2
o-(8)
i (28)
Co = Corpy/ F
C3 = kz

The combination of the equations in Table 1 and the differential Equation (27) results
in three mathematical models for the pressure inside the air tank in Figure 6, as listed
in Table 2.

Table 2. Mathematical models for the pressure inside the air tank.

Model Equation
Model 1 & — v o
_I\2
Model 2 Z—’f = —CoCopy/1— <r1”7LL> when L <7, <1
%J = fC()Czpd when 0< rp <L
Model 3 it? = *C()Cg(p - Po)
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We have solved each equation in Table 2 for p(t), adjusting constants C; through C3
so that p(0) = 0 MPa and p(12) = 0.7 MPa, simulating the pressurization of the air tank
in Figure 6a. In a reverse order, we also simulated the decompression of the air tank for
p(0) = 0.7 MPa and p(30) = 0 MPa. The time setting for the simulation has been based
on experimental data to be introduced in the following section. Considering an air tank
volume V = 0.4 L and assuming that the air temperature is kept at T = 293 K, the constant
Cp can be calculated as

RT 2871 g x 293K

o ek T (21 %108
€=V = W0axi09m (21 x10°)

J

(29)

We have assumed L = 0.528 and pg = 0.1 MPa. Simulation results, obtained by using
the 4th order Runge-Kutta method to solve the equations in Table 2, are shown in Figure 7.
Figure 7a,b show the evolution in time of the pressure inside the air tank. In both cases, there
is a closer match between results given by models 1 and 2. This is due to the much higher
mass flow at the beginning when the linear model 3 is used, as can be seen in Figure 7c,d.
Note the constant mass flow during 0 < t < 0.528 at pressurization when model 2 is used.
This is justified by the fact that model 2 is based on the theoretical-experimental approach
explained in the previous section where the mass flow becomes constant when the pressure
ratio drops below a given value of r, (see Figure 5).

p|MPa| plMPa)
0.6 0.6
0.5 C,#C,=50.4 0.5
0.4 C,*C,=0.07 0.4
0.3 C,*C,=0.25 0.3 CyxC,=126
e 05 C,*C,=0.105
Co*xC,=0.42
0.11 0.11
0 tls) 0 tls
0 5 10 15 20 25 30 0 3 2 6 8 10 D
(a) (b)
mlg/s) m|g/s)
0.8 1.2
0.7 "
0.6
0.5 0.8
0.4 0.6
03 0.4
0.2
- 0.21 \ ‘
0 t(s) 0 tls)
0 5 10 15 20 25 30 0 2 4 6 8 10 12
(c) (d)
Model1 — Model 2 — Model 3 —

Figure 7. Gauge pressure inside the air tank during (a) decompression and (b) pressurization.
Corresponding mass flows (c) escaping from the tank during decompression and (d) entering
the tank during pressurization. Constants used for decompression and pressurization are shown
in (a) and (b), respectively.

It is very important to observe the values of the constants C;, C; and Cs change
significantly between decompression and pressurization. As a matter of fact, they also
change with the flow—control valve adjustment, as will be seen in the following sec-
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tion, where we present experimental results that will help us better compare the models
in Table 2.

5. Comparison with Experimental Results

Figure 8 shows the pneumatic test rig used to obtain the curve p(t) for the two situa-
tions displayed in Figure 6. The technical specifications for each component are given in
Table 3. All components are interconnected through plastic tubing whose external/internal
diameters are 4 mm and 2.5 mm, respectively.

Figure 8. Test rig (pneumatic parts are numbered according to the schematics in Figure 6):
1—Air reservoir; 2, 6—Flow-control valves; 3—Directional 3/2 valve; 4—Pressure transmitter;
5—Pressure gauge.

Table 3. Technical specifications for the test rig components.

Component Number Commercial Model

1 Air reservoir FESTO. Model CRVZS-0,4 160234 (0.4 liters)
Flow—control valve FESTO. Model 152881
Festo 3/2 valve with selector switch. Model 152863
Pressure transmitter FESTO. Model SDET-22T-D10-G14-U-M12
(1% accuracy)
Pressure gauge FESTO. Model 152865
FESTO 152881

N Ul = W

A comparison between experimental results and the theoretical curves is shown in Fig-
ure 9 for two opening states of the flow—control valves. First, the valve was approximately
5% open. The curves corresponding to the decompression and pressurization of the air tank
for this first setting are shown in Figure 9a,b, respectively. The second set of experimental
data was obtained for a 100% opening of the flow control valves, for which correspond-
ing curves are shown in Figure 9¢,d, for decompression and pressurization, respectively.
The curves were fitted so that they would match experimental data at p = 0.6 MPa and
p = 0 MPa (gauge).

At a first glance, we conclude that the third model produces a far better approximation
to experimental data when the air tank is discharging into the atmosphere (Figure 9a,c).
On the other hand, both the incompressible flow model 1 and the ISO model 2 are better
when the tank is being charged (Figure 9b,d). It is, therefore, reasonable, to prefer the
one-constant modelling Equation (25) instead of the two-constant ISO Equation (21).

The reason why the linear dependence between flow and pressure provides a better
approximation during discharge is a challenging one. As we already mentioned, the
assumption of a laminar flow on discharge would help to explain this fact. We believe
that a more detailed analysis would require the numerical solution of the Navier—Stokes
equations. This is certainly one possibility for further developments to be pursued in a
future work.
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Figure 9. Gauge pressure in the air tank: (a,b)—decompression and pressurization at 5% opening of
the flow—control valves; (c,d)—decompression and pressurization at 100% opening of the flow—control
valves. The corresponding constants in Table 2 are displayed for each set of curves.

One might wonder whether the choice for L in model 2 would be the reason why
the ISO model does not provide the best fit during tank discharge. To verify this, we
simulated the same case shown in Figure 9c using the two extreme values of L, 0 and 1.
The results are presented in Figure 10. Even with these changes we could not obtain a
better fitting, which suggests that Equation (21) is not the best option for the case where
the tank is depressurized. Moreover, the simpler incompressible model 1 also provides a
good approximation for the case where the tank is being charged, with only one constant
to be adjusted. We thus come to the same conclusion found in reference [2] and agree that
Equation (25) best fits our experimental data.
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Figure 10. Tank decompression for 100% opening of the flow—control valve. Comparison with model
2 using two different values of L.
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6. Conclusions

In this paper, we reviewed the most common models for pneumatic valve flow, begin-
ning at the very foundations of the currently accepted models. We showed that equations
are not the same for discharging and charging vessels and discussed the application of
classical compressible-flow equations in real-life pneumatic applications, where we could
see that the simple assumption of fluid incompressibility can be safely applied for the
usual pressure range in industrial applications when the flow direction is towards pres-
surization of the receiving pneumatic element, which, in our case, was an air tank. The
similarity between the results obtained using compressible and incompressible models, in
this case, explains why we do not find any publication, except from the one in reference [2],
where incompressible flow equations are applied. Incidentally, a numerical flow analysis
carried out for a spool valve has recently shown that the internal valve flow is predomi-
nantly incompressible [23]. This fact may certainly be considered in a future analysis of
the problem.

Last, it is interesting that an even simpler relation provided a more accurate match
with experimental values when the flow direction was directed towards depressurizing
the air tank. An actual explanation for this behavior is not in the scope of this paper and
can also be an inspiring topic for future work. In the end, we have concluded that it is safe
to use a simple model where only one constant needs to be experimentally determined,
instead of the more complex ISO 6358 model, where two different constants are required.
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Abstract: The measurement of acoustic fields generated by ultrasonic transducers is important for
determining the focal length, lateral resolution, and amplitudes of the lateral and grating lobes. The
acoustic field is commonly characterized by a set of scans using a needle hydrophone. The output of
the hydrophone can be connected to an analog filter to enhance the signal. However, the analog filter
might not be sufficient to avoid the noises that distort the signals. Alternatively, linear digital filters
can be advantageous to improving the acoustic-field characterization. In this work, three filters were
investigated: moving average (MA), band-pass Hamming window (HW), and band-pass Blackman
window (BW). The filters were implemented and evaluated in terms of the root-mean-square error
(RMSE) of the measured sound field, which was filtered, in relation to the simulated acoustic field
(gold standard). As a compromise between effective filtering and signal non-distortion, a method
to model the MA kernel length was proposed. All the filters reduced the noise of the measured
acoustic field. The HW and the BW filters were more effective (RMSE = 4.01%) than the MA filter
(RMSE = 4.28%). In spite of the small quantitative difference, acoustic field comparisons showed
qualitative improvements.

Keywords: acoustic field characterization; transducers; ultrasound; digital filters; window filters

1. Introduction

The experimental determination of the acoustic field generated by a transducer is a
very important process in the design of ultrasound transducers [1,2], as well as for their
maintenance and calibration. The measurement of the acoustic field is useful to obtain
various characteristics of the beam, such as the focal length, beam width, and directivity
pattern.

The acoustic field is normally acquired underwater using a needle hydrophone, which
detects the ultrasound pulses emitted by the transducer in a region of interest using an xyz-
positioning stage [1-3]. A waveform (i.e., a time-varying signal) associated with each grid
point is obtained. The signals obtained can be represented by peak values, peak-to-peak
values, average values, root-mean-square (RMS) values, or envelope peak values. Then,
the generated acoustic field can be plotted in terms of the chosen values.

The needle hydrophone can be made of a piezoelectric polymer, polyvinylidene fluo-
ride (PVDEF), which has a very large sensitivity and bandwidth compared to ceramics [4,5].
In [6], a sensor for measuring acoustic waves from a high-intensity focused ultrasound
(HIFU) transducer also used a PVDF polymer. While a broadband hydrophone is suitable
for reliably sampling the pulse emitted by the transducer, it is also susceptible to capturing
unwanted frequencies that arise from factors associated with the source and measurement
setup [4,7]. These factors, which can distort the hydrophone signal and cause variation
in the measured acoustic pressure, include fluctuations in electrical impedance and drive
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voltage, changes in water temperature (especially during long scans), alignment and po-
sitioning errors, reflections from the tank or water surface, poor water quality, electrical
noise, and environmental vibrations [7-9].

In general, a needle hydrophone is used to detect weak acoustic signals, which have a
very low amplitude. Due to this, the output of the hydrophone is commonly connected
to a pre-amplifier to provide a gain stage to amplify the measured signal [4]. In addition,
an analog low-pass filter can be combined with the hydrophone output to avoid aliasing
and suppress the potential amplification of high-frequency noise. Although the low-pass
filter can improve the performance of the measured acoustic signal, further improvement
might be achieved by applying additional filtering beyond the low-pass filter [10]. As an
alternative, digital filters can be applied to filter the signals after they are sampled and
digitized [11].

In the literature, many studies have reported on the use of digital filters for different
applications in acoustics. A digital filter was applied [12] to reduce the noise interference
in radio-frequency (RF) signals, used in ultrasound elastography images. A filter was
developed for medical ultrasound images, to reduce the speckle noises while maintaining
the edges of the human tissue [13].

A band-pass finite impulse response (FIR) filter was used [14] to enhance the visual-
ization of the audible sound field in real time using the Schlieren technique, such that the
noise was reduced by removing unwanted frequency components. The sinusoidal sound
fields of frequency 10 kHz and 15 kHz were obtained using a band-pass filter with the
order parameter equal to 200 (for a Nth order FIR filter, there will be N + 1 coefficients [15]).

Second- and fourth-order moving average (MA) filters were proposed [16] to be
implemented in an Arduino-based acquisition system to filter temperature and ultrasound
echo signals. The higher-order filter improved the results, producing smoother signals.
Another filter [17], a moving average hybrid FIR filter, which linearly combines MA and
hybrid median filters, reduced noise and improved the edges of 2D ultrasound images.

Two low-pass filters, one with a Blackman window and the other with a flat top
window, were designed in MATLAB Simulink [18]. The filters were 34th order and the
normalized cutoff frequency was 0.2. The roll-off of the Blackman window was faster
than the flat top window, which provided greater attenuation in the stopband. In another
study [19], 4th- to 34th-order low-pass filters with Blackman Nuttall and Welch windowing
were analyzed to remove white noise from electrocardiogram (ECG) signals. The Blackman
Nuttall filter was more effective than the Welch filter, as it provided less distortion in the
signal.

A band-pass Hamming-window filter at a central frequency of 2.25 MHz and band-
width of 2.48 MHz (110%) was used to characterize an electroacoustic hydrophone devel-
oped in [20]. In [21], a band-pass Hamming window was used to filter the ultrasound
signals from an underground mine detector system. The filter lower and upper cutoff
frequencies were 39.9 kHz and 40.1 kHz, respectively, close to the operating frequency of
40 kHz. The transition band from each cutoff frequency to the stopband was 5 kHz and the
sampling frequency was 212 kHz.

In [22], three types of window functions used for designing FIR low-pass filters were
tested: the Kaiser window, Dolph—Chebyshev window, and Hamming window. In terms
of frequency selectivity, the Hanning window played a better role than the others. To
date, however, it seems that no systematic studies have been conducted that quantitatively
compare the performance of different types of digital filters employed to filter hydrophone
signals during the characterization of acoustic fields.

This work aims to test linear digital filters that can be easily implemented to improve
the acoustic field characterization by reducing the unwanted frequency components from
the hydrophone measurements. Three filters were evaluated: the moving average filter,
band-pass Hamming window, and band-pass Blackman window. The measured acoustic
field was filtered with these three filters and compared to the simulated acoustic field, taken
as the gold standard.
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2. Theory

Digital filters are very important for many kinds of devices such as smartphones,
radios, wireless data transfer, multimedia devices, and so on [23]. They are essential for
processing digital signals, being useful to separate signals that have been mixed and to
re-store signals that have been distorted [24]. For example, digital filters allow obtaining a
baby’s electrocardiogram still in the womb, separating the baby’s heartbeat signal from the
mother’s signals, such as her breathing and heartbeat [24].

Although analog filters can perform the same functions as digital filters, they are very
expensive, especially at high frequencies, as they are implemented with hardware com-
ponents such as operational amplifiers, capacitors, inductors, and resistors. Furthermore,
digital filters have superior performances than those obtained with analog filters [23,24]

Moreover, digital filters can be implemented through software [23], allowing them to
change their performance easily, for example, by increasing or decreasing the order and
changing the cutoff frequencies as needed.

However, an analog low-pass filter is required before the signal digitalization (analog-
to-digital conversion) to avoid the undersampling effect, also known as aliasing. When
aliasing occurs, the high frequencies are digitalized as low frequencies, distorting the infor-
mation. This can be avoided by adding an analog low-pass filter with a cutoff frequency
(fc) that is lower than half of the sampling frequency (fs). This is known as the Nyquist
criterion, which says that fs must be at least twice as high as the maximum frequency of
the signal to be sampled [15]. This analog low-pass filter is known as an anti-aliasing filter.
Next, the linear digital filters used in this work are introduced.

2.1. Moving Average Filter

The moving average (MA) filter operates straight in the time domain and it is the most
common filter in digital signals processing (DSP) due to its ease of implementation [24].
The MA is efficient at decreasing random noise and smoothing the signal. However, MA is
not suitable for separating signal components in the frequency domain. Although the MA
acts as a low-pass filter, its roll-off (i.e., the transition from the cutoff frequency to stopband
frequency) is large. For a given digitized temporal signal x[ ], the MA-filtered signal y[ ] is
defined as [24]

—Z [i+7], 1)

where M is the number of samples used in the moving average. In short, Equation (1)
means that each signal sample is replaced by the average of M adjacent samples, including
the sample being filtered. For example, supposing a signal in the discrete time domain
being operated by the MA with M = 3, the value of the signal at index 80 will be y[80] =
(x[80] + x[81] + x[82])/3.

The MA filter can be implemented as a convolution using a simple filter kernel (the
kernel of the filter is its impulsive response, k[ ]). For example, the kernel of an MA
with M =31is h[ ] = {1/3,1/3, 1/3}. The MA is a sum of the convolution of the signal
with a rectangular pulse (kernel), resulting in an area equal to one. Formally, the kernel
convolution sum /[ ] of length M, with the input signal x[ ], with j going from 0 to M — 1,
results in the output signal y[ ], given as [24]:

M-
Z x[i—j]. @)

2.2. Windowed-Sinc Filter

The windowed-sinc filter (also called window filter) is implemented by convoluting
its kernel with the signal in the discrete time domain. However, the window filter kernel is
modeled for different purposes, such as selecting and removing the amplitudes at specific
frequencies, making it possible to remove noise and extract only the pertinent information
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from the signal. Thus, the window filter is suitable to be used as a low-pass, high-pass,
band-pass, or band-reject filter (the latter is also called a notch filter [24]).

To understand how a window digital filter is obtained, one must start from the ideal
filter response in the frequency domain. The kernel of the ideal frequency-domain filter
is a rectangular function (Figure 1a), and its time-domain equivalent is a sinc function
(Figure 1b), which is obtained by the inverse Fourier transform of the rectangular function.
The idea is to give unity gain to the components of interest in the signal, and to give zero
gain to the other components. This is accomplished by multiplying the kernel by the signal
in the frequency domain, or convolving them in the discrete time domain, as seen in (2).

0.25
‘—ldeal frequency response ‘—O—Ideal filter kernel

1 3 0.2}
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Figure 1. Windowed-sinc low-pass filter with a cutoff frequency of 0.2 f;: (a) frequency response of
the ideal filter kernel, and (b) its respective infinite sinc function; (c) kernel used from a sinc function
truncated with M + 1 samples, and (d) its low-pass and overshoot near the cutoff frequency.

For sinc kernel to be implemented in a computer, that is, in a discrete domain, the
sinc function must be limited (truncated) symmetrically around the main lobe, with M + 1
points (M must be an even number, and the sum of one is due to the central symmetry
point), and all samples outside this range must be set to zero [24]. Also, the entire sequence
must be shifted to the right so that the kernel can “run” from zero to M, resulting in a causal
function (Figure 1c). However, the abrupt discontinuities at the ends of the truncated sinc
result in unwanted ringing at the band-pass and overshoot around the cutoff frequency
(Figure 1d). This distortion phenomenon is known as the Gibbs effect [15,24].

A very efficient method to reduce the distortions in the frequency domain is to multiply
the truncated sinc by a weighting function, known as the apodization window (hence the
name of the windowed-sinc filter). Thus, the apodization window makes the ends of the
sinc function gradually decrease to zero.
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There is a variety of apodization functions, but the Hamming and Blackman windows
are particularly advantageous as they have higher stopband attenuation than others. While
the stopbands of the rectangular (windowless), Bartlett (triangular), and Hanning (raised
cosine) windows are —21 dB, —25 dB, and —44 dB, respectively, the Hamming and the
Blackman windows are —53 dB and —74 dB, respectively. On the other hand, the roll-off
of the Blackman window is 3 times larger than the roll-off of the rectangular window and
1.5 times larger than that of the Hamming window. Moreover, the roll-off rates are the
same Hanning and Bartlett windows [15]. Therefore, for a given kernel of length M + 1, the
choice of an apodization window is a trade-off between stopband and roll-off.

Although the stopband is dependent on the window type, the roll-off can be adjusted
by increasing or decreasing M: the larger the M, the faster the roll-off, and vice versa [24].
This means that a Blackman window could achieve the Hamming roll-off while maintain-
ing the Blackman stopband, but the filtering computing time also increases due to the
convolution operation (2).

2.3. Band-Pass Filter with Hamming Window and Blackman Window

The Hamming window (HW) and the Blackman window (BW) filters were used in this
work because they have larger stopbands than the other window filters mentioned here.
The process for designing the two filters is very similar, so they were designed together in
this section. A band-pass filter is suitable to improve the characterization of the acoustic
field, as the transducer bandwidth has been previously characterized using the pulse-echo
measurement. By fitting the frequency band of the band-pass filter within the bandwidth
of the transducer, the pulse is separated from unwanted noise in the sampled window
measured with the hydrophone.

In the design of a filter, the lower and upper cutoff frequencies (respectively, f1 and
f2) must be normalized by the sampling frequency, fs, and must be a value between 0 and
0.5 [24] (considering the Nyquist frequency).

The value of M must be an even positive integer. It can be approximated by [24]

4
where BW is the frequency bandwidth of the roll-off, which is also normalized by the sam-
pling frequency fs. Equation (3) is a trade-off between the roll-off speed and computation
efficiency: the larger the M, the faster the roll-off (because the transition bandwidth is
shorter) and the longer the computation time is, and vice versa.
Afterward, the kernel of the windowed-sinc Hamming filter was calculated by [24]

M .M
i— % i— % M

sin(27f, (i — M4 sin(27f; (i — M i
hli] = k (rr(i- %)) - (ren(i -5 ))] {0.54— 0.46cos<2m>} @)
In (4), the arguments of the sinc functions, which are inside the left brackets, are
subtracted by —M /2 to shift them to the right (see Figure 1c). In order to avoid division
by zero when i = M/2, then the equation h[M/2] = k (27 f, — 27 f1) is used to replace
Equation (4). The k is constant for a unity gain filter. In practice, k is disregarded while the
kernel is being computed and then all samples are normalized as needed [24]. This can be
conducted by normalizing the kernel FFT, and the kernel filter is obtained by applying the
inverse of the FFT.
The Blackman window filter is obtained by replacing the expression inside the right
brackets of (4), which is a Hamming window function, with the Blackman window function,
as shown here [24]:

M
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N
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3. Materials and Methods

In this section, the acoustic field measurement and simulation processes, as well as the
design of the filters and performance evaluation, are presented.

3.1. Quantitative Analysis

The pure qualitative analysis of the results regarding waveforms and acoustic fields
can lead to misinterpretations, as the perception of the results is subjective [13]. Thus, to
obtain accurate comparisons, the filter performance was numerically calculated by using
the root mean square error (RMSE) equation [25]:

N

RMSE = %Z(AFSIMM — AF[i])%, (6)
i=1

where AFgjy are the simulated values (gold-standard reference), AF are the measured
values (not filtered, and filtered), i is an index of the sample of a pulse or a given point
(x, z, y = 0) located at the acoustic field, and N is the number of samples or points of the
respective measurement.

To quantify the point-to-point absolute error between the filtered and the gold-
standard acoustic fields, the absolute error (AE) was used as a metric. This index of
quality allowed comparisons of the acoustic fields by using images of errors. An error
image is an image that attributes a color to a given AE[i], which was calculated by [26]

AE[i] = |AFsmli] — AFJi] )

3.2. Acoustic Field Measurement

The acoustic field from a 2D phased-array ultrasound transducer (Figure 2) was
measured with the self-made needle hydrophone described in [5]. Because the hydrophone
was not calibrated, the measurements were normalized by the maximum amplitude of
the field. The phased-array transducer used in this work is the same transducer used
in [27] to make 3D acoustic images of objects immersed in water. The transducer consists
of 16 squared elements with sides equal to 5 mm distributed in a 4 x 4 matrix, which can
emit and receive ultrasound pulses individually. The center frequency of the transducer is
480 kHz and its —6 dB bandwidth is 50% [27]. Both the transducer and the hydrophone
were built in our ultrasound laboratory.

/_\\ :
»
Micro-Multicoaxial Cable\

2D Phased Array
Transducer

Matching PCB
Figure 2. Two-dimensional phased-array transducer.

The transducer was excited by an ultrasonic pulser/receiver (5077PR, Panametrics-
NDT, Waltham, MA, USA), which was adjusted to a 500 kHz squared pulse with an
amplitude of 100 V, 10 dB gain, and a 10 MHz low-pass filter. The acoustic field generated
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by the transducer was measured in a water tank (Figure 3), with a needle hydrophone held
by an automatic scanning system, sweeping the xz-plane at y = 0.

Coordinate System =

+X +Y
STEPPER X
MOTOR Y
4z z DRIVER 2

6 @ \ Oscilloscope
—) 6

A

Y X
1 2 3 4
A \ Q000
PC \ L -
4/\/_ Il Pulser/Receiver
ADC @] LD W TR R OUT TG
,—uﬁ TG O< \.._/ \

\ \
Hydrophone Transducer

Figure 3. Signal acquisition system to measure the acoustic field.

As the pulser/receiver has only one T/R channel; all the transducer elements were
connected in parallel, emitting at the same time. Thus, the measured acoustic field was
equivalent to that of a single-element square transducer with a 20.6 mm side.

The ultrasonic pulse emitted by the transducer reached the hydrophone at an x, z
point in the field. Consequently, the hydrophone generated an electrical pulse that was
received by the R channel of the pulser/receiver, which filtered the signal with a 10 MHz
analog low-pass filter. This frequency was 20 times greater than the central frequency of
the transducer.

The digital oscilloscope (MSO8104A Infiniium, Agilent Technologies, Englewood, CO,
USA) was only used for the transducer-hydrophone alignment process, which consisted of
moving the hydrophone in front of the transducer surface. This was necessary to define the
position of the center of the transducer and to adjust the scanning system.

Next, the pulser/receiver sent the pre-filtered signal for its digitization, which was
performed on an 8-bit analog-to-digital converter (ADC) board that had a maximum sample
rate of 100 MS/s (NI PCI-5112, National Instruments, Austin, TX, USA). In order to reduce
the amount of data for processing, the signals were sampled at 25 MS/s. The digitization
frequency was 2.5 times higher than the analog low-pass filter. Therefore, the Nyquist
criterion was observed to avoid undersampling.

After digitalizing and storing the signal in the PC, it sent a synchronized trigger pulse
to the tank driver to move the hydrophone with a step of 1 mm (A/3) in z; when the z-axis
was fully swept, the hydrophone was moved with a step of 1 mm in x and the path of z
was reversed. The process was repeated until the entire plane —50 mm < x < 50 mm by
5mm <z < 150 mm was sampled.

Before the acoustic field calculation, the DC components in the signals were removed
by subtracting the mean. Then, the acoustic field was obtained in MATLAB (The Math-
Works, Inc., Natick, MA, USA) by assigning to each point of the mesh the maximum pulse
amplitude at its respective point. Finally, the measured acoustic field was normalized.

3.3. Acoustic Field Simulation

The steps taken to simulate the acoustic fields in MATLAB are presented in Figure 4.
First, a pulse emitted by the transducer, called vn(t), was obtained using the modeling of
the KLM and ABCD matrices (Figure 4a—c) [28-30]. Then, the pressure wave p(?Q,t), ata
spatial point Q in the field, was calculated with the rigid-plane piston model, where 7Q
is the position vector of the point Q (Figure 4d—f) [25,31,32]. This linear model describes

a piezoelectric transducer as a piston in which the face particles vibrate in a phase, with
velocity vn(t), normal to the transducer face. The acoustic field at a position Q is the
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. . - . . .

maximum amplitude of p(7 g,t). The model used in the simulation was accurate for the
purpose of the experiment, considering that the medium for measuring the acoustic field is
water, which meets the boundary conditions of the model, because it is homogeneous and
isotropic.

0.5
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Figure 4. The acoustic-field simulation processing: (a) a simulated electrical excitation signal is
convolved with (b) the impulse response of the transducer, resulting in (c) the pulse being emitted by
the transducer, represented as vn(t); (d) then, the derivative of vn(t) is convolved with (e) the velocity
potential impulse response of the rigid piston i(r g,,t) observed at a point Q;. The result is multiplied
by the water density p, resulting in (f) the pressure wave p(7Q1,t). The maximum of the absolute
pressure wave is the acoustic field at 7Qi' All signals in this figure were normalized exclusively for
better visualization.

The developed algorithm took into account all parts of the transducer presented in
Figure 2, such as piezocomposite elements, matching layer, backing layer, and also the
micro-multicoaxial cable and series inductors, used to match the electrical impedance of
the transducer with that of the pulser/receiver.

In addition, a squared negative electrical pulse (Figure 4a), similar to that generated
by the pulser/receiver, was used for transducer excitation. It was possible to simulate a
pulse with the same characteristics as the real transducer, a central frequency f, of 480 kHz
and 50% bandwidth (Figure 4c), making the simulation of the acoustic field more accurate.

Moreover, parameters such as the grid size and its discretization, as well as the
sampling frequency used to simulate the acoustic field, were equal to those used in the
measurements. The ultrasound propagation velocity in water was ¢ = 1500 m/s. The noise
was disregarded in the pulses. Figure 5 shows (a) the acoustic field simulated at the xz-
plane, (b) its axial beam profile, and (c) its lateral beam profile. The acoustic pressure along
the acoustic axis (z-axis) is useful for determining the focal distance where the amplitude
is maximum. The lateral beam profile at the focal distance is useful for determining the
lateral resolution, given as the full-width at the half-maximum (FWHM).
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Figure 5. Simulated results: (a) acoustic field, (b) beam profile on the acoustic axis, and (c) lateral
beam profile at the focal distance.

3.4. Design of the Moving Average Filter

The length of the MA kernel, M, was varied, and the MA filter was applied to the
noiseless simulated pulse (Figure 4) to analyze how it was distorted as a function of M. This
was carried out by calculating the RMSE (6) of the filtered pulse with a given M, relative to
the simulated pulse.

The method was started by applying the MA filter to the simulated pulse, with M
from 1 (no filter) to 100 (approximately twice the number of samples of a one-cycle sinusoid
at the central frequency of the transducer, f,, such that M = 2 f,f,,) in steps of 1 (for better
visualization, only M = {1, 10, 50, 70} pulses are shown in Figure 6). Then, the RMSE
was calculated for each filtered pulse (Figure 7). The simulated unfiltered pulse was the
reference to calculate each RMSE(M).
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Figure 6. (a) A noiseless simulated pulse (black line) was MA-filtered with different kernel lengths,
M. When M = 10, the filtered pulse was similar to the original pulse, as the RMSE was only 2% (green
line). (b) The spectral frequency shows that even with only M = 10, the MA filter acted as a low-pass
filter, and the greater the M, the more deteriorated the pulse was.
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Figure 7. The RMSE of the simulated unfiltered pulse in relation to the filtered pulse with different
MA kernel lengths shows the RMSE increased, i.e., the pulse was distorted when M increased.

This method was useful for choosing an M that would not significantly deteriorate a
filtered pulse, as shown in Figures 6a and 7. The larger the kernel of the MA filter, the more
uncharacterized the pulse was.

In turn, a shorter kernel could preserve the waveform while attenuating high frequen-
cies, as shown in Figure 6a,b, respectively. This suggests that, although the MA filter acts as
low-pass filter, care must be taken to choose a kernel length so as not to mischaracterize the
pulse. After testing different kernel lengths, it was found that M = 0.2 f5,f, was a suitable
kernel length for the MA filter, as the RMSE when M = 10 was only 2%.

3.5. Design of the Hamming Window and Blackman Window Band-Pass Filters

While the MA kernel filter was designed with a simulated pulse, the window filters
were modeled using a measured signal. The pulse was measured at x =25 mm, z = 100 mm,
far off the acoustic axis, in the far field, and normalized by the highest of all measured
pulses in the acoustic field.

This point was chosen because it was possible to locate the pulse emitted by the
transducer (see Figure 8a, between 70 ps and 80 ps) as well as unwanted noise and oscilla-
tions. The oscillations that are evident below 70 ps have a frequency lower than that of the
pulse emitted by the transducer. Averaging the measurements can indeed remove random
noise. However, it was not possible to average the results because it would considerably
increase the time for acquisition. The signal acquisition was automatic, i.e., the signals were
continuously acquired while the hydrophone swept the field.

Applying the FFT to the signal, frequency components outside the transducer oper-
ating range (0.75 f, to 1.25 f,,) were identified with magnitudes comparable to and even
greater than those of the transducer operating, as noted at 0.12 f, and 0.2 f,, in Figure 8b.
The amplitude of the high-frequency noise was slightly lower than that of the pulse, but the
duration of the low-frequency noise was longer than that of the pulse. As a consequence,
the energy of the noise and oscillations was comparable to that of the pulse, making it
impossible to identify its effective range in the frequency domain presented in Figure 8b.

In order to attenuate unwanted frequencies and, at the same time, not to mischarac-
terize the measured pulse of the transducer, the low and high cutoff frequencies of the
band-pass filter were f1 = 0.25 f,, (120 kHz) and f, = 1.50 f,, (720 kHz), respectively.

The transition band between the cutoff frequency and the stopband was chosen as
BW =0.10 f, (48 kHz), resulting in M = 2084 (3) (considering that BW must be normalized
by fs, and M is an even number). The transducer operating band was, thus, kept within the
band-pass filter band.

After calculating the kernel size, the kernels of the Hamming window filter and of the
Blackman window filter were calculated using Equations (4) and (5), respectively.

54



Eng 2023, 4

0.05 -

—0.05
_0.1 L 1 1 1 1

0 20 40 60 80 100 120 140 160
Time (ps)
(@)

20F T T T T

Amplitude

(dB)

FFT

_20 = 1 1 1 1 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Normalized frequency (f/fo)
(b)

Figure 8. (a) Noisy pulse acquired by the ADC board (amplitude normalized by the maximum
amplitude of the field). Pulse measured in the far-field region at x = 25 mm, z = 100 mm, located
between 70 ps and 80 us in the sampled window, showing unwanted oscillations at a frequency lower
than that of the measured pulse. (b) Frequency components of the sampled signal. The normalized
frequency signal shows that the highest amplitudes occurred at 0.12 f, and at 0.2 f, (below the
transducer bandwidth). These undesired frequencies could be filtered such that the high amplitudes
that remained were within the bandwidth of the transducer.

Although the kernels look very similar (Figure 9a), the Blackman kernel truncation
was smoother than the Hamming kernel truncation (Figure 9b), which can reduce ringing
in the band pass range and reduce overshoot near the cutoff frequencies.
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Figure 9. (a) The Hamming window and the Blackman window kernels look very similar, (b) but the
apodization at the end of the Blackman window was smoother than that of the Hamming window (b).

The frequency response of the band-pass filters showed that the Blackman window
filter increased attenuation out of the band-pass range more than the Hamming filter does
(Figure 10a). The Blackman window stopband magnitude was lower than that of the
Hamming window, and the roll-off from both filters was similar (Figure 10b).
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Figure 10. (a) The FFTs of the Hamming window and Blackman window band-pass filters show
that the attenuation out of the band-pass region using the Blackman window was higher than that
obtained with the Hamming window. (b) The roll-off was similar with both filters.

4. Results

To evaluate the performance of the filters, a pulse was measured at x = 50 mm,
z =150 mm in the plane y = 0, normalized by the maximum amplitude of the field. The
location chosen to acquire the signal is critical because its amplitude is greatly attenuated off
the acoustic axis and in the far field, making the pulse and noise magnitudes comparable
(Figure 11a). Thus, a noise could be computed as a pulse, generating an error in the
determination of the acoustic field. Although the signal was limited by the 8-bit acquisition
board, it was able to show that the filters actually work.
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Figure 11. For the point x = 50 mm and z = 150 mm, the signals presented refer to (a) measured
signal—unfiltered; (b) measured signal—filtered with MA M = 10; (c) measured signal—filtered with
HW M = 2084; (d) measured signal—filtered with BW M = 2084; and (e) simulated noiseless signal.
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Although the MA filter with M = 10 smoothed the signal, unwanted distortions
remained, with significant amplitudes around 80 ps, and from 117 us (Figure 11b). The
same MA filter applied to the simulated pulse of Figure 6a made the attenuation significant
from 2 f, on. Thus, it is reasonable to consider that the signal was smoothed when the high
frequencies were filtered, and that the remaining disturbances were at frequencies in the
operating range of the transducer and below that.

In turn, the HW (Figure 11c) and the BW (Figure 11d) window filters with M = 2084
were more effective than the MA filter, as they make it easier to identify the pulse around
110 ps. The frequency response of the filter kernels modeled in Figure 10 showed that
frequencies below 0.25 f, and above 1.50 f, were greatly attenuated; one may hence
assume that unwanted distortions remain at frequencies around the operating band of the
transducer.

However, comparing the pulses filtered with HW (Figure 11c) and BW (Figure 11d)
with the simulated noiseless pulse (gold standard—Figure 11e), some noise was removed.
This suggests that unwanted frequency components are also included in the operating
band of the transducer, and that the linear filters in this work cannot remove them.

The filtering of high-amplitude noise was evaluated by adding a synthetic noise,
simulated in MATLAB, to the measured signal presented in Figure 11a. The synthetic noise
was the result of the sum of a 50 kHz continuous wave and 200 random pulses (single-
sinusoidal cycles of 10 MHz), both with twice the maximum amplitude of the measured
signal.

The 50 kHz continuous wave was low-frequency noise and the 10 MHz random pulses
were high-frequency noise. The unfiltered measured signal (raw) is shown in Figure 12a,
and the same signal with synthetic noise (synthetic), before and after MA, HW and BW
filtering, are shown in Figure 12b—d, respectively.
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Figure 12. For the point x = 50 mm and z = 150 mm, the measured signal—black line—and the mea-
sured signal corrupted with synthetic noise—gray line, were presented as (a) unfiltered; (b) filtered
with MA M = 10; (¢) filtered with HW M = 2084; and (d) filtered with BW M = 2084.
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As in Figure 11b, the MA filter in Figure 12b did not remove the low-frequency noise
from the signal with the synthetic noise, but it did smooth out the high-frequency noise.
On the other hand, the HW filter (Figure 12c) and the BW filter (Figure 12d) were very
effective in removing low- and high-frequency noise.

The measured acoustic field (Figure 13a) was filtered by applying the filters MA with
M =10 (Figure 13b), HW with M = 2084 (Figure 13c) and BW with M = 2084 (Figure 13d).
The filter kernel was applied in each sampled signal in the mesh, and the pressure at a
given X, z point was the maximum of the absolute value over the sampled signal. All values
were normalized by their respective filtered acoustic field.
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Figure 13. Measured acoustic field: (a) unfiltered, (b) MA with M = 10, (¢) HW with M = 2084, and
(d) BW with M =2084.

The RMSEs of the measured/filtered acoustic field in relation to the simulated one
were 6.34% for the unfiltered, 4.28% for the MA-filtered, and 4.01% for the HW- and BW-
filtered acoustic fields. Although the window filters reduced the RMSE by only around
0.27% relative to the MA filter, there was a qualitative improvement when comparing the
filtered acoustic fields of Figure 13 with the simulated noiseless one in Figure 5a.

For better visualizing the measured acoustic-field error as well as the performance
of the filters, images of the absolute error of the measured and filtered acoustic fields in
relation to the noise-free simulated acoustic field are given in Figure 14. By calculating the
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absolute error AE[i] for each point (7), this figure illustrates how different the normalized
pressure at each point was in respect to the gold standard. If there were no errors, the
image would be all blue.
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Figure 14. Absolute error of the measured acoustic field to the simulated acoustic field: (a) unfiltered;
(b) MA-filtered with M = 10; (c¢) HW-filtered with M = 2084; (d) BW-filtered with M = 2084.

Although all the images presented large-amplitude errors in the near field (z < 43 mm),
all filters improved the measured acoustic field, being more evident along the acoustic axis
(x = 0), where the pressure was higher than in other directions (keeping in mind that all
array elements were pulsed at the same time, therefore, without beam deflection). Both the
unfiltered (Figure 14a) and the MA-filtered (Figure 14b) acoustic field present a granular
aspect, while the acoustic fields filtered with the window filters, HW and BW, present
smoother images (Figure 14c,d, respectively). This can be explained by the fact that HW
and BW filters were capable of reducing the frequency components below the operating
band of the transducer, as shown in Figures 8 and 11c¢,d. The filters HW and BW showed
equivalent error images because their RMSE values were equal to 4.01%.

The focal length is the distance from the transducer up to the point where the maximum
amplitude occurs, and from which the acoustic amplitude decays monotonically. The axial
beam profile showed that the focal length of the measured acoustic field (Figure 15—black
line) was further away than the focal length of the simulated acoustic fields (Figure 15—

59



Eng 2023, 4

yellow line). The focal length of the simulated acoustic field was 43 mm. The focal lengths
of the measured signal were 61 mm for the unfiltered (41.86% further than simulated),
48 mm for MA-filtered (11.63% further than simulated), and 40 mm for the HW- and
BW-filtered (6.98% closer than simulated) acoustic fields.
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Figure 15. Acoustic pressure along the acoustic axis: noiseless simulation—yellow line; unfiltered
measured—black line; MA-filtered—green line; HW- and BW-filtered—blue line.

Although this effect could be explained by a measurement error, Figure 15 shows that
the focal distance was reduced when a filter was applied to the noised measured acoustic
field. Taking into account that the focal distance is frequency-dependent (for a given
geometry, the higher the frequency, the longer the focal length) and that the filters applied
were low-pass and band-pass filters, the reduction in the focal length can be explained by
the attenuation of the high-frequency components of the measured pulses.

In fact, the window filters HW and BW decreased the focal length more than the
MA filter (Figure 15—blue line, and Figure 15—green line, respectively), as their higher
cut-off frequency was 1.5 f,,, while the MA filter attenuated frequencies higher than 2 f,,
(see Figure 6b). In conclusion, the high-frequency noises contributed to an increase the
focal length of the measured acoustic field. The RMSE of the normalized pressure profile
on the acoustic axis (x = 0 mm, y = 0 mm) were as follows: the RMSE of the unfiltered
field = 13.20%, the RMSE of the MA-filtered field = 7.39%, and the RMSE of the HW-filtered
and BW-filtered fields = 7.03%.

The lateral beam profiles were obtained from their respective acoustic fields (see
Figure 13) at their focal points (Figure 16). All the filters improved the results, and the
RMSE of the MA filter and of the window filters were equivalent. The filtering performance
of the MA, HW and BW filters, summarized in Table 1, shows that all filters improved the
acoustic field characterization.

1

AFSIM
—AF,,, (RMSE = 4.18%)
— AT, (RMSE = 4.02%)

_AF”W BW (RMSE = 4.05%)

Normalized

X (mm)

Figure 16. Lateral beam profile at the focal region: noiseless simulation—yellow line; unfiltered
measured—black line; MA-filtered—green line; and HW- and BW-filtered—Dblue line.
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Table 1. Summary of the main results: RMSE of the measured/filtered acoustic pressure over the
entire field, along the z-axis and transversal at focus; and error in focal length relative to simulated

values.
Filter Kernel RMSE (%) Error (mm)
Length
Acoustic field ~ Along z-axis Transversal Focal length
at focus

Unfiltered - 6.34 13.20 4.18 18

MA 10 4.28 7.39 4.02 5

HW 2085 4.01 7.03 4.05 3

BW 2085 4.01 7.03 4.05 3

5. Conclusions

Linear digital filters are extensively used for many purposes, such as electronic devices,
medical images, RADAR, and signal processing. This work presented an effective, low-cost,
and useful method to design and implement linear digital filters that improve acoustic-field
characterization, reducing noises and unwanted distortions. Once the kernel is designed,
filtering is performed through a convolution of the Kernel and the ultrasound signal in the
time domain, with no complex mathematical calculations.

The MA filter with a kernel of only 10 samples acted as a low-pass filter, which
attenuated frequency components from twice the transducer central frequency. To model
the kernel length of the MA filter, a criterion of M = 0.2 fs/f, (wherein f; is the sampling
frequency and f,, is the central transducer frequency) was established to avoid unwanted
distortion of the pulse. As a result, the RMSE of the measured acoustic field to the simulated
acoustic field reduced from 6.34% (unfiltered) to 4.28% (MA-filtered).

The HW and BW filters were more effective than the MA filter. However, these filters
are more difficult to model because there is a compromise between the computational load
and the roll-off band to determine the kernel length. The longer the kernel, the wider the
band of transition from the cut-off frequency to the stopband frequency. The HW and
BW were more effective because their stopband attenuations are much higher than that
of the MA. Furthermore, the HW and the BW make the implementation of the band-pass
filter feasible using cutoff frequencies around the frequency band of the transducer, thus
excluding frequencies that cause unwanted distortions. Although the BW has a stopband
attenuation higher than that of the HW (—74 dB versus —53 dB, respectively), and for a
given kernel length M + 1 the HW roll-off is shorter than that of the BW, their performances
were equivalent (both achieved an acoustic-field RMSE = 4.01%). The better performance
of window filters in comparison to the MA filter was obtained at the cost of computational
load, as the kernel length of HW and BW has M + 1 = 2085.

Although the RMSE quality index for the acoustic field showed that the window filter
was only 0.27% better than the MA filter, the acoustic fields filtered with HW and BW were
visibly much closer to the simulated noiseless acoustic field, used as a reference of quality
(see Figures 5a and 13). Furthermore, the results from the window filters can be improved
and customized for each transducer being characterized by adjusting the cut off frequencies
and the roll-off. Thus, window filters are suitable for improving the characterization of
acoustic fields generated by ultrasound transducers.

In the future, we intend to apply other filters to characterize acoustic fields, such as
nonlinear filters and adaptive filters, which can change the weighting coefficients according
to the local statistics. These filters will be compared to the window filters presented herein.
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Abstract: Airbags are important safety devices in modern vehicles. However, their effectiveness
is linked to the occupants being seated in standard positions. Although autonomous vehicles are
less accident-prone, they are also equipped with airbags, similar to any other vehicle. Additionally,
autonomous vehicles allow for occupants seated in non-standard positions, so in the case of a
collision, the airbags” effectiveness decreases. In this work, an airbag design suitable for both assisted
and autonomous driving conditions is proposed, the driver’s airbag being the object of interest.
Airbag geometry, threads, seam strength, and seam geometries were selected following Design
of Experiments (DoE) methodologies and a series of experimental tests. Moreover, an adaptive
system based on sewn tethers allows the airbag to adapt to the driving mode, which is proposed
and validated. Finally, all the findings were experimentally tested on two different geometries. The
results were satisfactory as the deployed airbag shape and dimensions were as expected, indicating
that this airbag design is capable of protecting the driver of a vehicle capable of autonomous driving.

Keywords: airbag systems; autonomous driving; seam geometry; seam strength; airbag geometry;
Design of Experiments (DoE)

1. Introduction

Airbags are important safety devices in the case of vehicle collision, having contributed
to saving numerous lives [1,2]. The airbag system is composed of several components, the
most important being the inflatable cushions (the airbag itself), impact sensors, ignition
system, propellant, mounting hardware, and the moulded covers Nayak et al. [3]. From this
list, it can be seen that the inflatable cushions, the ignition system, and the propellant are
the most critical components to ensure the correct deployment of the airbag. Airbags could
be installed in different parts of the vehicle, the most common are as follows: (a) driver’s
airbag; (b) front passenger airbag; and (c) side airbags, which includes curtain and thorax
(seat) airbags. The driver and passenger airbags are mandatory for all US vehicles produced
after 1998 [4].

Vehicle safety regulations directly impact the design and testing of new airbags [4]
because the required tests dictate parameters such as the deployment time. For example, in
1997 in the U.S,, the regulations changed the testing method from a barrier to a sledge, both
at 48 km/h. This change led to using different airbag designs on vehicle models after 1998.
Braver et al. [4] analysed crash and fatalities data for models from 1997 and models from
1998 to 1999. In this case, vehicles of the same make, models, and platforms were analysed
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(a pool of 171 makes and models). In fact, the change in airbag design (and regulation)
led to a 7% reduction in fatalities and airbag-induced injuries despite the yearly increase
in travelled distance. In addition, the death risk in a frontal crash for children (0—4 years
old) as front seat passengers was reduced up to 65% [5]. On the other hand, the airbags
developed after this regulatory change also possess features such as dual-stage inflators
and a series of sensors to identify the presence and size of the occupant [5], so these features
may have also contributed to the fatality and injury reduction observed. The advances in
technology also bring updates in the regulations, resulting in further airbag improvements,
which are accompanied by further sensors [6]; therefore, impacting positively the mortality
reduction with respect to the previous airbag generations [6].

The aforementioned studies are based on the standard driving position. However,
alterations to this position, e.g., being farther away from the knee bolster or highly reclined
seat can lead to a phenomenon known as ‘submarining” where the occupant slides down
the seat belt, resulting in further injuries. Small occupants are more likely to experience
submarining [7,8]. These non-standard seating positions are more likely to occur in front
seat passengers, but with the advent of autonomous driving these may also occur on both
front seat occupants [8,9], emphasising their relevance for airbag designs aimed for such
a driving mode. Altering the location of the passenger airbag seems to reduce the risk of
submarining front seat passengers [10]. These studies were mostly focused on passenger
submarining; however, in the case of autonomous driving, the passenger in the driver’s
seat may also be affected by this phenomenon, so it is necessary that the restraint systems
(seat belt and airbags) are located in a suitable position in order to offer protection while in
autonomous driving mode.

Nowadays, vehicles capable of autonomous driving are available commercially,
e.g., Tesla®, which may be followed by other manufacturers [11]. Although the con-
cept of autonomous driving offers advantages over manual conduction, e.g., for elderly
drivers [12], the capability of such vehicles for the two driving modes requires unique
developments to ensure road users’ safety. Furthermore, it is thought that vehicles in
autonomous driving are less prone to accidents because their algorithms follow the road
regulations [11]. There are several studies focused on the digital safety of this type of
vehicle [11-13]; however, little has been reported about occupant safety within these ve-
hicles in the event of an accident, perhaps, because their design must comply with all the
vehicle safety standards.

Passenger kinematics during a crash event were also modelled for autonomous driving.
The procedure is similar to that already employed for conventional vehicles, but the
occupants would be seated in non-standard postures, therefore increasing the risk of injury.
Diez et al. [14] studied the kinematics of an autonomous vehicle driver during a crash
event, i.e., a lateral impact. Five seating positions were considered: (1) standard NCAP,
(2) standard NCAP (New Car Assessment Program) hands not on the wheel, (3) work,
(4) leisure, (5) relax or sleep. The study included the lateral airbags (curtains) but was
focused on the forces imposed on the driver during the event, concluding that current
safety standards are not sufficient for this type of vehicle. Furthermore, the vehicle while
under autonomous driving may decelerate, accelerate, or change direction suddenly as a
response to the traffic dangers, increasing the risk of sudden airbag deployment when the
occupants’” heads may be closer to the airbag deployment areas [15]. Consequently, the
control modules should take into account the occupants’ position in the vehicle prior to
airbag deployment [15].

Regarding airbag systems for vehicles capable of autonomous driving, an inflator for
an airbag up to 50 L has been developed [16,17]. Numerical and experimental approaches
were followed to arrive at the final design, which allows stopping inflation after the airbag
contacts the passenger [16]. However, no information about the design of the actual airbag
has been found in the literature. Regarding airbags to protect the vehicle’s occupants,
designs such as the ‘Life Cell’ of Autoliv® offer mostly lateral protection [17], although no
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other designs offering frontal protection to the driver of an autonomous vehicle have been
found in the literature.

Regarding the airbag design procedure for autonomous vehicles, no information has
been found yet, but assuming that it is similar to that used for conventional vehicles,
such recommendations could be followed for designing an airbag for an autonomous
vehicle. During the development of an airbag static deployment, impact from a head-
like object is tested; then, it is installed in a vehicle and crash tested using dummies [18].
However, the iterative nature of the design process requires time and resources for each
design iteration. Alternatively, Computer Aided Engineering (CAE) offers the possibility
of reducing the development time, for example, for analyses considering impacts on
an inflated airbag. On the other hand, Computational Fluid Dynamics (CFD) provide
information about inflation dynamics as airbags are filled with a gas. These two approaches
were combined and employed for the design of a curtain-type airbag [18], in which the
design was tested computationally, first for stresses and then using CFD, prior to its physical
construction and testing. The CFD model led to identifying an area of probable airbag
bursting during deployment; the inflation time was also non-satisfactory. Following a
series of design iterations and computational models the final design was obtained. The
physical airbag prototype was produced and tested, validating the computational models.
In addition, the design and analysis workflow employed techniques such as the Design of
Experiments (DoE) and numerical optimisation to arrive at the final prototype [18]. The
use of computational models, despite their limitations, together with DoE and numerical
optimisations have proven to be valuable and cost-effective tools to reduce the development
time while arriving at a successful and safe airbag design. Recently, machine learning
techniques and CAD were combined and used for the preliminary design of a curtain-
type airbag [19]. Parametric CAD models were used to train the algorithm. Once the
training process was completed, the preliminary design time for an airbag was significantly
reduced [19].

As described above, non-standard seating positions compromise the effectiveness
of conventional airbag designs aimed at protecting the driver. Although various airbag
designs have been proposed in the literature for autonomous vehicles [17,20], they are
not intended for frontal protection or for providing protection in both driving modes.
Furthermore, the airbag designs proposed in the literature vary in purpose, the curtain
type being mainly those described with more detail [18,21], but none regarding the driver’s
protection in the case of a frontal crash.

This work aims to propose and develop a driver’s airbag for vehicles capable of
autonomous driving. Therefore, the proposed airbag geometry should offer protection to
the driver whether the vehicle is in autonomous driving mode or in assisted driving mode.
The airbag’s geometry is chosen from six geometries already developed using known
selection criteria methodologies. Moreover, the necessary airbag volume depends on the
driving mode selected, so a tether-based restraint system was proposed and developed
using DoE methodologies. The development of this airbag was mostly done through
experimental work because the study was performed within a company producing airbags
for several car makers, i.e., ZF Friedrichshafen Portugal. Therefore, the know-how that
already existed was expanded through the use of experimental and analytical work. The
final geometry and design was tested experimentally using internal standards for such
purpose, validating the design.

2. Materials and Methods
2.1. Airbag Geometries

The airbag geometry influences the level of protection it provides [18]. Therefore,
it was necessary to investigate what geometry is more suitable for both assisted and
autonomous driving modes. Various geometries were constructed and then analysed
regarding how they fulfil the objectives. As a starting point, the geometries previously
studied by Esteves [22] were analysed:
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Double:  Composed of a standard airbag at the back (steering wheel side) and a smaller
airbag located at the front (passenger side) (Figure 1a). When the vehicle is driven
in assisted mode, the standard airbag deploys. When driven in autonomous mode,
both airbags deploy.

Double inverted: =~ Geometrically opposite to the previous one (Figure 1b); neverthe-
less, the deployment is equal, i.e., the standard size airbag deploys when the ve-
hicle is driven in assisted mode, and the whole airbag deploys when driven in
autonomous mode.

Double chamber:  The airbag has two internal chambers non-visible from the exterior
(Figure 1c). One chamber is deployed in assisted driving mode. In autonomous
driving, both chambers are inflated.

Triple chamber: =~ Geometrically bellows-shaped (Figure 1d). Similarly to the previous
cases, part of the airbag is deployed during assisted driving mode while the full
airbag is deployed during autonomous driving. However, it is necessary to use
constraining structures to control the airbag size.

Cylinder:  Offers a concept similar to the previous one while being geometrically simpler
(Figure le). Therefore, it requires constraining structures to control the volume and
extension of the airbag depending on the driving mode.

Pillow:  This concept is similar to the double chamber geometry. However, the connection
between the two airbags is located upwards instead of centred (Figure 1f). The
accessory bag has a rectangular shape. The displaced geometry aims to protect the
driver even if not properly seated.

The geometry selection was based on their theoretical capability of offering protection
during autonomous driving. The geometries were tested experimentally by inflating them
with compressed air, allowing to identify their advantages and disadvantages (Figure 1).
The airbags employed in these tests were made of PA 470 dTex fabric coated with 25 g of
silicone. Following the testing, five parameters were evaluated for all the geometries:

Cost:  The manufacturer’s production costs, lower costs were preferred;

Reach:  Extension of the deployed airbag, i.e., distance from the steering wheel to the
airbag’s front panel;

Volume:  How much volume does the folded airbag occupy?

Possibility of adjustment: ~ How easy is it to modify the airbag’s dimensions to suit a
specific application case?

Adaptive systems: ~ How easy is it to implement a system to alter the airbag reach to suit
two driving modes: assisted and autonomous?

A multiple-criteria decision analysis (MCDA) was performed with these parameters [23],
being graded as excellent (10), good (5), average (3), below average (3), and poor (1); the
number inside the parenthesis indicate the points given in each case. The punctuation
attributed to each airbag geometry and parameter were selected from the company’s
previous experiences. Subsequently, the two geometries with the higher punctuation are
selected for further study.

2.2. Adaptive Systems

The proposed solution to control the driver’s airbag volume for both driving conditions
consists of a sewed internal strap that limits the deployed airbag’s reach (height), also
known as ‘tethers’ (Figure 2); the tethers must be strong enough to support this inflating
pressure. Nevertheless, when in autonomous driving mode and when the driver’s seat
is away from the steering wheel, the airbag is subjected to a higher inflating pressure,
breaking the seams in the tethers and allowing for maximum airbag reach. Therefore, the
strength of those tethers must be predictable and with lower variability. The strength of the
tethers would then depend on the strength of the threads conforming the seams, the seam
geometries, and the fabric material employed [24,25]. Two values of inflating pressure
were used in this proposal, one per driving mode. It is worth noting that the inflating
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system is out of the scope of this work. Here, the airbag’s reach for assisted driving was
considered to be 300 mm and 400 mm for autonomous driving. These values are internal
design requirements while the other dimensions are confidential. Similarly, it is expected
that the seams can support 2000 N, which is another internal design requirement.

(d)

(e) ()
Figure 1. Tested airbag geometries. (a) Double. (b) Double inverted. (c) Double chamber. (d) Triple
chamber (bellows). (e) Cylinder. (f) Pillow.

Currently, the company employs six different thread types (Table 1) in the manufacture
of airbags. Three of these are placed on the upper part of the seam (threads 70, 78, and
79) while the remaining are placed in the lower one (threads 69, 71, and 88). However,
seam strength not only depends on the thread type but on other parameters such as fabric,
cord treatment, seam threads, seam geometry, curtain orientation, and seam tension [24,25].
Therefore, the effect of these six parameters was further studied to identify the most suitable
combination to be used in the tethers.
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Table 1. Thread types, strengths, and other data.

Thread Type (Nm) Tensile Strength Colour Reference
120/1 165.5£3.5 Orange 9200-0178
60/2 33+5 Black 9200-0078
40/3 504 Brown 9200-0070
20/3 106 -9 Red 9200-0069
17/3 135 £20 Gold 9200-0217
13/3 160 £17 Green 9200-0145

Airbag’s cross section

N V)

Steering wheel side Driver’s side

tethers -<

l.
Inflator inlet |:> X
Back panel / «— Front panel

S | CE— |

Figure 2. Cross section schematic of the proposed tether system to control the airbag’s reach. The
seams, in red, will break with the inflating pressure in autonomous driving.

Starting with the six parameters influencing seam strength, a Design of Experiments
(DoE) was performed to identify the parameters or the combination of them that influence
the most the seam strength; this analysis was done within the Minitab 17 Statistical Software
(Minitab Inc., Philadelphia, PA, USA, 2010). After completing the DoE, the parameters
identified were (1) the seam’s threads, (2) the seam’s geometry, and (3) tension in the seam’s
threads, as shown in Figure 3. In consequence, the influence of these parameters was
investigated further, as described in the following sections.
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Pareto Chart of the Standardized Effects
(response is Force, Alpha = 0.05, only 30 largest effects shown)
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Figure 3. Identification of the parameters with larger influence in the seam strength.

2.2.1. Seam Threads

Seam strength depends on the strength of the threads used in the seam [25]. As
mentioned above, three thread types are used for the upper seam while three different ones
are used for the lower seam, resulting in six combinations. Then, 29 specimens of each seam
combination (174 specimens in total) were tested experimentally following the standard
ISO2062. After completion of the tests, a single-factor analysis of variance (ANOVA) was
performed to evaluate the effects of these thread combinations.

2.2.2. Seam Geometry

The seam geometry was evaluated on a 700 dTex fabric coated with silicone (Figure 4).
The seams were created with nylon threads, the upper was a Tex 30 Anefil Nylon® while
the lower was a Tex 138. The mechanical tests were performed using a Universal Testing
Machine (UTM) INSTRON with a 10 kN load cell. All the tests were performed at 200 mm/s
and had a 5 kN preload; moreover, the gauge length for all the specimens was 200 mm [26].
An example of the specimens is shown in Figure 4.

Figure 4. Example of a specimen for testing the seam geometry.
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Eight seam geometries were tested, such as: (1) squared “U”, (2) semicircle, (3) “U”,
(4) “O”, (5) skinny squared “U”, (6) eye, (7) “V”, and (8) curved “V”; all of them with
10 stitches except for the skinny squared “U” with 11. Subsequently, variations of the chosen
seam geometry were studied to identify if the variations contribute to strength improvement.

2.3. Case Study

Airbags with geometries, thread combinations, and seam geometries selected in
the previous steps were manufactured and tested. The airbag testing was done in two
stages: first, using a high-pressure bag tester (HPBT); second, using a steering wheel
assembly and an inflator module. All the tests were performed in ZF's experimental
facilities in Portugal.

The HPBT was developed by ZF and consists of a compressed air reservoir with
a capacity of 10,000 L. The compressed air is stored at 10 bar. The output of this reser-
voir is connected to the laboratory where the airbags are tested (Figure 5). Furthermore,
image-based measurement techniques are employed in the HPBT laboratory, allowing
to determine the airbags” dimensions during and after the inflation tests, for which a
photographic camera was used (Canon EOS 800D+18-55MM F/4-5.6 IS STM). The UTM
mentioned above is located within the same facilities.

Light systems
g
| Inlet valve :
e T
< é -
g/

Compressed air output
(to the tested airbag)

Figure 5. Laboratory facilities for the static testing of airbags. The grids on the walls are used for
image-based measurements.

3. Results

The summarised methodology followed in this work is represented in Figure 6. The
results of each step indicated there are described in the following subsections.
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Figure 6. Schematic representation of the methodology followed in this work.

3.1. Airbag Geometry

Six airbag geometries were analysed using an MCDA and five parameters were consid-
ered: (1) manufacture cost, (2) airbag reach, (3) airbag’s volume when stored, (4) adjustment
easiness, and (5) suitability for adaptive systems; these parameters were described in
Section 2.1. The MCDA is shown in Table 2. Two geometries obtained the highest scores,
the bellows and the cylinder, Figure 1d,e. Therefore, these two geometries will be the
subject of further study within this work.

Table 2. Decision matrix for the tested airbag geometries: (I) cost, (II) reach, (III) volume when stored,
(IV) ease of adjustment, and (V) adaptive systems.

Parameter and Value

I 1I IIT 1A% \%
Airbag Geometry 10 7 7 5 5 Total
Cylinder 5 5 5 5 5 170
Double 5 5 3 5 3 146
Double inverted 5 5 3 5 3 146
Triple 1 3 1 3 1 58
Pillow 1 3 3 3 1 46
Bellows 5 5 5 7 7 190
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3.2. Adaptive Systems
3.2.1. Seam Threads

Seam strength was tested for each of the 6 thread combinations described in Section 2.2;
also, 29 specimens per seam type were tested, giving a total of 174 specimens. Seam
strength was found to be related to the thread combinations; then, the results were grouped
by the type of thread used on the upper seam, as shown in Figure 7. It is worth noting that
for the thread combinations 78/69 and 79/69 only 27 specimens were valid (Figure 7).

One-Way ANOVA for STRENGTH (N) by THREADS COMB

Distribution of Data DB_D in Wl_)l'kslleet Orl_ier \
Compare the location and spread. Investigate outliers (marked in red).
Strength (M)
200 nER 0T 1
o m
70/714 —- 150 e .
e o8, .
70/881 oW -
2904 JRES AT IRER
78/69 —.—
78/711 —A—
sl
200 75063 7971 T9EE
moiee]
79/714 -l— 160
o) B " AN Sty | SN ED N
Dl Voot % % o " em

80 160 240
Strength (M)

Figure 7. Analysis of the seam strength due to the different thread types and sizes. The results are
grouped by upper seam thread type.

The thread with reference 69 was the strongest of those employed in the lower seam,
so its use ensured that thread failure could only occur in the upper seam. The seams where
the thread with reference 70 was placed on the upper seam were found to be the strongest
of the set, mainly the 70/69 combination; however, such a combination also had a large
dispersion. Continuing with the seams with the thread with reference 78 in the upper
seam, these showed similar strength to those described above, although slightly lower.
Conversely, these seams showed lower dispersion. Finally, the seams with the upper seam
sewn with thread with reference 79 showed the lowest strength. Subsequently, the three
seams groups 70/69, 78/69, and 79/69 were analysed to select one for the next steps of the
project. The strength data of the associated seam were grouped, as shown in Figure 8.

Upon inspection of the strength data obtained from the experimental tests, shown in
Figures 7 and 8, it was decided to use the seam with the thread combination 78/69 because
it showed an intermediate strength (S = 111.3 N) of the lot with acceptable variability
(Figure 8). The seam with the thread combination 79/69 showed the lowest variability but
also the lowest strength; hence, its rejection.
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Boxplot of STRENGTH
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Figure 8. Seam strength of those with the thread using reference 69, in the lower part of the seam.

3.2.2. Seam Geometry

Eight seam geometric variations were tested to identify the most suitable one to be
applied to the tethers (Section 2.2.2). Among the eight seam geometries tested, the squared
“U” shape showed the highest strength (173.3 N); however, this geometry also presents
one of the highest variabilities in the results (CV = 6.6%). Conversely, the curved “V”
shape showed the lowest strength (67.14 N) and high variability (CV = 17.7%), as shown
in Figure 9.

Tear Stitch Shape Comparison
(Confidence Intervals - 95%)

squ-tosttcnes | 1 |

Semi Circle - 10 stitches :, s _
*an o
HEH
U - 10 stitches =
t |
© - 10 stitches 3 (mn]

skinny Sq U - 11 stitches

Eye - 10 Stitches it
"' Notes:

- Stitch Size: 3 mm

- 10 stitches - Thread: Tex-30 Anefil Nylon

<

v - Bobbin: Tex-138 Nylon
" o - Thread Tension: 120 cN
Curved V - 10 stitches 'g" - Fabric: 700 dtex wi Silicone Coating
0 20 40 60 80 100 120 140 160 180 200

Tear Load (N}

Figure 9. Comparison of stitch shape and strength.

On the other hand, the seams with “O” and “V” shapes had the lower variability, with
CVs of 3.5% and 7%, respectively. The “O” shape was found to be stronger (108.57 N) than
the “V” shape (74.76 N). Despite the lower strength of the latter two configurations with
respect to the squared “U” stitch, they were chosen for further study because of their lower
CVs. Seam strength can also be influenced by other parameters such as temperature and
humidity; however, these were not considered at this stage.

Although the “V” shaped seam had the lowest strength of the chosen two geometries,
it is the easiest to sew. Consequently, it was decided to study the effect that its geometric
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variations have on seam strength, so five additional geometries were tested: arrow, heart,
rombo, teardrop, and “V” shape; each geometry was tested with two thread combinations
78/4 AS and 78/88. The testing procedure was the same as described before.

The geometric variation of the “V-shaped” seam had an effect on seam strength, as
shown in Figure 10. However, the strength difference had statistical significance; further-
more, the results presented high variability, which was not desired. Among the analysed
geometries, the standard “V-shaped” seam showed the lowest variability; hence, it was
selected for further analyses.
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Figure 10. Strength of the “V-shaped” seam geometric variations.

Although the seam shape is defined, the angle of the “V” can also be varied, so
this parameter was further studied. The “V” angle was varied from 0° to 180° in 10°
increments while keeping the fabric, thread type, and seam density constant. Subsequently,
30 specimens of each were manufactured with a polyamide fabric (350 dTex), the upper
seam thread was done with a 20/3 Nm thread while the lower with a 60/2 Nm one. The
“V” angle influenced the seam’s strength, which was found to increase with the “V” angle,
as shown in Figure 11, noting that values for a few low angles were omitted (Figure 11).

Upon further inspection, the strength values obtained with the 30°, 45°, and 60° were
statistically similar, so only the 30° was used. Similarly, the 90°, 100°, 110°, and 120° showed
such pattern; again, the 90° was used. Then, the 130°case was employed; this being similar
to the 140°. The cases above 140° were not considered for further analyses due to their high
dispersion. Among the three cases chosen, the 90° presented the lowest dispersion, so it
was selected for the “V” shape seam, as shown in Figure 12.

In summary, seam strength depends on thread combination and seam geometry. The
aforementioned tests indicate that the thread combination 78/69, the V-shaped seam, and
a “V” angle of 90° have low variability. Therefore, these parameters were chosen for a
proof-of-concept through a case study.
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Figure 11. Seam strength variations due to the seam angle.
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Figure 12. Strength vs. “V” angle from the selected configurations.

3.3. Case Study

The airbag is mainly composed of three main components: (1) the front panel, (2) the
back panel, and (3) two tethers, the latter connecting the front and back panels (Figure 2).
Moreover, in this study, two airbag geometries were employed: (1) cylindrical shape and
(2) bellows shape, which were selected in Section 3.1. Then, airbags were manufactured
in-house and tested to evaluate their performance under assisted and autonomous driving.
For these tests, the airbags had similar dimensions to allow for comparisons. The material

employed for airbag manufacture was also PA 470 dTex fabric coated 25 g of silicone (same
as in Section 2.1).
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The tests showed that once the tethers break, the increase in airbag extension (reach)
was 120 mm and 130 mm for the cylindrical and bellows-shaped geometries, respectively,
hence increasing the airbag volume. For example, a test of the bellows-shaped geometry is
shown in Figure 13. Therefore, this increase in extension allows to protect the driver even
when he/she is farther away from the steering wheel, as is the case of autonomous driving.

Afterwards, static tests at ambient temperature were performed to the airbags with
the aim of evaluating their structural integrity, inflation time, positioning with respect to
the steering wheel, and the performance of the shape control through seams.

(a) Assisted

(b) Autonomous

Figure 13. Bellows-shaped airbag in both driving modes, oblique and lateral views shown for
comparison. The recesses or islands shown in (a) correspond to the tethers” attachment to the airbag’s
front panel; tear of the tether seams can be observed in (b) because the recesses disappeared.

The recorded inflation time was 30 ms for both assisted and autonomous driving. The
use of tethers to control the airbag volume and shape in both driving modes performed
as expected, as shown in Figure 14 for the cylinder-shaped airbag. Therefore, the tests
confirmed that the chosen geometries, materials, and shape control via the seams fulfil the
safety requirements of both assisted and autonomous driving.
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(a) Assisted

(b) Autonomous

Figure 14. Cylinder-shaped airbag in both driving modes, oblique and lateral views shown for
comparison. The recesses or islands shown in (a) correspond to the tethers” attachment to the airbag’s
front panel; tear of the tether seams can be observed in (b) because the recesses disappeared.

4. Discussion

This work aimed to design an airbag capable of protecting the driver of an autonomous
vehicle regardless of the driving mode, which was achieved through an experimental
methodology. Experimental methodologies had been employed for developing airbags [18],
although, in recent years, the use of CAE systems to perform design tasks is widespread.
For example, curtain airbags had been developed and optimised through CAE and CFD
methodologies [18,21] or using CAD and machine learning methodologies [19]. However,
such computational approaches also require corresponding models, dimensions, properties,
etc., of the vehicle or vehicles where the airbag is going to be implemented, which often is
confidential; for that reason, generic airbag models are often used in the literature. On the
other hand, the airbag presented here was developed within a company producing airbags
for several car manufacturers; hence, the proposed airbag complies with internal and
international standards, although in the future computational studies could be performed,
as in Refs. [7,9,10].

Although airbag designs for autonomous vehicles had been reported in the literature,
for example, the ‘Life Cell’ of Autoliv® [17,20], those designs are aimed to protect the
occupants of the vehicle, offering mostly lateral protection. On the contrary, the airbag
design developed here offers frontal protection to the vehicle’s driver, so these designs are
not comparable. Regarding the design process, the geometry of conventional airbags was
studied to identify which could perform in both driving scenarios. Esteves [22] studied
several airbag geometries for the same company; therefore, those geometries were the start-
ing point for this project. Then, airbag volume could be controlled through tethers, which
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were not reported in the literature, but textiles and threads were [24-27]. Furthermore, the
materials employed in this work are actual airbag materials and correspond to some of
those described by Nayak et al. [3].

The design process of this airbag system was divided into individual tasks, i.e., ge-
ometry, seams, seam strength and geometry, and case studies, allowing to verify each
step and component prior to introducing them to the whole assembly. In addition, the
DoE methodology employed is common practice in many experimental studies and plays
an important role in airbag development [15,18,21]. Consequently, the developed airbag
design followed the usual route for this type of product.

The tests performed on the proposed geometries, confirm that they perform in ac-
cordance with the design requirements. The in-house pressure testing allowed to test the
strength of the whole assembly, while its mounting within a steering wheel and using
an actual airbag inflator validated its deployment performance. The dimensions of the
deployed airbags were determined with image-based techniques, which are commonly em-
ployed for these purposes [16,17]. Although the developed airbag geometry was validated
experimentally using internal and international standards, these tests were mostly about
inflation performance for both driving modes. Therefore, tests with head-shaped impactors
would further validate the designs. In addition, computational models would contribute to
a deeper understanding of the airbag behaviour during inflation and impact.

5. Conclusions

Although the airbag designs already employed in vehicles can be used in autonomous
ones, it is necessary to adapt their design so they properly protect the occupants. However,
it has been observed that in vehicles able to drive in both autonomous and assisted modes,
the occupant in the driver seat may change seating posture while in autonomous driving,
therefore reducing the airbag effectiveness in the case of a collision.

In this work, an airbag geometry to be mounted in the steering wheel and offering
protection whether the vehicle is in autonomous driving mode or not, was developed using
an experimental methodology. The airbag volume is controlled by tethers sewn internally,
which will tear with the inflation pressure. The experimental validation confirmed the
expected airbag behaviour for both driving modes. The concept of controlling the airbag
volume using tethers was found to be successful, so it can be applied to other airbag
geometries such as knee bolsters. Furthermore, to the authors” best knowledge, this is
the first time this type of airbag solution has been reported. Although the geometry
was validated experimentally, there is an opportunity for future computational studies
regarding this geometry and its performance within the vehicle.

Tether strength was found to be influenced by thread type and its strength, the combi-
nation of threads in the upper and lower seam locations, and seam geometry. A “V-shaped”
geometry forming a 90° angle was chosen for the tether seam because it showed low disper-
sion while offering adequate strength (90 N) and being easy to sew. The lower variability
of seam strength allowed for a predictable behaviour of the tethers, and in consequence, of
the whole airbag.

In summary, the geometry proposed here offers protection to the occupants regardless
of the driving mode by controlling the number of chambers inflated, which is controlled
electronically. Furthermore, the strength and geometry during and after deployment
are controlled through the stitching patterns and thread types as well as their location
within the airbag. In consequence, the proposed geometry protects the vehicle occupants
regardless of the driving mode in which the vehicle is at the moment of a frontal collision.
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Abbreviations

The following abbreviations are used in this manuscript:

ANOVA  Analysis of variance

CAE Computer Aided Engineering
CFD Computational Fluid Dynamics
Ccv Coefficient of variation

DoE Design of Experiments

HPBT High pressure bag test
MCDA  Multiple-criteria decision analysis
NCAP New Car Assessment Program

Nm Metric count (unit), number of hanks of 1000 m/kg
UTM Universal testing machine
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Abstract: The recognition of human activities from video sequences and their transformation into
a machine-readable form is a challenging task, which is the subject of many studies. The goal of
this project is to develop an automated method for analyzing, identifying and processing motion
capture data into a planning language. This is performed in a cooking scenario by recording the
pose of the acting hand. First, predefined side actions are detected in the dataset using classification.
The remaining frames are then clustered into main actions. Using this information, the known
initial positions and virtual object tracking, a machine-readable planning domain definition language
(PDDL) is generated.

Keywords: human activity recognition; learning from demonstration; PDDL; robot cooking; task
planning; motion tracking

1. Introduction

The automation of cooking processes is currently still subject to some limitations. A
vision of extracting recipe and process data using only tracked motion data, making this
information available to the robot in machine-readable form, and thus enabling automated
cooking by a robot or even in a human-robot collaboration, is presented in this paper. In
a cooperation between human and machine, it is essential that the machine can correctly
interpret and categorize the actions of the human. This is especially relevant in a situation
where the human is supposed to teach the machine specific work processes. In passive
observation, a method of learning from demonstration (LfD), the machine learns only by ob-
serving the human performing a task [1]. One important aspect of this method is to enable
non-experts to teach robots or automated systems specific work processes. Traditionally,
robot programming has been a complex and technical task, requiring specialized knowl-
edge. However, with LfD approaches, even individuals without programming expertise
can instruct machines effectively [2].

The increasing demand for automation in cooking processes is evident both in the
rising sales of multipurpose kitchen appliances (e.g., Vorwerk’s Thermomix [3]) and in
the expected growth of the global market for smart kitchens [4]. Although multipurpose
kitchen appliances offer some degree of automation, there is still significant room for
improvement. Integrating robot arms into the cooking process could enhance the level
of automation and streamline various tasks. While there have been some concepts and
prototypes exploring the use of robot arms in cooking tasks [5,6], none have yet made
it to the mainstream commercial market. This indicates that there are still challenges
and complexities, such as the high price and the necessity of preprocessing ingredients,
to overcome before such systems become widely available and accessible to the general
public [7].
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Several studies show that, in principle, robotic hardware is already capable of pro-
viding all the necessary functions for household and cooking processes [8,9]. The more
challenging part is designing and enabling the grippers to grasp tools and selecting in-
gredients of the cooking process of varying texture, shape and solidity [10,11]. Another
important aspect is safety when using robots in open workspaces in the household envi-
ronment. Dangers arise particularly from collisions between humans and robots [12] and
especially when tools such as knives are used in the context of the cooking scenario [13].
In addition to safety, ethical considerations such as acceptance must also be taken into
account. From today’s point of view, people would rather let a robot serve food or do
the cleaning than let it cook food for them [14]. Cognition has an important role in the
field of cooking processes and includes the recognition of cooking states, ingredients, and
the composition of dishes obtained from motion data [15]. However, the use of sensing
technology is expensive and the development of robust algorithms is challenging to realize
the recognition of cooking states, ingredients, and the overall composition of cooked dishes,
as well as the learning of subjective taste preferences [16].

Motion planning is a challenging task, since collision-free motion has to be achieved
in a complex 3D environment, while also taking into account required contact with objects,
including controlled intrusion (e.g., when cutting) [13,17]. In addition to motion planning,
there must be efficient task planning that can divide the given recipe into individual tasks
and orchestrate their execution [18,19]. Ideally, the tasks can be divided between different
actors, such as multiple robots and/or humans, to prepare a tasty dish together [8].

In this context, the primary objective of this paper is to observe and analyze human
activities in the domain of cooking processes. To achieve this goal, an automated method
is developed to enable LfD through passive observation of human hand posture. By
combining this information with the known objects and their positions, a machine-readable
planning domain definition language (PDDL) is created. PDDL is a formal language,
commonly used in the field of artificial intelligence and robotics, for representing and
describing planning problems and actions [20]. It provides a structured and unambiguous
way to model the actions, consisting of preconditions and effects, involved in a task, making
it an ideal choice for translating human actions into machine-readable instructions. The
PDDL representation will facilitate the machine’s understanding and interpretation of
human actions, thereby allowing it to effectively learn and perform cooking tasks and even
collaborate with a human actor.

2. Concept

The challenge to be solved in cooking scenarios is that the actions and their effects
and preconditions are largely unknown and vary greatly depending on the recipe. First, a
cooking process is recorded. This is carried out using passive markers and a motion capture
system. The question arises of how the recorded motion data can be analyzed. Motion data
contains the position and orientation of the hand for each frame. These can naturally be
supplemented with descriptive statistics, describing, for instance, positions, orientations,
velocities, and accelerations within a time window. The basic idea and challenge for this
research is exemplified in Figure 1: The progression from the recording of the cooking
process to the execution of the resulting plan by robots.

To create this plan, the executed actions have to be identified from the motion data.
A distinction is made between two different types of actions: “processing” and “mov-
ing/changing position”. While there can be an infinite number and variety of actions
related to processing, there are only a few actions (e.g., pick, move, place) that change an
object’s position. It is also essential to closely examine the effects and preconditions of
each action type. The processing actions can have very different effects and variations,
whereas the change in position is the central effect of the “moving/changing position”
action. Conversely, it is necessary to uniquely identify position-changing effects as they
contribute to causality and enable process interpretation based on motion data. In this
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way, the emerging plan can subsequently be decomposed into a PDDL (planning domain
definition language).

Figure 1. (a) The recording of the cooking process for this project; (b) a simplified conceptual
rendering of the execution of the resulting plan.

These requirements align with the selection criteria of supervised and unsupervised
learning. Classification is suitable when there is a finite number of classes. However, this
requires training data that behave similarly for different individuals performing actions
like pick, place, and move, for example. For the case of an unknown number of actions and
a still unknown structure, clustering is a method of unsupervised learning to discover data
patterns and correlations in the motion data.

After the motion data has been analyzed, it has to be transferred into a PDDL. In the
context of our study, the machine-readable PDDL generated from the observed human
activities and their combination with known positions of objects will serve as the bridge
between the human demonstrator and the robot or automated system. The PDDL represen-
tation allows the machine to interpret and understand the sequence of actions performed
by the human during the cooking process. By leveraging this formal representation, the
machine can efficiently plan and execute the same task or collaborate with the human
actor seamlessly. An overview of the complete process, including recording, classification,
clustering, and transfer into PDDL, which are subject of the research in this paper, is pro-
vided by Figure 2. The goal of our approach is to provide a general solution, independent of
the specific actors involved in the execution of the resulting plan. Therefore, the execution
aspect is excluded from the scope of this paper.

Research subject of this paper
= N .
—®—®——@ @
SO g e
=)
Recording Classification Clustering Transfer into PDDL Execution
* Record the hand * Identification of « Identification of the * Transfer the gained * Creation and
pose of the human predefined side remaining unknown information into execution of a plan
actor during the actions using a actions by clustering sequences and based on the PDDL
demonstration classification with suitable finally into a PDDL
method parameters

Figure 2. Schematic representation of the concept.
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3. Recording

First, the cooking process is recorded by a motion capture system consisting of seven
PrimeX13 cameras, sourced from OptiTrack (Corvallis, OR, USA). The schematic repre-
sentation of the workspace is given in Figure 3. During the recording, the cook wears a
glove with three passive markers placed on the back of the hand in a defined fixed position
relative to each other. The position of each marker is determined by triangulation. These
three points provide enough information to derive a pose. Specifically, the back of the hand
is considered as a rigid body with 6 degrees of freedom. The recording was captured at 120
frames per second.

Figure 3. Schematic view of the workspace. Cameras (top left and right), hand with passive markers
(bottom right) and used tools and ingredients.

In addition to the continuous recording of the trajectory, all objects in the workspace
are identified once before the cooking process, as well as their initial positions. In the
productive scenario, this is to be automated by an additional camera and image recognition.
As previously mentioned, all recorded data are basically poses with time stamps. Other
variables such as velocity, acceleration and angle in relation to the tabletop were derived
from this. A look into this raw data already reveals some characteristics which are to be
worked out as illustrated in Figure 4.

x [m]

0
Absolute speed [m/s]

Figure 4. Illustration of the absolute speed within the space using Matlab R2021b.
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[m/s] 0.5

4. Classification

When analyzing this cooking process, it is noticeable that some short actions occur
repeatedly, which are called side actions in the following. These actions are part of the
distinct actions “moving/changing position” that are important to track the positions of
objects, as presented in the concept section. These are:

° Pick
° Move
° Place

Assuming that these actions are very consistent in their execution and occur in every
cooking process, a classifier is trained to find these actions in the dataset. This ensures
the generality of the procedure, since no main actions are anticipated, which are very
individual. To train the classifier, a separate dataset is first recorded. In the training dataset,
an action is assigned manually to each frame, with a numerical value assigned to it. There
is a wide range of classification methods, from simple decision trees to weighted decision
forests and neural networks. For our purposes, the RUS Boosted Trees method was chosen
based on some preliminary research. RUS Boosted Trees is an algorithm that combines
random under-sampling (RUS) with Boosted Trees to address the issue of imbalanced
datasets. By applying RUS, the algorithm removes samples from majority classes randomly,
thereby achieving a balanced class distribution. This approach improves the training
process, mitigating runtime and storage problems [21].

A large number of parameters are available for the classification. Since these are
partially dependent on each other and under the assumption that more parameters are
not equivalent to a better classification, a parameter analysis is performed. With the
classification method and parameters now selected, the classifier is trained and applied
to the original dataset. Assuming that an action takes significantly longer than a single
frame (recording at 120 frames per second), the classification results are smoothed. This
is achieved by performing a check for each frame using a sliding window. Within this
window, the number of times each action occurs is counted. Then the most frequent action
within the window is selected for this frame. Classification provides a basic structure to the
dataset, allowing the analysis of the remaining actions to continue with reduced complexity.

5. Clustering

The remaining frames are then to be categorized. This is the aim of the clustering. In
this step, only those frames are considered which have not already been assigned by the
classification, as shown in Figure 5.

Absolute speed of the hand above the table surface

T I T T

Mmmﬂ..ilmlﬂ.ﬂj.lu LAV A AT m.m“L \

1000 2000 3000 4000 5000 6000 7000 8000 9000 10,000
[Frames]

Figure 5. Graph of the absolute speed of the hand above the table surface within the cooking process.
The frames with a white background have already been identified by the classification.

In contrast to classification, there is no search for a defined number of predefined
classes. This approach makes it possible to analyze the cooking process despite a high
degree of variation in the execution. Without this dynamic approach, there would always
be limitations—a classification with its training dataset can only in a limited way represent
the diversity of a cooking process in a non-standardized environment. The downside is
that, in contrast to classification, the results are only clusters, without any description. A
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stirring action, for example, is only recognized as “cluster2”. The approach to this problem
will be considered later on.

The selection of suitable parameters for clustering includes the absolute speed of the
hand above the table surface and the angular changes of the hand. In contrast to the absolute
speed in space, the values of the absolute speed above the table surface reveal significant
variations between actions, for example, low velocities during cutting, medium velocities
during stirring, and high velocities during tilting. With respect to angle, the variation
in hand rotation is considered, not the absolute values. Here, the angle changes show
low values for cutting, larger values for tilting, and very high values for stirring. Before
the actual clustering analysis, the dataset goes through pr-processing where the standard
deviation of the angle is calculated for each frame within a defined window width and
then smoothed. Using both parameters simultaneously allows for clearer discrimination of
values and leads to improved clustering results (see Figure 6) compared to using a single
parameter. The characteristics of other parameters are less significant and are not taken
into account in the analysis.

45-

Absolute speed of the hand above the
table surface [m/s]

4 5 6 7 8
Angle of the hand to the table surface [°]

Figure 6. Three found clusters identified by analyzing the absolute speed of the hand above the table
surface and the angle of the hand to the table surface. Tilt is marked as purple, stir is green and slice
is blue.

In order to obtain a clustering result that is as accurate as possible, the different
clustering approaches are evaluated in terms of their quality. For this purpose, the training
dataset is used, where the actions have already been assigned to the frames manually. An
intuitive approach could be to determine the percentage of frames correctly assigned by
clustering. However, this would lead to an overvaluing of long-lasting actions. In addition,
it should also be evaluated how accurately all existing individual actions were recognized.
Clustering alone does not provide any information on which actions are covered by a
specific cluster. Therefore, each individual cluster had to be evaluated with respect to each
individual action. The combination of the two evaluation approaches presented below
turned out to be the most suitable solution to establish these associations and to evaluate
how accurately the clusters represent different actions:

e Determining the percentage of frames in the cluster that belong to the specific action.
To do this, the number of frames associated with this action within the cluster is
divided by the total number of frames in the cluster.

For example: “90 percent of the cluster belongs to the slice action”.

nFrames(cluster, action)
nFrames(cluster)

1)

score(cluster, action) =
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However, this alone is not meaningful because a high score does not necessarily mean
that the majority of the action was detected. Therefore, a second approach was used.

¢ Determining which percentage of a specific action is covered by this cluster. To do
this, the number of frames associated with that action within the cluster is divided by
the total number of frames associated with that action within the entire recording.
For example: “70 percent of the slice frames are present in this cluster”.

nFrames(cluster, action)

score(cluster, action) = : .
( ’ ) nFrames(recording, action)

()

Combining these two approaches by multiplying Formulas (1) and (2), a result is
obtained that answers the following questions: How consistent and complete is the cluster
regarding a specific action?

nFrames(cluster, action)?
nFrames(recording, action) x nFrames(cluster)

score(cluster, action) = 3)
An algorithm then uses these ratings to determine the most reasonable combinations of
cluster and action. The corresponding scores are combined into an arithmetic mean, which
is the overall score of the clustering. This automated evaluation makes it possible to
quantitatively compare the approaches found. The parameters thus found are then used to
apply clustering to the main dataset. In our study, a unique fingerprint is found for each
action, consisting of the orientation of the back of the hand and its absolute speed of the
hand above the table surface. The raw data of these two parameters are processed in such a
way that the characteristics lead to the formation of the required clusters.

6. Transfer into PDDL

The motion data and the combined classification and clustering results, as well as the
locations, are used to create sequences that summarize specific sections of the frames. The
sequences, which can be assigned to actions known from the classification, are directly
named accordingly. Location information is added for each sequence—both the location at
the beginning and at the end of the action. Numeric values are transferred directly to the
known locations, assuming the location with the least distance. Objects are divided into
different subtypes. For example, a container like a bowl can contain ingredients. Objects
such as knives and spoons are assigned to the tools subtype, while cuke and dressing
are considered ingredients. The positions and states of the objects at the beginning of the
scenario are known.

The schedule, which consists of the individual sequences, is now analyzed. For each
action, it is recorded which object is at the active position. A “pick” action causes this object
to be in the hand afterwards. Only one object can be in the hand, but, if this is a container,
it can contain another object. For example, the dressing can be in the bottle. A “move”
action with an object in hand changes the status of that object to be “on hand”. A “place’
action sets the new position of the object. Thus, virtual object tracking is implemented. If
an unknown action is performed, all available information is used to describe the action.
The objects at the active position, the object in the hand, and the active position itself are
used. For example, it could be:

7

Cuke  is processed by  knife  on  cuttingboard.

The analyzed schedule is transferred to PDDL, where the domain name and require-
ments are defined statically. Then the types are defined following the structure in Figure 7,
representing the different objects, actors, locations and actions. The subtypes of objects
mentioned before are defined as movables. Furthermore, under the type hand, the possible
actors, robot and human, are defined. The specific locations are listed in the subtype
location. All unknown actions detected in the analysis of the schedule are summarized
under treatment.
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Then, the predicates are statically defined to describe the relationships and states of
the objects and actors. Five predicates are used:

e on describes the location of a moveable or hand

e in describes that an ingredient is in a container

® s describes the treatment of an ingredient

*  holding describes which movable a hand is holding

*  hand-empty describes that the hand of an actor is empty (or not)

These predicates are already used in object tracking. The information is prepared
during object tracking in such a way that the predicates can be read out after each sequence.
This allows the start and end situations to be read directly from the predicates in the
PDDL. Furthermore, this allows the observation of changes in the predicates in the case of
unknown actions. The known standard actions are also defined statically.

|Movable‘ ‘ Hand ‘ Location
!—‘ﬁ ]

\ \
‘ Robot H Human ‘ |KnifeAtlocCuttingboardHSpoonAtIocBole [...] ‘

| [
Ingredient ‘ ‘ Cont‘ainer || Tool H locBowl || locKnife ‘ ‘ [...] ‘

Cuke | - Bowl | | Knife |
L e | e

Figure 7. The structure of the types in the PDDL.

Unknown actions are now generated. Here a loop runs through all sequences of
the analyzed schedule, whereby the distinction between ToolOnHand, IngredientOnHand
and ContainerOnHand provides the general structure. This allows unknown actions to be
captured and described. The problem and the associated domain are defined statically
to define the specific task. The objects are named concretely and both the objects and the
involved actors (hands) are specified.

The initial state is defined, with the hands empty and the objects at their initial
locations. The target state is also defined to capture the intended result of the actions and,
thus, describe the goal of the task. Some examples of the resulting PDDL and the plan are
given in Figure 8.
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(a) (:action pick

(C) (:goal
:parameters (?hand - hand ?mov - moveable ?loc - location ) (and

:precondition (and (on cuttingboardl locKnifel)
(on ?hand ?loc) (on bowll locBowll)
(on ?mov ?loc) (on bottlel locBottlel)
(hand-empty ?hand) (on knifel locknifel)
(on spoonl locSpoonl)
:effect (and (in cukel bowll)

not (on ?mov ?loc g 2
Ehuld§ng ?hand ?mc\)lg (in dressingl bowll)

(is cukel KnifeAtlocCuttingboardl)
) (not (hand-empty ?hand)) (is cukel CuttingboardAtlocBowll)
) (is cukel SpoonAtlocBowll)
(is dressingl SpoonAtlocBowll)
(is dressingl BottleAtlocBowll)

(b) (:action KnifeAtlocCuttingboard )
:parameters (?hand - hand ?locCuttingboard - locCuttingboard )
?cuttingboard - cuttingboard ?knife - knife
?ingredientl - ingredient ?ingredient2 - ingredient
?ingredient3 - ingredient ?KnifeAtlocCuttingboard - (d) 901
KnifeAtlocCuttingboard )
:precondition (and

: (move robot2 lochumanl loccuttingboardl)
002: (move robotl locrobotl locbottlel)
003: (pick robotl bottlel locbottlel)

(on ?hand ?locCuttingboard) 004: (move robotl locbottlel locbowll)
(on ?cuttingboard ?locCuttingboard) 005: (bottleatlocbowl robotl locbowll bowll bottlel dressingl
(holding ?hand ?knife) dressingl dressingl bottleatlocbowll)
(on ?ingredientl ?locCuttingboard) 006: (move robotl locbowll locbottlel)
(on ?ingredient2 ?locCuttingboard) 007: (drop robotl bottlel locbottlel)
(on ?ingredient3 ?locCuttingboard) 008: (move robotl locbottlel locbowll)
) 009: (move robot2 loccuttingboardl loccukel)
:effect (and 010: (pick robot2 cukel loccukel)
(not(on ?ingredientl ?locCuttingboard)) 011: (move robot2 loccukel loccuttingboardl)
(in ?ingredientl ?cuttingboard) 012: (drop robot2 cukel loccuttingboardl)
(not(on ?ingredient2 ?locCuttingboard)) 013: (move robot2 loccuttingboardl locknifel)
(in ?ingredient2 ?cuttingboard) 014: (pick robot2 knifel locknifel)
(not(on ?ingredient3 ?locCuttingboard)) 015: (move robot2 locknifel loccuttingboardl)
(in ?ingredient3 ?cuttingboard) 016: (knifeatloccuttingboard robot2 loccuttingboardl

(is ?ingredienti ?KnifeAtlocCuttingboard)
(is ?ingredient2 ?KnifeAtlocCuttingboard)
(is ?ingredient3 ?KnifeAtlocCuttingboard)

cuttingboardl knifel cukel cukel cukel
knifeatloccuttingboardl)

017: (move robot2 loccuttingboardl locknifel)

018: (drop robot2 knifel locknifel)

Figure 8. Snippets of the resulting PDDL: (a) The side task pick; (b) the unknown task cut; (c) The
described goal state; (d) Extract from the final plan.

7. Conclusions

The presented approach stands out in the landscape of LfD methods due to its exten-
sive flexibility in converting human-guided demonstrations into executable task plans using
a PDDL, making it suitable as a versatile solution that can be used for various applications.

After the three side tasks are classified once, the presented approach enables one-shot
robot teaching. In this way, our approach addresses a common limitation of many existing
LfD methods, which is their struggle to adapt to new application areas. In addition, the
transfer to a PDDL offers great agility in the creation of task schedules depending on the
robotic or human actors involved.

While we highlight the potential of our approach, it is worth mentioning that this
research is likely to face some challenges and limitations. Variability in human actions,
changes in kitchen layouts, and handling unforeseen situations are some of the issues that
require further research and development. These challenges are not unique to our approach
but represent inherent difficulties in the automation of complex tasks.

As the focus of this paper is limited to the creation of task planning based on LD,
its execution requires overcoming corresponding challenges, such as mechanical imple-
mentation, robot programming, and trajectory planning. Solving these challenges requires
future research.

Moreover, as household robotics advance, we must consider the ethical implications of
increased automation and collaboration with machines in daily life. Ethical considerations
should include privacy, safety, and the impact on human employment and society. Ad-
dressing these concerns, including transparency and accountability, should be integrated
into the development and deployment of such technologies.

In conclusion, the proposed method of using passive observation to teach machines
through LfD in the context of the cooking process shows great promise in enhancing
automation and making it accessible to non-experts. As technology advances and more
research is conducted in this area, we can expect significant strides towards achieving
seamless human—machine cooperation in various real-world applications.
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Abstract: A quantitative evaluation of the musical timbre and its variations is important for the
analysis of audio recordings and computer-aided music composition. Using the FFT acoustic de-
scriptors and their representation in an abstract timbral space, variations in a sample of monophonic
sounds of chordophones (violin, cello) and aerophones (trumpet, transverse flute, and clarinet)
sounds are analyzed. It is concluded that the FFT acoustic descriptors allow us to distinguish the
timbral variations in the musical dynamics, including crescendo and vibrato. Furthermore, using
the Random Forest algorithm, it is shown that the FFT-Acoustic provides a statistically significant
classification to distinguish musical instruments, families of instruments, and dynamics. We observed
an improvement in the FFT-Acoustic descriptors when classifying pitch compared to some timbral
features of Librosa.

Keywords: FFT-acoustic descriptor; timbral variations; Random Forest algorithm; musical acoustics

1. Introduction

Various techniques are used in musical composition to add expressiveness to the
performance; the most common being those generated by subtle variations in dynamics
and pitch. In musical instruments, the intensity variations in the impulse (tension in
the strings or air pressure) and/or variations in the frequency of the pulsation produce
secondary waves of sounds that propagate through the musical instrument: in the boxes and
resonance tubes of chordophones and aerophones, respectively. When sound propagates
in the resonant cavities of musical instruments, reflection, diffraction, and interference
phenomena take place, which generally produce secondary sound waves, which overlap
the fundamental frequency of the natural vibration mode (characteristic of each musical
sound). Therefore, there will be slight timbre variations between two musical instruments
of the same type that were manufactured differently (between two violins or between two
flutes, etc.). Such timbre variations are due to changes in the envelope of the wave that
forms the musical sound.

The most common variation in dynamics in music is the crescendo or gradual increase
in the intensity of the sound, that is, a transitional dynamic nuance [1,2]. From an acoustic
point of view, a crescendo occurs in aerophones when the musician gradually increases the
amount of air blown into the instrument, thereby increasing the amplitude of the sound
waves that are produced. The intensity of the sound produced depends on the amount of air
entering the instrument and the pressure exerted by the musician’s lips and tongue. As the
musician increases the intensity of the musical note, they can change the pressure exerted
by the lips and tongue to maintain the desired tonal quality. Similarly, in chordophones,
the crescendo is produced when the musician gradually increases the pressure exerted
on the strings of the instrument, which increases the amplitude of the sound waves that
are produced. The intensity of the produced sound will depend on the pressure exerted
on the strings and the position and speed of the musician’s hand on the fingerboard and
frets. When a musician uses the crescendo technique on bowed string instruments, the
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musician gradually increases the pressure exerted by the bow on the strings, increasing
the amplitude of the sound waves produced. The crescendo technique can also affect the
tonal quality of the produced sound. As the player increases the intensity of the note, the
musician can slightly change the position of their hand on the fingerboard to maintain the
desired tonal quality.

In addition, in acoustic terms, vibrato [1,3] occurs when the player oscillates the
frequency of the played note by a small amount compared to its fundamental frequency.
The frequency of the musical note produced in aerophones depends on the length of the
tube and the tension of the musician’s lips. When the musician uses the vibrato technique,
she or he modulates the tension of the lips and the speed of the blowing air, which alters
the frequency of the note. Vibrato on aerophones produces a series of additional formants
and harmonics that overlap the fundamental note. These secondary transverse waves
can be stronger or weaker depending on the speed and amplitude of the vibrato, and can
contribute to the tonal quality and harmonic richness of the sound. In chordophones, the
sound frequency depends on the length, tension, and mass of the strings, as well as the
way they are played. When the musician uses the vibrato technique, they slightly move
their finger up and down the string in the fingerboards, which alters the effective length of
the string and, therefore, the frequency of the note. Consequently, a series of additional
formants and harmonics are produced that are superimposed on the fundamental note
as a result of the interaction of the string pulse with the resonant box. These harmonics
can be stronger or weaker depending on the speed and amplitude of the vibrato and can
contribute to the tonal quality and harmonic richness of the produced sound. In addition,
vibrato can also affect the intensity and duration of the note, since the movement of the
finger on the string can influence how much energy is transmitted to the string and how it
is released.

On the other hand, the main timbral characteristics of the digital audio records must
be somehow inscribed within the FFT through the succession of the pairs of amplitude
and frequencies that comprise the sinusoidal components and that enable the recording
and subsequent reproduction of musical sound. The collection of amplitude and frequency
pairs in the FFT represents the intensities and tonal components of the audio recordings.
Consequently, the timbre characteristics of digitized musical audio, which allow for discrim-
ination between musical sounds, octaves, instruments, and dynamics, must be contained
in some way in the FFT [4,5]. Several representations of timbre descriptors can be computa-
tionally derived from statistical spectrum analysis (FFT). As many of them are derivatives
or combinations of others and, in general, are correlated among themselves [6,7], we adopt
the dimensionless acoustic descriptors proposed in [4,8] to describe the timbral variations in
the playing techniques associated with the only existing magnitudes in the FFT: amplitudes
(crescendo) and frequencies (vibrato).

The objective of this paper is to use acoustic descriptors to compare timbre variations
in a sample of monophonic audio recordings, corresponding to the aerophones clarinet,
transverse flute, and trumpet, as well as the chordophones violin and violoncello. We will
describe the methodology in the next section. Then, the results and a brief discussion are
shown in Section 3, covering the comparison of this family of instruments (Section 3.1) by
musical dynamics (Section 3.2) according to timbre variations in amplitude or crescendo
(Section 3.3) and timbre variations in frequencies or vibrato (Section 3.4). The accuracy of
the FFT acoustic descriptors is then compared with other timbral coefficients of statistical
features through the Random Forest machine learning algorithm (Section 4), and the
conclusions are provided in the last section.

2. Databases and General Formalism
We used the Good-Sounds dataset [9], which contained monophonic recordings of
single notes with different timbral characteristics (in mezzo-forte musical dynamics: mf,

crescendo, and vibrato modes). Only the fourth-octave musical was used, C4, C#4, D4,
D#4, E4, F4, F#4, G4, G#4, A4, A#4, and B4, in the musical scale of equal temperament,
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the most typical in western music. The selection of musical instruments corresponded
to the aerophones clarinet, transverse flute, and trumpet, and the chordophones violin
and violoncello. The Tynisol database [5,10] in dynamic pianissimo (pp) and fortissimo
(ff) was also used as a comparison reference for these musical instruments. The dynamic
messoforte (11f) corresponds to a sound intensity in the order of 10~> W m~2. The ff and
pp dynamics are equivalent to average intensities of the order of 100 times higher and
lower, respectively. Also, the Tynisol database is used in Section 4 for the Random Forest
algorithm of automatic classifications and is compared with other timbral features.

For each audio record, we obtained the FFT spectrum normalized by the ratio of the
greatest amplitude of each spectrum. Note that all the audio records are monophonic
and have the same duration (5 s), so the complete FFT was performed with a constant
window function (unit step). Noise in the spectrum was also reduced by considering
only amplitudes greater than 10% of the maximum amplitude. Then, each monophonic
audio record was digitized by FFT as a discrete, finite, and countable collection of pairs of
numbers that represent the relative amplitudes and frequencies, in Hertz, of the spectral
components and the fundamental frequency (fy).

Digital audio records store a set of pairs of numbers that represent the frequencies
and amplitudes of the FFT of the corresponding monophonic sound. Then, all the relevant
timbre information must be contained in that register. Thus, the musical Timbre can
be defined operationally as the set of amplitudes and frequencies that accompany the
fundamental frequency in the FFT of the audio recordings.

To describe the timbre in each FFT spectrum, we used the fundamental frequency (f)
and its amplitude (ap), plus a set of six dimensionless magnitudes denominated timbral
coefficients [4,5,8]: “Affinity” A, “Sharpness” S, “Mean Affinity” MA, “Mean Contrast” MC,
“Harmonicity” H, and “Monotony” M. The A and S timbral coefficients provide a measure
of the frequency and relative amplitude of the fundamental signal with respect to the FFT
spectrum. The coefficient H is a measure of the quantity and quality of the harmonics
present in a spectral distribution. The coefficient M describes the average increase-decrease
in the spectrum envelope. The MA and MC coefficients provide a measure of the mean
frequency and mean amplitude of the spectral distribution, respectively (see Table 1).
Figure 1 shows the timbral coefficients as a function of musical sounds and frequencies for
the instruments selected from the Goodsound database, fourth octave, and mezzo-forte.

Table 1. Timbral coefficients associated with the FFT of monophonic musical sounds.

Coefficient Operational Definition Description
. Relative measurement of the centroid
(A) Affinity A= % Zz:Nl aifi with respect to the fundamental
0 L frequency
Relative measure of the amplitude of the
= ag
(5) Sharpness 5 = Yy ai fundamental frequency
(MA) Medium N 2%1 aifi ‘ Average deviation of the partial
affinity MA = N Lot frequencies from the average frequency
. Mean deviation of the partial amplitudes
(MC) Medium MC = Yt [ao— aj] from the amplitude of the fundamental
Contrast N
frequency
(H) Harmonicity b g ( 5 [ I ]) Average VaIUFE of the harmony of the
= 5\h I partial frequencies
Deviation from regularity in the
(M) Monotony M=l o (”f“ 4 ) distribution of amplitudes with respect to
N j=1 =¥ frequencies

See [8] for detail.
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Figure 1. Representations in the frequency of the FFT-acoustic descriptors (timbral coefficients) for
the Goodsound dataset.

Then, each FFT spectrum can be represented by a mean 7-tuple (fo, A, S, H, M, MA,
MC) in an abstract configurational space. These 7-tuples that characterize the amplitude-
frequency distribution present in each FFT spectrum provide a morphism between the
frequency space and the seven-dimensional vector space. This 7-space can be called timbral
space, since the musical timbre consists precisely of the set of spatial frequencies (formants
and harmonics) that accompany each musical sound produced by a certain musical instru-
ment, a certain dynamic, and the set of techniques of the performing musician. Note that
the 7-tuples are real numbers and admit the definition of a module or Euclidean norm along
with equivalence relations; therefore, they formally constitute a Moduli space, represented
by a geometrical place that parametrizes the family of related algebraic objects [11].

3. Euclidean Metric in Timbral Space

The timbral variations in the same musical sound due to the considered instrument
(Section 3.1), the musical dynamics (Section 3.2), and the musical performance techniques
used by the player, crescendo (Section 3.3) and vibrato (Section 3.4), are shown below
through the Euclidean distance between the characteristic vectors of each FFT of the audio
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record, classified by musical sound (among the 12 possible in the fourth octave of the
tempered scale).

All audio registers form a 7-tuple (fo, A, S, H, M, MA, MC) in abstract timbral space.
So, any two audio records (subscripts i and j) can be timbrically compared via Euclidean
distance as:

2
dj = \/ (for = foj)”+ AAG? + AS;* + AH* + AM;* + AMA;* + AMCi> (1)

where A represents the algebraic difference between timbral coefficients.

Although this distance is mainly governed by the difference in frequency values, it
should be noted that, for the purposes of comparing musical timbres, it is assumed that the
audios being compared have the same tone, that is, they correspond to the same musical
sounds. Therefore, in practice, the difference in the fundamental frequencies of the real
audios (first sum of the radical in Equation (1)) is small, of the order of tens. In general, it is
evident that the timbral similarity cannot be provided only by the distance; the orientacion
with respect to the axes of the 7-dimensional space is also required. Its spatial location in the
abstract space of seven dimensions is important. However, for sufficiently small distance
values (i.e., fundamental frequencies very close) between the position of two audios in
Timbral space, timbral proximity criteria can be established.

3.1. Instruments

Figure 2 shows the standardized distances between monophonic audio recordings
of instruments grouped by musical sounds. We observe that the registers are separated
by notes, and the distance is a function of the tempered-scale sequence. The difference
between the tables is due to the specific values of the timbral coefficients, as shown in
Figure 1. Each musical sound corresponding to an instrument occupies a single point of
timbre space.

The distances between different instruments, grouped by musical sounds, are illus-
trated with various examples in Figure 3. Note that for the same musical notes, the distances
are smaller between instruments of the same type: flute and clarinet, both wooden aero-
phones (panel a). It is greater between aerophones and chordophones (panel b), between
the chordophone and the wooden aerophone (panel c) and between the metal aerophone
and the wooden aerophone (panel d).

On the other hand, the results show that some sounds seem close to each other,
although they were from different musical instruments with different classifications, for
example, the B4 sound. Figure 4 shows the FFTs for that sound. Notice the decrease in
pulses, as well as the number and position of the partial frequencies. It cannot be affirmed
that there is timbre similarity only because of the distance, since what defines the timbre
is the vector and not only its module, and although the distance is equivalent between
violin—trumpet and clarinet-trumpet, the sounds of these three instruments are in different
regions of the timbre space (different clusters). To have timbral similarity, the sounds
must be in the same cluster or region of the timbral space and must also be close to each
other [4]. This is equivalent to saying that they must be from audio recordings of the same
instrument or type of instrument, and also have a distance that is less than the distance
between adjacent musical sounds.
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3.2. Musical Dynamics

Given a musical sound and an instrument, the variations in the intensity of the per-
formance (musical dynamics) should produce timbrally similar sounds, and consequently,
their timbral representation should be close to the mezzo-forte sound. Indeed, that is what
is observed in Figure 5 for the sounds in the Goodsound database compared to the Tinysol
database records for different dynamics. Note that the minimum distances are always
equal musical sounds and are less than 15.6, which is the minimum separation between
two different musical notes of the tempered scale (between C4 and C#4), and therefore is
also less than any other pair of sounds (in the fourth octave).
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Figure 5. Euclidean distances between musical sounds from mezzo-forte Goodsounds and their
cluster dynamics using the Tynisol dataset with the proper subspace of each musical instrument:
(a) clarinet; (b) flute.

Timbral variations due to musical dynamics are shown by the increase in formants and
harmonics in the FFT as we increase the intensity. Thus, the envelope of the FFT spectrum
must be more extended, and the average value of the amplitudes changes. Hence, the
acoustic descriptor of medium contrast, timbral coefficient MC, must vary in all musical
sounds for the same instrument, as shown in Figure 6 for clarinet and flute.
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Figure 6. Variations in the MC timbre coefficient as a function of musical dynamics: clarinet, upper
panel and flute, lower panel. Also, note the variation in M when performing the crescendo technique
(Section 3.3).

3.3. Crescendo

The crescendo is an instrumental performance technique that consists of the gradual
variation in the musical dynamics. Consequently, the timbre effect with respect to timbre
in the mezzo-forte audio recordings should be similar. For the flute and the clarinet, we
can see in Figure 6 how a decrease in the Mean Contrast (MC) occurs when we compare
the dynamics of the pianissimo and mezzo-forte, also observing that the behavior of the
crescendo effect decreases in the clarinet when we advance the frequencies. Figure 7 shows
the same effect for the other instruments in the sample, so we can conjecture that, in general,
the crescendo modifies the timbre coefficient of MC by incorporating more secondary
frequencies in all instruments.

The right panel of Figure 7 shows the values of the timbre coefficient M in the crescendo
technique with respect to mezzo-forte audio recordings for both aerophones and chordo-
phones. We notice that the timbral variation in the crescendo reduces the monotony value,
which is a timbre coefficient that quantifies the envelope in the FFT. A decrease in the
absolute value of monotony implies that the envelope softens, that is, that the average
value of the variations in amplitude with respect to the fundamental frequency decreases.
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Figure 7. Medium contrast (left panel) and monotony (right panel) timbral coefficients, in the
Goodsound database audios of violin (top), cello (center) and trumpet (bottom).

The audio recordings made with the crescendo technique must, similar to the dynamic
musical variations, be close to the corresponding sounds in mezzo-forte. To illustrate this
proximity, the Euclidean distances between each crescendo sound are shown in Figure 8.
Note again that all distances are less than 15.6 (separation between C4 and C#4 sounds).
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Figure 8. Euclidean distances between the musical sounds of the crescendo and mezzo-forte Good-
sound audio records: (a) clarinet; (b) violin.

The crescendo technique increases the average intensity of the sounds; this implies that
the formants and harmonics increase in intensity and, therefore, the value of the timbral
coefficient of Affinity (A), Mean Affinity (MA), and Harmonicity (H) increases with respect
to the values in mezzo-forte dynamics, as observed in the FFT of the audio recordings of
Figure 9 for the aerophones.
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3.4. Vibrato

During vibrato, there is a slight variation in the fundamental frequency of the cor-
responding musical sound. Consequently, secondary frequencies that accompany the
fundamental must appear; then, the Affinity (A) and Mean Affinity (MA) coefficients
must change since they explicitly depend on the frequency values of the audio recording.
Figure 9 compares the Mean Affinity values with the Goodsound mezzo-forte records.
Although the change in the value of MA is uniform with respect to the musical sounds of
the fourth octave, it is not the same for all instruments. Vibrato increases the MA value on
the cello and decreases it on the clarinet and violin. Similarly, Figure 10 shows that vibrato
also modifies monotony, as expected, because an increase in partial frequencies leads to a
change in the envelope of the FFT spectrum.

The details of why some instruments increase the average of the partial frequencies
(MA) and others decrease them are related to the geometry of the chordophone resonance
box. The acoustics of chordophones are especially complicated because the wave generated
by the vibration of the strings propagates in the air as a transversal wave, but in the sound-
box, this pulsation originates transversal and longitudinal waves in the solid of the resonant
cavity in addition to the transversal sound waves inside the air chamber. Therefore, it is
beyond the objectives of this communication to elucidate this issue.

Also, since the variations in the frequency of the vibrato are less than the variation
between adjacent musical notes in the tempered scale, it would be expected that the vibrato
audio recordings would occur at relatively close distances to the Goodsounds mezzo-forte
recordings. Figure 11 shows a clarinet that behaves in the described manner, but in the case
of the violin, greater distances appear in some sounds. This could be due to an incorrect
musical performance of the vibrato or due to the effects of the violin sound box. Unlike the
cello, the violin is more diverse in its musical performance of vibrato, due to the addition
of the bow to the tension placed on the string by hand and due to the influence of the jaw
resting on the body of the violin, which can modify the vibration modes of the formants.
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Figure 10. Medium Affinity (left panel) and monotony (right panel) timbral coefficients, in the
Goodsound database audios of clarinet (top), violin (center), and cello (bottom).
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Figure 11. Euclidean distances between the musical sounds of the vibrato and mezzo-forte Good-

sound audio recordings: (a) clarinet; (b) violin.

It is understandable that the oscillations in the main frequency in the vibrato increase
the coefficient H since the partial frequencies that are generated will not be harmonic
(greater H, less harmonicity), as can be seen in the lower panel of Figures 9 and 12. Figure 12
also shows that vibrato decreases the value of the Mean Affinity (MA) for chordophones.
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Figure 12. FFTs of G4 sound: cello (left column) and violin (right column); normal register mezzo-
forte (middle row), with crescendo technique (upper row) and vibrato (lower row). The values of
the timbral coefficients of Mean Affinity (MA), Harmonicity (H), and Affinity (A) are highlighted.

In the upper panel of Figure 12, it is observed that H does not always increase in
the chordophones. This may be due to the interaction with the resonance box of the
instrument, since the vibrations of some harmonics can cause destructive interference with
the generated formants due to the geometry of the musical instrument being considered.
However, the change due to musical dynamics is evidenced by the increase in Mean
Affinity, even for chordophones. The variation in the Affinity is not conclusive, since, in
this technique, as in vibrato, the musical performer can, according to their discretion and
personal taste, modify the fundamental frequency during the performance of the crescendo;
if they do this, the information will not be recorded in the Goodsound datasets.

Vibrato not only causes variations in frequency, but also oscillates the timbre of the
sound, that is, causes the greater or lesser prevalence of one component or another. This
oscillation in the sound quality caused by the vibrato violin is a characteristic feature of
this instrument. The acoustic explanation of this feature of the violin lies in the properties
of its sound box, which responds differently to very close frequency components. Finally,
all instruments allow for the performer to make their own vibrato, and this resource is a
very important part of characterizing the sound.

We have seen that the timbral coefficients allow for characterization of the timbral
variations; however, it is worth asking how these acoustically motivated descriptors com-
pare with other descriptors of the FFT based on statistical distributions. This is discussed
in the next section.
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4. Automatic Classification of Musical Timbres

The problems of classification can be resolved using supervised learning. These
classification algorithms have been used in music style recognition problems through
music feature extraction [12], musical instrument classification problems [13], and the use
of an intelligent system for piano timbre recognition [14], among other techniques. We
are going to compare the classification capacities of the timbral coefficients proposed by
Gonzdlez and Prati [8] with some timbral features extracted using Librosa: Chroma stft,
spectral contrast, spectral flatness, poly features, spectral centroid, spectral rolloff, and
spectral bandwidth [15].

For this, we use the TinySol database through the MIRDATA library [16], which
offers a standardization to work with audio attributes more efficiently. After defining
the meta-attributes, we explore timbral classification capabilities by considering certain
variations, such as instruments (violin, cello, transverse flute, clarinet, and trumpet), dy-
namics (pianissimo, mezzo-forte, and fortissimo), musical notes (considering the entire
range of each instrument) and instrument families (chordophones, wooden aerophones,
and metal aerophones).

We evaluated some classification algorithms, such as Random Forest (RF), Support
Vector Classifier (SVC), K-Nearest Neighbor (KNN), and logistic regression, and we ob-
served better statistical behavior in terms of classification for our subject of study with the
Random Forest algorithm; this behavior occurs in benchmark tests [17]. This is a conjoint
learning method that combines multiple decision trees to create a more robust and accurate
predictive model [18].

We used the data split provided in the MIRDATA library, which divides the data into
five folds. We applied a 5-fold cross-validation, where, in each iteration, one fold is used
for testing and the remaining folds are used for training. The process is repeated five times,
using a different test split each time. Using the Random Forest algorithm, we computed
the mean accuracy using the timbral coefficients and the LibRosa features. Table 2 presents
the results.

Table 2. Comparative results of the Random Forest classification algorithm (mean accuracy +
Standard Deviation) for category recognition: musical instrument, musical dynamics, musical note,
and musical instrument families.

Instrument Dynamics Pitch Family
Timbral 0.78 + 0.02 0.63 & 0.038 0.65 & 0.046 0.92 £ 0.017
Coefficients [8]
Timbral features
. 0.89 + 0.029 0.97 + 0.011 0.22 + 0.014 0.91 £+ 0.018
(Librosa)
Test T (p-value) 0.0000209 0.0000136 0.000115 0.0185

To statistically compare the results, we use a paired T-test for each possible class. The
last row of Table 1 shows the p-value of the test. Statistically significant differences were
observed for the timbral coefficients when compared with Librosa in the classification by
musical notes (pitch); this may be because the musical timbre, as an acoustic characteristic,
is a frequency-independent property of the musical timbre. On the other hand, if we
consider a significance interval of 99%, we can see that the timbral coefficients behave
well when classifying instruments and families of instruments, and are better for the
classification according to dynamics with respect to timbral features (Librosa).

5. Conclusions

Timbral variations in monophonic musical sounds can be characterized from an
FFT analysis of audio recordings. More particularly, due to the techniques of musical
performances of variations in amplitude (crescendo) and frequency (vibrato), these timbre
variations differ between instruments according to their acoustic characteristics.
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The acoustic FFT descriptors proposed by Gonzalez and Prati [4,8] provide a represen-
tation of the characteristic timbral space of each audio recording. Its position in the timbral
space [4] and the Euclidean distance between the registers allow for us to distinguish
the timbral variations due to the family of instruments, the musical dynamics, and the
variations in the execution technique. The latter can modify the envelope of the FFT and
consequently change the values of monotonicity (M) and harmonicity (H). The crescendo
modifies the Mean Contrast (MC) coefficient and the vibrato modifies the Affinity (A).

The Random Forest technique applied to evaluate the accuracy of the proposed classi-
fication shows statistically significant results for the FFT-Acoustic descriptors and timbral
features of Librosa when classifying instruments, dynamics, and families of instruments,
observing a better classification by pitch in the FFT-Acoustic descriptors when comparing
them with Librosa features. It is important to perceive that Librosa does not discriminate be-
tween the dynamic variations in crescendo and vibrato, while the FFT-Acoustic descriptors
do allow for them to be discriminated.
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Abstract: The business world is becoming more competitive. Therefore, it is crucial to increase the
flexibility of production by decreasing the time used in the processes of preparing the production
lines for new items’ production, reducing changeover and setup times. This paper presents a case
study where the main goal is to reduce the setup time of welding robots. Single Minute Exchange
of Die (SMED) was implemented, using other tools such as the Spaghetti Diagram, ERCS Analysis
(Eliminate, Rearrange, Combine, Simplify), Gemba Walk, Standardized Work, Flowcharts, and Pareto
Diagram. The setup time decreased by 36% in the welding robots studied, decreasing the motions
by 43% during the changeover process and reducing the time from the categories: “transportation”,
“main”, “other”, and “waiting”. In addition to SMED implementation, this study offers an integrated
study of several Lean tools and Quality tools to achieve the maximum reduction of changeover and
setup times.

Keywords: Lean manufacturing; SMED; automotive industry; ERCS analysis; Spaghetti Diagram;
Gemba Walk

1. Introduction

Competitiveness in the industry is increasingly intense, especially in the automotive
sector. Companies need to reduce costs, optimize production, and need to achieve products
with higher quality to become more competitive [1,2]. To reach these goals, companies
adopt the Lean manufacturing philosophy, which focuses on eliminating waste [3].

Nowadays, customers value products with higher quality, lower cost, and higher
variety. Therefore, processes must become more flexible and efficient to meet the demand
of product diversification and smaller batch production. It is mandatory to differentiate
and thrive in an increasingly competitive and saturated market [4].

Production time and the diversity of items have become a new critical factor for
the profitability of today’s companies [5]. When the item to be fabricated changes, it is
necessary to prepare the production line for the new fabrication. It is important to perform
adjustments to equipment, change tools, and prepare raw materials. These are activities
that do not add value to the final product. However, they are extremely important for
ensuring their proper manufacturing [4]. The faster the changeover process is, the greater
capacity there will be to respond to market needs, and the more flexible a company will be.
This means that the number of changeovers can increase and it is possible to offer more
variety of products and batch sizes [5].

The case study presented in this paper was made in a factory in the automotive sector.
The factory has three similar production lines A, B, and C, where two of them spent about
40 min doing the changeover process and the other one was around 90 min. The production
line chosen was the production line B; it was the one with a higher changeover time. The
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main goal of this paper is to reduce the welding robot’s setup time of the production
line chosen.

This paper starts with a literature review of the Lean Manufacturing Philosophy and
Quality Tools. This provides background knowledge to define the problem presented and
to find a solution to solve it. Then, the case study and the methodology used to solve the
problem are presented just as the results and the discussion. Finally, a conclusion is made,
where all the limitations of this study as future proposals can be read.

The study in this paper was not just an implementation of SMED. All the tools used
served to underpin SMED and make the results even smaller. Tools such as the Spaghetti
Diagram, Gemba Walk, Flowcharts, ERCS analysis, and Pareto diagrams led to improved
efficiency and a swifter implementation of the SMED methodology.

Lean Manufacturing Philosophy aims to maximize the value from the customers’
point of view by offering items with higher quality. To achieve this goal, it is necessary
to eliminate waste as much as possible, contributing to the increase of the processes’
flexibility and efficiency [6,7]. Therefore, this philosophy has the objective of reducing costs
(maintaining the products” high quality), eliminating waste, and enhancing customers’
satisfaction [8].

The seven wastes of Lean are [7-9]:

e  Overproduction: It occurs when the offer (quantity of products manufactured) is
higher than the demand by customers. Overproduction leads to waste like pro-
duction costs for goods that are not in demand, time, space used for storage, and
transportation costs;

e  Waiting: It is when an operation is stopped waiting for the conclusion of the previous
ones. It also occurs when operators wait for a machine to finish its job, wait for orders,
or wait for tools;

e Transportation: It happens when materials and tools are moved from one site to
another, with no need. This type of activity does not add value to the final product
and generates costs;

e  Over-processing: This occurs when offering products comes with more characteristics
than customers’ requirements, and when there are more operations in a product
fabrication than necessary;

e  Motion: It occurs when some equipment or people are in motion without making
operations. It includes motions, such as walking, looking for tools or information,
and reaching and stacking parts or tools. There should be plans in action in every
workplace to eliminate unnecessary movement;

e Inventory: It occurs when an excess of stock is not used for production, including raw
materials or intermediate products. It can lead to longer delivery times, obsolescence
of materials, transportation and storage costs, and damaged goods;

e  Defects: It happens when products do not have the characteristics required by cus-
tomers. These problems result in internal quality issues and cause wasted handling,
time, and effort;

Below are presented all the Lean tools that seem to fit with the objective in the
available time:

e  SMED: It decreases the time used to prepare the production line and equipment to
produce a new product, reducing setup and changeover times, and contributing to
a quick and efficient change [6,10]. Setup time is the time of preparing machines or
tools, and is also the time between the previous compliance item’s part fabrication and
the next compliance item part [11]. Changeover is all the activities of a production line
preparation, and is the time between the previous compliance product and the next
compliance product [6,11].
The time spent performing the changeover is considered waste according to the Lean
philosophy because changeover does not add value for the customer. Its elimination
brings numerous advantages, such as stock reduction, increased production capacity,
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elimination of setup errors, improved quality, reduced production time, reduced
production costs, and simplified use of tools [11].

Gemba Walk: It occurs when someone goes to the shop floor to watch what is going
on. It is essential to go to the local site where everything is made, watch and take
notes about the process, and talk with people. By visiting the shop floor, you can find
crucial information for eliminating problems such as cycle times, waiting times, stocks,
and rework. It enables management to understand their employees’ daily challenges,
allowing leaders to have two different points of view: the management view and the
operational view [12-14].

Eliminate, Rearrange, Combine, and Simplify (ERCS) Analysis: It is used to analyze the
processes and consists of eliminating all the non-value-added activities, rearranging
the operations made, combining operations that can be conducted together, and
simplifying all the tasks as much as possible to simplify processes [15,16]. The ERCS
acronym is explained below [15,16]:

O E:Itis the elimination of all non-value-added activities;

O C: It is the combination of two or more operations;

O R:Itis the reorganization of the processes sequence;

O S:ltis the simplification of operations, becoming easier to perform.

Standardized Work: It is a set of working instructions and sequences of all the oper-
ations that establish a uniformization of all activities performed [17,18]. This docu-
mentation defines the optimal way of carrying out tasks and leads to increased quality
levels, reduced variability, reduced injuries and strain, standardized takt-time, and
it can also be a starting point for continuous process improvement activities [18,19].
The main objectives of Standardized Work are individual responsibility, experiential
learning, and discipline in execution [17].

Spaghetti Diagram: The representation of all motions in a workplace, including people
motion, materials, or tools transportation [20,21]. The representation in the layout
allows the identification of the process inefficiency so that unnecessary motions can
be identified and eliminated, reducing or eliminating motion waste. It is also a tool
used in the proposal of representations for improvement related to movements, such
as reorganizing the layout or eliminating motions [20,21].

Quality can be defined as the level of customer satisfaction, depending on their re-

quirements [22]. Quality tools are applied to obtain improvements in productive processes
and quality control. These tools can support the analysis of non-compliance and contribute
to defining some actions to be implemented and eliminate the problem’s routes [23,24].
According to Djekic and Tomasevic [25], Karou Ishikawa has presented seven quality tools:

Flowchart: It is a visual representation of all steps from a work process, leading to an
easier process understanding [22,24].

Pareto Chart: It is a graphic that represents the occurrence of events and it is used to
categorize and analyze operational performance, challenges, situations, and causes.
The Pareto principle holds that 80% of defects are determined by 20% of causes [25,26].
Check Sheet: It is a tool used to collect and record data so that they can be further ana-
lyzed. These sheets are presented in simple columns and rows to be easily interpreted
by everyone [27,28].

Histogram: It is a bar chart that translates the shape of the data distribution [28].
Control Chart: It represents the position of a sample relative to the mean [27].
Fishbone Diagram: It shows the causes of a given problem, defining corrective actions
to undertake and resources to invest [29].

Scatter Diagram: It shows a potential relationship between some values employing a
graph containing all the values [27].

To achieve the best solution to the main objective of the case study presented in this

paper, other case studies performed in the automotive industry were reviewed. In the
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literature, SMED is usually used to minimize the time to prepare the production lines. Some

cases also use the Pareto Chart to verify the most critical operation during changeover time.
Analyzing the case studies, it could be observed that conventional SMED is performed

in five steps [11,30-32]:

Data collection (video recording for analysis if possible);

Classification of internal and external activities;

Conversion of internal activities into external ones;

Simplification of setup tasks;

Analysis of results.

S

The cases that only used task reorganization achieved improvements by 30%, so if this
value was accomplished in this study, it would be a success [11,30]. It was also noticed that
Quality and Lean Tools could boost the decrease in setup time. In the same case study, the
use of conventional SMED reached a 50% improvement, and using other lean tools reached
62% [33].

This study is further than a SMED implementation to reduce setup time. It was
developed involving several Lean and Quality tools to decrease the setup time as much as
possible. This is a relevant study because companies must minimize their production line
preparation time to become more competitive and survive in the market.

2. Materials and Methods

This study was developed in a factory that produces automobile parts formed by
several welding robots and its focus is to reduce the setup time of two of them. When a
new product is ordered, all production lines need to do their preparation as fast as possible.
The factory has three similar production lines: A, B, and C. A and C spent around 40 min
doing their changeover, while B wasted around 90 min. The production line presented in
this paper is line B. It was chosen because it was the one with the highest changeover time.

The changeover process in the welding robots consists of exchanging the welding
tool used to fabricate the previous product for a tool that will be used to produce the next
product. To exchange from one tool to another, it is necessary to unscrew the screws that
fix the tool used to fabricate; clean the tool; transport the previous tool to a specific spot;
transport the next tool to the welding robot; and screw the screws.

All the steps performed to achieve the main goal of this case study are described
as follows:

1. Go to the shop floor to watch all the processes: Communicate with people, and
do a flowchart about the process. As Gemba Walk indicates, it is important to be
where everything is made. This step will help to understand the production line
requirements and what needs to be changed when a new product has to be fabricated;

2. Data collection by video recording: Watch the video and list all the activities and their
times and draw the Spaghetti Diagram;

3. Split the tasks mentioned into four categories: The categories are transportation,
waiting, main, and other. Transportation and waiting are two of the seven wastes
considered by Lean, as explained before. The main tasks are the ones where it is
crucial to change the tool when it is necessary to fabricate other different products (it
is screw and unscrew the screws). “Other” is a category to include all activities that
do not fit with any of the categories mentioned before, such as cleaning activities or
tool adjustments needed before screwing the screws. This is also applied to the four
categories presented in Figures 6 and 7;

4.  Classify every task as internal or external: Internal activities are the ones made while
the setup process is counting and external activities are the ones made before or after
the setup/changeover process [5,32];

5. Convert internal tasks into external and do Analysis ERCS: Convert internal tasks as
much as possible to reduce the time spent in the changeover. At the same time, it is
important to classify every activity into eliminate, rearrange, combine, and simplify,
taking into account the explanation made before;
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6. Do a Pareto Chart: To observe the most critical operation;

7. Define an action plan: Where every step presented before has to be considered as well
as all the perceptions felt while the setup was being performed. In this case, it was
noticed that the worker did not know where the materials used to change the tool
were and there were a lot of motions and transports to pick up all the materials. The
responsibilities of each worker were not defined and there was no transportation tools
flow (racks used during the manufacturing process are in the production line, and
there was no space to move the tools). Therefore, the action plan must include: a list
of tasks for the worker, a changeover trolley/rack with all the necessary materials to
perform the setup, and a reorganization of the production line before setup starts.

8. Repeat the setup and collect new data: Repeat steps 2, 3, 4.

9. Analysis of the results. In this step, a dashboard was made to have a better and
easier understanding of all the improvements made. This dashboard is shown in
Appendix A.

3. Results

In this chapter, all the results obtained in this study are presented. The Spaghetti
Diagram, Internal and External Activities, Process Category, and Setup Time will be shown.

3.1. Spaghetti Diagram

Figure 1 shows all the motions without materials/tools (red) and transports of mate-
rials/tools (blue) performed in the first setup. To compare all the movements completed
in the second setup in Figure 2, by observing the two figures, it can be proved that all the
motions and transports have been reduced from 54 motions to 31 and organized. It was
verified a 43% decrease in all motions. In Figures 1 and 2, black boxes represent the place
where the changeover material is. It is shown that the material used in the changeover was
placed all together, and due to this change, it is possible to pick up the changeover material
before the setup process starts. Therefore, this has contributed to the motion reduction.

Figure 1. Spaghetti Diagram in the first setup.

3.2. Internal vs. External Activities

Figure 3 presents the number of internal and external activities comparing the first
setup with the second setup. Internal tasks are those executed during the changeover
period and external tasks are executed outside the changeover period [5,32]. The internal
tasks converted into external ones are all related to the preparation of every material
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used in the setup process before the process starts; this is the preparation of cleaning
material and the keys used to screw and unscrew. Unscrewing or screwing the screws,
and transporting and cleaning the tools, are internal tasks that are impossible to convert
into external tasks because it is impossible to perform these activities while the robots are
running. Figures 4 and 5 show the percentage of internal and external tasks in the first
setup and the second setup, respectively. The number of external activities has increased
from 1 to 3 tasks, increasing their importance from 1% to 6%. The number of internal
activities has decreased from 93 to 44, decreasing their significance from 99% to 94%.

i

|
]

-

Figure 2. Spaghetti Diagram in the second setup.
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Figure 3. Number of internal and external activities in the two setup processes.
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Figure 4. Percentage of internal and external activities in the first setup.

External
6%

Internal
94%

Figure 5. Percentage of internal and external activities in the second setup.

3.3. Process Category and Setup Time

Figure 6 presents the time difference, in seconds, spent in setup by the four cate-
gories selected: transportation, main, other, and waiting. Figure 7 shows the difference in
percentage in each correspondent category.

2608
o I 5
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. 701
Main - 1006
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other - |S"" 20
agn 257
Waiting h 592

m Second Setup ™ First Setup

Figure 6. Spent time by each category in seconds.
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Figure 7. Process category in percentage.

The total time of SMED in pre-implementation was 4082 s and in post-implementation
was 2608 s. It can be observed that every time spent in each category has reduced. The
bigger reduction was in transportation and it can be due to the reduction of motions
and transportation shown in Spaghetti Diagrams above. Transportation and waiting have
decreased their weight in the total setup time, at the same time the main and other categories
have increased.

3.4. Standardized Work with Takt-Time

Takt-time is the frequency with which the product or part of the product is required by
the customer, relating the time available to the customer demand. It is the ratio of available
time to consumer demand [3].

Standardized work was implemented by applying a list of tasks, such as: taking the
wrench to loosen the screws; loosening all the screws counterclockwise; adjusting the new
tool to the robot; and tightening all the screws.

The fact that the setup time has been reduced means that the time available for manu-
facturing has increased, allowing more products to be manufactured while maintaining
the same takt-time. The 24-min reduction in setup time means that 24 more parts can be
manufactured without altering the takt-time. In other words, it is possible to satisfy an
increase in customer demand.

4. Discussion

The first setup lasted 4082 s and the second setup 2608 s, reducing 1474 s from one
setup to another. In other words, the first setup was completed in 1 h 8 min and two
seconds, and the second one spent 43 min and 28 s. There was a reduction from 24 min
and 34 s. The reduction of setup time by 36% was due to all the steps being performed
and explained above. These results were achieved only with task and space reorganization,
without any monetary investment.

There were recorded 94 tasks performed by the operator before the SMED implemen-
tation. After implementation, a total of 47 tasks were recorded, and there was a reduction
of tasks performed by 50%. In pre-implementation, there was only one internal task and 93
external tasks and in post-implementation, there were three external tasks and 44 internal
tasks. In terms of percentage, it can be seen that there was an increase in the weight of
external tasks from 1% to 6%. Although the increase in external tasks was not very strong
in quantity, it represented 5% more of the total tasks than before.

The importance of the main activities was demonstrated, and the “other” category
increased its weight, in the total setup time. As can be seen in Figure 7, the main activities
increased their importance in the total setup time from 25% to 27% and the “other” activities
from 30% to 37%.
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The main activities are all the tasks that allow the preparation of a machine for the
production of the new reference, so the weight increase of this activity in the total setup
time is quite positive. It means that this activity started to have more representativeness
in the total setup time. The activities classified as “other” are also important because they
assist the main activities and, by assuming greater importance in the total time, indicate
that there was an improvement associated with the implementation of SMED. The increases
in the importance of these categories in the total setup time represent a positive balance,
as it is highlighted that the indispensable activities are increasing their importance in the
setup. However, it would be even more beneficial for a higher setup time reduction if the
activities of the “other” category reduced their weight in the setup time, and the activities
of the main category increased their importance even more.

5. Conclusions

This SMED implementation was a success. The reduction reached had a good value,
taking into account that the measures implemented were only about the reorganization
of tasks and the workplace. In the analysis of the case studies, it was verified that the
application of SMED using only task reorganization measures returns results of around
30%. Therefore, it can be concluded that the reduction of 36% of the robots was successful,
having reached the expected values. The conversion of internal tasks to external tasks was
not significant to achieving these improvement values, although it also contributed.

The main activities and “others” have increased their relevance in the setup time,
while the others reduced it. This represents an improvement in the process since they
are essential activities in the preparation of the machines for a new reference and are the
ones that occupy more of the setup time. However, it is important that the activities of
the category “others” are reduced so that the main activities occupy even more time of the
total time.

Therefore, the implementation of SMED led to numerous benefits through the reduc-
tion of changeover time, such as cost reduction and increased process efficiency. It can
then be proven that SMED was successfully implemented. These results demonstrate the
importance of implementing Lean tools and methodologies in companies to increase their
competitiveness in the market.

The limitations of this study are related to data collection. Data were only collected
once after implementation, and to obtain results more reliably, it would be better to repeat
the setup process and do this analysis again. The available time to perform this study was
also seen as a limiting factor since it was not possible to make a monetary investment to
boost the time decrease.

In the future, it would be interesting if this methodology was implemented in other
factories of other sectors to optimize and increase their efficiency. To improve the analysis
conducted in this case, it would be valuable to do a financial analysis.
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Appendix A

Improvements obtained by SMED implementation
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Figure A1. Results Dashboard.
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Abstract: In the present study, the concept of utilizing two circular cam-track disks, of the same
central angle, in combination with one circular roller is presented. The roller is restrained to move
within a vertical groove, and at the same time it rotates with rolling-contact on both cam tracks.
When the upper cam is fully travelled by the roller, the same occurs with the lower one, despite
their different lengths. Therefore, during the rolling contact, the two cams always sweep the same
central angle. The aforementioned configuration of the two circular arcs may be considered as a
unit cell, which can be repeated an even number of times, and when folded forms a closed circular
groove between two cam-track disks. For better understanding, a manufactured prototype and 3D
CAD-models have been developed. The operation of this setup as a gearless automotive differential
is demonstrated by performing two bench experiments, which are then explained by a simplified
mechanical model. The latter focuses on the implementation of the principle of the inclined plane, in
which an upper limit of the inclination angle is imposed in accordance with the coefficient of friction
at the friction disks. Previous patents on gearless differentials are discussed and other possible

applications in mechanical engineering are outlined.

Keywords: cam-track disks; differential mechanism; gearless transmission; kinematics;
rolling-contact

1. Introduction

Power transmission is usually performed using gears; the current research is mainly
concerned with the modification of tooth profiles and the use of alternative materials in
order to increase the lifetime, radiated noise, etc. (for example, see [1-3]). One of the disad-
vantages of using gears is the friction that appears at the contact point between the teeth of
the conjugate bodies due to the sliding velocity [4], as well as backlash, which in turn give
rise to other undesired dynamic phenomena (i.e., rattling) [5]. Furthermore, conventional
planetary systems based on gears, such as mechanical differential gear devices, deliver very
little (if any at all) torque when one of the steering wheels loses traction (i.e., “spins out” on
loose substrates such as snow, mud, sand or gravel). In addition, gearboxes are widely used
in industrial and military applications, for example in helicopters, where many crashes
have occurred due to ruptured gears [6].

All these reasons have motivated researchers and inventors to look for better solutions
and/or alternative power-transmission means without gears (gearless), some of which have
also been adopted by the industry (see review in [7]). For particular spherical cams applied
to robotic devices and automotive differentials, the reader is referred to [8,9]. In general,
there is a great interest in replacing the gear-boxes in several drives at present [10-13].

As reported by others [7], historical evidence for the existence of an early differential
device includes the Antikythera mechanism that contained a differential gear, which is
interpreted as a mechanism with two degrees of freedom [14]. The conventional automobile
differential was invented in 1827 by a Frenchman named Onésiphore Pecqueur. It was used
first on steam-driven vehicles and was a well-known device when internal-combustion
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engines appeared at the end of the 19th century. If we restrict the discussion to automotive
differential devices, an important patent describing a construction wherein all the working
parts are encased in such a way that all parts may be disconnected from the driving-wheels,
and removed from the casing for the purpose of repair or readjustment, was granted in
1906 to Mooers [15], while the first patent regarding a gearless device (using sliding blocks)
was granted in 1918 to Patch [16]. Among several others, the idea of introducing rolling
elements was proposed within the years 1920-1933 by Ford, who used conical cams [17],
while a superior idea using wavy cam-track disks was developed in 1943 by Beucher [18]
and continued by others (Randall [19], Altman [20], Tsiriggakis [21,22], etc.). The common
characteristics of the latter concepts [17-22], developed within the period 1943-1985, are
the following:

(i) The usual side gears, which are attached to the shafts of the steering wheels, are
replaced by conical or wavy cam-track disks;

(ii) The usual spiders (gears orbiting around the abovementioned side gears), which are
also attached to the ring gear (crown wheel), are replaced by sliding elements, which
interfere (slide or roll) with the cam tracks and also slide in several patented ways
within a cage fixed to the aforementioned crown wheel.

The question that arises is whether the abovementioned sliding elements are fully
sliding (in both their contact with the cam tracks and their support in the cage) or may
operate by rolling contact with the opposite cam tracks. If the latter (i.e., the rolling contact)
is possible, then we could generalize the simple concept of the “rolling-element bearing”
by using wavy bearing rings in differential devices by modifying the cylindrical or conical
races that are mass-produced at present. Then, all known technology in the rolling bearings
industry could possibly be transferred to the automotive differential mechanism.

A recent study has shown that sinusoidal- and circular-shaped cam-track disks can
achieve rolling contact, while a finite element analysis has indicated that service life in the
order of 200,000 km is feasible [23]. Despite this fact, since the commercial software that was
used, RecurDyn® VIR3, is based on spline representation, there are doubts as to whether
the circular track was accurately represented. Moreover, the large-scale finite element
model could not efficiently reveal the parameters that influence the stress concentration.

Therefore, the aim of this paper is:

(i) To explain the process followed to conceive the innovative idea.

(ii) To conduct a thorough theoretical study on the kinematics regarding rolling contact
to certify previous findings.

(iii) To perform an elementary force analysis and compare this with the previous finite
element analysis.

(iv) To use the abovementioned elementary force analysis to reveal and roughly optimize
the most critical dimensional parameters that affect the magnitude of the maximum
stress affecting the fatigue life.

(v) To use the elementary force analysis and reveal the essence of the differential mechanism.

(vi) To provide additional evidence for a better understanding of the operation of this
differential mechanism.

The structure of this paper is as follows. Section 2 presents the development of the
new concept. Section 3 is the theoretical study of kinematics, which proves the ideal rolling
contact of the rollers between the circular segments associated with the meshed cam-track
disks. Section 4 is a continuation of Section 3, and shows the way in which the circular
segments can be repeated in so that they eventually form a closed track of 360 degrees.
Section 5 is an enhancement of the elementary kinematical study of Section 3, now pre-
senting the parametric equations of all the meshed moving bodies and their centrodes.
Section 6 is the implementation of the new kinematical concept to the design of automotive
differentials based on circular arcs. Section 7 is concerned with the force analysis of a sim-
plified mechanical model. Section 8 presents results obtained from two bench experiments
and manual computations regarding the mechanics of the gearless differential device based
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on circular arcs. Section 9 discusses the disadvantages of three previous patents on gearless
automotive differentials, as well as details regarding the proposed design. Section 10
summarizes the conclusions. Appendix A explains the principle of the inclined plane.

2. Development of the New Concept

Power transmission is usually performed using gears in several configurations, one
of which concerns two racks and a pinion. When the two racks are equally displaced so
that the upper rack moves to the right (by distance +J at velocity V) and the lower rack
to the left (by distance —0 at velocity —V), the pinion rotates in the clockwise direction
while its center remains at rest (as shown in Figure 1). Regarding the induced normal and
shear (friction) forces at the contact points between the teeth in the pinion and the racks,
the well-known sliding velocity appears on the teeth surface (see [4,24]).

Upper rack
Pinion
Lower rack

Figure 1. Double rack and a pinion.

Similar kinematics could be achieved when the pinion of Figure 1 is replaced by a
circular disk or a sphere which covers its pitch circle, thus becoming a roller, while the
profiles of the racks become straight plates, similar to those in the usual rolling bearings [25],
as shown in Figure 2. However, then we need to impose sufficient normal pressure (i.e., a
set of distributed forces, F) to allow for the development of proper friction forces (Ty < uF,
where p is the friction coefficient) to transmit the available power through the contact
points between the roller and the plates. The kinematics of a very similar case with a set of
two identical spheres in rolling contact with two planes (so-called ‘cage-plane motion’) has
been studied by Freudenstein and Soylemez [26].

F

Upper plate

Pinion (roller)

Figure 2. Pre-stressed plates and a roller.
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3. Theoretical Study of Profiled Cams in Power Transmission

Now, the question is whether there is a standard shape to replace the plates in Figure 2,
which ensures rolling contact, and thus has a high fatigue life, and does not require pre-
compression by the illustrated distributed forces F.

The general problem of the kinematic synthesis of conjugate profiles has been treated
extensively (e.g., [27-30] and papers therein). Applications are restricted to overrunning
clutches [31], gearless reducers [32] and small gear-boxes [33]. Older patents discuss
asymmetric [18-20] or symmetric [21,22] gearless differentials using curved cam track
disks (in the place of the aforementioned plates). Mostly, the sinusoidal shape has been
studied [34]. Moreover, undulating face gears, which combine wavy tracks with geared
surfaces, appeared a few years ago [35].

In this paper, the central issue is how to replace the abovementioned straight and
conical plates with profiled ones; thus, the force F shown in Figure 2 is no longer needed.

It will be shown that two circular cams in conjunction with a circular roller, as schemat-
ically shown in Figure 3, provide a working solution. After the forthcoming definitions, a
new theorem of kinematics will be formulated and its proof will be derived. We start with
an elementary proof based on Euclidian geometry and kinematics, and then we apply the
concept of fixed and moving centrodes (polodes or polhodes) [36,37].

Definition 1. Following Figure 3, let us consider two concentric circular cam tracks ( DAE and

FBG) of the same central angle (n. = DOE, in degrees), which initially have the same vertical
bisecting line (v = OACB). Based on the mean radius OH = OC = OI = Ry,, the radius of
the upper cam will be (OA = R, — r), while the radius of the lower cam will be (OB = Ry, +1).
Clearly, the gap between these two cam track disks is covered by a circular roller of center C and
radius CA = CB = r, which has the freedom to move along the vertical bisecting line (v) toward the
y-direction and to rotate about its oscillating center. Technical solutions will be discussed in Section 5.
Starting from this configuration, when the upper cam track is forced to translate horizontally at a
velocity +V = &/t to the right, we consider that the lower cam track will translate horizontally at
a velocity —V = —0/t to the left. After a certain amount of time t, the aforementioned opposite
velocity components (£V = 6 /t) will lead to equal and opposite horizontal cam displacements +0,
as shown in Figure 3.

One may observe that, in the initial position of the cams shown in Figure 3, the contact
points are (A, B) and the corresponding tangent lines between the roller and the cams are
horizontal lines. Later, we shall see that there is always a specific relationship between
these two tangent lines.

Theorem 1. Given two cam tracks and a roller, according to the above definitions, for corresponding
horizontal displacements where 6 perpendicularly to the bisecting line of the common central angle

(F D@EG) (as illustrated in Figures 3-5), we shall show that:

1. The center of mass of the roller (point C) moves along the vertical guide (v) in such a way
that rolling contact appears at two points (A, B), which, after the displacement 6, occur
(A1, B1) between the roller and the two meshed cam tracks, as shown in Figure 4 (for the sake
of clear visualization, point By is shown later in Figure 5). Obviously, the points (A and By
of Figure 4) belong to the upper and lower cams, respectively.

2. The slopes (A = tanay, Ay = tanay) of the two tangents at the abovementioned contact
points (A1, By) are equal in measure and opposite in sign (i.e., Ay = —Ay, and |aq| = |az]).

3. The abovementioned two contact points (A1, By) are always symmetric with respect to the
variable horizontal line passing through the center of the roller.

4. In Figure 3, the initial position of the contact points (A, B) is the middle of the arcs DE

and FG. After the displacement £6, the new contact points will be (A1, B1), as shown in
Figures 4 and 5, and form the angles: AOA; = a1 < 0 and BOBy = ay > 0. The points
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(A1, By) split the arcs in the same ratio measured from the displaced ends D and G; that is,
D1 A1 /DE = G, By /FG. Always, we have |a1| = |az| < ac/2.

5. Points (A and B) constitute the first, whereas the extreme points (D and G) shown in Figure 3

constitute the last contact pair in the mesh between the two cams and the roller.

-
Lower cam

Figure 3. Cam tracks and a following roller.

Proof of Theorem 1. First, let us assume that the rotating axis of the roller (perpendicular
to the plane of the image shown in Figure 3) is pushed from the bottom to the top by a
spring; thus, when the upper cam track translates horizontally to the right at a velocity (so
the curve DE is displaced to D1E; by ¢, and the center moves similarly, from O to Oy, as
illustrated in Figure 4), the roller will be in rolling-contact. Therefore, point A; will possess
two velocity components, i.e., the tangential wr due to the instantaneous angular velocity
w of roller’s rotation about the center C; and the vertical component Vj, due to sliding
along the vertical guide (v), as shown in Figure 4. Since the vector sum equals 4V, for the
vertical direction, we can obtain:

V, = Vtanaq, (1)

with
sinay = §/Ry,. (2)

Velocity compatibility in the horizontal direction can be denoted as V = wrcosay,
with w denoting the abovementioned instantaneous angular velocity of the roller, whence:

\%
rcosaq

3)

Similarly, if we focus on the lower cam track considering a spring to push the roller
downwards (Figure 5), and the curve FGis displaced to £ Gy by ¢ to the left, the condition
of rolling-contact in the vertical direction will lead to:

Vy = Vitanay, 4)

with
sinay, = §/Ry,. 5)
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Figure 5. Contact between the roller and the lower cam-track disk.

Velocity compatibility in the horizontal direction means that —V = —wrcosay,
whence: v
w = . (6)
¥ COS ttp
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Since Equations (2) and (5) share the same right-hand side, i.e., sinay = sinay = J/Ry,
we have a; = ay. At the same time, Equations (1) and (4) provide a unique value for the
vertical velocity Vj of the roller. Finally, since cosa; = cosway, Equations (3) and (6)
determine a unique angular velocity w, which fulfills the conditions of rolling contact
(velocity compatibility). In other words, we have shown that there is always a unique
downward velocity Vj, of the center C of the roller, and a unique angular velocity w in
the condition of rolling-contact with the two cams, i.e., the upper and the lower one. This
completes the proof of part 1 and part 2 of the Theorem.

Let us now deal with the position of the two contact points of the roller, i.e., at point
A1 on the upper and point B; on the lower cam track disk. We recall that, generally, when
two circles are in contact, their unique contact point is collinear to the two centers, i.e., it
belongs to the unique line, which is determined by the two centers of the circles. This trivial
theorem of Euclidian Geometry is applied twice: once for the upper cam, where we deduce

xAl r
A T 7
1) Ry’ @
and once more for the lower cam, whence
Y _ T
Comparing the above Equations (7) and (8), we obtain:
XA, = XB;- )

Therefore, the normal projections of both contact points on the horizontal plane
coincide (this completes the proof of part 3 of the Theorem), while the slopes of the tangents
are equal in measure (|a1| = |az|) but of the opposite sign (i.e., a1 = —ap).

At the displaced position shown in Figure 4, we see that the angle formed by the
middle point M of the straight segment D1 Ej, as well as the displaced center O; and the

displaced point A1, equals ]\ml = «y. In other words, the circular arc D; A corresponds
to a central angle equal to (% — |a1|). Similarly, Figure 5 shows that the circular arc B;G;

corresponds to a central angle equal to (% — |ay|). Since |a1| = |ay|, we deduce that the
circular arcs D1 A1 and B G; correspond to equal central angles; thus, they split the total

arcs to which they belong (DE and FG, respectively) to the same ratio: %’%‘ = %. This

completes the proof of part 4 of the Theorem.
Part 5 of the Theorem is a corollary of Part 4, with |a1| = [ay| = %, and this completes
the proof of the Theorem. []

Interestingly, if we combine Figure 4 with Figure 5, then Figure 6 shows the simulta-
neous contacts points (A1, B1) which are found to the right of the vertical sliding guide
(v). Moreover, one may observe the wedge formed by the displaced curves D{E; and
F1Gy. In this situation, the initial position of the three meshed surfaces are illustrated in
dashed lines, the roller (of center C1) is pulled upwards in compression and rotates in the
clockwise direction. Both the normal forces at (A1, By) pass through the displaced center
C;. Therefore, if power is transmitted to the vertical guide (v), it further flows to the cams
by rolling contact.
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Figure 6. A wedge made by the roller and the two cam-track disks (¢ < «./2).

4. Repetition of the Initial (Reference) Circular Segment

From the above Theorem 1, we recall that when the horizontal displacement OO, of
the center in the lower cam-track disk takes its maximum value, d,0x = Ry, sin(ac/2), the
initial points (D, G) are then meshed at (D, Gy), with the points O,, Dy, C; being collinear,
as shown in Figure 7.

Figure 7. Extreme arrangement with rolling contact (« = a./2).

Therefore, to continue the rolling contact between the two cam surfaces and the roller,
we can merely reverse the curvature of the circular arcs, as indicated in Figure 8. Note
that each of the four rollers is restrained to move in the horizontal direction due to vertical
grooves (guides), which do not affect the rolling-contact between the rollers and the tracks.
Therefore, in this setup, the centers of mass of the rollers move only in the vertical direction.
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INITIAL SEGMENT

Lower cam-track disk

o o

(1) (3)
Figure 8. Extension of the rolling contact to the left and right of the initial segment.

5. Parametric Equations

For the sake of completeness, we also present parametric equations in terms of the
past time ¢ for all three bodies in motion.

We select the axis origin of the coordinate system to occur at the initial position of the
center O of the two circular arcs (see, Figures 3-5). Starting from point O (at time ¢ = 0)

. . . . %
and terminating at the extreme point O3 ypper (With 6max = | OOupper

, shown in Figure 7)

at time t0y = dmax/V, we have the following equations for the trajectory of the center of
mass of the roller, as well as for the instantaneous position of the two contact points.

5.1. Center of Mass C of the Roller

By construction, the center of mass C of the roller moves along a vertical slide guide,
which is here assumed to be fixed in space (note that in an open differential, the sliding
guide is fixed to the usually geared retainer (cage)). Therefore, by definition, the center C
does not move toward the x-direction. As the upper cam moves to the right, it leaves space
for the caged point C to cover the gap moving upward. Therefore, the equations of motion

of point C are:
xc(t) =0
{ velt) = —Roy /1= (V/Rp P2 o

5.2. Contact Point A1 between Upper Cam and Roller

{ xa,(t) = (rV/Rp)t an

Ya, () = (R +1)\/1— (V/Ry)*2

During the time period in which the cam tracks (DAE and FBG) are meshed, the
application of Equation (11) to the locus of contact point A results in the cyan-colored line
shown in Figure 9.
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Lower cam

Figure 9. The three centrodes associated with the contact points (A, B) and the center of mass C of
the roller.

5.3. Contact Point By between Lower Cam and Roller

xBl(t) = (TV/Rm)t ”
Y3, (6) = — (R + 1)1 = (V/Ro) 2 (12)

During the time period in which the cam tracks (DAE and FBG) are meshed, the
application of Equation (12) to the locus of the contact point By results in the magenta-
colored line shown in Figure 9.

From Equations (10)-(12), we can obtain the following relationships:

xAl(t) = xBl(t)
Ya, (1) =yc(t) + T’W . (13)
v, (1) = ye(t) — 11— (V/Ry)282

Equation (13) reflects the proposed Theorem 1, according to which the contact points
(A1, B1) have the same x-coordinate, while they lie at the same distance from a line passing
through the moving center of mass C and are parallel to the horizontal x-axis.

5.4. Locus of Instantaneous Pole (Centrode)

With respect to the fixed space system Oxy, the pole of the roller lies along a horizontal
line passing through the instantaneous center of mass of the roller, and thus has the
following parametric equations:

xp(t) =rsinay = r(V/Rpy)t u
]/P(t) =Yo — Rycosay = _Rm\/l_(V/Rm)zt2 ' (4

Taking the origin of the Cartesian co-ordinate system at the initial point O (see Figure 3),
a trivial manipulation of Equation (14) leads to

(Xp/?’)2 + (]/p/Rm)z =1 (15)
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Equation (15) depicts that the locus of the instantaneous pole of the roller (centrode),
for as far as the circular arcs DE and FG are meshed with the roller, moves along a part of an
ellipse centered at O with horizontal and vertical semi-axes equal to ¥ and R;;, respectively.
This is shown by the black-coloured curve in Figure 9, which is obviously tangent with the
circular arc HI at initial point C.

6. Implementation of the New Concept to Automotive Differentials
6.1. General Remark

The advantage of the rolling contact between the rollers and the two cams is compen-
sated by the friction induced at the vertical sliding guides. From the other point of view, the
technology required in the proposed concept is closer to the rolling bearings than the gears.

6.2. Application to Automotive Differentials

One of the possible applications of the proposed curves is the gearless differential, of
which a full study, including sinusoidal curves as well as stress (finite element) and fatigue
analyses, may be found in [23].

In the case of the gearless differential, the extreme points Kj.¢; and Kj;gp, (shown in
Figure 8) are coincident, as in Figure 10. Clearly, the outer roller of Figure 10 represents
the sketch element (1) of Figure 8, while the developable line Kiept =+ Kyignt becomes a
whole circumference.

Retainer (cage)

Figure 10. Retainer (cage) with one (out of the four pairs) of outer and inner rollers within
vertical grooves.

The reason for using two rollers per vertical groove is due that when all the rollers
hit the top of the cam profiles, uncertainty will arise; thus, the mechanism will work
intermittently. Therefore, it is necessary to install two parallel rows of rollers at the distance
of one row relative to the other, as shown in Figure 11. One may observe that, between the
maxima of the outer ring and the maxima of the inner ring, there is a phase-difference of
exactly 45° degrees.
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Figure 11. Outer and inner grooves at some distance in one manufactured cam-track disk.

Clearly, the rollers are encaged in the retainer and can move on V-shaped vertical
grooves by sliding (Figure 10). The rolling contact with which this paper deals refers to
the contact of the two rolling members (shown in Figure 10) with the two cam-track disks
(the lower one is shown in Figure 11), one upper and one lower, forming the differential
mechanism. If we perform a horizontal cut in the middle, and the retainer is left out to
increase our visibility, in Figure 12 we obtain the 3D shape of an entire cam-track disk, with
two rows at a phase difference of 45° degrees, four vertical grooves and four pairs of rolling
members (one pair per vertical groove). An almost horizontal cut of the rolling members
was performed to increase our understanding of the relative motion between the rolling
members and the vertical grooves.

Figure 12. A complete cam-track disk with all the rolling members (the blue-colored area shows the
internal contact between outer and inner rollers).

130



Eng 2023, 4

In the design of two rows shown above, we avoid the case where all rollers are
found at the extreme points (maxima and minima), thus ensuring at least one working
roller per track under pressure, as illustrated in Figure 6. It is also worth mentioning that
both cam-track disks, upper and lower, are identical in shape and size. thus minimizing
manufacturing and storage costs.

The advantage of the proposed circular cams is the supposed self-regulation of the
differential device to variable road conditions without additional means (i.e., those used
in locking and limited slip ones). Note that if the central angle «. is relatively small with
respect to the coefficient of friction between the outer support of the cam-track disks in the
housing (for design details, see [21]), i.e., when tan(a./2) < p, the wedge shown in Figure 6
obeys the rule of the inclined plane, a self-blocking performance has been noticed [23]. In
other words, the entire mechanism operates as an equivalent one-dimensional inclined
plane in the circumferential direction.

The upper cam-track disk of the abovementioned graphs is actually connected to the
(say) left driving wheel of the automobile vehicle. Similarly, the lower cam-track disk is
connected to the right driving wheel.

7. Force Analysis in a Simplified Model
7.1. Mechanical Model

Figure 13a represents any of the four active rollers operating between the two cam-
track disks. Under certain conditions, the totality of the aforementioned four active rollers
constitutes an equivalent roller. Thus, Figure 13a shows that the circumferential force F,
which is transmitted to the roller through the vertical grooves of the retainer, is cancelled by
two contact forces F;; these should be almost vertical to the inclined plane of the averaged
angle «y, (as the rolling friction is very small). Of course, the frictional force along the
vertical groove at which the rollers slide changes the situation; thus, the normal forces F,
are not exactly equal to one another. Again, the truth is that the circumferential force F,
is cancelled by the sum of the two normal forces F, plus the unknown frictional force, a
matter which will be discussed later.

Upper cam-track disk

ext ,upper

ext,lower

F Obstacle
n

Lower cam-track disk

Figure 13. (a) One-dimensional analog of the entire differential mechanism as well as force equilib-
rium of (b) the upper cam-track disk and (c) the roller (ignoring the friction at grooves).
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Below we present an elementary mechanical analysis for the determination of forces
and contact pressures.

In an automotive differential, the engine power is transmitted from the geared crown
to the attached retainer (cage), and then through V-shaped supporting grooves to the rollers.
Thus, circumferential forces, F9*! and FZ,” are induced in the outer and the inner tracks,
respectively. The identification of the working elements is as follows. Only those elements
of which the horizontal components of the outward unit vector are directed toward the
circumferential velocity of the crown (as shown in Figure 14) are actually working and
transmitting power. As previously mentioned, this occurs for only half of them in each
track (i.e., two in the outer track and another two in the inner track), which can be easily
identified in Figure 15, as denoted by arrows (—).

~
~

S

o

(a) (b)

Figure 14. Analysis of circumferential force F, (a) at a wedge (b) in two components F,; normal to the
upper and lower track. The projection of F, is the axial force F;y.

In each track, the serial numbering of the rollers ranges from 1 to 4, as shown in
Figure 8. Rollers in contact but in different tracks have the same serial number. Since, at
each time instance, only half of the rollers push each track, either No. (1,3) or No. (2,4), ata
phase difference of 180 degrees (in anti-diametrical positions), we can safely consider that
the exerted moment in the outer track is due to one pair of forces (for example, those exerted
on No. (1,3), shown in Figure 15f-i), thus forming a moment of force couple F9"! D24 .

Similarly, another pair of forces in the inner track with a corresponding moment of force
couple "D, is exerted in the inner track. Therefore, the total moment M ¢;own, which is

transmitted from the geared crown to the cage of the differential device, will be:
Micrown = "' Déin, + F' Diy (16)

Assuming that the friction between the rollers and the cam tracks is negligible (rolling-
contact), and also neglecting the friction at the V-shaped grooves, each of the above circum-
ferential forces F, is analyzed into two equal force components F, of equal size, both normal
to the surface of the surrounding tracks. Then, each of the F, forces is further analyzed into
one axial to the cam-track disk (P,y) and another circumferential /radial component (P,)
according to Figure 16a.
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Outer track Inner track

0 QoG ¢ U0 G
0 Qs 8 TECE
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Figure 15. Several phases of the cam tracks, for relative rotation 6 every 7t/8, for the outer track and
the inner track (uniform scale). (a) 8 = 0. (b) 8 = /8. (c) 0 = 27t/8. (d) 6 =37/8. (e) 6 = 4r/8.
(f)0 =5m/8.(g)0 =67/8.(h)0 =71/8. (1) 0 = .

Upper cam-track disk

Inner track

Outer track

- \; = ~
(a) (b)

Figure 16. Cam-track disks with outer tracks (a) in parallel state and (b) maximum wedge angle.
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Ignoring the dynamic effect as well as the significant frictional force at the V-shaped
grooves, the static equilibrium of the roller overestimates the force components as follows:

Outer track : PO = Ft pout — _EM (17)
2 o 2 tan aoyt
and ‘ .
Inner track : P = F—ll’n, pin — _hL (18)
2 2tana;y,

Although the system is not statically determined (redundant) and the relationship
between F9"! and F!" is a matter of elasticity, to obtain a closed-form analytical solution we
further assume rigid-body conditions; thus, the circumferential forces are proportional to
their distance from the center: ) )

Fi' _ Deam
Fout - Dout = C (19)
u

cam

Then, solving in F" from Equation (19), and substituting into Equation (16), we obtain:
Mt,crown = Fg”tDS% (1 + (:2) (20)

It should become clear that only half of the moment given by Equation (20) is trans-
mitted to each cam-track disk. Since each cam-track disk undertakes the moment:

My cam = P DY + PInDI (21)
the total transmitted moment will be:
Mt rown = 2Mpcan = 2( P4 Dety + Pi'Dlhy, ) (22)
By virtue of Equation (20), Equation (22) becomes:
Mycroan = Fi"*DEf (14 82) 23)

Therefore, if the transmitted moment M ¢roun is known, the circumferential force in
the outer track is given by:
Fout = % (24)
Deitin (1 +62)
Combining Equation (19) with Equation (24), we can obtain the circumferential force
in the inner track:
in __ th,crown

« = Dot (1122) @)

7.2. Normal Forces

Based on the above circumferential forces, F{*! and F!", we can calculate the normal
forces in both tracks.
Therefore, the normal force in the outer track is given by:

Pout — Pgut _ Mt,crown (26)
n 2sinwoyr  2D%4E (1 + &2) sin gy

Also, the normal force in the inner track is given by:

Fin _ Fliln _ gFgut _ ‘:Mt,crown (27)
" 2sina;, 2sinag,  2D%E (14 &2)sinaj,
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Each active spherical roller presses, by the normal force F, (either F** or Fi"), the
corresponding track, which has two curvatures in space. According to the generalized
Hertz theory, which refers to the contact of two ellipsoidal surfaces [38], at the contact point
of each track, the equivalent curvatures in the two perpendicular x- and y-directions are
given by:

1 —Riyxy+Ryy 1 —Ryy + Ry

S S , 28
Rex RixRox Rey RlyRZy ( )

and the radius R, of an equivalent sphere is:

R, = \/ RexRey/ (29)

Based on the normal contact force F, and the abovementioned equivalent radius R.,

the maximum contact pressure becomes:
)7}
6F,(E*)* |’

B(R) 5 (30)

Po =

In Equation (30), F;, refers to either (F$*, Fi"), R, to either (R%*, R"), while the equiva-
lent elastic modulus E* is determined by:

1 1-v 1-13

E* K E, ’

(81)

where (Eq,v1) and (Ej, 1) are the elastic moduli and the Poisson’s ratios of the rollers and
the tracks, respectively.

7.3. Axial Forces

The abovementioned moment M; ¢own is equally transmitted from the rolling members
to both the cam-track disks by the two working normal forces F?*! and F!! (the same per
track for each cam-track disk, directed to the wheels) of total magnitude

Faxtor = 2(F" 4+ Finy, (32)

The above sum includes two equal forces per track (which shows the involved factor
“2” in Equation (32)) and is cancelled by the friction on the friction disk.

It should become clear that only half of the moment given by Equation (23) is trans-
mitted to each cam-track disk. Actually, each cam-track disk undertakes the moment given
by Equation (21).

Combining Equations (22) and (23), we have:

1
Mt,cam = EFguthz%z(l + CZ) (33)
Since the friction should not exceed the maximum static value, we may set a desired
threshold for the maximum moment at each cam for which full blocking is ensured; thus,
we can write:

D
Mt,cum S H Pax,mf ZR, (34)

Friction

where y is the coefficient of friction and Dy is the equivalent diameter of friction. From
standard machine elements and design books, we know that the latter variable depends
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on the assumptions imposed in clutch theory, either uniform-pressure or uniform-wear
conditions. Following the uniform-pressure condition, we have (see, [39,40]):

_ gdgut — d?n
3, &,

out

Dgr (35)

where d,,+ and d;,, is the outer and the inner diameters of the friction disk, respectively.
Substituting Equation (17) to Equation (19) into Equation (32), we can see that each
cam-track disk undertakes the total axial force:

1
Fax,tot = Fﬂ"t ( + C )r (36)

tan oyt tan ;)

Then, substituting Equations (33) and (36) into Equation (34), after a reduction in the
common factor FJ*, we obtain:

(o )5 D1+ -

tanay,  tanag, uDg !

In order to make further analysis easy, we assume that the angles are small and that
similarity conditions between the outer and inner track are assumed; thus, according to [23],
the sum of the two contact angles is constant:

Rout + Xjy = Ay, (38)

where
Am = “centml/z (39)

Under these circumstances, the function at the left part of Equation (37) may be
approximated in terms of only &, as follows:

1 ¢

f(‘xout) <0¢out * Km — “out)’ (40)

Since the right-hand side of Equation (37) is a constant, we are seeking a condition that

will ensure that this equation will be valid even for the minimum value of the left-hand

side. Actually, the function f(a,,¢) may obtain close-to-infinite values when a;, — a,;

thus, Equation (37) will be fulfilled for small values of &, (Where a;; — ay,), but it is easy

to see that it also possesses a minimum value. Equating the first derivative of f(ao,¢) to
zero, the only acceptable solution for the optimality condition (less than «,;) is:

(Uiout)opt = T\/E (41)

Thus, for the particular value of the outer contact angle given by Equation (41) and the
associated inner contact angle given by Equation (38), i.e., aj, = &y — aout, Equation (37)
finally implies the following critical threshold:

Dr (1+2)°

A < Wy cR = @(14‘7@2)# (42)
In conclusion, Equation (30) is the most important formula regarding the maximum
induced stress between the rollers and the cam-track disks, while Equation (42) is a good
estimation of the maximum inclination angle, which equals half the central angle of the
meshed circular arcs.
Typical data of the model are given in Table 1 and will be used in Section 8.
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Table 1. Parameters of the model.

Parameter Value
Input torque (applied to the crown attached to the 260 Nm
cage/retainer)
Number of rolling elements at each cam track 4
Phase-difference between outer and inner cam track 45°
Diameter of outer cam track: D%, 85 mm
Diameter of inner cam track: D, 50 mm
Radius of rolling element in the outer track: 7o, 15 mm
Radius of rolling element in the inner track: r;, 12 mm
Outer diameter of friction disk: d,,; 95 mm
Inner diameter of friction disk: d;, 45 mm
Coefficient of friction: p 0.066
Inclination angle (half the central angle) of outer track: ay;; 15°
Inclination angle (half the central angle) of inner track: a;, 27.25°

8. Results

The results concern (a) experiments and (b), with manual calculations based on
previous sections.

8.1. Experiments

Using a prototype that was manufactured according to [21], two simple experiments
were conducted as follows:

Bench experiment No.1: We put the right shaft (i.e., the extension of the lower cam-
track disk) into a mechanical clamp, while the other shaft (extension of the upper cam-track
disk) is left free. Then, a torque is progressively exerted on the retainer (between the
two shafts). It was observed that the rotation of the retainer is impossible even if a very high
torque is applied. Nevertheless, by applying even a small torque to the left shaft, the latter
can easily rotate twice as fast as the retainer.

Bench experiment No.2: We carefully put the retainer into a mechanical clamp. We
observe that it is impossible to turn only one shaft, regardless of the magnitude of the
applied torque. If, however, a small torque is applied to the other shaft in the opposite
direction, then both shafts rotate (in opposite directions) at the same angular velocity.

The above two experiments are very enlightening and support the theory of the
previous Section 7.3.

8.2. Rough Estimation of the Inclination

According to Table 1, the following data were adopted.

Diameters of cam-track disks: D, = 50 mm, D% = 85 mm.

Rolling members: 7o, = 15 mm, rj;, = 12 mm.

Friction disks: dyyt = 95 mm, d;;, = 45 mm, and p = 0.066.

Substituting the above figures in Equation (35), the equivalent diameter Dy in the
friction disks is estimated as:

243 —d3 2 953 453
D=0t “in —Z 22— 729762 mm. 43
RT32,—@2, 3 905245 mm )

We assume that the force-to-force and diameter-to-diameter ratios are equal to each
other, as in the pivoted connections; thus, Equation (19) implies:
_ D, 50

cam __ °V ~
= Dot =55 0.5882 (44)

¢
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Substituting the above numerical values of Equations (43) and (44) into Equation (42),
we obtain:

2
1+ /05882
< 72.9762 y < 2 % 0.066 | x @ >~ 753° (45)
5 (1+(0.5882)) &

Therefore, using the numerical result given by Equation (45), for similar tracks, the
maximum allowable central angle will be twice the value shown by Equation (45); thus, its
upper limit will be:

Xcentral < 15.1° (46)

8.3. Calculated Stresses

The basic parameters of the model were obtained according to Table 1. The stresses
were calculated according to Equation (30), in which the normal force F, depends only
on the standard inclination angles of the two tracks and the standard input torque (all
found in Table 1). In contrast, the radius R, of the equivalent sphere in the denominator of
Equation (30) is a very crucial design parameter, which (by virtue of Equation (28)) highly
depends on the double curvature of each track.

Based on the above data, in conjunction with a typical input torque M; ¢roun = 260 Nm
applied to the crown attached on the cage, for the above inclination angle we apply
Equations (26) and (27) to derive the normal forces on the outer (F2*!) and the inner track
(Fim), respectively.

Furthermore, regarding the derivation of a large value for R,, after many trials, which
all resulted in high stress values, acceptable stresses were obtained for at least the following
design details (these reference values are close to those of the prototype, for which a finite
element analysis has been documented in [23]):

Roller in the outer track : R‘l’zt = R‘{;t =7toyt = 15mm = 0.015m
Roller in the inner track : RY} = Rll'; =7, = 12mm = 0.012m
Outer track : Rgzt = 0.220 m and R%t =117

Inner track : R} = 0.058 m and Rlz’; =11r;,

(47)

The substitution of Equation (47) into Equations (28)—-(30) leads to contact pressures
equal to 1.6 MPa and 1.2 GPa for the outer and the inner track, respectively.

It is worth mentioning that, as also shown in Table 2, an accurate three-dimensional
finite element analysis (FEA) for the same dimensional parameters and input torque
resulted in smaller values, i.e.,, 1.3 GPa and 0.8 GPa, respectively [23]. The deviation
between the above simplified mechanical model and FEA is mainly attributed to the
existence of frictional forces at the V-shaped groves; thus, the assumed synthesis of forces
in Figure 14b is not absolutely correct because—eventually—the friction cannot be ignored.

Table 2. Calculated stresses (in GPa).

Simplified Model Finite Element Analysis (Ref. [23])
Outer Track Inner Track Outer Track Inner Track
1.6 1.2 1.3 0.8

Despite the above differences in the two models, the simplified mechanical model was
of major significance, because Equations (28)—(30) could quickly consider and elucidate
the influence of the curvatures in the tracks. Clearly, for each candidate combination of
detailed parameters determined by Equations (28)—(30), a corresponding FEM model has
to be developed afterwards.

Note that when the design includes spherical rollers, the first two equalities of
Equation (47) remain untouched because both radii of the roller are equal to the radius of
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the corresponding sphere. In contrast, we shall show that the induced stresses are sensitive
to the chosen curvatures on each track. Between the many combinations, let us preserve
the same inclination angles as previously used (according to Table 1), and then let us
standardize the radius Rgzt = 0.22 m for the outer track, and the radius R’z’; = 0.058 m
for the inner track. Considering Equation (30) from the simplified model of Section 7.2,
Table 3 shows the effect of the chosen radii Rg]‘;t and Ré” in the outer and the inner track,
respectively (note that equal factors were imposed for r;,, and 7o,¢).

Table 3. Calculated stresses (in GPa) for varying curvatures of the tracks.

Simplified Model: Equation (30)

Outer Track Inner Track Outer Track Inner Track
Rg;f = 1.107 oy Rg}j = 1.10r;, 1.57 1.20
RSy = 1.0970ut Rgny = 1.097;, 1.52 1.16
R4 = 1.087ut RS = 1.08r;, 1.46 1.12
R%t = 1.077ous Ré’; =1.07r;, 1.40 1.07
Rg;f = 1.067 oy Rg}j = 1.067;, 1.34 1.02
R%t = 1.057 gy R% = 1.05r;, 1.26 0.96
R = 1.0470y¢ RS = 1.04r;, 1.18 0.90

Another result for this sub-section refers to the sensitivity of the inclination angles. As
a reference, we can consider the initial case (according to Table 1) in which the inclination
angles are ay,; = 15° and w;,, = 27.25°, respectively. Then, by imposing a uniform £10%
change around the reference values, Equation (30) leads to the results shown in Table 4
(change of about 3%).

Table 4. Calculated stresses (in GPa) for varying inclination angles of the tracks.

Simplified Model: Equation (30)

Outer Track Inner Track Outer Track Inner Track
oyt = 1.1 x 15° a;, = 1.1 x 27.25° 1.5211 1.1611
Koyt = 1.0 x 15° aj, = 1.0 x 27.25° 1.5690 1.1953
Koyt = 0.9 x 15° wj; = 0.9 x 27.25° 1.6239 1.2351

As a last note, a uniform variation of R“ and R by 10% influences the contact

stresses by less than £1%.

8.4. Interpretation of the Experiments

The contents of Section 7.3 and the numerical results of Section 8.3 suggest that the
main design philosophy of this gearless differential is concerned with an adequately small
central angle «,, so that the averaged inclination angle fulfills the condition tana,, < y,
where y is the coefficient of friction between the outer ‘side boundary” of the cam-track
disks and the housing. The conditions of Experiment No.1 are illustrated in Figure 13a.
The equilibrium of the upper cam-track disk is shown in Figure 13b, in which the normal
force F, is analyzed into two components, which are cancelled by the frictional force Fy,
and the normal reaction R. According to the well-known rule of the inclined plane (for the
sake of completeness, as repeated in Appendix A), for such a small angle &, no matter the
size of the normal force F, the static friction Fy, does not exceed its maximum static value;
thus, no sliding occurs in this position.
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Moreover, if we exert a force Fextupper (in the same direction as the F,) on the upper
cam-track disk to overcome the side friction Fy, ;e in the housing (see, Figure 13a), due
to this net force, the horizontal motion of this part becomes possible. If the right driving
wheel of a vehicle is blocked, it is possible to operate the differential mechanism even by
exerting a small force on the free left driving wheel, a fact that justifies the abovementioned
blocking behaviour of this mechanism.

8.5. Typical Screenshots during the Operation of the Gearless Mechanism

The initial position of the two tracks ( = 0°) is that shown in Figure 8. It is also
repeated in Figure 15a for the outer and the inner track (parallel in the form of circumfer-
ences/rows separated by a distance). In Figure 15i one may observe that the same picture,
as the top (Figure 15a), appears after half a turn of each cam-track disk (rotational angle
6 = 180°). In general, when the upper cam-track disk (left shaft) rotates by 6, the lower
one (right shaft) will rotate by —6; thus, their phase-difference will be A§ = 20. Therefore,
the angle that appears in the middle column of Figure 15 refers to the aforementioned
rotational angle 6 of each cam-track disk (shaft). Obviously, within each cam-track disk
(upper or lower), the outer and inner tracks (rows) rotate by the same amount as a rigid
body. In more detail, from Figure 15, we can obtain the following results:

e Attheangle 0 = 0°, all four rollers of the outer track hit the tops of the cam profiles
(see also Figure 8), while those of the inner track do not.

e Attheangle 8 =45°, all four rollers of the inner track hit the tops of the cam profiles,
while those of the outer track do not.

e Attheangle 6 =90°, all four rollers of the outer track hit the tops of the cam profiles,
while those of the inner track do not.

e Atthe angle 6 =135°, all four rollers of the inner track hit the tops of the cam profiles,
while those of the outer track do not.

e Atthe angle 6 = 180°, all four rollers of the outer track hit the tops of the cam profiles
(see also Figure 8), while those of the inner track do not.

From the above discussion, it is clear that every half a turn of each shaft (¢ = 180°),
we take exactly the same picture of the eight rollers. This happens because, by construction
(according to Figure 8), we can obtain two complete periods (360°/2 = 180°).

Furthermore, in Figure 15b, which corresponds to 6 = 22.5° (i.e., each shaft has
performed 1/16 of a full revolution), one may observe that two rollers in the outer track
and another two in the inner track press the profiled cams (in the direction of the arrows),
thus transmitting power. Interestingly, as the outer track rotates by 8 = 22.5°, it sweeps
an angle equal to 1/4 of the central angle a,,; = 15°, and at the same time the inner track
rotates in the same direction by the same amount (Af = 22.5°), now sweeping an angle
equal to 1/4 of the central angle a;, = 27.25°.

Concentrating on Figure 15, one may observe that, at (6 = /8, 37t/8, 57/8, 71t/8),
four out of the eight rollers, depicted by arrows (—), transmit power:

e  Two out of the four rollers in the outer tracks are active, pushing them in the circum-
ferential direction (thus transferring part of the power).

e  Two out of the four rollers in the inner tracks are active, pushing them in the circum-
ferential direction (thus transferring the rest part of the power).

In contrast, in the remaining five cases (0 =0, n/4, 7/2, 3n/4, m), only two rollers
are active. In other words, there at least two rollers are engaged in a wedge formed at the
contact points with the cam-tracks.

9. Discussion
9.1. Other Patents on Gearless Differentials

Clearly, although repeated (sinusoidal like) curves have been used for many years [18-22],
to date, the property of fully rolling contact cam track surfaces has neither been re-
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vealed nor studied. Readers who have experience in evaluating patents may refer to
the originals [18-20] and could find the following comments to be useful:

In Beucher’s patent Nr. 741,812 (granted in 1943) [18], there is an outer and an inner
groove. In each groove, the curves of the cam-track disks are repeated cylindrical arcs of
interrupted shape with sharp edges; thus, high-contact stresses are induced and fatigue
phenomena are anticipated. There is substantial sliding between the sliding plate-like
elements (in pairs) and the cam track disks. This mechanism works as a clutch, with the
result of a low coefficient of efficiency. The wear is high due to friction and high temperature,
and thus its operation is very problematic. Power transmission is circumferential. The
shape of driving elements is different than that proposed (rectangular with smooth sliding
surfaces). The inventor himself states that his invention is for the back shaft only.

In Randall’s patent No. 2,651,214 (applied in 1950, granted in 1953) [19], there is
again an outer and an inner groove. The curves of cam-track disks have sharp edges; thus,
high-stress concentration is anticipated. Power transmission is circumferential. During
differentialization, high friction and a high temperature develop, which wears rolling
members at points that then rolls them on the driven cam-track disks, leading to the
destruction of rolling. Rolling members have a frusto-conical shape. This works as a clutch.

In Altmann’s patent No. 2,967,438 (filled in 1958, granted in 1961) [20], there is only
one groove, in contrast to the abovementioned patents [18,19]. The curves in cam-track
disks are sinusoids, but this fact does not result in the full rolling of driving elements
without sliding. In more detail, the curves are unsymmetrical with each other (one cam
track has 5 maxima and 5 minima, whereas the other has 6 maxima and 6 minima), thus
leading to unequal inclination angles. The asymmetry between two driven cam-track
disks results in unequal action on the wheels. Equalizing means are provided at both
driven sides.

9.2. Overall Advantages of the Proposed Concept

From the above discussion in around Figure 13, it becomes obvious that the proposed
concept is against the operation of the open differential. Clearly, experiments reveal that
when one of the drive wheels meets mud or snow, even a minor resistance to the other
drive wheel offers motion. However, this is not a limited slip differential in the classical
sense, since no additional means exist, except for two bronze disks in the outer part of the
cam-track disks (for construction details, see [21,22]). Clearly, the particular shape of the
cam tracks, which leads to an interchangeable shape for both of them, can be efficiently
manufactured through CNC machining centers, thus reducing overall costs. This shape
ensures rolling contact and a kind of ‘self-regulation’, meaning that the power transmission
obtained through this differential is somehow adjusted to road conditions.

In the particular case of helicopters in which the gearbox suffers from possible frac-
tured gear teeth, it is obvious that the adoption of the proposed concept, in conjunction
with a small inclination angle o, would not lead to full destruction because the small angle
and the associated static friction (inclination rule) would prevent this.

9.3. Design Aspects of the Present Concept

In contrast to the above relevant patents [18-20], the use of the proposed circular curves
(indicated in Figure 3) allows for the transmission of power through a radial arrangement
of the rolling members. The support of the rolling members is achieved by sliding grooves
(guides) into the retainer, but this does not affect the rolling contact between them and the
cam-track disks. Rolling members are either in couples or independent. Rolling members
are drum-shaped (spherical, conical, etc.), i.e., of an axisymmetric form. The same concept
works with any even number on each curve: 2, 4, 6, 8, and so on. Then, the total number of
rolling members is 4, 8, 12, 16, or any other multiple of 4. Rolling members are arranged
in two concentric circumferences (one outer and one inner). The particular case of n = 4
rollers per circumference is shown in Figure 16: (a) for the initial state of parallel tracks
and (b) after a rotation of the upper cam-track disk by 90° degrees in the counter-clockwise
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direction. Note that when the outer curves are parallel (Figure 16a), the inner ones form
the maximum wedge angle. In contrast, when the outer curves form the maximum wedge
angle (Figure 16b), the inner ones become parallel. In addition, details of the prototype at a
regular size, including the rollers as well as stress and fatigue analysis, may also be found
in [23]. Although this has been previously noted, it is instructive to repeat that, in cases
where the prototype of Figure 16 is used as a gearless automotive differential, the upper
cam-track disk is firmly linked to the left half-shaft of the drive wheel, while the lower one
is linked to the right half-shaft.

By neglecting the friction at the V-shaped grooves, in the simplified model of Section 7.2,
we used Equation (17) to determine the total axial force P,y directed toward the half-shafts
and pressed the friction disk on the housing of the gearbox. For a given coefficient of
friction y, the obvious condition is that the maximum torque transmitted between a friction
disk and the housing of the gearbox should not exceed the value imposed by the maximum
static friction. This inequality was used to analytically determine the maximum allowable
average inclination angle for the whole mechanism. This model somehow suffers due to
the hard assumption of frictionless operation at the V-shaped grooves. Of course, since
the relative velocities # are analytically known everywhere in the power-train, one could
introduce an assumption for the friction (e.g., Ff = —cu), but this issue is beyond the scope
of this paper.

9.4. Other Applications

Although the motivation for developing the concept of the two conjugate wavy cam-
track disks was primarily the differential gear (useful for tractors as well as for military
and passenger vehicles), the theory covers a lot of other power transmission applications
in mechanical engineering. For example, the same concept could be applied to replace
gearboxes in several drives, such as wind-turbines, mills, conveyors, mixers, pitch controls
in aeronautical engineering, high-safety transmissions for helicopters, multi-step marine-
type gearboxes, robotic devices such as pitch—roll wrists, electric cars, etc.

The wavy form of the cam tracks may also be useful for other applications where
controlled oscillations are needed, such as the replacement of the camshaft (obvious) and/or
the crankshaft (giving it a circular shape) in (single- or double-stroke) internal combustion
engines, as well as for piston pumps and compressors, among others.

As a last note, if we wish to categorize the proposed new concept, it might be consid-
ered a practical contribution to power transmission through kinematic contact (in German,
Formschluss [41]).

10. Conclusions
The findings of this paper suggest that:

(1) Ideal (pure) rolling (without sliding) of a roller on the two surfaces of cams (profiled
plates) is achieved when the center of mass of the roller moves along a circular arc
bounded by a given central angle.

(2)  If this design concept is applied to an automotive differential for an even number of
repetitions, it leads to two identical cam-track disks (i.e., symmetrical differential),
thereby saving manufacturing and storage costs.

(3) If the central angle is small, self-regulation and blocking are achieved through the
principle of the inclined plane.

(4) The proper selection of particular dimensional parameters, such as double curvature,
leads to mechanical stresses, which are within the usual allowable limits.

(5) A weakness of this study is that elastic deformation of the cam-track disks has not
been considered.
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Nomenclature

Quantity Explanation

Do = 2R% Din — Ri" ~ Diameter and radius of cam-track disks (outer and inner).

¢ Diameter ratio DI, / D24,

Tout, Tin Radius of rollers (outer and inner track).

dout, diy Diameters of friction disks (outer and inner).

Dgr Equivalent diameter of frictions disks (with uniform pressure).

Coefficient of friction on friction disks.
out

O ontral’ txi'z,n tral Central angle (outer and inner track).

Qout, Ny Contact angle (outer and inner track).

Mt crown Torque transmitted from the geared crown to the totality
of two cam-track disks.

Mt cam Torque transmitted to each cam-track disk.

Fout, Fin Circumferential force at each active roller (outer and inner track).

Fout Fin Normal force on cam-track disk transmitted by active roller
(outer and inner track).

pout, pin Circumferential force on cam-track disk transmitted by active
roller (outer and inner track).

pout, pin Axial force on cam-track disk transmitted by active roller

(outer and inner track).

Appendix A

We consider a particular groove (external or internal). The corresponding reaction

force R (see Figure 13b) cancels the horizontal projection of the normal force F;; thus,

R = F, cosw (A1)

Also, the friction T cancels the vertical component of force F,; thus,

T = F;sina (A2)

Dividing (A1) and (A2) by parts, we receive:

T =Rtanw (A3)
Considering that no sliding occurs, the static friction is smaller than the maximum one:

T <uR (A4)

From (A3) and (A4), one can obtain the well-known inequality:

tana < p (A5)

In other words, when the inclination angle of a cam surface is smaller than a critical
limit, there is no sliding between the planar surface of the corresponding cam-track disk
and the surrounding housing (for a possible practical implementation, see [18]); thus, it
works as a ‘blocking’ differential mechanism. Otherwise, if tana > y, it works as a usual

differential mechanism.
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Abstract: The authors present a case study of the investigation of a transient signal that appeared in
the testing of a radar receiver. The characteristics of the test conditions and data are first discussed.
The authors then proceed to outline the methods for detecting and analyzing transients in the data.
For this, they consider several methods based on modern signal processing and evaluate their
utility. The initial method used for identifying transients is based on computer vision techniques,
specifically, thresholding spectrograms into binary images, morphological processing, and object
boundary extraction. The authors also consider deep learning methods and methods related to
optimal statistical detection. For the latter approach, since the transient in this case was chirp-like,
the method of maximum likelihood is used to estimate its parameters. Each approach is evaluated,
followed by a discussion of how the results could be extended to analysis and detection of other types
of transient radio-frequency interference (RFI). The authors find that computer vision, deep learning,
and statistical detection methods are all useful. However, each is best used at different stages of the
investigation when a transient appears in data. Computer vision is particularly useful when little is
known about the transient, while traditional statistically optimal detection can be quite accurate once
the structure of the transient is known and its parameters estimated.
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1. Introduction

This work describes an investigation of transient interference observed in radar testing.
In this introductory section, we provide a general description of the investigation. We then
follow with a summary of the different state-of-the-art for approaches and applications of
transient signal identification.

1.1. Investigation Overview

When operating radar or radio receivers, it is not unusual to see interfering signals in
addition to expected signals and ubiquitous thermal noise. For such interfering signals,
typical questions center around the rate of occurrence, signal characteristics, the effects
on the desired operation of the system, and whether interference can be reliably detected
and possibly removed. When faced with the problem of detecting and characterizing
unwanted transients in data, the analyst finds that a number of methods are available;
however, picking which one or ones to use can be challenging. The next subsection
provides a high-level summary and review of some of the available methods. To review
and compare methods, we present a case study of a particular radio-frequency interference
(RFI) signal occasionally seen in the noise-only testing of a radar receiver. This receiver
is part of a spaceborne radar in development, with a launch planned in the near future.
After surveying previous work on transient detection, we provide details about the radar
receiver, test conditions, and initial observations of the transient in Section 2. Additionally,
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we provide the transient’s characteristics, estimated manually using a standard spectrogram.
In Section 3, several techniques for automatically detecting the presence of the transients in
test datasets are discussed in some detail. Section 4 describes the results of applying these
techniques to our data, with conclusions provided in Section 5.

1.2. Overview of State-of-the-Art

Applications of transient signal detection include radar, microwave radiometry, radio
astronomy, underwater acoustics, and RF fingerprinting [1-6]. Methods have included
traditional signal processing and, more recently, the application of machine learning tech-
niques [6]. We summarize a number of methods here, grouping them by method rather than
by application. The methods with perhaps the longest history have their foundations in sta-
tistical decision theory. A standard reference within the electrical engineering community is
that of Van Trees [7]. This volume presents the classical detection theory of communications
or radar signals in noise, including matched filtering for the detection of known signals.
The paper by Friedlander and Porat [8] applies statistical analyses to linear transformations
of signals, including common time-frequency representations. Such representations have
also been used in some of the more recent machine learning procedures described below.
A relatively recent review of statistical detection methods applied to transient problems
is found in [9]. Following this review, the reference describes a new method based on
sequential probability ratio tests. Another relatively recent work on statistical detection
is described in [10]. The application used here is radar, and the approach is based on a
generalized likelihood ratio test (GLRT) for detecting a Gaussian signal in Gaussian noise.
As described in Section 3, GLRT denotes a test in which unknown parameters of the signal
are estimated prior to applying the likelihood ratio test. A related work [11] addresses this
problem using statistical tests other than GLRT. The overview of RF fingerprinting in [5]
primarily covers statistical techniques that are often used in this application; however, the
problems there tend to be more related to a change in the received signal than a finite signal
in noise. This distinction is further described in [9]. As such, the methods in [5] are related
to but are not necessarily directly applicable to RFI transient detection.

Many of the recent methods for transient detection use machine-learning approaches
and are applied to areas like drone signature recognition and radio astronomy. The latter
also uses statistical detection theory but is often generalized for typical radio astronomy
measurements, such as using sensor arrays. The technique described in [6] examines
signals emitted by drones. Such signals can be used to identify intruding or otherwise
unwanted drones. In [6], received data are first transformed, e.g., wavelet, and then
used as an input to a hierarchical classifier. In this application, as also noted for the RF
fingerprinting applications in [5], the transient is usually a change in signal rather than one
of finite duration (temporary) interference. Nevertheless, the problem here is related to RFI
detection, especially when viewed using machine learning. This is also true of [12], which
is again applied to drones and RF fingerprinting; it uses a neural network that is applied
directly to the received complex data. The problem described in [13] is similar to that
being investigated here, namely RFI in radar data. The approach there uses time-frequency
images of the data as input to a neural network classifier, which can detect the RFL. An
alternative machine learning approach is a support vector machine, which is applied in [14]
to recognize transients from features also extracted from a time-frequency representation.
Reference [15] describes the application of two types of neural networks for RFI detection.
There, RFI is not only detected but classified as to its likely source. Both [14] and [15]
describe astronomical applications, as does [16], which uses a neural network to directly
classify time-frequency images.

This brief overview of methods, especially those discussed in recent publications,
provides a background for the specific techniques that we use and compare. These are
described in Section 3, following the discussion of the radar data and transient overview in
the next section.
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2. Data

The data used here were recorded by the radar. The radar receiver has a bandwidth of
80 MHz and operates with a carrier near 1.257 GHz (L-band). The received L-band data
are filtered and sampled at 240 MHz and then are digitally down-converted to a 96 MHz
complex sample rate. The Nyquist sampling criterion is satisfied because the complex
sampling results in a single-sideband signal that fits unambiguously inside the 0-96 MHz
spectrum. The data recorded within each interpulse period are referred to as a range line;
each range line has 105,152 complex samples at a 96 MHz sample rate (roughly 1 ms in
length). Each dataset used here contains up to about one hundred thousand range lines,
corresponding to nearly a minute of the radar receiver operation, based on 0.5 ms between
range lines. All eight datasets were acquired indoors in the noise-only mode with no
transmitted waveform. The overall noise level depended primarily on the environment
(noisy laboratory versus test chamber); the inherent gain and noise level of the receivers
were stable.

The left panel in Figure 1 shows an example of a typical, noise-only range line. The
very small amplitudes near 300 and 850 us are due to receiver blanking during radar
pulsing, although pulsing was not happening in this case. The statistics of these data
showed approximate Gaussian behavior of the in-phase and quadrature (I/Q, or real and
imaginary) parts of the data. This indicated relatively pure thermal noise, as would be
expected for a high-quality receiver with no signal inputs. Additionally, as shown in
Figure 1 (right panel) a spectrogram for this noise range line is presented. Although some
harmonics or spurious tones (vertical lines) are present, these are low and not are expected
to affect the radar measurements. Figure 2, left, shows a different range line that appears
similar to that in Figure 1 but also contains an unexpected transient signal starting around
time 900 us. However, this level iss nearly the same as the noise; therefore, the transient is
almost invisible in the time domain. The corresponding spectrogram for this range line, on
the right, shows the transient much more clearly, highlighted by an ellipse. The transient
appears to have a roughly linear frequency increase with time, making it approximately
a linear, frequency-modulated (LFM) chirp, and increasing in frequency from 83 MHz to
about 85 MHz as time increases from roughly 900 to 1000 ps.
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Figure 1. Left: Time domain plot of a typical range line with no transients. Right: Spectrogram of
this same range line, plotting power in dB as a function of time on the vertical axis and frequency on
the horizontal axis.
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Figure 2. Same as Figure 1, except for a different range line, containing a highlighted transient.

3. Data Analysis Methodology
3.1. Computer Vision

A priority when investigating a newly noticed transient is the determination of how
often it occurs in the data (i.e., rate of occurrence), followed by the determination of the
characteristics of the transients. In light of a lack of visibility in the transient in the time
domain (Figure 2, left), spectrograms were used (see right panels in Figures 1 and 2). These
were computed using the Short-Time Fourier Transform, which computed the Discrete
Fourier Transform of time segments in the data. As a first step, a simple video, or movie, of
all the spectrograms in a dataset allowed the manual detection of some of the transients. For
automated detection, several approaches were possible, as summarized in Section 1.2. One
approach used early in our investigation included computer (or machine) vision [17,18],
which could be applied to spectrograms. This method was considered because it can
find arbitrary objects in images without being sensitive to the exact time or frequency
within the spectrogram. Since computer vision algorithms extract features from images
and use these features for decisions, we consider this a relative of the machine learning
techniques mentioned in Section 1.2. Although the feature extraction approaches used
in [6,14] might not be classical computer vision, the overall approach of feature extraction
and decision-making is analogous to that considered here. While we are not aware of
a specific application of computer vision to RFI transient detection, we note in [19], for
example, the application of computer vision to the detection of anomalous signals or events
for network security.

Because the noise is visible even in normal spectrograms (Figure 1, right), an estimated
thermal noise level is used to set a threshold. All pixels below the threshold are set to
zero, while all above are set to one, yielding a binary image. In some cases, there are linear
features above the threshold, as shown in the binary images. These are found by summing
the binary image both horizontally and vertically; the presence of a line results in a larger-
than-average sum for a problematic row or column, allowing it to be removed. Following
this, we use morphological image processing functions [17,20] to remove isolated pixels
above the threshold. This processing results in images that are relatively clean, except
for the transients, when present. Figure 3 shows the application of these steps to the
spectrogram in Figure 2 on the right. Once we have a cleaned binary spectrogram, we
apply a computer vision routine (called bwboundaries), which locates objects in a binary
scene [20]. It returns information on the size, shape, and location of each object found.
From the object dimensions and the spectrogram pixel sizes, we perform a somewhat
crude estimate of the starting time and frequency, the bandwidth, and the duration of
each transient. For the example transient in Figures 2 and 3, the function returned a set of
boundary indices that allowed the code to calculate a duration of 88 s and a bandwidth of
1.87 MHz. The code saves this information, along with the object’s peak power, range line

149



Eng 2023, 4

Power Spectrum (dB)

1000

800

600

400

200

20

number, and range sample number for each detection. This allows an examination of the
statistics of the transient characteristics over the dataset, which is discussed in Section 4.
In the remainder of this paper, we denote this approach as a computer vision algorithm
or CVA.
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Figure 3. Example of spectrogram processing steps prior to computer vision. On the left of the
spectrogram, the linear power domain has been thresholded to eliminate noise; blue pixels are 0 and
yellow pixels are 1. On the right, the thresholded image has been further processed with line removal
filtering and morphological image processing. The transient here corresponds to that in Figure 2.

3.2. Convolutional Neural Network

Another method considered was the convolutional neural network (CNN) [21]. This
approach is already noted in Section 1.2 as being used for RFI detection in radar data [13]. To
avoid conducting pre-processing, we let the CNN operate directly on the spectrograms [13,16].
This was reasonable since CNNs excel at extracting features from images and using them for
classification. While one could train deep CNNs from scratch, such training typically requires
hundreds of thousands of images, which were not available in this case. Instead, we used the
approach of transfer learning. As described in [16,21-23], the general idea of transfer training
is to start with a pre-trained deep network and adapt it for a new task by replacing the last
hidden layer and the output layer and re-training on a much smaller, task-specific dataset.
The studies described in [16,22] demonstrate RFI detection using CNNs and transfer learning,
with the input data in [22] based on continuous wavelet transform, which is analogous to the
spectrograms used here. For the problem of transient RFI detection in our radar noise data, we
also started with a pre-trained CNN, in this case, SqueezeNet [21,23]. SqueezeNet is a CNN
with 18 convolutional layers that are designed to classify color images of size 227 x 227 x 3
into 1000 different categories. It was trained on over 1 million input images; image categories
included common scenes and objects, such as various animals, pencils, keyboards, and coffee
mugs. While these categories are very different from spectrograms with RFI, the method can
work because much of a deep network, starting with the input layers, is good at extracting
features. The retraining of output layers changed the way the network used the extracted
features for the new problem. For the Matlab implementation of SqueezeNet, we replaced the
last convolutional layer with a new convolutional layer, setting the number of filters in the
layer to match the number of classes, which was two in this case, corresponding to either RFI
or noise. The output classification layer was also replaced. Prior to training, the learning rate
for the new convolutional layer was set to a much larger number than the rate for the original
SqueezeNet layers. When training was started, these different rates caused only the new layer
to be trained. This transfer learning technique allowed the deep CNN to be re-trained in only
a few minutes on a typical laptop.
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3.3. Statistical Decision Theory

Lastly, we considered methods that are traditionally considered statistical detection
methods within the signal-processing community. The approach here is similar to the
statistical approaches surveyed in Section 1.2. The basic strategy is to make the choice that
optimized some error criterion. As described in [7,24-26], the general strategy computes
a likelihood ratio and compares this with a threshold. Using the notation of [26], the
likelihood ratio is the ratio of the conditional probability of the data with the signal present
f1 (x) compared to the conditional probability of the data when the signal is not present

fo(;), where x is the observed data, in our case, a noisy range line that either has or
does not have a transient signal in it. In the simplest model, the signal to be detected is
fully deterministic. The optimal detection method is the matched filter (MF), in which
a deterministic signal is cross-correlated with the data [7,24-26]. The optimal detection
approach for the case of a set of unknown parameters 1 is also discussed in [7,24-26].
This problem becomes a computation of a so-called generalized likelihood ratio, which is

the ratio of the maximum of f; (; ;) over the possible { when the chirp is present to the
likelihood function fy (E) with no chirp. The GLRT is discussed in Section 1.2 in relation

to [10] and was needed in our case since we did not have a priori knowledge of the chirp
starting frequency and rate. We implemented this case by correlating with a chirp whose
parameters were estimated with the maximum likelihood estimation (MLE). In [27], it is
shown that the MLE of chirp parameters could be found by maximizing the peak of the
cross-correlation of a model chirp with the data. The search was carried out over the set
1, here consisting of the starting frequency fp and the chirp rate «; these parameters were
chosen to maximize:

X(f,a) =Y x; ef27r<foti+%t?)| (1)

where j is the square root of —1, t; = (i — 1)AT, AT is the sampling interval, and the
complex samples x; represent the observed data. The exponential was complex conjugated
to correspond to the usual definition of cross-correlation. While matched filtering was
also used in the power domain (e.g., in image processing), the use of complex data was
preferred so that the output SNR could be boosted by the effect of coherent integration.
Hence, the above approach was preferred on theoretical grounds to the matched filtering
of the spectrogram by a time-frequency representation of the chirp power. Details of MLE
for chirp parameters are provided in Appendix A.

4. Results
4.1. Generation of Training and Validation Data

Following the initial notice of our transient in a few spectrograms, our investigation
turned to the methods described above in Section 3. To provide quantitative results for
these methods, we created subsets for training and validation by arbitrarily selecting range
lines within the various full datasets noted in Section 2. The subsets needed to be large
enough that sufficient data could be used but small enough that the classifications could be
verified by a human viewing of their contents. Our procedure used the results of the CVA
to create 3000 spectrograms, half with transients and half without. All 3000 spectrograms
were manually inspected to check for correct identification (requiring several seconds per
image). Incorrect classifications were noted for CVA accuracy estimates and then replaced
with new spectrograms; hence, the final set of 3000 contained the desired half-and-half mix.
This set was used for the training and validation of the CNN, as described in Section 4.3
below. In this case, 1020 of the 3000 spectrograms were used for independent validation. In
the generation of the spectrograms, the transients were shifted to other, randomly selected
frequencies to keep the CNN from memorizing cases with one frequency. The validation
set had 510 spectrograms with transients and 510 without, which were verified manually.
The CVA output was also used to identify a set of complex data (range lines) for the testing
of the matched filtering method (described in Section 4.4). As with the CNN training data,
the range lines were manually inspected to verify the assessment and the presence/absence
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of transients. Hence, the complex validation set had 510 range lines with transients and 510
without, matching the CNN validation set.

4.2. CVA Results

As noted in Section 3.1, for automated detection and characterization, CVA is a good
first choice because it can detect fairly arbitrary objects, requiring minimal assumptions
about the data. Additionally, it provides not only detections but the basic characteristics
of the objects it finds. Figure 4 shows example histograms from a selected dataset with
transients. There is no averaging in the values shown; each value of a characteristic
corresponds to one transient. Duration (time from transient start to stop) tends to be near
100 ps, while bandwidths are mostly less than a few MHz. The transients seemed to occur
at several different frequencies, while the starting time within a range line (denoted as
fast time) could be anywhere from 0 to nearly 1 ms. Figure 4c shows the occurrence of
transients detected using CVA in slow time (proportional to the pulse number); they tended
to occur in clusters separated by roughly 12 s. As all timing on the radar is much faster than
12 s, this result suggests a source outside the radar. Zooming into this plot, which is not
shown, the fast time looks mostly random, but we could see evidence of systematic changes
in fast time location between the adjacent pulses. This varying and generally random
fast-time behavior (Figure 4d) suggested that the transients were not synchronized with
radar pulsing and were likely external. The hypothesis that the transients are external is
further supported by their non-occurrence in subsequent testing in a different environment.
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Figure 4. Results of applying the computer vision algorithm (CVA) (a) Transient duration,
(b) Bandwidth, (c) Slow time (time location relative to start of dataset), and (d) Fast time (time
location relative to the start of the receive window).

To quantitatively evaluate the accuracy of the CVA, we refer back to Section 4.1 and
the generation of the spectrograms. For the 3000 spectrograms initially selected by CVA, a
manual inspection found 10 false alarms, corresponding to about 4 false alarms in the test,
or validation, data set. This result is reflected in the value of 1016 out of 1020 spectrograms
that were correctly identified by CVA (99.6%), as shown in Table 1. These results for CVA
support our claim that it can successfully detect transient events and can provide useful
characteristics; however, it relies, to some extent, on knowing how to set the threshold
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to separate transients from noise. This and some additional parameters of the algorithm,
including the size of the erosion and dilatation filters, are best set by experimenting with
CVA performance.

Table 1. Comparison of RFI detection methods.

Method Est. Run Time (s) Validation Data Correct
Computer Vision Algorithm (CVA) 40 1020 spectrograms 1016
Convolutional Neural Net (CNN) 45 1020 spectrograms 1007
Matched filter (MF) 25 1020 range lines 990

4.3. CNN Results

The next method evaluated was the deep learning of spectrograms with a CNN.
Since CNNs operate directly on the spectrogram of each range line, there were no explicit
thresholds to be set. However, unlike CVA, this method requires accurately trained data and
so is typically not a good first choice for the analysis of a newly discovered transient signal.
Indeed, as noted in Section 4.1, both the CNN and the statistical detection algorithms rely
on the prior use of CVA for the preliminary characterization of the transients and to detect
a sufficient number of them so that training data that can be developed. Figure 5 shows the
results of re-training with the SqueezeNet network, which was conducted with the transfer
learning approach. The final accuracy after 1320 training iterations was 98.7% on the
independent validation data, where accuracy is the percentage of correct classifications for
both signals present and absent. Hence, CNN detects about the same number of transients
as that detected by CVA (Table 1). CNN is also relatively robust since the validation data
consist of transients at differing chirp rates and time-frequency locations. Indeed, it is
highly likely that the validation data contained transients with frequencies not represented
in the training data, indicating generalization by the CNN.
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Figure 5. Training of CNN for spectrograms with and without transients. The black circles are for the
testing of the network on the 1020-spectrogram validation data, which was not used in training.

4.4. MF Results

This section reports on the statistical detection of transients, implemented here as
matched filtering. We note that this matched filter, or MF, processing is identical to that
in pulse compression radars, in which the transmitted waveform is correlated with the
received signal. MFs using observed data and an ideal chirp are shown in Figure 6. The
observed chirp was extracted from noisy range line data (e.g., Figure 2, left) using a filtering
technique that we developed, retaining the chirp while removing most of the noise. The
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observed chirp has significant amplitude modulation, unlike the ideal chirp. Furthermore,
the amplitude modulation could vary between observations. We tested both filters by
applying them to the 1020 lines of complex validation data. To use the observed chirp, its
frequency was shifted to match transients in the validation data set. We found that with
a well-selected threshold, the detection rate was 97%, with either the ideal or observed
chirps used as an MF (Table 1). However, estimating chirp parameters with MLE and then
generating a corresponding ideal chirp was somewhat simpler than trying to extract and
modify an observed pulse from another dataset. Figure 7 illustrates the performance of a
matched filter on example range lines.

1.5

o
T

ideal
observed | |

-60

x10%

-40 -20 (o) 20 40 60
Time (us)

Figure 6. Transient signal extracted by filtering a single range line, and ideal chirp using chirp
parameters estimated from the data.
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Figure 7. Left: Noise-only data after filtering with a matched filter. Right: Data containing a transient
after matched filtering.

An inspection of the incorrectly classified range lines verified that all had transients
that were missed. To determine the reason for each miss, we looked at the power spectrum
of the corresponding range line. We found that all apparent misses did, in fact, contain
a transient but with different start frequencies or chirp rates than those assumed in the
matched filter. While it would be feasible to apply a combination of MLE and MF on each
range line, the time required to search the entire range line would be significant, likely
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resulting in slower run times than CVA. If the frequencies and rates of all the transients
were somehow known, a simpler algorithm could apply a set of matched filters to the data,
with the set being based on all the known transient signals. The test statistic, in this case,
would be the maximum of all the outputs on a given range line; based on the above tests,
such an algorithm should detect all the transients. The missed detections here highlight
MF’s lack of ability to generalize.

5. Conclusions

We have reported on a case study of a specific type of transient observed in noise-only
radar testing. The purpose of this work was to compare several techniques that could
be used in such a situation. While our particular transient was approximately a linear
frequency-modulated chirp, we believe that the approach here could be generalized to
many kinds of radio-frequency interference occurring in test data. Once the transients
were noted in our data, we began an investigation with computer vision techniques to
detect unknown “objects” within spectrograms or their equivalent. While we did need to
estimate the level of background noise in the spectrograms for thresholding, the algorithms
were able to clean up the thresholded spectrograms and found objects with relatively little
adjustments and a priori knowledge. An exception is morphological processing, which
did require some changes based on the experiment to better keep the objects of interest
while removing noise. We found the computer vision approach to be extremely useful,
providing most of the information needed for characterizing the transients in our data, as
well as allowing the creation of training and validation data for other methods. Because
it does not depend on the transient being a linear frequency-modulated chirp, we believe
that computer vision can be a useful first step for investigating a variety of transients.

The convolutional neural network, trained via transfer learning, proved to be accu-
rate and had the advantage of working directly from spectrograms without the need for
thresholds or other adjustable parameters. However, without first using the computer
vision algorithms, identifying sufficient training data for the neural network was very
difficult. Furthermore, the training data had to be rather carefully generated, making sure
to cover the basic ways in which the transient could occur in a spectrogram. As with the
computer vision approach, the neural network can be applied to many types of transients.
The last method evaluated was statistical detection using matched filtering. The matched
filter applied to the complex range lines was quite sensitive (Figure 7). However, this
approach required a reference function that matched the transient interference signal of
interest. Consequently, one needed to estimate the transient parameters and then generate
the matched filter. This process can be applied to many types of transient signals. Once
the transient has been characterized, more general models, such as in [28,29], could be
used, with the maximum likelihood estimation of model parameters. However, the MF
approach is best used only if it is already known that the transients are all identical or have
only a few sets of parameters. The experience here confirms that all the methods can be
very accurate but differ significantly in their need for a priori information and their ability
to generalize. While computer vision recognizes fairly arbitrary objects, CNNs are likely
more specific but can generalize. Matched filters only use their given parameters and do
not generalize well to transients with significantly different parameters. To summarize, the
following approach for investigating arbitrary transients is suggested: (1) A computer vi-
sion for obtaining general characteristics of objects in spectrograms or other time-frequency
images. Once training data can be identified, a neural network approach (2) using transfer
learning could potentially achieve high accuracy with no assumptions beyond the training
data. Finally, classical matched filtering methods (3) could potentially provide a very high
detection accuracy; however, the transient properties must be well-known to allow for the
construction of an accurate matched filter or filters.
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Appendix A

In this appendix, we briefly summarize the theory underlying the maximum likelihood
estimation (MLE). This method is covered in detail in numerous sources, including [7,26].
For a general transient signal (vector) s, the observed data is 7 = § 4 71, where 1 is Gaussian
white noise. Then, let the subscript i be the time index of each signal component; hence
the element of 7 for time t is r; with £ = (i — 1)A and A is the spacing between samples.
Since the noise is complex Gaussian and white, with total variance ¢, the joint probability
density function (PDF) for the noise signal can be written as:

p(i) = (7o) " TIY exp( — ni/2) (A1)

Letting 1 represent a set of parameters characterizing the signal 5, the conditional
PDF of the “signal plus noise” vector becomes:

—N

p(rw) = (no7) TT exp(—lri—siP/a) (A2)

Here, \p denotes a parameter vector, as opposed to the accent over the signal symbols,
indicating data vectors. The maximum likelihood (ML) method assumes that the best
estimate of the unknown parameters are those values that maximize the probability of the
observed data. Specifically, these parameters were chosen to simultaneously maximize
the conditional joint PDF, or, equivalently, its natural logarithm, which is known as the
log-likelihood function [7]. This was derived from (A2) by expanding |7; — s;|% and then
taking the natural logarithm:

A7) = In[p(r )] = —NIn(7od) + ZRe(TX, ris ) — SEN, siP - LEN, 02 (A3)

Equation (A3) provides the likelihood function for a general signal s with unknown
parameters 1.
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For the specific case of a chirp, s has the form Aexp(j8)so(T, f,, &), where T is the

time delay, fj is the start frequency, and a is the chirp rate. Substituting this form for s
into (A3) yields:

- 24 N, NA? 1 N
A(r ) = —Nln(moy) + gRe{exp(]e)Eizl riSO,z‘]} T2 T ;%Zizl ril*> (A4

The amplitude A and phase 6 are nuisance parameters that are of no interest, but must
be estimated to derive the max-likelihood estimates of the desired parameters 7, fj, and
«. Ignoring terms that do not explicitly contain the parameters of interest (and cannot
contribute to the maximization), we obtained the following simplified version of (A4):

A(rI9) = Re{exp(jo) Y, st } (A5)

For any complex number z, the expression Re{zexp(j6)} was maximized with respect

to § when we let § = arg(z), resulting in a value of |z| for the expression. Letting
z = Zfil risg/i in (A5) and carrying out the maximization yielded the ML estimate of phase,
0, at any value of the delay:

Im (Zfil risai)
Re (Zf»\il risé,i])

f = arctan (A6)

Substituting this estimate into the simplified log-likelihood function A(7[\p) maxi-
mized it with respect to 6 for any values of 7, fy, and «, yielding |z|; hence we can write:

~ AN Y N
argmax A( r ‘d)) = argmax Re{exp(]Q)Zi:l ”iso,i} = ‘Zi:l 7iSg,i (A7)
0 0
From (A8), joint estimates of 7, fy, and & can now be expressed as:
SN ~ N-1 .
(%, fo, &) = argmaxAg(r ) = argmax‘zizo T’iSo,i(T,fo,'X)]‘ (A8)

T,fo.0 T,fo.

Numerical optimization is normally used to find the estimates provided by (AS).
When 7 is known (e.g., after using computer vision to isolate a set of transients), it can be
fixed, so that the maximization is only over fy and «, as conducted in (1) in the main text.
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Abstract: The tomato processing industry is focused on product yield maximization, keeping energy
costs and waste effluents to a minimum while maintaining high product quality. In our study, cold
atmospheric plasma (CAP) pretreatment enhanced tomato processing to facilitate peelability, a specific
peeling process, and enhance peel drying. Peeling force analysis determined that CAP pretreatment
of whole tomatoes improved peelability under the conditions used. The specific peeling force after
CAP treatment decreased by more than three times. It was observed that cold atmospheric plasma
pretreatment reduced the duration of infrared drying of tomato peels by 18.2%. Along with that, a
positive effect on the reduction of the specific energy consumption of peel drying was shown for CAP-
pretreated tomato peels. The obtained data show that the technology of cold atmospheric plasma
pretreatment, in particular, when processing whole tomatoes and tomato peels, has a promising
application in industry, as it can significantly reduce the specific energy consumption for peeling and
drying procedures.

Keywords: cold plasma; process engineering; drying; by-product; tomato peel; energy efficiency

1. Introduction

The use of advanced electrical technologies in food processing engineering is a global
trend for sustainable development [1,2]. The possibility of reducing the costs of implement-
ing food processes to obtain safe products allows for facilitating the industrial development
of such technologies. At the same time, the effectiveness of the suggested emerging tech-
nologies must be considered for each specific task.

The removal of the integumentary tissue (skin) from plant materials is an important
preparation stage of industrial tomato processing. This operation is in high demand for
tomato paste production as well as jams, fruit and vegetable purees [3,4]. The degree
of by-product valorization depends on the efficiency and degree of purification of the
integumentary tissue of the tomato fruits [5,6]. The cell membrane is a barrier for the
transfer of intracellular components (moisture, juice and other dissolved substances) from
the plant structure during industrial processing. According to research data, the energy
costs for the peeling procedure of tomato fruits can reach 15% of the total energy costs
of processing [5]. Progressive climate change, as well as increased control by regulatory
authorities on the level of carbon emissions, contribute to the active search for alternative
treatment methods to minimize energy costs. In this regard, the use of modern and effective
methods of preparing tomato fruits for the peeling procedure, as well as further processing
analysis, is of great theoretical and practical interest.

The valorization of tomato processing by-product is of great interest as an alternative
pectin source [3,7]. Grassino [7] noted that fresh tomato pomace contains about 32% protein
and 30% carbohydrates, making it a valuable by-product. Several authors have noted that
the content of pectin substances in the integumentary tissue of tomatoes can reach 25% [8].

The effective peeling is hindered by the strong connection of the mesocarp with
the integument of tomato tissue [6]. To weaken this connection, various methods of
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tomato preparation are used in the industry: physical (thermal), steam-thermal, mechanical,
chemical and a combination of suggested methods [9-12]. The currently available methods
have both advantages and disadvantages. For example, when processing via the thermal
method, the phenomenon of local overheating of the structure of tomato fruits occurs,
which decreases the overall quality characteristics. The mechanical method of tomato
preparation in the form of an incision in the integumentary tissue improves the efficiency
of skin removal. However, mechanical preparation can be used only in combination with
thermal or steam-thermal methods.

In this paper, an emerging pretreatment method of tomato fruit using cold atmospheric
plasma (CAP) to enhance peelability and peel drying is considered. Cold plasma treatment
for fruit and vegetable processing is a novel and prospective method that has appeared
in recent years. The mechanism of CAP technology is based on the use of short electrical
high-voltage plasma discharges, which cause the electroporation of cell membranes in
the air gap [13-15]. Depending on the specific energy consumption, CAP technology
can significantly enhance the mass transfer of intracellular compounds [16] and lead to
microbial inactivation [17]. Recently, Bao et al. [18] developed the application of cold
plasma pretreatment for improving phenolic extractability from tomato pomace. Extracts
from plasma-treated tomato pomace had a higher total phenolic content and antioxidant
capacity. An overview of the cold plasma preprocessing for the extraction of bioactive
compounds was reported by Bezerra et al. [19] and Du et al. [15].

From a thermodynamic point of view, the resulting intense mass transfer in plant
materials subjected to electroporation is caused by the formation of a large number of
micropores spontaneously and randomly located on the surface of the material along the
lines of electric field strength [20]. CAP pretreatment positively affects the dynamics of
mass transfer in plant materials due to changes in volumetric porosity. In comparison with
other electroporation-based methods, such as pulsed electric field (PEF), CAP treatment
can be applied in the air gap. Andrew et al. [21] reported a significant peeling enhancement
using pulsed electric field pretreatment for tomatoes. It was found that PEF treatment
(0.5-1.5 kV/cm, 0-8000 pulses, 15 ps pulse width) reduced the work required for peel
detachment by up to 72.3%. Currently, CAP technology is actively used in various areas
of the food industry to improve technological processes, for example, in the production
of juices, drying and extraction of plant materials [22-24]. At the same time, the CAP
technology is already carried out in a continuous mode of transportation on a scraper
conveyor [25].

The purpose of this work is to study the effect of cold plasma treatment on the
efficiency of tomato peeling and tomato peel drying, with an assessment of specific
energy consumption.

2. Materials and Methods
2.1. Materials

An industrial tomato processing technology based on a local manufacturer (Krasnodar,
Russia) with cold plasma application was used as the engineering object in this study:.
The experimental scheme is shown in Figure 1. Two major processes were chosen for the
application of cold plasma technology: tomato skin removal and tomato skin drying.

To compare the effect of CAP technology, the following processing protocols were
considered and analyzed: protocol A, whole tomato + cold plasma treatment + peeling;
protocol B, whole tomato + peeling; protocol C, tomato peel + CAP treatment + infrared
drying; protocol D, tomato peel + infrared drying. In our experiments, we used tomatoes
of the Aurora variety as the object of research. The tomatoes were obtained from a local
manufacturer (Krasnodar, Russia).
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Figure 1. Experimental scheme of tomato processing with cold plasma implementation.

2.2. Cold Plasma Treatment

The principle of operation of the experimental setup in accordance with cold plasma
technology [13] is shown in Figure 2a. To generate cold atmospheric plasma in the air gap,
a “point-plate” type electrode configuration was used, which included a stainless steel
plate as a grounded electrode, and a point steel electrode with a diameter of 1 mm as a
high-voltage electrode in a dielectric holder. The gap between the electrodes was set to
70 (for whole tomatoes) and 15 mm (for tomato peels). The processing chamber had a
square shape (length 20 cm) made of dielectric material. The grounded electrode in the
dielectric holder was mounted on a positional platform with two stepper motors to provide
movement along the X-Y axis. The trajectory of the cold plasma treatment nozzle was set
using the authors’ intelligent object recognition system.

Cold atmospheric plasma (CAP) treatment was performed using a high-voltage power
supply system (Matsusada AMPS 20B20, Matsusada Precision, Otsu, Japan) in combination
with an Agilent functional generator (Agilent 33220A, Agilent Technologies, Santa Clara,
CA, USA) [13]. In all experiments, the pulse duration and the frequency of the plasma
discharge were set to 50 microseconds and 100 Hz, respectively. The selected electrical
parameters made it possible to precisely control the processing parameters for tomato and
tomato peel treatments. Each pulse supplied a voltage of up to 20 kV. In addition, positive
pulses with an electric field strength of 2.5 and 8 kV/cm were used for whole tomato and
tomato peel, subsequently. The average specific energy consumption of CAP treatment for
all experiments was 1.7 kJ /kg at 6000 discharges. The total CAP treatment time was 3 s per
cm?. The temperature difference between the pretreated tomato samples and the control
sample was less than 2 °C.
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Figure 2. CAP treatment experimental scheme (a) and tomato peeling procedure based on texture
analyzer system (b).

2.3. Skin Removal

In our study, the tomato peeling was performed mechanically using a texture ana-
lyzer (CT3-4500 texture analyzer, Brookfield Ametek, Middleborough, MA, USA). The
selected precut area on the tomato skin was removed, and the specific peeling force was
calculated according to the methodology described in [26]. Figure 2b demonstrates the
peeling procedure.

The specific peeling force (Fp) was calculated from the peeling energy and the area of
the peeled skin as follows:

1:'p = (1)

where Ep—peeling energy from texture analyzer, N; S—area of the peeled skin sample, m?.
To determine the area of the peeled skin, the sample was photographed on a white-
board with a tripod positioned at a fixed distance. Afterwards, the pictures were analyzed
using Image] (v 1.52e), a Java-based image-processing program.
Consequently, the area under the force-displacement curve was interpreted as the
peeling energy required for tearing off the tomato peel. The same methodology was
described in [27].

2.4. Peel Drying

Tomato peels were dried in a single layer. Drying experiments were carried out
in an infrared dryer with IR lamps (Ballu BIH-1-0.3, Hong Kong, China). An average
radiative heat flux of 0.11 W/m? with a radiation wavelength of 3 microns was applied.
The operating parameters were selected based on the data in the literature regarding
the depth of IR radiation penetration into apple tissue (about 10 mm at a wavelength of
3 microns) [28]. During the experiment with IR drying, the moisture loss of tomato peel
samples was measured at intervals of 10 min. IR drying was conducted until the final
moisture content in the samples reached ~0.06 g/100 g (dry matter). The value of the
final moisture content was chosen based on the conditions for further storage of tomato
peels. The kinetic curves and drying rates were calculated according to a well-known
methodology [29].
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2.5. Extraction and Quantification of Total Carotenoids and Total Phenolic Compounds

To study the quality effects of CAP treatment, two intracellular compounds were
analyzed as follows: carotenoids and polyphenols from tomato peels. Carotenoids were
extracted from dried tomato peels using acetone as solvent. Briefly, 6-7 g of CAP-treated
(protocol C) and untreated (protocol D) samples were mixed with 2 mL of acetone and
0.01 g of magnesium carbonate. The extracts were centrifuged for 5-10 min at 3000 rpm
(AWTech MPW—260 RH centrifuge, Poland) to separate the supernatant. Three mL of
petroleum ether was added to the supernatant to separate the upper layer of the or-
ganic phase. The organic phase was transferred to a centrifuge tube with 2 g of predried
sodium sulfate.

The content of total carotenoids was estimated spectrophotometrically. The absorbance
of extracts was measured at 450 nm. The content of total carotenoids was calculated using

the following equation:

Totalcarotenoids = A-4.00- % (2)
2

where A is the optical density of the solution of extracted substances; 4.00 is an indicator
equal to the ratio of the mass concentration (in milligrams per cubic decimeter) of a (3-
carotene solution in petroleum ether to its optical density at a wavelength of 450 nm and
an optical path length of 10 mm; V; is the volume of the test sample of the product; V; is
the volume of the extract in ether.

The concentration of total polyphenols (mg of gallic acid /kg of tomato product) in the
tomato peels was determined according to the method described in [21]. The extraction
of tomato waste was carried out with a suitable liquid-to-solid ratio (10:1), allowing the
maintenance of a homogenous solid-liquid extraction. Ten grams of tomato peels were
mixed with 50% ethanol solution and were agitated for 20 min. Total phenolic compounds
were quantified using the Folin-Ciocalteu method [30].

2.6. Energy Aspects of CAP Treatment and Drying

The peeling-specific energy consumption (PSEC) was calculated as follows [13]:

Wpeeling + WCAP + Wre

Mtomato

Whpsec = ©)
where Wing—total energy consumption of the peeling procedure, kW /h; W 4p— total
energy consumption of cold plasma pretreatment, kW /h; Wrp—energy consumption of
thermionic emission source, kW /h; Momato—the weight of tomatoes, kg.

The values of Wjing were calculated as the area under the force-displacement curve,
which was interpreted as the peeling energy required for tearing off the tomato peel. The
values of Wrg were obtained using a wattmeter (IC-M207D wattmeter, Cartool, Ningbo,
China) according to the experimental scheme (Figure 2). The energy consumption of
the cold plasma treatment Wc4p was calculated based on the volt-ampere characteristics
as follows:

Weap = n- [ U()-1(t)-dt (4)

where n—number of electrical discharges; U (t)—instantaneous voltage on the electrodes,
V; I(t)—discharge current passing through the sample, A.
The drying-specific energy consumption (DSEC) was calculated as follows:

Wig + W + W
WDSEC _ IR MCAI: TE (5)
pee

where Wig—total energy consumption of the infrared drying procedure, kW/h; M,,,,;—the
weight of the tomato peel, kg.
The values of W;r were obtained using a wattmeter.
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2.7. Statistical Analysis

All measurements of the above-mentioned characteristics were performed in at least
five replicates. Statistical evaluation of the physical properties was performed via ANOVA,
using SigmaPlot (Version 14) with the least significant difference (LSD) at p < 0.05. Also, a
pair-wise Tukey’s test was used to find significant differences between treatments using
o 0.05.

3. Results and Discussion
3.1. Improvement in Peeling of Whole Tomato

In our experiments, the untreated and CAP-treated samples were compared. When
analyzing the cut of tomato fruits for protocol A, the mesocarp color changed. The white
streak between the integument and the endocarp was modified, which indicates a change
in the internal mass transfer processes. The same effect was observed for the pulsed electric
field treatment of the whole kiwifruit [26].

From the authors’ point of view, this phenomenon of peelability is described as follows:
moisture starts to migrate from the endocarp region to the zone between the mesocarp
and the integumentary tissue via the additionally formed pores in the internal structure of
the tomato fruit (Figure 3). In this case, the process of internal mass transfer is carried out
due to the emerging turgor intracellular pressure. The resulting layer of liquid, due to its
hydrodynamic force, contributes to the effective removal of the integumentary tissue. A
similar effect was observed by Andreou et al. [21] in a study on the use of a pulsed electric
field when the tomato was peeling.

Raw material CAP treatment CAP treated sample
Mass transfer
mesecar &
endocarp peel Water layer

Figure 3. Water migration mechanism in tomatoes caused by cold plasma treatment.

The dynamics of tomato peel removal are presented in Figure 4. For each protocol,
the maximum specific peeling force was defined from the graph and is summarized in
Table 1. Based on the experimental results, CAP treatment input appeared to significantly
influence the tomato peeling procedure. As shown in Figure 4, the peeling procedure of the
untreated sample (protocol B) was aborted due to the breakage of the tomato skin. CAP
treatment significantly enhanced the peelability of tomato fruits.

Table 1. Comparison of peeling energy between CAP-treated tomatoes (protocol A) and fresh
untreated tomatoes (protocol B).

Energy Consumption

Sample Specific Peeling Force, N/cm Peelability, cm?/g  of Peeling Procedure
wpeeling/ Wi kg

Protocol A 18.3 +3.35 0.24+0.03 0.065 £ 0.009

Protocol B 52.8 £1.12 0.18 £0.03 0.170 £ 0.012

The results of our study demonstrated that CAP treatment of whole tomatoes (proto-
cols A and B) produced less specific peeling force as well as energy consumption during
the peeling procedure (Table 1). The suggested CAP treatment can be potentially used as
an alternative to traditional technologies such as chemical and thermal treatment.
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Figure 4. A specific peeling force graph of instrumental tomato peeling analysis for protocols A and B.

Khudyakov et al. [31] compared the efficacy of peeling with pulsed electric field
pretreatment (E = 1 kV/cm; specific energy 1, 5, and 10 kJ/kg) for the tomato peeling
procedure. It was found that tomato peeling was more effective at 1 kJ /kg. The specific
force of mechanical peel removal decreased by 10%. The same PEF technology applied
for a tomato peeling procedure resulted in a significant decrease (p < 0.05) of up to 43%
in the force required for mechanical peeling. In comparison with PEF technology, CAP
treatment requires less energy. Currently, such methods (PEF and CAP) are still in their
developmental stages, requiring optimization and pilot tests before they can be considered
for commercialization.

3.2. Improvement in Tomato Peel Drying

Figure 5 shows the kinetics and drying rate of the tomato peels in a thin layer. CAP
treatment improved the drying kinetics of tomato peels by forming electrically induced
channels with a tree-like structure, which reduced the resistance to moisture transfer during
the drying process. A similar result was obtained by the authors Zhang et al., who treated
chili peppers with cold plasma and found that the drying time after pretreatment was
significantly reduced [32]. A similar explanation for the formation of micro-holes was
presented by Zhou et al. when processing wolfberries using CAP treatment [33]. In our
experiments, the drying time decreased by 18.2% for tomato peels. The total drying time
of the CAP-treated (protocol C) and control (protocol D) samples was 119 and 143 min
subsequently. The period of decrease in the diffusion rate, which varied between the
control and pretreated samples, was the dominant physical mechanism of the IR drying
method [14]. In comparison with control samples (protocol D), where the drying rate
reached its peak only after ~10 min, the drying rate of CAP-pretreated tomato peels reached
its peak at the very beginning of the drying process. This behavior of the drying rate curve
showed that the rate of moisture evaporation from the surface of the sample pretreated by
CAP was higher than that which occurred from the inside.

Thus, it can be assumed that with the small-scale production of tomato juice of
about 1500 tons of raw materials per day [34], the technology of CAP pretreatment can
potentially increase peel-processing capacity by about 10-12%. This can potentially provide
additional income, which increases both the rate of return and the return on investment
in CAP equipment. Currently, the technologies of CAP pretreatment developed by our
research group show great prospects, especially in providing textural and organoleptic
characteristics of dried tomato peels. This, in particular, occurs as a result of the use of a
stabilized form of electric field distribution.
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Figure 5. Drying kinetic and drying rate curves of tomato peels for protocols C and D.

3.3. Improvement in Quality Characteristics

Table 2 shows the influence of CAP treatment for protocols C and D on the extraction
of high-added-value compounds from tomato peels. Both quality parameters, the total
carotenoids and total phenolic compounds, resulted in higher concentrations of all intra-
cellular compounds studied. The results demonstrate the same behavior as discussed by
several authors using the pulsed electric field [21] and cold plasma [18]. The electroporation
effect might enhance the extraction process due to the better release of these compounds.
Andreou et al. [21] reported that PEF treatment doubled the total phenolic compound
extraction yield compared to the control. From the authors’ point of view, such results
might be obtained using electroporation technologies prior to the extraction process. In
our experiments, the tomato peels were treated before the drying procedure. The induced
pores were used to enhance the drying procedure (Figure 5).

Table 2. Comparison of the drying specific energy consumption of CAP-treated tomato peels (protocol
C) and untreated tomatoes (protocol D).

Total Carotenoids (mg  Total Phenolic The Drying Specific
Sample Carotenoids/100 g Compounds (mg of Gallic  Energy Consumption
Tomato Peels) Acid/kg Tomato Peels) Wpskec, kW/kg
Protocol C 1429 +3.18 24.43 +£3.18 3.7+0.21
Protocol D 18.78 £2.76 29.51 + 3.08 45+0.33

3.4. Improvement in Energy Consumption

The oscillogram of the current and voltage of the cold plasma discharge is shown
in Figure 6. The oscillogram for protocols A and C demonstrates a similar behavior and
value due to the high moisture content of the whole tomato as well as tomato peel. The
effect of CAP pretreatment on the specific energy consumption of Wpggc for protocols C
and D is shown in Table 2. Using Equation (3), an oscillogram of the current and voltage,
the value of Wcap was calculated. The total specific energy consumption of Wpgpc for
CAP-pretreated samples was lower than that of the control samples (p < 0.05).

In general, the values of Wpggc for CAP pretreatment depend on the characteris-
tics of the plasma discharge. Since the values of Wcap and Wrg are significantly lower
than those of Wig, the energy costs for the pretreatment of CAP can be neglected. Poten-
tially, the efficiency of CAP pretreatment can lead to a significant reduction in the energy
consumption of the drying procedure of tomato peels. Finally, it was found that the drying-
specific energy consumption for CAP-treated samples was 17% lower than that of the
control samples.
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Figure 6. CAP treatment oscillogram of current and discharge.

Santos et al. [35] reported the efficiency of PEF for mango peel drying at E = 4.5 kV
cm~! and drying temperature at 70 °C, where the maximum reduction in drying time
reached 67%. In comparison with CAP technology, PEF treatment demonstrated a higher
effect on peel drying; however, further analysis should be performed.

4. Conclusions

The results obtained in this research showed that cold atmospheric plasma treatment
could be applied as a useful tool in the tomato processing industry, leading to decreased
energy consumption and increased productivity. Generally, cold atmospheric plasma pre-
treatment enhanced the peeling process, including less specific peeling force consumption.
In the case of peeling, enhanced peelability can be explained via the migration of water
from the mesocarp region under the tomato skin as a result of electroporation. This led to a
pressure difference across the tomato skin, reducing the surface resistance and facilitating
its removal. Cold atmospheric plasma can easily replace the existing mechanical peeling
processes, leading to energy requirements.

Taking into consideration that CAP treatment has low energy requirements (~1.7 k] /kg
of raw material), it could be an economically viable approach for tomato processing indus-
tries. CAP treatment could be applied to tomato peel resulting from the tomato processing
industry in order to reduce the drying time. The drying-specific energy consumption of
the CAP-treated samples was 17% lower than that of the control samples. These could be
natural alternatives to high productivity for further tomato peel processing, such as the
peel extraction of valuable compounds. In the case of tomato by-product valorization, the
efficacy of CAP pretreatment was implemented on tomato waste. CAP treatment could be
applied to tomato waste (peel) resulting from the tomato processing industry in order to
obtain high extraction yields of carotenoids and phenolic compounds. Future tendencies
are directed towards the use of eco-friendly processing technologies to avoid excessive
waste generation and promote the circular economy.
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Abstract: We propose an unsupervised method for eigen tree hierarchies and quantisation group
association for segmentation of corrosion in marine vessel hull inspection via camera images. Our un-
supervised approach produces image segments that are examined to decide on defect recognition.
The method generates a binary decision tree, which, by means of bottom-up pruning, is revised, and
dominant leaf nodes predict the areas of interest. Our method is compared with other techniques,
and the results indicate that it achieves better performance for true- vs. false-positive area against
ideal (ground truth) coverage.

Keywords: corrosion detection; image segmentation; entropy pruning; industrial inspection

1. Introduction

Corrosion on marine merchant vessels typically presents itself as rust on surfaces,
but when treated, it depends primarily on the area (and the extent thereof) it occupies.
In cases of extensive oxidation of steel surfaces on the hull, the vessel is ‘dry-docked” in
order for rust to be removed, most commonly by means of water blasting. The most
widespread method for protecting against oxidation is that of cathodic protection with
sacrificial electrodes and antifouling pigment paint. Corrosion areas have to be measured
using a combination of ultrasound instrumentation (e.g., ultrasound images [1]) and visual
RGB images, operated by class surveyors/human operators. Even if protective coatings are
used, all merchant marine vessels must complete an inspection of the hull in a dry dock
at least three times in a five-year period, with intermediate surveys being performed within
36 months. This regulation [2] relates to dry-dock visual marine hull inspection (oil tankers
and bulk carriers) requirements due to the Convention for Safety of Life At Sea (SOLAS).

The automation of such a laborious measurement and visual inspection task would
save not only person hours but also the time required for a vessel to remain in dry dock.
As already mentioned, dry-dock inspection is performed by means of both ultrasonic [1,3]
and optical (RGB) imaging. The problem of corrosion surveying via visual inspection
in the optical space (RGB images) and its automation can be seen as an extension of
semantic segmentation in images and the association of pixels with a specific class/label
(corrosion) as a means to recognize (interpret) specific items in a visual scene (vessel hull).
Recent advances in deep learning models have spawned renewed interest in the domain of
machine vision for industrial inspection and diagnosis of defects, inclusive of cracks and
corrosion detection.

Visual inspection of corrosion has been investigated using classic techniques, such
as multilevel thresholding [4], k-means clustering [5], and histogram-based clustering [6],
as well as deep learning models, as is the case with convolutional neural networks [7,8]
and self-organising maps [9]. The availability of such methods in corrosion detection is
investigated as part of the general defect issue in industrial inspection, also known as
pitting and uniform corrosion. Corrosion is defined as isolated (corroded) area units on a
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structure’s surface that are difficult to both detect and predict, with a diverse geometrical
shape. It is difficult to postulate prior knowledge on the basis of a generalised geometry
and morphology in terms of visual inspection and image processing, although several
segmentation algorithms have been applied to the problem and assessed [10-12]. Corrosion
image processing techniques typically refer to:

e Chroma patterns of corroded (e.g., rusted) areas that present a foreground qualitatively
ranging from yellow to red (e.g., use of histograms in [13-15]);

e Texture and/or roughness of surface areas that increase with respect to the level of
corrosion (e.g., the fractal dimension index used in [16,17]);

e  Features selected from preconditioned datasets of training examples that are fed to
convolution and feed-forward neural networks [18-23].

Using specific colour (chroma space) patterns as a priori corrosion knowledge for
the ‘“foreground’ scene, i.e., the collection of pixels that should be separated to investigate
corrosion, can be instigated. However, in marine ship hulls, this is not an aid, since most
of the lower ship hull is of a red background colour, making it difficult to extract the
foreground. Texture can be taken as a means to fine tune in order to filter out artifacts, such
as shading or crack-like formations that generate irregularities in terms of neighbouring
pixels. However, these form compensating measures that do not factor in changes in
light and other environmental conditions, leading to said visual artifacts not being taken
into account.

Feature descriptors constructed from texture and colour spaces have been applied
as input to discriminant functions [14,15], and decision trees [24] have been used for
corrosion classifiers. Similar feature descriptors from datasets of training examples have
also been used as input for deep learning approaches (e.g., convolution and feed-forward
neural networks (CNNs/FFNNs)) [18-23]. These techniques seem to achieve substantial
performance with respect to detection/classification, with accuracy in the range of 75 to 90%
of the total area versus the ground truth. However, these methods are supervised in nature,
heavily depend on the size of the training datasets and how well the data-driven approach
is structured, and are prone to raising many false positives [23]. Additionally, in the absence
of widely available corrosion datasets, the complexity of the geometry/morphology of
corrosion areas [23,25-27] makes it difficult to generate semisynthetic training datasets, as
is the case in many other areas (e.g., in agriculture to determine a specific plant species [28]).
As a result, in the domain of image corrosion detection, several challenges still remain:

e Decreasing recognition accuracy in the presence of increased crack-like texture, leading
to increased local illumination variability;

¢ High false-positive detection rates in the presence of high ‘colour” similarity between
groups of pixels, i.e., a decreasing ‘coverage’ percentage of correctly segmented regions
of interest, with fine tuning required to enhance specificity;

e Lack of specificity from available datasets with accompanying annotations and data
size, which is especially important for supervised/deep learning techniques.

*  Lack of freely available deep learning models for corrosion detection.

We introduced an unsupervised approach in corrosion detection via pruned decision
tree hierarchies over raw (RGB) image inputs and interrogated binary splits for classification
of corrosion areas over significant clusters. Our method effectively produces substantially
increased defect area coverage (in comparison to the ground truth and other methods),
requiring none of the aforementioned assumptions or fine tuning to elicit a priori scene
knowledge. Furthermore, our pruning method (although it may not improve recognition
accuracy) substantially increases the recognition of the true-positive (TP) area of interest,
with smaller false-positive (FP) areas. Therefore, the application of our decision criteria
leads to better discrimination of true-positive versus false-positive segmented areas.
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2. Materials and Methods

In the absence of publicly available data, we devised the dataset used in this work [29]
by collecting images of the external hull over two different merchant vessels, i.e., oil tankers.
The marine vessel inspections correspond to a ship being under ‘dry-dock” maintenance
conditions. The images have been collected in using two cameras to device high and
low pixel resolution examples: high pixel resolution 3799 x 2256 (72 dpi, at 24 bit depth),
and low pixel resolution 1920 x 1080 pixels (96 dpi at 24 bit depth). For performance
testing, we have maintained images labeled by an expert human operator to be used as
ground truth. The dataset incorporates several artifacts due to environmental conditions
(e.g., changing lighting conditions, surface artifacts) and objects in front of the hull (e.g.,
maintenance ladders) not associated with the marine vessel surface.

As a result, the dataset contains: (a) high-resolution RGB images of 3799 x 2256 pixels,
(b) low-resolution RGB images of 1920 x 1080 pixels, alongside (c) labelled (ground truth)
images that have RGB triplet values for each pixel that correspond to corrosion and zero
values elsewhere. The ground truth images are used only for performance evaluation
among different methods in Section 3. We present a revised segmentation decision tree
methodology for corrosion applied in this dataset. The decision criteria of this method are
based jointly on information entropy and eigen values of nodes, as opposed to the more
typical decision tree pruning criteria based on node information gain (e.g., in [30]).

2.1. Hierarchical Decision Tree Method

We have implemented an unsupervised methodology via pruned decision tree hierar-
chies over raw image inputs and interrogated binary splits for classification of corrosion
areas over significant clusters. This method is based on eigen features collected from image
areas, and tree-splits are performed based on the extent of similarity of new nodes. That is
to say, each node of the tree represents a subset of pixels (cluster) in the original image, as se-
rialised image pixels x, (with £ = i x j x 3) belonging to a cluster C,,. The children of any
node partition the members of the parent node into two new sets (clusters). The algorithm
constrains the partitioning of the binary-tree based on a set of pixel colours correspond-
ing to a node. The set of image pixels corresponding to nodes 2n,2n + 1 is denoted by
Con, Cop41 and splits under certain criteria. The tree grows until either a node (or set of
nodes) reaches a dominant colour, or until a predefined number of nodes is reached.

An eigen tree decomposition [31] selects a candidate node and, under certain con-
ditions, produces a split into leaf nodes. In our case, this manifests as a binary split of
two leaf nodes, whereas two quantisation levels (Q2,, Qz,+1) are estimated and each
member of a cluster is associated with that of the closest quantisation level. The mean
intensity value of each colour channel is the histogram point with the least variance in
the eigen space, leading to a specific quantisation level Q,, [32]. The quantization level of
each colour channel, and for each node, is defined as Q, = M, /N,, where N(n) is the
number of clusters for the group of pixels indices. In effect, we revise the tree generation
algorithm to

° Perform calculations: utilise the smallest eigen value over current node branch candidates;
®  Decide binary split: nodes of a local cluster are split by using the largest eigen value
over current iteration clusters.

These methodological insertions introduce a more natural generation of nodes/clusters
and reduce the computations otherwise required over all nodes (as was the case, for exam-
ple, in [18,22]). We introduce a formal representation of decision trees with binary splits that
is such that we select an appropriate hyperplane i(w) that hierarchically separates data
into clusters in a sequence. Inasmuch, current iteration clusters are not re-evaluated in their
totality but only in the sequence of a current branch. For a binary decision tree, this means
that the average of square distances of all data points (image pixel quantisation levels)
from a hyperplane /1, sequentially generates leaf nodes of new clusters Cy,,, Cp,41 [31].
The parameters of the new nodes Cy;;, Cpjy 41 in the n-th leaf with hyperplane /;,, and param-
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eters vector w,, can be estimated by finding the minimum and maximum values, as per
Equation (1). The optimisation problem of Equation (1) can be solved using the generalised
eigenvalue problem [33].

T
W, Ronp1Wn
Wy, = argmax -— go— ——
w#0 Wy, Ry,wy,

T
w, Ry, 1wy

1)

wonp = argmin —rpets
In contrast with standard decision tree approaches using chroma quantisation, we use
the eigen vector that corresponds to the smallest eigen value magnitude. Ergo, a binary
split decision at each parent node is taken within the tree decomposition algorithm based
on either max{A,} or min{A, }, since the two hyperplanes generate two new child nodes.
In effect, we perform calculations by utilising the smallest eigen value, but for node binary
splits of a local cluster into two new clusters, we use the largest eigen value (Equation (3))
over all (current iteration) clusters. The order and direction in which the node is split are
determined by selecting that eigenvector e, which corresponds to the largest eigenvalue
Ay stored from all previous node eigenvalues of covariance. However, in this step, a
normalised covariance form is used R,,, whereas each node covariance is calculated by:

. 1
R, =R, — ﬁMnME 2)
n

In effect, a node split is determined by its eigenvector being that of the largest eigen-
value over all previous nodes, which in turn determines the pixel indices in cluster C, that
will be assigned into the new clusters Cy;, Cp;,4+1. The binary split for node image indices ¢
associated in cluster C,, — {Cy;, Coy41} is performed using the schema:

Con = {LeCy: EE;Xg > e,{Qn}
Conp1 = {L€Cuielx,<elQu} (3)

The procedure has been summarised in pseudo-code as per Algorithm 1.

Algorithm 1 Generate decision tree

1: Set image as root node
. Calculate Ry, M7, N1 and wy, Ag
. for all n nodes (cluster) do
Find leaf n that A, is max
Form node n by Equation (3)
Calculate R,;, M,,, N,,, w,, for new nodes where A, is min
end for
. for each node do
Find leaf where w;, A, is max
10: Form new nodes 2n,2n + 1 by Equation (3)
11: Calculate {Ry;,, Moy, Noy, woy, } and {Rp;, 11, Moy 11, Noy 1, W i1}
12: end for

R B O T o

2.2. Pruning and Defect Prediction

In addition to our revised tree generation process, we introduce pruning based on
entropy calculation (bottom-up setup). Given the preserved intermediate (parent) C;; nodes
or edges of the tree, we calculate the entropy vector H corresponding to each node’s entropy.
The information entropy is calculated by means of

H(xp) = =Y pu(x) logy (pn(x,)) (4)
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where H(xy) is the entropy considered as a random variable of x,, and the probability p,(-)
is that of outcome x; occurring, with (1, £ representing all possible outcomes). The proba-
bility density p, is calculated by approximating over the channel-level histograms, where
histogram bins represent possible states.

We use the cluster information entropy as a measure of information content; i.e., an
interpretation of the uncertainty of the parent node. The corresponding states of quantisa-
tion levels that an individual pixel can adopt are evaluated and it is determined whether
the image information of a specific node is sufficient for the node to be pruned, or not.
The procedure is such that, initially, the corresponding leaf nodes Cy,, Cp;,41 of some
intermediate node C, are identified. Based on entropy value comparison, a decision is
made for selected leaf nodes Cy;, 1, Copyigr1 With Cp1 as follows:

*  Suppress the leaf nodes, if {Hy;, 1 «, Hyy k11 } < Hyir and move upward ton +k — 1
node set;

e Preserve the leaf nodes, if { Hy,, 1k, Hyyi k1) > H,yx and proceed to a neighbouring
branch n + k node set.

In order to predict the leaf node that best captures the corroded regions within the
input frame, decision criteria have been implemented. The procedure requires iteration
over the leaf nodes Cy;, C,,,, where k is the pruning invariant depth, identifying the nodes
that correspond to the maximum eigenvalue A, and maximum entropy Hj,. In the event
that max{A, }, max{H,} point to different leaf nodes, the node of max{H,} is eliminated
from the candidate pool. Conversely, if both max values refer to the same node, we assume
said node to be the maximum of all entropy values. Since the predicted leaf node contains
only pixel indices, it reconstructs a predicted frame based on the preserved cluster indices.

3. Results

We compare our method with standard deep-learning image segmentation meth-
ods, with performance results illustrated in Figure 1. Considering the deep-learning
techniques, we have applied a supervised learning fully Convolutional Neural Network
implementation known as U-Net [34], using the library, framework and models available at
SegmentationModels github (last accessed on 18 July 2023 ), and an unsupervised learning
Self Organising Maps algorithm [35] using the library, framework and examples available
at MiniSOM github (last accessed on 18 July 2023). In general, and for the unsupervised
case, it has been noted that decision trees with pruning are of complexity O(nlogn), whilst
SOM is of complexity (9(712) ; hence, decision trees can, in principle, achieve better com-
putational times than SOMs. The CNN method is supervised, and thus its complexity is
linear, since it depends on the input vector size (1) and the total number of layer nodes in
the supervised network.

The CNN (unet) implementation was trained and tested under a 60:40 split of the
dataset using the ‘seresnet34’ backbone with a sigmoid activation function and the Adam
optimiser, with binary loss cross-entropy function enabled for training, whereas the learn-
ing rate is 10 x 1073 for 50 epochs. We used the U-Net neural network which performs
semantic segmentation that more closely matched our revised method. As a result, a com-
parison between U-Net and other techniques in this application domain allows for better
comparison between true-positive/positive and false-positive /negative areas. The self-
organising map (miniSOM implementation) was tested in such a way as to mimic the
maximum number of allowed clusters in the Eigen tree method (i.e., orthogonal lattice
topology of 3 X 2,4 x 2,5 x 2).

The dataset we used is a set of two image folder collections [29]. The collected raw
data were gathered from the hull areas that are likely (but not necessarily) deemed to
be problematic. To produce the labelled images (ground truth) that were later used for
methods’ performance evaluation, a trained human inspector highlighted the regions of
interest by manually labeling areas identified as corroded. It is important to note that areas
in the image manually annotated by human inspectors are labelled as regions of interest
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characterised by rust. However, this includes areas that are deemed to be corroded and
could produce rust on the surface of the hull in the near future.

1.0

o
3

Performance
o
o

<
>

; "} A ‘ @ Pruned Eigen (k=7) Performance Calculation
I A CNN (Unet) Performance Calculation
A SOM (4x2) Performance Calculation
0.
%.0 0.1 0.2 0.3 0.4 0.5

Ideal Coverage

Figure 1. Performance metric comparison between CNN (unet-seresnet34), SOM (4 x 2 ortho-lattice),
and Pruned Eigen tree (tree depth from seven to six nodes). The corresponding lines illustrate a linear fit
over the methods’ performance.

To assess the performance of corrosion detection, the pixel coordinates of corrosion in
an image under investigation are found through comparison to the ground truth annotated
images. This is performed by applying on the input image, the labelled image mask on the
dominant cluster result. The pixels defined as “True Positive’ pixels (TP) of a cluster are
those that match the labelled mask, and ‘False Positive’ pixels (FP) are those that do not fall
within the labelled mask.

We define as ‘Recognition Accuracy’ the percentage of correctly classified images as
containing some corroded area. In the case of our method, this means an image whose
predicted dominant cluster contains some arbitrary percentage of captured corroded region
above a threshold of 10% of true positive pixels. For example, Figure 2 illustrates the case
of a confusion matrix for tree nodes k = 7. It is evident that recognition accuracy remains
the same at 94% for pruned and unpruned Eigen tree. Similarly produced confusion
matrices for k = 5,10 result in an accuracy of 93% and 95%, respectively, (as they appear in
Table 1). As will become evident later, recognition accuracy does not necessarily depend
on our pruning method, but rather on the implemented decision criteria as evidenced in
Table 1. We note that there is no direct representation of true coverage versus ground truth
in this metric.

We refer to ‘Ideal Coverage’ as the number of labelled pixels over total image pix-
els, i.e., percentage of maximum coverage that could be achieved by any given method.
This aids the comparison to Ideal Coverage as a reference value. The number of TP pixels
over the total number of image pixels is the True “Area Coverage’ (TAC), with the number of
FP pixels over total number of image pixels being False ‘Area Coverage’ (FAC). The closer
TAC is to Ideal Coverage, the higher the expected accuracy in terms of capturing defective
pixels. However, FAC can be any given percentage outside of the label region, and as such
should be used to ‘penalise” a method’s performance measure. The ‘Performance’ metric is
defined as per the metric:

TAC
Performance = TAC - FAC (5)
The metric of Equation (5) is an indication of the algorithms’ performance, since FAC
is not related to ideal coverage and it penalises the method behaviour. The CNN and SOM
versus Pruned Eigen tree method comparison is summarised in Figure 1, with example
results provided visually in Figure 3.
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(a) Full Tree (unpruned) with seven nodes (b) Pruned node tree from seven to six nodes

Figure 2. Pruned versus unpruned eigen tree confusion matrices. A light to dark blue colour map has
been applied for correctly classified images, and a light to dark orange colour map for erroneously
classified images.

(a) Input Image (b) Ground Truth (c) CNN (d) SOM (e) Pruned Tree

Figure 3. Representative examples of the application of methods in Figure 1 (CNN, SOM, Pruned
Eigen) on our compiled dataset.
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Table 1. Comparison to other methods; the Area Coverage metric reported value TP relates to
‘true positive” pixels and FP to ‘false positive” pixels. All reported values are mean values over the
entire dataset.

Eigen Tree Pruned Tree | SOM CNN
Recognition
Accuracy (%) k=5 95% 94% 94%
k=7 94% 94% 95% 96%
k=10 93% 93% 94%
Area Coverage
TP, EP (%) k=5 97%,10%  15.8%,13.1% | 10%, 16%
k=7 7%,4% 13.4%,5.9% | 9%,10% | 15%, 20%
k=10 6%,3.5% 12.7%, 5% 8%, 9%
Performance
(0/0) k=5 50% 52% 44%
k=7 55% 56% 47% 44%
k=10 54% 54% 48%

4. Discussion

We provided evidence that our pruned Eigen tree exhibits better performance than
CNN and SOM architectures, by means of Figures 1 and 3. We further substantiate this by
means of accumulated results in Table 1, whereas the mean values of the defined metrics
over the totality of the dataset instances are reported. It is evident that the implemented
CNN architecture (inspired by U-Net) outperforms other techniques under investigation
in recognition accuracy. However, and at least for our dataset and annotations, CNN and
SOM do not outperform the Eigen tree methods (pruned/unpruned), with respect to Area
Coverage ratios and, thus, performance. In fact, on average, the CNN architecture has a
better true positive (TP) coverage at the expense of increased false positive (FP) coverage,
whilst the remainder of the reported methods seem to be more balanced in the sense of
TP /FP area coverage ratios.

Furthermore in Table 1 the pruned Eigen tree has a significantly higher TP coverage
without sacrificing FP coverage, as opposed to the unpruned Eigen tree. The same applies
for the CNN and SOM methods, although the number of clusters maximum depth seems
to have a minor effect on dominant cluster selection, and thus average performance. Con-
versely, the pruned Eigen tree has a better TP to FP area coverage, although on aggregate,
performances between pruned and unpruned versions of the tree seem to be comparable.
For example, in Table 1 and for our method (Eigen Tree/Pruned Tree) at k = 5, it is evident
that the true positive (TP) area detected is higher than the false positive (FP); i.e., 15.8 versus
13.1%, leading to a performance of 52%. The performance of 52% is higher than the 44%
achieved in SOM (4 x 2 ortho-lattice) and CNN methods, since both of these methods have
an FP % higher than the TP % (i.e., in SOM the FP to TP area coverage of 16 versus 10%,
and for CNN 20 versus 15%).

We note that the applied CNN model has an increased false-positive area coverage
(20% in Table 1) which is higher than that of pruned eigen tree (for tree depth of seven
nodes, FP area 5.9%) and SOM (FP area 10%). This leads to the inferior (as defined) CNN
performance, similar to SOM implementations, but to a much smaller extent. This should
not come as a surprise since, as previously mentioned (see Section 1), neural networks,
and similar deep learning techniques, seem to suffer from crack-like pixel groups and
changing light conditions, both of which are extensively present in our dataset. For the
pruned eigen tree, this can be said to lead to significantly better performance than CNN
and SOM, particularly in the case of low ideal coverage. However, it should be noted that
SOM seems to outperform CNN and be very close to the pruned Eigen tree in terms of
performance at high coverage (Figure 1).
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We recognise that sample size in the used dataset is an issue for CNN training. It re-
mains to be seen whether increasing the data size would lead to better CNN and possibly
SOM performance; albeit that the TP to FP ratio examined herein, and the identified CNN,
SOM vs. pruned Eigen tree trends, does not seem to support the data size issue. At present,
we can postulate that at least for this dataset, the pruned Eigen tree leads to better overall
area coverage and performance.

5. Conclusions

We have presented a revised eigen tree decomposition method alongside a pruning
methodology/dominant node selection criteria. We have tested and validated these along-
side other methods in a domain-specific dataset. The pruning method does not improve
recognition accuracy, but substantially increases true positive (TP) area coverage with
smaller false positive (FP) areas. The decision criteria, in conjunction with the pruning
method, lead to much better FP to TP ratios.

Our method seems to outperform similar unsupervised segmentation (clustering)
techniques, which is even more evident in the pruned Eigen tree case. Furthermore,
the pruned Eigen Tree method achieves comparable recognition accuracy and better average
area coverage in the domain of corrosion detection to neural network architectures; namely
the supervised CNN (U-Net-like) model, and the unsupervised SOM model. This is
particularly prominent when low ideal coverage images are expected and high TP area
coverage is to be desired.

Future work is required to establish whether a data size increase for CNN model
training would lead to better performance. We shall further investigate this route by taking
a data-driven model and examining the dataset equal distribution of raw and annotated
images in predefined low, medium, and high ideal coverage cases.
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Abstract: Today’s roadways are subject to traffic congestion, the deterioration of surface-assets (often
due to the overreliance on private vehicle traffic), increasing vehicle-operation and fuel costs, and
pollutant emissions. In Abu Dhabi, private car traffic forms the major share on urban highways, as the
infrastructure was built to a high quality and the public transport network needs expansion, resulting
in traffic congestion on major highways. These issues are arguably addressable by appropriate
decisions at the planning stage. Microsimulation modeling of driving behavior in Abu Dhabi is
presented for empirical assessment of traffic management scenarios. This paper presents a technique
for developing, calibrating, validating, and the scenario analysis of a detailed VISSIM-based mi-
crosimulation model of a 3.5 km section of a 5-lane divided highway in Abu Dhabi. Traffic-count data
collected from two sources, i.e., the local transport department (year 2007) and municipality (2007 and
2015-2016) were used. Gaps in traffic-counts between ramps and the highway mainline were noted,
which is a common occurrence in real-world data situations. A composite dataset for a representative
week in 2015 was constructed, and the model was calibrated and validated with a 15% (<100 vehicles
per hour) margin of error. Scenario analysis of a potential public bus transport service operating
at 15 min headway and 40% capacity was assessed against the base case, for a 2015-2020 projected
period. The results showed a significant capacity enhancement and improvement in the traffic flow.
A reduction in the variation between vehicle travel times was observed for the bus-based scenario,
as less bottlenecking and congestion were noted for automobiles in the mainline segments. The
developed model could be used for further scenario analyses, to find optimized traffic management
strategies over the highway’s lifecycle, whereas it could also be used for similar evaluations of other
major roads in Abu Dhabi post-calibration.

Keywords: microsimulation; public transport; highways; travel time; mobility management

1. Introduction

Transport policymakers are often required to implement service provision by prioritiz-
ing route design, supply-demand balance, mode-shift uncertainties, and generic passenger
attitudes, while working within the confines of social, political, economic, administrative,
and environmental thresholds [1,2]. Alawadi [3] noted that transparent and inclusive
transport planning policy is required for multicultural and climate-sensitive cities, where
different population groups need to be included within the decision-making process, partic-
ularly regarding the argument between linear and scattered development of urban designs.
Traffic control-related strategies are important for achieving long-term goals, since they
affect fleet-management systems and enhance urban traffic flow. For example, focusing on
traffic routing conditions, eco-driving and eco-routing both aim to cut pollutant generation
and energy use through traffic congestion reduction, while optimizing different aspects [4].

Other studies have argued that the car-centric urban design of cities can promote
unsustainable mode choices, such as overreliance on private cars for urban mobility, instead
of public transport or micro-mobility options [5]. Hence, transport agencies gauge three
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policymaking issues: the optimal grouping of variables predicting passenger travel patterns;
the magnitude of probable temporal divergence trends; and whether this divergence in
travel behavior could be directed towards a sustainably optimal option through control of
variable combinations. Passenger satisfaction with the existing public transport service,
alongside public-expected service quality attributes, may aid decision-makers in increasing
public transport user uptake [6,7], towards the ultimate lifecycle environmental asset
management goal of a low carbon city.

In Abu Dhabi, the transport infrastructure was built to the highest international
standards, but it is car-centric [8], which resulted in approximately 80% of the passengers
opting for private and shared car transport in most regions of Abu Dhabi [9]. The majority
of the population in Abu Dhabi, similar to other Gulf Cooperation Countries (GCC), are
male expatriates from South Asian and Middle Eastern countries as a full-time workforce,
with a monthly income profile at an average of USD 1000 [10]. The transport plans of the
Abu Dhabi transport authorities and policy-makers target shifting the mode choice of these
expatriate resident population groups from private cars to more sustainable transit modes,
such as public transport [11], since it may be more complicated to trigger a shift in the
mobility choices of the so-called wealthier population groups, due to social status and
income dynamics [12].

It is critical to project the expected benefits in terms of travel time savings, reductions
in congestion, etc., that would potentially result from adoption of public transport on
major highways. Microsimulation modeling can be used to understand a high-resolution
per vehicle change in the traffic flow profile, but this requires proper model development
for the studied region’s driving behavior [13]. Contrary to macroscopic models that use
aggregated quantities to describe the traffic flow and are easier to calibrate, microscopic
or microsimulation models are more complex to calibrate but give more details about the
traffic flow profile once the traffic flow characteristics of a region’s car-following behavior
have been properly modelled.

This research aimed to develop, calibrate, and validate a VISSIM-based microsimula-
tion model, to reveal the car-following behavior of Abu Dhabi city, as a representative of the
GCC and Middle Eastern drivers, where such models are not highly used for research and
traffic management policy evaluations. However, the majority of sustainable road research
in the region has focused on alternate material research [14] and traffic safety behavioral
studies from a psychological response perspective [15,16], with minimal attention to actu-
ally modeling the driver behavior. The model was then applied to analyze the efficacy of
extending public transport services to a major highway in the City of Abu Dhabi, using
in-field data and traffic projection models, which can be used to perform scenario modeling
of not only traffic management strategies, as demonstrated here, but traffic safety re-
search when considering the impact of flow management policies on changes in aggressive
driving behavior.

2. Background

Traffic congestion due to excessive private car usage by urban residents is a seri-
ous concern, in terms of the overall sustainability of road transportation systems, while
also affecting the journey experience and travel times [17]. Built-up regions and open
space geometries have a profound influence on the morphologies of cities, traffic mobility,
and congestion, due to the topological links between such spaces, spatial identities, and
the concentrations of people, goods, and services. Street metrics characterize the urban
typologies and affect the flow of traffic in a city [18]. This indirectly affects the mode
choice and traffic flow pattern of residents and, as such, city design should acknowledge
these metrices and their eventual impact on traffic and congestion pocket formation. Ac-
cording to Gao et al. [19], in locations with higher traffic densities, repeated automobile
deceleration—acceleration cycles result in excessive fuel consumption. Likewise, the jour-
ney time of any major expressway is dependent upon vehicle-fleet speeds, deceleration—
acceleration, flow rates, and traffic densities. The traffic volume rises each year, correspond-
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ing to a sharp decline in engine speeds and vehicle velocities, as the saturation flow rate for
the highway is reached, as is also evident in the transport literature [19].

Public-transport-based solutions are recognized as alleviating traffic congestion, user
time delays, road deteriorations, and for reducing costs and the energy and pollutant
burden in major cities [20]. Public transportation projects, in any form, are aimed at as-
suaging congestion from overcrowded road networks. For example, studies [21,22] have
noted the adverse effect of accessibility, journey time, network coverage, and on-board
crowding, etc., on public intention to use public transport. Similarly, at a rudimentary
service level, public bus transport can either serve as a feeder network to the largescale
BRT or LRT mobility services or act as an early proof-of-concept in a crowded metropolitan
area, before the overhaul of a transit network from car-centric to more sustainable transit
modes. To that end, the travel habits and mode choices of existing transit users may be
directed in favor of sustainable public transit services by traffic management policies that
cater better to user needs and improve their journey attributes. A study by Hensher [23]
on bus operators in Australia investigated the perception of buses on the basis of service
quality and performance indices, and a methodology for cost per kilometer and com-
muter perception of quality of service by operators was established. Lavery et al. [24]
found travel satisfaction motivated passengers towards a pro-environmentalist (e.g., public
bus service) approach.

As stated earlier, simulating the per vehicle change in the traffic flow profile can
show immediate changes as a result of different traffic management strategies. This work
argues that, in addition to this, traffic growth models can be used to project the benefits
over extended periods of time, particularly when relieving daily traffic congestion is a
concern. It should be noted that none of these benefits can be assessed without properly
creating, calibrating, and validating a dedicated microsimulation model. Although, some
macroscopic models exist for the urban planning purposes in Abu Dhabi and the GCC
region at large [16,25], these are largely concerned with personal mobility or alternate
vehicle type evaluations and do not model the general driving behavior of the city’s
residents on a major urban road, which is required to compare different traffic management
strategies at a micro level.

On a global scale, many studies have incorporated variables such as vehicle
acceleration—deceleration profiles, congestion wave speed, jam densities, and free-flow
speeds to create and calibrate vehicle simulation models [26]. Others [27,28] have utilized a
microsimulation calibration approach to present accurate car-following driving behavior
and traffic flow profile models using software such as VISSIM and AIMSUN; however,
these approaches were within a limited demographic context. The case study Abu Dhabi
region has a much more diverse population, with a majority of expatriates and residents
from over 200 nationalities, which makes it critical to create a dedicated and well-calibrated
microsimulation model for simulating its daily traffic and evaluating future traffic man-
agement strategies. It is the largest emirate, as well as the federal capital of the United
Arab Emirates, with a population of over 1.8 million urban residents, a population density
of 1900 person per km?, and estimated land-size of 972 km?. Approximately 85% of the
population are the expatriate workforce, and while this ratio may be higher or lower in
other GCC countries, the distribution is similar, with expatriates still forming the largest
share of the population [29,30].

Generally, developing transit policies to achieve a mode shift in favor of public trans-
port is a broad concept. The psychometric properties of passenger satisfaction is often
complicated by various underlying and interdependent factors, such as travel bias, pub-
lic transit quality attributes (journey time, transit stations, accessibility etc.), travel cost,
ride quality, and service frequency [31,32]. This is covered in a separate study under the
umbrella of this project. Nonetheless, that study [33] yielded interesting observations,
providing a foundation for this exploration of the impact of implementing a traffic man-
agement strategy in the study region for improving public (bus service) transit ridership
based on public requirements. The project deals with altering travel habits, user perception,
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reducing congestion, and alleviating the pressure of car traffic from major highways in
the city of Abu Dhabi. The findings of this work could help towards meeting the energy
consumption and pollutant decrement goals of local authorities at a micro level, while also
producing real-time improvements in the journey of passengers on a case study highway.

3. Methodology

This project aimed to utilize the power of VISSIM microsimulation software for mod-
elling traffic flow behaviors, delays, and queue formations for a case study road section
located near the main modern shopping areas, business districts, and offices in the city. It
begins at Sheikh Zayed Bridge (both a major bridge and a tourist attraction connecting the
island of Abu Dhabi to the mainland) and winds its way around Abu Dhabi’s eastern edge,
until it meets Corniche Road (a 8 km road along the Abu Dhabi beach, parks, tourist, and
recreational facilities). An existing four-lane road was extended and repaired to finish the
project in 2009.

The Abu Dhabi transport department and municipality originally measured traffic-
counts as vehicle volumes at continuous 15 min intervals in November 2007 for both
inbound and outbound traffic, considering all vehicle types (passenger cars, vans and
coaches, minibuses, light, and heavy trucks). However, the data were only gathered for the
traffic stations located before the HW3 and HW5 traffic stations (location is off frame in
Figure 1) and lacked data for all the traffic-count stations displayed in Figure 1. Subsequent
traffic-counts were gathered by the Abu Dhabi Municipality between July 2014 and July
2016 for inbound traffic but only for ADM4 (location is off frame in Figure 1), which was
located right before the HW3 traffic station on the mainline freeway. Nonetheless, the traffic
surveys revealed that the peak traffic periods in Abu Dhabi are

Morning-peak: 07:00 a.m.—08:00 a.m.

Afternoon-peak: 14:00 p.m.-15:00 p.m.

Evening-peak: 19:00-20:00

A median traffic-count on 27 April 2015 was also gathered by the Abu Dhabi Munici-
pality, covering all the traffic-count stations displayed in Figure 1 for the peak 7 a.m.
time. Although lacking counts for other time periods, this count created a comprehen-
sive dataset of the traffic in- and outbounds on the case study road, as recorded by all of
the traffic stations. Figure 1 illustrates the traffic-count station locations. This random
distribution of traffic-count days and locations is a common occurrence in real-world
data situations, as noted by Gomes et al. [34]. Therefore, the first stage was to gather
24 h traffic-counts for a representative single week (inclusive of both weekdays and
weekends). An initial review of both “Year 2007” and “Years 2015-2016" traffic-counts
exhibited a general agreement between the traffic flow behavior observed from both
sources.

TRAFFIC COUNT STATIONS TRAFFIC COUNT STATIONS
RAMPS MAIN HIGHWAY TRAFFIC
ON-RAMP OFF-RAMP
ATC7 ATC8
IP85 0 IP85 1

IN-BOUND OUT-BOUND

HW3 | HWS HW9 HW12

IP110 O IP1101 HWS HW6 HW10

P98 | i HW7 HW11

Figure 1. Case study section of Sheikh Zayed bin Sultan Street and traffic-count station locations.
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This study had 2015 set as its base year, as this was the latest common traffic-count
year between both inbound and outbound traffic volumes. Initially, the traffic-count for
the stations HW5 and HW3 was estimated and the missing data from the Abu Dhabi
Municipality for outbound traffic were estimated by separately calculating the traffic level
ratios between the inbound and outbound traffic from the “Year 2007” counts for weekdays
and weekends and multiplying by the inbound traffic volumes from “Year 2015”, to generate
the approximate outbound traffic volumes for the traffic stations located before HW5 and
HWS3, as shown in Equation (1) for 2015.

k m
polK)} - o)} el
—— Pi (k) g
base year out—bound traf fic count  base year in—bound traf fic count ~—

2007 traffic count

where “po(k) A" and “p;(k) ,” are traffic-counts at outbound and inbound station “k” on
mainline “m” for any hour “A”, respectively. The outbound traffic volume for the peak at
7 a.m. on 27 April 2015 traffic was then used to estimate the traffic volumes for all of the
traffic-counting stations displayed in Figure 1 using Equation (2) below, where “p,(k) x™”
is the peak 7 a.m. traffic for any traffic station “k”.
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After the traffic volumes for all the traffic-counting stations were computed for two
representative weeks (for calibration and validation), week 1 traffic data were then used to
model OD matrices for the simulation of the current traffic situation in the case study area.

Developing a VISSIM Microsimulation Model

The studied 3.5 km dual-carriageway section was modelled in VISSIM with a 3.65 m
single lane’s width apart from the shoulder/exit-lanes, with a 3 m width in each direction.
Traffic profiles, comprising the fleet composition, vehicle types, and distribution of 2D /3D
models, are based on previous literature and the provision of preliminary data by the Abu
Dhabi Municipality and the Abu Dhabi Department of Transport.

The lane behavior and speed profile were developed based upon the field observations
gathered by the authors on several site visits to the case study location and local laws
in the City of Abu Dhabi. Minibuses, vans and coaches, and HGVs were barred from
entering the two extreme-left high-speed lanes, and driving behavior was modelled as per
the right-hand side driving rule. The speed profile of the different vehicles was based on
the minimum and maximum on-site posted speed limits for the case study road.

4. Results and Analysis
4.1. Current Traffic Situation

Figure 2 presents the current traffic situation on the studied case study highway
section. The workday commencement resulted in 7-8 a.m. workdays peaks, correspond-
ing to morning rush hours. This is especially relevant for passenger car traffic of small-
(8700 units) and regular-sized cars (7200 units). The 2-3 p.m. time window corresponds
to lunch break hours, once more exhibiting a higher traffic density and spike in car traffic.
Similarly, the work day end traffic of 7-8 p.m. again showed this traffic pattern.
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Figure 2. Current daily traffic situation on the studied road (base year 2015).

The period from 8th to 9th May 2015 corresponds to a weekend, and thus the trend for
peak hour periods was representative of a conventional non-working day. The traffic peak
period trends were hence indicative of typical non-working day flow patterns; for example,
the resident travel behaviors for leisure reasons may have been responsible for showing
the 5-7 p.m. passenger car traffic peak. The results exhibit the predominant contribution of
cars to the overall traffic situation, as well as advantage of potentially introducing a public
transport service as an alternate traffic management strategy.

4.2. Calibration of the VISSIM Microsimulation Model

The model was primarily run with the default car-following and driving behavior
parameters provided in the VISSIM settings, based on the Wiedemann 99 Freeway (free
lane selection) model. Traffic-counts for week 1 from the representative weekday traffic
dataset calculated above were utilized to provide the OD matrix. The model run results
at per-hour resolution for the entire week are graphed alongside the field-based vehicle
flow profiles (vehicles/hour) in Figure 3. The first simulation run resulted in several errors,
with >2000 vehicles becoming lost vehicles and disappearing after waiting more than 60 s
to change lanes. In general, the simulation model failed to achieve the GEH cut-off criteria
of under 5 (85% cases).
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Figure 3. Traffic volume profile from model run with default VISSIM driving behavior parameters.
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As a consequence of the simulation output from the model being constructed based
on default parameters differentiating from the field data, especially for the peak period
traffic volumes, the driving behavior was modified and the model was run several times.
Figure 4 shows the simulation results for a calibrated model constructed after several
rigorous trial-and-error runs, to develop a microsimulation model replicating the field-
based measurements as closely as possible. Even though the simulated traffic volumes

varied from the field data for some peak hours, the variation in traffic volume was negligible
and within a 15% error (<100 vehicles per hour).
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Figure 4. Traffic volume profile from model run with calibrated VISSIM driving behavior parameters
4.3. Validation of the VISSIM Microsimulation Model
The calibrated base case model was then validated using the week 2 traffic-count data
applied to the constructed microsimulation model. Figure 5 illustrates the evaluation of the
field-based and modelled traffic-volume profiles. It may be deduced from the results that,
apart from some minor errors, the simulated traffic-counts successfully replicated the field
traffic conditions, as the error was within the required bounds.
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Figure 5. Comparison of traffic volume profile for field and modelled conditions with the calibrated
VISSIM model—validation (week 2) dataset.
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4.4. Public Transportation Scenario Analysis

According to 2015 base year measurements, the studied section serves over
9500 peak-hour vehicles in each direction. Growth in traffic and changes in vehicle driving
variables were simulated here using high-resolution microsimulation models. The goal
of constructing a traffic microsimulation model was to compare scenarios assessing the
lifecycle impacts from implementing traffic management strategies. This was modelled
and simulated for the years 2015-2020 as

1. Do nothing: The existing lane configuration, no public transport on the studied
section. Utilizing secondary growth models from transport research, the traffic was
assumed to increase by 6% annually.

2.  Traffic Management Scenario: Assuming a hypothetical bus service operated on the
studied section, mode-share switches to match the mode-share in other parts of Abu
Dhabi, wherein public bus transport is currently operational (Table 1).

Table 1. Mode share of the current passenger journey profile.

Transport Mode Base Case Traffic Management Scenario
Small cars 56.5% 45.2%
Regular cars 43.5% 34.8%
Public transport (bus) 0% 20%

The simulation results for the 2015 base case confirmed the initial findings of the
field observations, with regular traffic jams occurring in the peak hour traffic periods.
The vehicle queue lengths were also recorded for the traffic levels across different years,
as shown in Figures 6 and 7. These figures show that the queue lengths experienced by
vehicles travelling across the case study area increased for the same time durations. Once
the traffic flow profiles had been generated for every scenario and lifecycle year from 2015
to 2020, the vehicle travel times, queue length, and vehicle flow were tabulated against the
lifecycle year.

In the traffic management scenario, the current lane configuration was kept; however,
public transport was provided, in the form of a 50-seater public bus operating at a 15 min
headway and 40% capacity. Similarly to the base case, this model aimed to be run for a
representative week every subsequent year by escalating the traffic level by 6%. The mode
shift of passenger vehicles was based upon the “Surface Transport Master Plan 2009” of
the Abu Dhabi Department of Transport, as described in Table 1. A total of eight bus-stops
at approximately 500 m distance were created for the case study highway mainline links,
with passengers permitted to board and alight from right side, and a dwell time of £20's
was set after several subsequent runs, to find the options with the least errors, as well as to
replicate the field settings given by Abu Dhabi Department of Transport.

The microsimulation for the traffic management scenario was run for the years
2015-2020. Random simulation instances were examined, to observe the traffic flow behav-
ior of the simulated scenario, to ensure that the model flow followed real-world behavior.
It should also be noted that, except for initial runs, no pedestrians were simulated, as this
is beyond the current study’s scope and may require further work on VisWalk for a more
accurate and realistic pedestrian simulation. Figure 8 shows a comparison of the vehicle
network performance between the base case and the implemented traffic management
scenario [9]. A significant disparity in the network performance was observed for the
base case scenario, where public transport is not provided for the case study mainline
network. In this case, the journey time experienced by vehicles escalated near peak hours
(7 am.-8 a.m.), due to the high vehicle-volume entering the network.
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Figure 8. Comparison of vehicle network performance for the base case and traffic management
scenario (public bus-case) for a representative weekday.
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The morning peak hours saw the biggest increase in journey time and vehicles volume,
likely brought by commuters going to work. The travel time decreased after that, until the
afternoon peak hours (2 p.m.-3 p.m.), when it tended to increase again and decline before
reaching the evening peak hours (7 p.m.-8 p.m.) (as our earlier study [1,35] predicted). A
reduction in the variation between the vehicle travel times was observed for the bus-based
scenario, as less bottlenecking and congestions was noted for automobiles on the mainline
segments, thus lessening the day-wide journey time fluctuations.

5. Conclusions and Future Work

This study aimed to present the efficiency of microsimulation models for empirically
illustrating the car-following driving behavior of urban residents on a major highway,
within the context of Abu Dhabi and the GCC region. For this purpose, a traffic-count
dataset was gathered from local municipal and transport departments, in a series of data
collection attempts for a 3.5 km 5-lane divided highway road segment from the Abu Dhabi
city network experiencing a peak hour traffic of more than 9000 vehicles. Following data
curation and analysis, a comprehensive daily traffic dataset for a representative week
(constituting of all vehicle types) was deduced, despite the time gaps between various on-
and off-ramp and mainline traffic-counting stations.

The findings suggest that proposed calibrations of the car-following variables (stand-
still distance, headway time, following variation, following thresholds, speed dependency
of oscillation, and acceleration-deceleration parameters) of the Wiedmann 99 model were
capable of accurately simulating the real-world driving behavior for the studied highway,
with under 5% error noted across the different simulated periods, throughout the weekdays
or weekends. The calibrated model was then used to simulate the traffic flow profile for
another week, and the traffic data were compared against the actual field-collected data. It
was found that the model successfully simulated a whole week'’s traffic flow profile within
acceptable bounds of error. The microsimulation model calibration parameters developed
in this study could be used by the local authorities to evaluate and simulate the traffic
management scenarios in the studied region.

The success of any transit solution in meeting a city’s traffic management goals de-
pends on user adoptability and is gaged accordingly. Since increasing congestion on urban
highways due to car traffic is a growing concern in many developing metropolitan areas
and enhancing or developing public transport is a common strategy, alternatives aiming
to divert passenger traffic from private vehicles to public transport should be backed by
strong data assessment, to project their expected benefits. Currently, the comparison of
traffic management strategies in Abu Dhabi typically involves identification and develop-
ment of an initial plan to meet the need, feasibility, and economic viability of the different
planning alternatives and, finally, the implementation of a selected system. The microsimu-
lation model developed in this study is presented as a tool for investigating the long-term
(2015-2020) benefits of implementing a public transport bus service on the studied high-
way section, in terms of the reduction in congestion, queue lengths, and journey times.
The findings indicate that, if transportation is not improved, there will be significant traf-
fic jams on the studied highway, as no public transport currently exists. The proposed
bus service was found to immediately ease the traffic flow situation, by reducing queue
length formation and minimizing fluctuations in the travel time between peak and off-
peak hours throughout the day, and more significantly on weekdays, where the highest
congestions occur.

Multiple research directions can be adopted from this observation. For example,
future works could investigate the relative influence of financial and spatial constraints
on travel behavior, while strictly considering mobility as a service in a consumer market.
This may result in a more realistic research outcome, where vehicle routing, operational
and fare policies, transport systems, and alternate on-demand services are evaluated while
considering the whole transportation system and how these factors influence mobility at
smaller to larger scales. User mobility, benefits to commuters and the environment, and the
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logical integration of the economic and environmental factors spanning the transportation
system’s elements can then be balanced. Marketing the transportation infrastructure system
as a compact package may also provide an added level of comparability during the decision-
making process. Additionally, the performance of new technologies such as autonomous
vehicles, which offer better car-following and effective platooning behavior and thereby
enhance the traffic capacity of a road, could also be evaluated using microsimulation
models for long-term models, instead of the short-term or daily flow projection models
that are currently presented in the transport literature.
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Abstract: The redesign of a failed hoisting shaft belonging to a 10 m stroke vertical transfer device
(VTD) is presented. Firstly, the operation of the VTD is thoroughly analysed, the variation of loads
and moments along the operating cycle is characterised, and transients such as emergency stop
loads are calculated. The selection of safety factors and duty cycle factors was followed by the
shaft sizing. After an initial rough sizing, the high-cycle fatigue (HCF) design for cyclic bending
moments was performed, first considering constant torque and then considering cyclic torque. The
number of bending and torsion cycles performed by the hoisting shaft over 10 years was shown
to exceed 10°, and an infinite life design is mandatory. The analyses showed that the initial shaft
diameter was insulfficient, thus justifying the failures observed before the present redesign. A classical
fatigue model combining torsional shear stresses with bending stresses was used to take into account
reversed torsional loading and ensure infinite fatigue life. This work highlights the need to thoroughly
understand a machine’s operating cycle so that the wrong premises for fatigue design calculations
are not assumed.

Keywords: fatigue; machine elements; redesign; shafts; VID

1. Introduction

The present case study concerns a vertical transfer device (VID) hoisting shaft failure
and redesign. The shaft steel is 34CrINiMo6. The size of the machine is suggested by the
hoisting stroke—10 m. The machine operation began in 2017, and until 2019, malfunctions
of the upper sprocket assembly were reported by the customer. During that period, the
hoisting shaft fractured and was replaced by another equal in size and material. Sometime
after this replacement, the customer noticed an abnormal play between the shaft and the
sprocket on the key area. At the beginning of 2019, it was decided to investigate the root
cause of this abnormal behaviour. At the end of 2019, the upper sprocket assembly was
replaced by a redesigned one according to the conclusions of the present document, and no
more problems were found since this intervention.

The service loads acting upon hoisting shafts typically lead to a number of cycles
in excess of 107, implying fatigue design for infinite life under rotating bending and
torsional loading.

The need for a thorough understanding of the machine operating cycle, so that wrong
premises are not assumed for the fatigue design calculations, is emphasised in this paper.

Stress-based high-cycle fatigue (HCF) considerations are used throughout the work,
and a classical approach to fatigue was adopted. Harris and Jur recall in [1] that ‘the
long-taught classical methodology is useful and accurate as both a design and an analysis
tool’. The classical fatigue methodology is presented in many references, e.g., Childs [2,3],
Beswarick [4,5] or D’Angelo [6], and is widely used in industry, for design as well as for
failure analyses, where interpretation of failure causes and redesign of failed parts are
objectives to be pursued [7].
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Milela [8] or Lee et al. [9] present comprehensive overviews of fatigue, and discuss
research on biaxial fatigue as experienced in situations of combined bending and torsion
moments, typical of shafts. A survey of recent trends of multiaxial fatigue is given by
Anes et al. [10]. Although shaft fatigue is the object of continued research efforts, in the
present work, the classical approach commonly used in industry was used for the redesign
of a failed shaft subjected to high-cycle fatigue (HCF). Early presentations of the subject are
found in, e.g., d’Isa [11], Hall et al. [12] or Spotts [13].

The paper is organized as follows: the VID operation mode is thoroughly analysed
and modelled in Section 2, as a starting point for the hoisting shaft redesign. After a
presentation of the VTD mode of operation, the radial load, bending and torsional moments
variations along the operating cycle are evaluated, and transients as emergency stop loads
are characterized, leading to the inputs for the design calculations and selection of safety
and duty cycle factors, as discussed in Section 3.

Using the static failure criterion, a first sizing for the peak load is presented in Section 4.
Then, using the normal operation loads calculated in Section 5, a fatigue design using
different approaches is presented in Sections 6-8.

The areas with keyseats are particularly sensitive in fatigue calculation. The use of
steels with higher tensile strength does not proportionally increases the fatigue allowable
in keyseat areas.

Given the organization of the work, relevant references are introduced and discussed
throughout the text, as needed. Due to the large number of variables considered, their
definitions are given in the Nomenclature of the document, and/or when called for in
the text.

2. Detailed Analysis of the Vertical Transfer Device Operation Cycle

Vertical transfer devices are under the scope of the standard EN 619:2002+A1:2010 [14]
(EN 619:2002+A1:2010 has a new edition in 2022, not yet harmonised; only the harmonised
standards can be used to demonstrate that products comply with the relevant European
legislation), where the machine safety requirements are defined. According to this standard,
a VTD is a device with raising and lowering movements of more than 200 mm in the path
of conveyors, in which unit loads (in logistics terminology, a unit load corresponds to
the pallet plus the handled goods) can be transferred from one defined level to one or
more defined levels by a carrying element. The hoisting system of the VID analysed is
composed of a driving motorized sprocket on the bottom and a driven sprocket on the top.
The suspension consists of one chain that is anchored to the hoisting carriage on one side
and a counterweight on the other side; refer to Figure 1 for more details. One conveyor is
assembled on the hoisting carriage, and it is responsible for the transfer of the unit load to
the grounded conveyors on each transfer level.

Mmotor

Figure 1. VTD working scheme: 1—upper chain sprocket (driven); 2—bottom chain sprocket
(driving); 3—counterweight; 4—hoisting carriage with load handling device; 5—unit load.
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In this VTD, the hoisting stroke is 10 m, and the operating cycle consists of the steps
described in Figure 2, repeated 24 h/day. Figure 3 presents the evolution of the VTD
carriage hoisting speed (m/s) with time (s).

Tl

©

Figure 2. VTD operating cycle. (A) Movements 1 and 2. Hoisting and load transfer on the upper
level. (B) Movement 3. Downward movement from the upper level to level zero. (C) Movement
4. Transfer of the unit load from the grounded conveyor to the conveyor mounted on the hoisting
carriage: a—conveyor mounted on the VID hoisting carriage—level zero; b—conveyor mounted on
the VTID hoisting carriage—upper level; c—grounded conveyor on level zero; d—grounded conveyor
on the upper level.
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Figure 3. VTD carriage hoisting speed (m/s) versus time (s) chart.

The operating cycle steps are:

1—Upward movement of the hoisting carriage with load on the conveyor, Figure 2A.
According to Figure 3, from 0 s up to 3.25 s, the hoisting carriage accelerates, reaching the
speed of 1.3 m/s. Between 3.25 s and 7.69 s, the hoisting carriage will move upward at a
constant speed, followed by a 3.25 s deceleration.

2—Transfer of the load from the conveyor mounted on the hoisting carriage, to the
grounded conveyor on the upper level, Figure 2B. This transfer movement will take 10 s.
During this time, the hoisting carriage is stopped.

3—Downward movement of the hosting carriage from the upper level to level 0,
Figure 2B. This movement will start at 20.94 s and is composed of an acceleration of 3.25 s,
followed by a constant speed movement of 4.44 s, and finally, a 3.25 s deceleration.

4—The load will be transferred from the grounded conveyor at level zero, to the
conveyor mounted on the hoisting carriage, which is stopped. This transfer will take 10's,
Figure 2C.

Speeds and acceleration values in these machines are not prescribed. Instead, the
design of the device, of its components and safety devices must be rooted in those values:
the EN 619:2002+A1:2010 standard [14] does not define maximum speeds and accelerations
for the VTD, but states that the safety related components must be selected according to
the effective nominal speed and acceleration of the machine.

The upper sprocket assembly, which is the object of the present case study, is shown in
Figure 4. It is composed of one shaft, two plummer blocks with roller bearings and one
sprocket for the hoisting chain. Note that the failed shaft diameter was 50.0 mm.
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Table 1. VID upper drive assembly data before redesign.

Parameter Value Unit
Upoist Hoisting carriage hoisting speed 1.3 m/s
apeist Hoisting carriage hoisting acceleration 0.4 m/s?
D, Sprocket pitch diameter 0.21304 m
a Position of the load on the shaft length 0.11 m
b Position of the load on the shaft length 0.11 m
d; Initial shaft diameter, before redesign 0.05 m
c Initial sprocket length, before redesign 0.091 m
[ Initial shaft length between supports 0.22 m
Mppistcar Hoisting carriage mass 600 kg
Mjpeq Unit load mass 1600 kg
mppg Conveyor mass 350 kg
Meount Counterweight mass 1600 kg
Mepain Chain mass 300 kg
N Shaft rotating speed %12116? (221211(/[5)
#; Load efficiency 0.9

Figure 4. Components of the upper sprocket assembly: 1—upper sprocket shaft; 2—upper chain
sprocket; 3—key; 4—upper sprocket assembly support; 5—roller bearings. See Table 1 for nomenclature.

The failure motivated the need for component redesign. As discussed in the following
sections, a thorough understanding of the machine’s operating mode is necessary for the
selection of inputs to calculate the redesigned shaft diameter.
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3. Assumptions for Calculation and Safety Factors

This section presents the selection of data to be used as inputs when calculating the
shaft diameter and selecting the safety factors. Table 1 compiles the data for the case
study system.

The load efficiency—; = 0.9—is the value advised by [15] for the efficiency of sprocket-
chain hoisting systems, as some amount of the gearmotor output torque is not used to hoist
the load, but to compensate friction losses, for instance.

The data for the gearmotor were retrieved from [15,16] and are compiled in Table 2.

Table 2. Gearmotor data for calculation; source: [16].

Parameter Value Unit
n; Motor rotating speed ?;137 6%;; (IEICDII\//IS)
Jam Motor moment of inertia 0.0381 kg-m2
Nmotor Motor efficiency 0.7833 -
i Total gearbox gear ratio 20.25 -
Hgearbox Gearbox efficiency 0.96 -
aemerg Gearmotor emergency deceleration, with brake —4.829 m/s?
Mgmax Maximum nominal gearmotor torque 1500 N-m
Maemerg Gearmotor torque in the event of an emergency 1929 N-m

deceleration with brake

Unless there are problems associated with bearings, which is unlikely if these are
properly selected and fitted according to the applicable tolerances, in these constructions,
the likely cause of shaft failure is fatigue. Corrosion is excluded, given the shaft surface
protection by phosphating surface treatment, and the machine’s permanent location inside
the warehouse.

A first check of the bearing life showed that the bearings were correctly chosen,
and accordingly, bearing calculation and selection will be outside the scope of this paper.
Since the failure was not related to the bearings, it was decided to further investigate the
shaft design with a view to redesign. Given the level of responsibility involved, several
calculation methods were used, and the results compared, to decrease the risk level.

Firstly, it was necessary to carefully define the assumptions for the calculation. The
bending and torsion moments and the radial load to be considered for the design calcu-
lations were evaluated. Figures 5-7 present the evolution of these loads along the VID
operating cycle. For conciseness, the calculations behind Figures 5-7, based on [15,16], are
not fully presented. Nevertheless, Section 5 includes the calculation of the maximum loads
per operating cycle (i.e., the maximum values of the diagrams).

3.25
45.0 7.69-- 10.94

43.0
41.0
39.0
37.0
35.0
33.0

31.0 24.19 28.6?
/

29.0 20.94 —N\,
27.0 31.88
25.0

Fsprocket (kN)

0 5 10 15 20 25 30 35 40
Time (s)

Figure 5. Radial load on the VID upper sprocket (kN) vs. time (s).
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Figure 6. Torsional moment on the VTD hoisting shaft vs. time (s).
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Figure 7. Bending moment on the VTD hoisting shaft vs. time (s).

The maximum vertical load on the sprocket, the maximum torsion moment and the
maximum bending moment all occur when the hoisting carriage is accelerating upwards
with its full maximum load. However, this only occurs between 0 and 3.25 s, i.e., in a small
fraction of the machine’s operating cycle, which takes nearly 41.9 s.

The total time with a full load on the hoisting carriage is about 50% of the over-
all working time. In the other 50%, the hoisting carriage is moving down without the
unit load.

Shafts subjected to stresses below the yield strength but above the fatigue limit (also
known as endurance strength) will most likely fail from fatigue. The fatigue limit is the
operating stress at which the specimens do not fail after at least 10° cycles. Excluding
consideration of giga-cycle fatigue, which is not relevant for this application, stresses below
the fatigue limit lead to infinite life.

Milela [8] or Lee et al. [9] give overviews of a variety of fatigue topics; within that vast
domain, this work concentrates on stress-based fatigue analysis and design for high-cycle
fatigue (HCF), adopting the classical approach commonly used in industry. References such
as [17,18] introduce classical fatigue design for HCF with a focus on machine elements.

It is crucial to understand which load values should be considered in the calculation
methods described in Sections 6-8, and what the safety factors should be. Section 6 concerns
the use of Niemann'’s approach [19,20], Section 7 concerns the use of the ANSI/ASME
B106.1M:1985 standard [21], and a classical fatigue approach is used in Section 8. The
methods considered give some guidance on these subjects but do not define them entirely.

Niemann, [19,20], introduces the safety factor C,, and the overload factor C. To
establish Cy, it is necessary to consider the consequences of overloads, e.g., danger of death,
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long interruptions of the operation and production line or ease of repair or replacement of
the damaged shaft. The overload factor C is defined as:

_ Foerv
== M

where Fqrp is the maximum load that occurs periodically in the machine cycle, and F is the
nominal load.

The ANSI/ASME B106.1M:1985 standard [21] does not directly define the values for
the safety factor (SF). Nevertheless, it states that SF should be considerably higher than 1 if
there are great uncertainties and the consequences of failure are serious, namely, in terms
of safety and production stopping time. The same standard also introduces the duty cycle
factor k. and states that a shaft usually withstands variable amplitude loadings in service.
Thus, the shaft design must consider start and stop cycles, transient overloads, vibrations
and shocks, since these transients can have a significant impact on fatigue life. Usually, the
values for the constant amplitude loads are known with sufficient accuracy, but the data
for transient loads are not so well defined. Nevertheless, in the present case study, it was
possible to determine the transient loads that occur in the acceleration and deceleration
phases of the VID operating cycle. The ANSI/ASME B106.1M:1985 standard [21] states
that it is not advisable to design a rotating shaft for finite fatigue life, as it will be confirmed
in the following paragraphs.

An emergency stop will cause an overload on the hoisting shaft, and such events will
certainly occur during the VTD service life. It is not possible to foresee how many times an
emergency stop event will occur, but it will not be a very rare event. More unusual is the
event of a free-fall with actuation of the safety gear. Overloads originated by the transfer
of aload greater than the nominal maximum may also occur, but in this case, the hoisting
carriage’s vertical movement will not be initiated. The EN 619:2002 + A1:2010 [14] states
that the system incorporating the VTD should prevent this from happening, for example,
by assembling load cells on the conveyors that feed the VID.

After analysing the inputs from these methods, some important decisions need to be
made. If the nominal static load on the shaft is considered, an overload factor C > 1 should
be selected. Another option is to use the dynamic load (including the VTD acceleration),
and the overload factor C is taken as 1. Recall that according to Niemann [19], Equation (1),
Fserv is a load that repeats periodically.

It was decided to use the loads that occur during the initial 3.25 s of the operating cycle,
where the hoisting carriage is accelerating upwards, in all the fatigue calculation methods.
It is important to maintain the consistency of the previous decision with the safety factors
and coefficients that will be used in each of the formulations, to avoid over-design. As
explained previously, within the operating cycle, the VID is half of the time with load and
half of the time without load, which has a beneficial effect on fatigue life.

In [2], Childs suggests the following safety factors for shaft design:

e  “1.25to 1.5 for reliable materials under controlled conditions subjected to loads and
stresses known with certainty,

e 1.5t0 2.0 for well-known materials under reasonably constant environmental condi-
tions subjected to known loads and stresses,
2.0 to 2.5 for average materials subjected to known loads and stresses,
2.5 to 3.0 for less well-known materials under average conditions of load, stress,
and environment,

e  3.0to 4.0 for untried materials under average conditions of load, stress, and environ-
ment, and

e 3.0 to 4.0 for well-known materials under uncertain conditions of load, stress,
and environment”.

The material used for the shaft under study is well known and reliable, and the
environmental conditions are controlled and constant. The normal operation loads and the
emergency stop loads are known, however, the number of occurrences of an emergency stop
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is unclear. As mentioned previously, the present work will size the shaft for the maximum
loads within the equipment operating cycle, which only occur during 3.25 s of the overall
cycle time. This is a defensive approach; therefore, a small safety factor within the range
was used—1.5. Another option might have been to consider the weighted average between
the maximum loads that occur during the 50% of the time that the hoisting carriage is going
upwards with maximum load and the 50% of the time that the hoisting carriage is moving
downwards without load. If the last approach had been used, the safety factor would have
been increased to 2.

The decision was to consider the loads occurring in the upward acceleration phase;
therefore, C = 1, according to Niemann [19,20]. The safety factor was defined to be C, = 1.5,
instead of using higher safety factors, since the hoisting carriage is under load only half of
the operating cycle time.

Likewise, in the ANSI/ASME B106.1M:1985 standard [21] method, the safety factor
was defined as SF = 1.5, and the duty cycle factor was chosen to be k. = 1.

The stress originated by the loads acting on the hoisting shaft must be classified. It
is intuitive that the bending moment due to the radial load on the sprocket will cause an
alternating stress on the rotating shaft. It is less intuitive how the torsional moment should
be categorized. Niemann [20] defines a steady, an oscillating and an alternating stress.
Notice that the direction of rotation of the hoisting shaft only reverses two times in each
VTD operation cycle. Therefore, it would seem too defensive to consider the torsion as an
alternating stress. At first sight, it would seem nearly steady. However, as discussed in
the following paragraphs, the torsional load will cause an alternating stress that should be
taken into account for infinite life calculation.

Another question that may arise is whether the infinite fatigue life design, correspond-
ing to more than 10° cycles, is necessary. Would it be acceptable to calculate the shaft for a
finite life, which would result in a smaller shaft diameter?

A shaft replacement is a complicated operation that may cause long production line
downtime. Thus, it may be reasonable to require that the shaft not need to be replaced
within the machine’s lifespan. In this case study, 10 years were considered based on the
assessment of the number of load cycles. In each complete rotation of the shaft, the hoisting
carriage moves 0.67 m up. Since the VTD hoisting stroke is 10 m, the shaft will complete
almost 15 rotations in the upward movement plus 15 complete rotations in the downward
movement. In each 180 degrees of shaft rotation, there is one alternating bending cycle.
So, 30 complete shaft rotations will correspond to 60 bending cycles. The throughput of
the VTID is 85 pallets per hour, so the shaft will suffer 5134 bending cycles per hour. Since
the VIDs will be operating in an automatic system that works 24 h a day, the shaft will
withstand 123,186 bending cycles/day, 30,796,594 per year, and 308 x 10° cycles in 10 years.
Thus, it is mandatory to calculate the shaft for infinite life. In the previous calculation,
250 working days per year were considered, according to DIN 15020:1974 [22].

Regarding the torsion stress, and applying the same rational, there will be 85 alternat-
ing torsional stress cycles per hour (two per machine up and down cycle), 4122 in each day,
1,030,585 per year and around 10 x 10° cycles in 10 years, much lower than the number of
alternating stresses due to the rotational bending but still larger than the 10° cycles, which
justify an infinite life calculation. Figure 8 shows schematically the relationship between
both stresses. The graphic was simplified to allow better visualization, since 30 periods of
the alternating bending stress curve would occur before the inversion of the signal of the
alternating torsional load stress.
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Figure 8. Schematic representation of bending and torsion stresses along the machine life. The
discontinuity in the red line is a consequence of the torsion moment changing signal when the vertical
movement is reversed: 1—Alternating bending stress: black line; 2—Alternating torsion stress:
red line.

4. Shaft Diameter Calculation—Peak Loads

After the thorough analysis of the system and the definition of the input values for
calculations, a first analysis concerns shaft behaviour under peak loads. The input data
are found in Tables 1 and 2, including the parameters description. The notation for this
and subsequent sections is given in Nomenclature part. The ANSI/ ASME B106.1M:1985
standard [21] notes that there is not a comprehensive method to determine the impact of
the peak load on the shaft fatigue life. Miner’s law could be used if the occurrence of peaks
could be quantified, but in the present case, the number of occurrences is unpredictable,
precluding their explicit consideration in fatigue calculation.

The peak load to be considered results from the emergency stop by the gearmotor
brake, which results in a torsional moment Mgeperg = 1929 N-m, and an acceleration of
Aemerg= —4.829 m/ s2. The previous values were obtained using the software [16]; refer
to Table 2. The radial load F, acting on the hoisting shaft on an emergency gearmotor
brake, is calculated as

Fpeak = (mhoistcar + Migaq + mlhd) . (g - aemerg) + Meount- (g + aemerg) + Mepgin-§ )

!

peak ( 3)

Ppeak = c

Figure 9 presents a model and the notation used. Recall that the failed shaft diameter
was d; = 50 mm.

i
¥

Figure 9. Load diagram.

In the shaft critical section and under the peak load, the bending moment and stress,
the shear stress due to the load and to the torque, are calculated as:
Ppeakbe be
Mpeak = 57— (2a —c+ l) 4)
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I, = T 5
mz’;1
Iy = 32 (6)

From Equation (4), Mfpep = 2092 N-m; from (5), Ip, = 3.07 x 1077 m*; and from
Equation (6), I,,,, = 6.14 x 107" m*.

Opeakbending = Mﬁeak % (7)
s = g ®

ek = 5L ©)

Viea = p”“‘;"bc —p(5-a+x),a=b= é (10)

From Equation (7), 0peakbending = 170 MPa; from Equation (8), Tpeaktorsion = 79 MPa.
Replacing x = [/2, in Equation (10), Vjesr = O N, in the critical middle section of the
keyseat area; thus, Ty per = 0 MPa, from Equation (9). The total shear stresses will be

eq —
Tt = 79+0 =79 MPa.

To conclude this static strength analysis, the von Mises criterion was used:

0’ .
2 eq 2 yield
Opeak = \/6 eakbendin 31 <
P P 8 peak Npeuk

(11)

For steel 34CrNiMob, refer to Table 3, and considering Ny.,x = 1.5, Equation (11) gives
Opeak = 218 MPa < 533 MPa, confirming that the shaft can withstand the peak load, and
implying that its failure is likely due to fatigue. Unfortunately, the broken pieces were not
available, so no scanning electron microscopy could be used to possibly identify striations.
The work proceeded with a fatigue analysis using several methodologies.

Table 3. Comparison of the mechanical properties of the steels.

. . Tensile Strength Yield Strength- Rp, ,

European Standard Designation o, for 40 < d < 100 mm for 40 < d < 100 mm
S355 Jr 500 MPa 325 MPa
34 CrNiMo 6 (1.6582) 1000 MPa 800 MPa

5. Calculation of the Normal Operation Loads on the Hoisting Shaft

According to Section 3, the acceleration loads will be considered for the fatigue calcu-
lation, and the safety factor will be adjusted to avoid overdesign. The input data are found
in Tables 1 and 2, including the parameters description. The other notation is given in
Nomenclature part. The gearmotor will transmit a torque to the bottom and upper sprocket
to compensate the unbalance between the total maximum suspended mass—1s;,—and
the counterweight mass. The chain does a closed loop, so the gearmotor torque does not
need to take into account the chain weight; refer to Figure 1.

Fonbatance = (mtmsm - mcount)‘g (12)
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D,

Mstatic _ Funbalance 2 (13)
m

From (12), the F,pa1ance = 9320 N, and from (13), the gearmotor static torque—
Mitatic = 1103 N-m. Mgy, is the output torque required to the gearmotor to ensure
the hoisting movement at constant speed. However, the load must be accelerated and
decelerated within the operating cycle. Thus, the acceleration torque—M p—takes into
account the inertia of the moving bodies, including the gearmotor and motor inertias.
The equations to calculate My are given in [15], and some data and inputs can be found

by using the calculation software [16]. Table 2 presents input data for calculation.

Jx =91.2- F””b((ﬂglﬂnce . (vZOiSt>2 »
m
E “Ohoist"9-55
ML — Wlblllﬂncen hoist (15)
m

Ix Y.
My = (e i) + M (16)
9.55 - t, Nmotor
From (14), J; = 0.02629 kg.m?, and from (15), M = 49 N-m. Since v,;s; =1.4 m/s and
Apoist = 0.3 m/s?, t, = 3.25 5. With these values, from (16), the torque on the motor output
shaft—Mp = 68 N-m. The torque in the gearmotor output shaft—~M;,.. is calculated
according to Equation (17).

Migecer = Mp- it'ﬂgearbox (17)

According to the input data from Table 2, the total gearbox transmission ratio i; = 20.25,
and the gearbox efficiency #geqrpox = 96%, resulting in a Myecer = 1323 N-m.

The radial load on the sprocket during the upward accelerating movement of the
hoisting carriage with maximum load—F,..,;—is calculated according to (18), and the
bending moment is calculated by using the Equations (19) and (20), resulting in F,...; =
44035 N and M ¢4 = 1927 N-m.

Fuccel = (mhoistcar + Migad + mlhd)'(g + uhoist) + mcount'(g - ahoist) + Mchain'8 (18)

F
Paccel = %cel (19)
b b
Mfaccel = % <2a —c+ ZC> (20)

6. Calculation of the Shaft Diameter According to the Niemann Method

After defining the load values to be used as input for all the shaft diameter calculation
methods (refer to Section 5), the first calculation was done according to Niemann [19]
(see Table 17.2 of that reference). For a torsional load M;,...;= 1323 N-m, it defines a shaft
diameter of around 80 mm, whereas before the present redesign, the diameter was only
50 mm. Even if the reference used (Table 17.2 of [19]) considers a lower strength steel, as
will be seen later, this first calculation showed that the shaft design required attention.

Still in [19], a more detailed calculation method may be found (Table 17.5 of that reference).
For a shaft under torsional and bending loads, Equations (21) and (22) are introduced.

a
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IM
dy =217-2 Tf‘"’bN (22)

For a solid shaft, by = 1, a = 1 for oscillating torsion with alternate bending, and
ag = 1.7 for alternating torsion and bending. As shown in Section 3, and contrary to how it
may seem at first sight, the torsional load is also to be considered alternating.

The Niemann method defines a 0,4 = 500 kgf/ cm? (~50 MPa), for ST50.11 steel on a
hoisting shaft application. The mechanical properties of the ST50 steel could be considered
equivalent to the current steel S355 Jr of NP EN 10025 + A1:1994 [23]. Currently, higher
strength steels are used in this type of application. Table 3 compares the mechanical
properties of the S355 Jr steel (NP EN 10025 + A1:1994, [23]) with the 34CrNiMo6 steel (EN
10083:2006 [24]).

On first thought, the fatigue strength—os—in a keyway torque transmission area of a
34CrNiMo6 shaft might be expected to be approximately twice that of a ST50 one. However,
as shown in Niemann [20], the use of high strength steels does not improve so much the
allowable fatigue stress for a shaft under alternating bending in a keyway area—o7410.
In [20] (Figure 3.27 of that ref.), 0¢,10 is 105 MPa for the ST50 steel, and increases to around
120 MPa for a steel with o, = 800 MPa, the highest value considered. Extrapolating, see the
blue dotted line in Figure 10, 0, = 1000 MPa corresponds to 07,19 = 125 MPa. Notice that
Ura10 is the allowable fatigue strength in keyway under alternating bending for one test
specimen with a diameter of 10 mm and a material with a given o;.
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Figure 10. Allowable fatigue strength in a keyseat area 0,1, for steels with tensile strength o;.

To calculate the allowable fatigue strength in the critical area of the shaft, the keyway
area, it is necessary to consider other factors according to:

_ fa10-bo
Ifa = 7C,.C

(23)

Considering the shaft diameter of 50 mm, the size factor is by = 0.7; refer to Table 4.
According to Section 3, the safety factor C, is 1.5, and the overload factor C = 1. From (23),
0f, =58 MPa in the keyseat area.

Table 4. Size factor for different shaft diameters according to [20].

Shaft diameter—d,, ¢
Size factor by

10 20 30 50 100
1 0.9 0.8 0.7 0.6
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The results from the calculation with Equations (21) and (22) are summarized in Table 5.
The first iteration resulted in a shaft diameter of 73 mm, so the by value was corrected to
0.65 in the second iteration. According to [20], for oscillating torsion with alternate bending,
the diameter of the shaft in the keyway area would need to be 72.5 mm considering ay =1,
and 74.8 considering ay = 1.7 for alternating torsion and bending. Recall that before the
redesign, the shaft diameter was 50 mm only, so it looked unsatisfactory. Even considering
Cy,=1,C=1anda f= 1, the required shaft diameter would need to be higher than 50 mm,
around 63 mm.

Table 5. Results from the application of Niemann’s method, [20].

Equivalent Moment Resulting Shaft Diameter dy

M,y
Alternating bending and oscillating torsion a5 =1 2037 N-m 72.5 mm
Alternating bending and torsion ay = 1.7 2230 N'm 74.8 mm

As already explained, the input values in the previous calculation were My =
Maecer = 1927 N'm and My = Mygece = 1323 N-m.

7. Calculation of the Shaft Diameter According to ANSI/ASME Methodology

Given the losses incurred with the failure, and since the redesigned shaft is intended for
use in several future machines, it was decided, for comparison purposes, to use yet another
procedure to redesign the shaft for infinite life, following the ANSI/ASME B106.1M:1985
standard, [21]. Although now withdrawn, this standard is a commonly used guide for shaft
design, as stated, e.g., by Childs, [2,3], and it continues to be included in ANSI/CEMA
B105.1-2015, [25]. The notation from the standard [21] is used here.

According to [21], for steels with ultimate tensile strengths lower than 1400 MPa, such
as the 34CrNiMo6 steel, in the absence of detailed testing, the approximation S f* =0.55,,
where S¢* is the fatigue limit of polished unnotched test specimen in reversed bending,
and S, is the ultimate tensile strength of the steel, should provide reasonable accuracy.

According to ANSI/ASME B106.1M:1985, [21], the shaft diameter is calculated using
Equation (24) based upon the von Mises criterion,

1 2
_ [32FS\3 My 3/T)\?
- (%) J(sf) () (24)

where d is the shaft diameter (m), FS is the factor of safety and Sy is the corrected endurance
(fatigue) limit of the shaft in reversed bending, calculated using Equation (25), Sy, is the
tensile yield strength (N/m?) of the steel, T is the static mean torque (N-m) and M ris the
reverse bending moment (N-m). Using Tresca instead of von Mises, this classical result is
found, e.g., in [26] (chapter 13).

The following Equation (25) from [21] is also presented in many publications. Given
its important role in the present analysis, its use is presented in some detail in the
following paragraphs.

S¢ = kakpkckak tkekgSf* (25)

The first correction factor in Equation (25) is the surface finish factor k,. This factor
accounts for the difference in the surface condition between the shaft under evaluation and
one highly polished test specimen. As recalled in the ANSI/ASME standard, experiments
have shown that the surface condition can have an important effect on the fatigue strength,
since fatigue cracks are usually initiated at the surface of the shaft, where stresses are higher.
For reference, the machined surface category is to be considered for shafts with surface
roughness ranging from Ra 1.6 to Ra 6.3 pm.
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According to [21], for the shaft under evaluation with Ra 3.2 pm, manufactured in
34CrNiMo6, with ultimate tensile strength S,, = 1000 MPa, k, = 0.72, Figure 11.
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0
400 600 800 1000 1200 1400 1600 1800

0.72

Figure 11. Surface finish factor—k,—for a machined shaft, according to [21].

The size factor kj, quantifies the decrease of the fatigue limit with the increase of the
diameter, as briefly discussed in [21], where different equations for kj, depending on the
diameter range, are presented. For shafts with a diameter larger than 50 mm and lower
than 254 mm, Equation (26) is to be used; thus, for the case study diameter of 50 mm,
ky, = 0.88.

ky = 1.8547919 (26)

According to [21], the reliability factor k. should be taken in account, due to the
variability of the mechanical properties of the specimen. In a safety risk assessment
analysis, the VTD hoisting shaft would be considered critical, as its rupture would allow
the hoisting carriage to free fall. The factor k. reduces the fatigue limit, so that a smaller
percentage of the population fails during the machine’s life, increasing reliability. In this
calculation, a reliability rate of 90% was chosen, so k. = 0.897; refer to Table 6.

Table 6. Reliability factors k. according to [21].

Shaft Nominal Reliability ke
0.5 1

0.9 0.897

0.99 0.814

The temperature factor k;, translates the effect of the temperature on the fatigue
limit. There is a trend to use VTDs in cold temperatures, down to —30 °C in deep freeze
warehouses, so this factor appeared to be relevant. The ANSI/ASME standard states
that for operating temperatures from —57° to 204°, the fatigue limit is not affected by
temperature for most steels, so k; = 1.

The duty cycle factor—k,—was already discussed in Section 3. The value k, = 1 will
be considered for this calculation (refer to Section 3 for more details).

The miscellaneous effects factor—k¢—concerns different factors that may affect the
fatigue life (e.g., residual stresses from the manufacturing process, corrosion, surface
coating). Its value was taken as kg = 1, addressing this uncertainty with the safety factor.

Failure usually occurs in a notch, keyway, shoulder or other discontinuity where the
stresses are amplified. The fatigue stress concentration factor—k ;—represents the effect of
the stress concentration on the fatigue limit of the shaft, according to Equation (27).

__ fatiguelimit of the notched specimen 1 @7
£~ Fatigue limit of a specimen free of notches K¢
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where Ky is the fatigue strength reduction factor and is calculated according to
Equation (28). Equations (27) and (28) are used by the ANSI/ASME B106.1M:1985 stan-
dard [21], found in many references that address the fatigue damage mechanism, such
as [11,18], for instance.

Kf=1+¢g(Ki—1) (28)

where g is the notch sensitivity of a given material. The notch sensitivity can be used to
relate the fatigue strength reduction factor—Ky—to the theoretical stress concentration
factor K;. It is interesting to know that experience has shown that low-strength steels
are less sensitive to fatigue at notches than the high-strength steels. For more details,
refer to [18] (Section 1.9). Ref. [21] gives directly the value for ks for a profiled keyway
under bending stress in solid round steel shafts, according to Table 7, without the need to
determine the notch sensitivity factor g, nor the theoretical stress concentration factor K;.

Table 7. Fatigue stress concentration factor k, for a profiled keyway under bending stress in solid
round steel shafts, according to [21].

Steel k¢
Annealed (less than 200 BHN [27]) 0.63
Quenched or drawn (more than 200 BHN [27]) 0.5

The shaft material—steel 34CrNiMo6, EN 10083-3:2006 [24], has a Brinell hardness
number—BHN [27]—higher than 200, so kr = 0.5.

By entering all the values for the factors in Equation (25), Sy = 142 MPa. From
Equation (24), considering FS = 1.5, the minimum shaft diameter would be 59.3 mm. This
shows that the 50 mm diameter is not enough to ensure the fatigue strength of the shaft.

As already explained, the input values in the previous calculation were My =
Maccer = 1927 N'm, and T = Myjeee = 1323 Nom.

The ANSI/ASME standard considers reversed bending and steady or nearly steady
torsion. However, as seen in Section 3, in the present case, the torsion is also alternating,
albeit with a lower frequency. Although the number of reversed torsion cycles is much
lower than the number of reversed bending cycles, it will surpass 10° cycles and should
be considered in the shaft design. These circumstances led to a final fatigue calculation
that could fully accommodate the service conditions of the shaft, as presented in the next
section (Section 8).

8. Calculation of the Shaft Diameter Taking into Account the Alternating Torsion

The ANSI/ASME B106.1M:1985 standard [21] is based on classical fatigue design
considerations. It represents a particular situation of a more general treatment presented,
e.g., in [26], or in [4,5,28], and other references mentioned in Section 1. In the following, the
notation of [17] is adopted.

Refs. [17,21] define the fatigue limit strength—S),—as S, = 0.5S,, where S,, is the
ultimate tensile strength, and it is necessary to affect the fatigue limit strength with the
correction factors. Table 8 defines the load type factor Cr.

Table 8. Fatigue strength correction factors Cy, for each type of loading, according to [17].

Load Type
Fatigue Strength Correction . . .
Factor—Load Factor Axial Bending Torsion
CL 0.85 1 0.58

The gradient factor, also known as size factor Cg, is equivalent to the ANSI/ASME
method factor k; and is shown in Table 9.
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Table 9. Gradient correction factors Cg for each type of loading, according to [17].

Load Type
Fatigue Strength Correction . . .
Factor—Gradient Factor Axial Bending Torsion
Cg for 10 < dgpap; < 50 0.7t0 0.9 0.9 0.9
Cg for 50 < dgpap < 100 0.6 to 0.8 0.8 0.8

The surface finish factor Cg, is equivalent to the ANSI/ASME method factor k,. Ac-
cording to [17], Cs = 0.72, the same as k,. The temperature factor is Ct =1 for the case
study appliance environmental temperatures.

Similar to the ANSI/ASME method, the reference [17] introduces the reliability factor
Cr, with the same values shown on Table 6 of Section 7. Thus, Cg = 0.897.

So, the limit fatigue strength will be corrected by these factors according to
Equation (29) for the rotating bending stress, and (30) for the alternate torsional load.

Sup = 5,CrpCcCsCrCr (29)

Snt = $;,CCcCsCrCr (30)

resulting in S,;, = 258 MPa for the rotational bending load, and S,; = 150 MPa for the

reversed torsional load.
As in the ANSI/ASME method, ref. [17] gives directly Ky for profiled keyways,
according to Table 10.

Table 10. Fatigue stress concentration factor k fr for a profiled keyway under bending stress in solid
round steel shafts, according to [17].

Bending Torsion
Steel
ee Kp Ky
Annealed (less than 200 BHN [27]) 1.6 1.3
Quenched or drawn (more than 200 BHN [27]) 2.0 1.6

As explained in Section 7, BHN is larger than 200, so ks, = 2 and k¢; = 1.6.

In the previous table, it is possible to notice the fundamental tendency for the harder
and stronger materials to be more notch-sensitive. This means that changing from a soft to
a harder and stronger steel normally increases part fatigue strength, but the increase is not
as great as might be expected because of the increased notch sensitivity. As can be seen in
Table 10, the harder material with 200 BHN has a stress concentration factor—K;—greater
than the softer material.

There are different types of loads acting on the keyway area—bending and shear stress
due to the radial load on the sprocket, torsional load due to the gearmotor output torque.
Equivalent stresses 07 were calculated as

Sy

ol = K ; 31
O+ S/ C1yCaCsCrCr fbYabending (31)

Sy

_ NE
1 = 1 + S/ C1:CcCsCrCr KftTatorsion (32)

where 0;; and T, are the mean stresses. The bending stress has zero mean stress, ¢;;, = 0
(or R = 0yyjn/0max = —1). The alternate bending stress—07peyging—results from the bending
moment calculated in Section 5—Mgc = 1927 N'm, and the shear stress—Tysorsion—
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results from the alternating torsional load calculated in Section 5 M;,.e; = 1323 N-m.

Mpaccer d;
Oabending = JICZCCE El (33)
M d;
Tatorsion = ;Lwlil (34)
Pdi
o 4 Vaccel
Tn = 3 Ay (35)

Considering a shaft diameter of 50 mm, as in the design before the redesign, using
Equations (5) and (6), I, = 3.07 x 10~ "m*, and I, = 6.14 x 10~ "m*.

From Equation (33), 0upending = 157 MPa, and from (31), 0“7 = 972 MPa for the
bending stress. For the torsional and shear stresses, from (35), 7, = 0 MPa. As seen in
Section 4, V,..,; = 0 N in the middle section of the shaft—%—that is the critical section for
fatigue calculation. From (34), Tyt0rsion = 54 MPa, and (35), % = 266 MPa.

The final validation was done by applying the Tresca criterion according to
Equation (36). In the context of classical fatigue design, the use of Tresca criterion is
found, e.g., in [11].

eq 2
Ty = (‘?) + 1o < zsz\y]s (36)
where N; is the safety factor.

For a shaft diameter of 50 mm, we have from Equation (36), T;x = 554 MPa, higher
than the allowed 400 MPa, for N; = 1; thus, far from ensuring infinite fatigue life!

It would be necessary to increase the shaft diameter to 63.9 mm to ensure infinite
fatigue life, taking into account the alternating rotational bending load and alternating
torsional load, with a safety factor of 1.5. Recall that this value is higher than the 59.3 mm
that resulted from the ANSI/ASME method, Section 7, that did not take alternate torsion
into account.

9. Conclusions

A redesign of a failed 50 mm diameter hoisting shaft was presented. The importance
of making a thorough assessment of the VID operation before the shaft redesign was
emphasized, making it possible to realize that the torsional load from the gearmotor output
torque should be considered alternating and taken into account as such in the fatigue
redesign performed.

The peak load 0y, = 218 MPa was seemingly low when compared with the fatigue
limit gy = 500 MPa (34CrNiMo6 steel). This might lead to the misleading consideration
that the calculation of the shaft for fatigue was unnecessary, but that would be an
expensive mistake.

In fact, the keyseat area is subjected to high stress concentration, with a serious
impact on the maximum fatigue allowable stress. All the methods described in the present
work indicate that the fatigue limit allowable stress in keyseat areas does not increase
proportionally with the ultimate strength of the steel. This means that changing from a soft
to a harder and stronger steel normally increases the part fatigue strength, but the increase
is not as great as might be expected.

For the shaft material, according to a rough sizing presented by Niemann, the
maximum allowable stress for infinite fatigue life in the keyseat area was 58 MPa,
whereas it was 142 MPa according to ANSI/ASME, illustrating the conservativeness of
the Niemann method.

The ANSI/ASME method was developed for steady torsional loads. To consider
reversed torsional loading and ensure infinite fatigue life under reversed torsion and
rotational bending, a classical fatigue model combining shear and torsional stresses with
bending and normal stresses using equivalent stresses was performed.
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Overloads, including possible misuses of the VID, are difficult to quantify. According
to ANSI/ASME and to Niemann, these transient loads need to be considered through the
incorporation of safety factors that take into account the severity of a hoisting shaft rupture
in terms of safety, machine damage and machine downtime.

The redesigned shaft diameter was, according to Niemann, d = 74.8 mm; according to
the ANSI/ASME method, it was d = 59.3 mm; and according to the classical fatigue model,
it would be d = 63.9 mm. Taking into account the transient overloads, finally, d = 70 mm
was adopted for the redesigned shaft.
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Nomenclature
Section 4
Agi Section area of the shaft with initial diameter m?
Fpeak Peak load on the hoisting shaft sprocket in a emergency stop N
Ly Inertia of the initial shaft diameter section m
Ip, Polar inertia of the initial shaft diameter section m
Bending moment caused by the emergency stop radial load on
M peak N-m
P the sprocket
Maemerg Peak emergency torque N-m
Npeak Safety factor for peak load stresses validation -
Ppeak Distributed emergency radial load on the sprocket length N/m
Vipeak Peak shear load on shaft, on [/2 N
Tpeak Von Mises peak stress originated in emergency stop MPa
- . Bending stress caused by the peak emergency radial load on the MPa
peakbending shaft critical section
Tyield Steel yield stress MPa
T qpeuk Shear stress caused by the emergency stop radial load MPa
T;eak Equivalent shear stress originated in emergency stop MPa
Tpeaktorsion Torsion stress caused by the peak emergency torque MPa
Section 5
Load on the sprocket during the VTD acceleration and
E, accel . N
deceleration
Load caused by the unbalance between 1145, and the
Funvatance : N
counterweight mass
Ix External moment of inertia reduced to the motor shaft kg.m2
Myaccer Bending moment during VID acceleration and deceleration N
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My
My

Mstatic
Mtnccel

Paccel
tq

Mtmsm
Vuccel

Nmotor
Section 6

af
bo
by
dn
Meq

My

M;

0fa10

Ofad

Ty
Section 7
FS

Ky

K

Syctarsion

T

Acceleration torque

Load torque

Required gearmotor torque necessary to ensure the hoisting
movement at constant speed

Output gearmotor torque during acceleration
Distributed load on the sprocket during acceleration and
deceleration

Acceleration time

Total maximum suspended mass

Shear load on the shaft critical section equal to %
Motor efficiency

Factor for oscillating bending and alternating bending according
to the Niemann method [20].

Size factor according to the Niemann method [20].

Factor for solid shafts or hollow shafts according to the Niemann
method [20].

Resulting shaft diameter according to the Niemann method [20].
Equivalent moment for calculation of the shaft diameter
according to the Niemann method [20].

Bending moment for calculation of the shaft diameter according
to the Niemann method [20].

Torsion moment for calculation of the shaft diameter according to
the Niemann method [20].

Allowable fatigue strength in keyway under alternating bending
for the test specimen with diameter 10 mm and a material with a
given oy

Allowable fatigue strength in keyway under alternating bending
for a given shaft diameter

Ultimate tensile strength of the shaft steel

Factor of safety according to ANSI/ASME [21]

Fatigue strength reduction factor according to ANSI/ASME [21]
Theorical stress concentration factor in bending according to
ANSI/ASME [21]

Surface finish factor according to ANSI/ASME [21]

Size factor according to ANSI/ASME [21]

Reliability factor according to ANSI/ASME [21]

Temperature factor according to ANSI/ ASME [21]

Fatigue stress concentration factor in a keyseat area under
reversed bending according to ANSI/ASME [21]

Fatigue stress concentration factor in a keyseat area under
reversed torsion according to ANSI/ASME [21]

Miscellaneous effects factor according to ANSI/ASME [21]
Notch sensitivity factor

Corrected fatigue limit of the shaft in reversed bending according
to ANSI/ASME [21]

Fatigue limit of polished, unnotched test specimen in reverse
bending according to ANSI/ASME [21]

Allowable corrected fatigue limit of shaft in reversed bending
according to ANSI/ASME [21]

Ultimate tensile strength of the shaft steel

Tensile yield strength of the steel

Allowable corrected fatigue limit of shaft in reversed (alternating)
torsion

Static mean torque
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Section 8
Cg Gradient factor -—
Cr Load type factor -
Crp Load type factor for reversed bending -—
Crs Load type factor for reversed torsion -
Cr Reliability factor -
Cs Surface finish factor -
K Stress concentration factor in a keyseat area of a shaft in reversed
fb bending -
K Stress concentration factor in a keyseat area of a shaft in reversed
ft (alternating) torsion
N Safety factor for the conventional classical fatigue model .
s calculation
s, Fatigue limit strength of the steel MPa
Allowable corrected fatigue limit of shaft in reversed bending
Sub : j . . MPa
according to the conventional classical fatigue model
Allowable corrected fatigue limit of shaft in reversed torsion
Snt . . . . MPa
according to the conventional classical fatigue model
Su Ultimate tensile strength of the steel MPa
Sy Tensile yield strength of the steel MPa
Oabending Alternating bending stress MPa
Tatorsion Alternating torsion stress MPa
Om Mean normal stress MPa
e Equivalent normal stress, resulting from bending and traction
o - MPa
loads combination
T Mean shear stress MPa
e Equivalent shear stress, resulting from torsion and shear loads MPa
combination
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Abstract: With the interest aroused by the development of modern concretes such as printable or
self-compacting concretes, a better understanding of the rheological behavior, directly linked to
fresh state properties, seems essential. This paper aims to provide a phenomenological description
of the rheological behavior of cement paste. The first part is devoted to the most common testing
procedures that can be performed to characterize the rheological properties of cement suspensions.
The second one deals with the complexities of the rheological behavior of cement paste including the
non-linearity of flow behavior, the viscoelasticity and yielding, and the structural build-up over time.

Keywords: cement paste; rheology; yield stress

1. Introduction

The development of modern cementitious materials, such as 3D-printable cementitious
materials [1-3], low-carbon cement [4,5], or self-compacting concrete [6,7], requires a deep
understanding of the rheological behavior at the fresh state. Other types of concretes
including recycled aggregates or plastic fiber pose challenges with respect to their fresh
state behavior [8,9]. In addition, several processes, such as pumping or casting, are strongly
conditioned by the rheological behavior. For instance, the development of 3D-printable
concretes based on extrusion generates several challenges that directly concern the rheology
of cementitious materials. Indeed, 3D concrete formulations must be pumpable but stable
in shape once placed without formwork. In addition, the sequential layers put in place
by extrusion must adhere and structure themselves quickly. Finally, the geometry of the

Citation: El Bitouri, Y. Rheological printed parts must be controlled within the appropriate geometric tolerances [3,10].
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Eng 2023, 4,1891-1904. https:// were developed to characterize this behavior and to examine the effect of influencing factors
doi.org/10.3390/eng4030107 such as superplasticizers [12-14], supplementary cementitious materials (SCMs) [15,16], or

formulation parameters [17]. Moreover, the rheological behavior of cement paste exhibits
different complexities such as non-linearity (shear thinning/shear thickening), viscoelastic-
ity, yielding, structural build-up at rest, and chemical evolution. In general, the rheograms
of cement paste are not linear and can present a shear-thinning phenomenon leading to
the decrease in viscosity with an increasing shear rate. This behavior is characteristic of
flocculated suspensions [15,18] and is attenuated with the incorporation of a dispersant
(superplasticizer). In fact, the flow behavior becomes linear with viscosity independent
from the shear rate due to the enhanced dispersion by the addition of the superplasticizer.
Furthermore, cementitious materials cannot be described as thixotropic materials [19-23],
since the evolution of rheological properties at rest is not fully reversible. At rest, a structural
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It thus appears that the rheological behavior of cement paste is complex due to several
factors such as the polydispersity of cement particles, their morphology, the interaction
between particles, and the chemical evolution (dissolution/precipitation). In this paper, the
testing procedures commonly used to characterize the rheological behavior of cement paste
are presented first. Then, the rheological behavior of cement paste is described through
flow behavior including steady and transient modes, as well as dynamic rheology. Finally,
the structural build-up of cement paste during the dormant period of cement hydration
is described.

2. Testing Procedures

Rheological measurements can be carried out using rotational rheometers with dif-
ferent types of geometries. It has to be kept in mind that several artifacts could occur and
lead to misinterpretations of results [24]. In this section, only the most relevant testing
procedures that can be performed for cement paste are presented.

2.1. Flow Tests

Flow tests are usually performed using rotational rheometers by applying an imposed
shear rate or shear stress. The most relevant procedure for cement paste consists of the
application of a strong preshear in order to induce a structural breakdown and ensure a
same initial state for the tested samples, followed by a flow sweep (or stepped flow) with a
decreasing shear rate, as shown in Figure 1. The applied time at each step must be greater
than the characteristic time, which depends on the shear rate. In fact, the characteristic
time is inversely proportional to the shear rate. So, for a high shear rate, the required
time to reach the steady state flow is negligible, while for a very low shear rate, this time
increases and is of the order of 10 to 50 s. It should be noted that most modern rheometers
are equipped with steady state sensors that allow the equilibrium state to be detected at
each applied shear rate.
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Figure 1. Flow sweep test with a decreasing shear rate.

The response given by such flow test in terms of shear stress and viscosity is presented
in Figure 2. The flow curve is non-linear and displays shear-thinning behavior. In fact,
the viscosity decreases with an increasing shear rate, which characterizes the breakdown
of agglomerated particles. For a low shear rate, the shear stress remains almost constant,
which describes the flow stoppage of freshly mixed cement paste. This shear stress is
defined as the dynamic yield stress and corresponds to the minimum stress required to
initiate the flow onset.
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Figure 2. Shear stress and viscosity as a function of the shear rate for cement paste with a w/c ratio

of 0.4 after 20 min of hydration (test performed with Rheometer AR2000Ex from TA Instruments
equipped with Vane geometry).

As presented in Figure 2, several laws allow for fitting the flow curve. However,
for non-Newtonian and yield stress fluid such as cement paste, the flow behavior can be
described by the Casson law as well as by the Herschel-Bulkley model. This latter is widely
used for cement paste behavior and is defined as follows:

T=1+ky" (1)

where 7 is the shear stress (Pa), 19 is the yield stress (Pa), 7y is the shear rate (s71), kis the
viscosity (Pa-s), and n is the rate index. k and n are the fitting parameters. A thinning
behavior is represented by a rate index n inferior to 1, as shown in Figure 2. When the
rate index is equal to 1, the Herschel-Bulkley law is equivalent to the Bingham law and
represents a linear behavior for which the viscosity remains constant with the shear rate. A
shear-thickening phenomenon is represented by a rate index superior to 1.

The Casson model can also describe a non-linear flow behavior (shear-thinning) with
a yield stress term. It is defined as follows:

71/2 = 172 +ké/2"yl/2 @)
where T is the yield stress (Pa) and kg is a model constant (Pa-s).

2.2. Oscillation Metods

Dynamic rheology consists of small-amplitude oscillation shear (SAOS) [17,21,25]
and large-amplitude oscillation shear (LAOS) [26]. These procedures seem to be more
appropriate for examining the microstructure of cement paste. The LAOS procedure
appears to be relevant to investigating the evolution of non-linear viscoelastic properties at
different frequencies and amplitudes represented by the Pipkin diagram [26]. The SAOS
procedure is more appropriate for examining the structural build-up during the dormant
period of cement hydration [21,22,27-29].
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Oscillation procedures include strain sweep, frequency sweep, and time sweep tests.
They consist of the measurement of the viscoelastic properties such as the storage (or
elastic) modulus G/, the loss (viscous) modulus G”, critical strains, and other parameters
(phase angle, oscillation stress ...). The frequency sweep mode is generally performed to
investigate the cement paste stability [30]. The time sweep procedure is appropriate for
examining the structural build-up and thixotropy [19,21,22]. Strain (or stress) sweep tests
can be carried out to probe the microstructure of cement paste and can give information
concerning the network of cement particles and the forces acting inside this network.

The amplitude sweep can be performed by applying an increasing stress (or strain) at
a frequency of 1 Hz [17,19,23]. The typical response of amplitude sweep is presented in
Figure 3. It is worth noting that this kind of non-destructive test allows the microstructure
of fresh cement paste to be probed [17,27,31]. As shown in Figure 3, the evolution of storage
and loss moduli during an amplitude sweep follows three phases. The first phase in which
the moduli remain almost constant is defined as the linear viscoelastic domain (LVED). In
this domain, the microstructure of cement paste is maintained [27]. The SAOS procedure
allowing the structural build-up to be characterized is commonly performed in this strain
region. In addition, cement paste will behave like a solid if the storage modulus G’ is
greater than the loss modulus G”. The liquid-like behavior corresponds to G’ < G”. The
end of the LVED is characterized by a significant drop of the moduli. The strain associated
with this decrease onset is of the order of 1072% and can be interpreted as a signature of
the breakage of the links between cement particles (C-S-H links and attractive colloidal
forces) [17,23,27,29,32].
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Figure 3. Example of an amplitude (strain or stress) oscillation test (test performed with Rheometer
AR2000Ex from TA Instruments equipped with Vane geometry).

The second phase corresponds to the yielding zone. The oscillation stress remains
almost constant in this region, and the moduli (G' and G”) decrease significantly. In
addition, there is a transition point corresponding to the intersection of the storage modulus
and the loss modulus curves (G’ = G”) which defines a solid/liquid transition, i.e., the flow
onset. This transition point is associated with a large strain (transition strain). The yield
stress can be determined at this point.

The last phase is associated with a large strain and describes the flow behavior (liquid-
like behavior G’ < G").
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2.3. Transient Mode

The transient mode includes stress growth, stress relaxation, and creep/recovery
procedures. This paper focuses on the stress growth procedure widely used to measure the
static yield stress.

The stress growth procedure consists of the application of a very low shear rate in the
range of 1073 s71-1072 s, depending on the rheometer sensitivity. In fact, the yield stress
corresponds to the minimum stress required to initiate flow. Theoretically, it corresponds
to the shear stress at rest, i.e., for a shear rate equal to 0. Since rheometers cannot apply a
shear rate of zero, this shear rate must be as low as possible. The correct measurement of
the yield stress consists of the application of a strong pre-shearing phase, followed by a
sufficient resting time to allow the structure to be rebuilt [23,33-36]. Then, a very low shear
rate in the range of 1072 s71-1072 s~! is applied to the cement paste during a sufficient
time to reach the steady state flow. This time has to be greater than the characteristic time
of flocculation, which is of the order of 10 s [23]. Vane geometry appears to be the most
suitable for such a test. However, it is important to determine beforehand the geometric
constants making it possible to calculate, respectively, the shear stress and the shear rate
from the applied torque and the rotational velocity. This can be accomplished using the
Couette analogy method described by Aft-Kadi et al. [37].

The typical curve given by the stress growth procedure is presented in Figure 4. It can
be observed that the evolution of shear stress as a function of shear strain follows at least
two steps. First, the shear stress increases almost linearly with the strain until it reaches a
peak followed by a plateau. The linear increase for a low strain is consistent with elasticity
(solid regime) and can be represented as follows:

T =Gy 3)

where T is the shear stress (Pa), G is the instantaneous shear modulus (Pa), and v is the
shear strain.
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Figure 4. Shear stress as a function of shear strain during the stress growth procedure (cement paste
with w/c = 0.4) performed after 5 min and 40 min of hydration with AR2000Ex equipped with
Vane geometry.

The peak defines the static yield stress corresponding to the flow onset, i.e., the shear
stress where the suspension just starts to flow. In cement suspensions, the yield stress
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originates from the network of interacting particles due to direct contacts and colloidal
attractive forces [11]. This peak is not always observed. Its observation depends on several
factors such as the particle properties (shape, particle size distribution), solid volume
fraction, and time of hydration. In cement pastes, this peak becomes more visible with the
progress of the hydration, as shown in Figure 4 [20]. Moreover, one can simply observe
a plateau defining the steady state flow under a low shear rate. This plateau defines the
dynamic yield stress (Figure 4). In the plateau, the shear stress is related to the shear rate
through the Newton law as follows:

T =77 4)
where 1 is the viscosity (Pa-s), and 7 is the shear rate (s7h).

The transition point between the linear regime and the plateau which defines the yield
stress can be associated with a characteristic time required to reach the steady state flow.
This characteristic time is inversely proportional to the shear rate as follows:

N

te ~ =

G~ (5)

where 7. is the critical strain of the order of few %. For a shear rate of 1072 s~! and a
critical strain of about 10%, the characteristic time is of the order of 10s, which is close to
the characteristic time of flocculation [23].

Furthermore, as reported by Roussel et al. [23], in the very first stages of the shearing
process, the shear stress—shear strain curve can exhibit an abrupt change in the slope
(Figures 4 and 5). Fourmentin et al. [38] reported the same trend. In fact, at a very low shear
strain, there is a quick increase in the shear stress associated with a high instantaneous
shear modulus, which could characterize a very stiff material [23,38]. This slope change is
associated with a very low strain which cannot be associated with the flow onset. According
to Roussel et al. [23], this low strain could be associated with the breakage of the contacts
between cement particles formed by C-S-H links. The critical strain of the order of few % at
the flow onset describes large structural changes in the suspension [11,23].
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Figure 5. Evolution of shear stress as a function of time during the stress growth procedure (cement
paste with w/c = 0.4) performed after 5 min and 40 min of hydration.
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3. Rheological Behavior of Cement Paste
3.1. Flow Behavior

The cementitious suspensions generally display a shear-thinning behavior with a
continuous decrease in viscosity with the shear rate. This behavior, characteristic of floc-
culated suspensions, describes the deflocculation under shearing. For simplification, the
rheological behavior of cement paste is often assimilated to a Binghamian behavior under
certain conditions. In addition, cement pastes (without dispersant) exhibit a yield stress
that has to be overcome to initiate flow. Viscoplastic models such as the Herschel-Bulkley
model or Bingham model seem to be relevant and are widely used to describe the flow
behavior of cement pastes. The flow curve obtained by a stress (or shear rate) sweep is
fitted with such models to determine the dynamic yield stress at a very low shear rate.

The effect of several parameters such as the properties of cement, water-to-cement
ratio (w/c), admixtures, and supplementary cementitious materials (SCMs) on the flow
behavior has been widely studied [15,23,32,39-45]. The effect of w/c on rheological pa-
rameters can be described by the dependence on the solid volume fraction through the
Krieger-Dougherty law for viscosity [46] or yield stress [47] or by the yield stress model
(YODEL) developed by Flatt and Bowen [48]. The effect of admixtures (especially super-
plasticizers) and SCMs has been the subject of a large number of publications.

Although it is often assumed, by simplification, that cement pastes behave like a
Bingham fluid, it turns out that many experimental results reveal behaviors marked by
nonlinear flow curves, especially with shear-thinning behavior. However, cement pastes can
also display a shear-thickening behavior, particularly in the presence of superplasticizers
and/or certain mineral additions [15,49,50]. The shear-thickening behavior refers to the
abrupt or continuous increase in viscosity with the shear rate. This behavior can be
described with the Herschel-Bulkley model with a rate index n > 1. Different assumptions
have been proposed to explain the origins of this behavior.

By carrying out dynamic simulations, Bossis and Brady [51] proposed a mechanism
based on particle clustering to explain the shear thickening. The cluster formation results
from the lubrication forces. In a suspension with short-range repulsive interparticle forces
(electro-steric effect; Brownian motion) such as cement paste with a superplasticizer, the
cluster formation could be avoided, especially at low or moderate shear rates. With an
increasing shear rate, the hydrodynamic forces increase until their intensity exceeds that of
the repulsive forces, thus inducing the formation of particle clusters.

Another mechanism based on the order—disorder transition has been proposed to
explain the shear thickening [15,52-54]. According to this theory, the shear-thickening
behavior would be the consequence of the transition from a layered flow, where the
particles are ordered in successive layers, to a locally disordered state, where the particles
are dislodged from the layer structure. In fact, the hydrodynamic forces cause this instability,
which breaks up the layered flow. This local instability induces particle jamming, which
probably involves cluster formation, leading to an increase in viscosity.

In the case of cement paste, Roussel et al. suggest that these mechanisms do not seem
relevant. Indeed, according to the authors, the macroscopic flow behavior of cement pastes
can be characterized by two transitions: macroscopic shear thinning resulting from the
transition between a colloidal and viscous regime, and shear thickening corresponding to
the transition between a viscous and inertial regime. At a high shear rate, particle inertia
dominates hydrodynamic effects, which may lead to shear thickening.

3.2. Linear Visco-Elastic Domain

The linear visco-elastic domain (LVED) can be determined by oscillation rheology
(Section 2.2). In this domain, the storage and loss moduli remain constant. Generally, fresh
cement pastes (without a superplasticizer) exhibit a solid-like behavior in this domain with
a storage modulus greater than the loss modulus (G’ > G”). The end of this domain is
associated with a shear strain of the order of 10~2%. This shear strain can be attributed to
the breakage of the links between particles due to early hydrates nucleation [23] and /or
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the attractive colloidal forces [29,32]. It has to be kept in mind that this critical strain
remains identical from fresh cement paste to hardened cement paste [29]. In addition,
it is of the same order of magnitude as the critical strain for which cracks propagate in
hardened concrete [23].

The effect of several factors (w/c ratio, SP dosage, SCMs ...) on the LVED of
fresh cement paste has been investigated, but the number of studies remains relatively
limited [17,19,27,29,55,56]. Recently, an interesting study dealing with the effect of the w/c
ratio and superplasticizer (SP) on the viscoelastic properties of fresh cement pastes has been
carried out [17]. The results show that both the storage modulus and viscoelastic stress
increase with the decreasing w/c ratio, which is consistent with the fact that the stiffness of
cement paste increases with the solid volume fraction. In fact, the storage modulus could
follow a Krieger-Dougherty law [47].

Furthermore, it appears that the critical strain at the end of the LVED is strongly
affected by the superplasticizer dosage, while the effect of the w/c ratio is less significant.
Only a high w/c ratio leads to an increase in this critical strain [17]. The effect of the
SP dosage thus appears to be more significant than that of the w/c ratio (Figure 6). The
interpretation of this phenomenon remains complex, and some ambiguities remain in the
literature. First, the critical strain at the end of the LVED is attributed to the breakage of C-
S-H bridges between cement particles [17,23]. However, in a calcite suspension (chemically
inert), which has granular properties close to those of cement paste and is sometimes used
to mimic the fresh behavior of cement paste [57,58], the end of the LVED is characterized
by a critical strain of the same order of magnitude [59].

1 -
. & 0%SP
| B 0.2%SP
] ®
] ® 0.4%SP
s 01
g -
£ ]
195}
= i
= B
‘T 001 -
U 7
] S
] S
S
0.001 ‘ ‘ ‘
03 0.35 0.4 0.45 0.5

water to cement ratio (w/c)

Figure 6. Effect of water-to-cement ratio (w/c) and superplasticizer dosage on the critical strain (data
from [17]).

Concerning the effect of w/c on the critical strain, Jiao and De Schutter [17] explain it
by the increase in the dissolution rate, leading to the increase in early hydrates formation.
In addition, these early hydrates could be more fragile when w/c increases. The effect of the
superplasticizer on the critical strain is explained by the entanglement of superplasticizer
molecules with each other and the possible enhancement of the C-S-H bridges. According to
these authors, the cohesive bonding between cement particles is improved, which increases
the deformation capacity of the connections. The oscillatory shear strain required to initiate
the relative movement between particles thus increases. However, some ambiguities could
be pointed out. First, there is no consensus on the formation of early hydrates, which can
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form links between cement particles. According to Sujata and Jennings [60], alite (C3S)
particles get covered by C-S-H after 10 min of hydration, while Gauffinet et al. [61] reported
1 h after the contact between alite and lime solution. In addition, Zingg et al. [62] found
that, in the presence of a superplasticizer (dispersed cement paste), the early hydrates
precipitate mainly in the pore solution.

In calcite suspensions, the dependence of the critical strain on the solid volume fraction
has been investigated by Liberto et al. [59]. It was found that the critical strain varies in a
non-monotonic way with the solid volume fraction and displays a minimum for a volume
fraction of 20% of about 1072%. The authors attributed this critical strain to the inter-floc
rupture associated with a weak-link structure. The second critical strain (where G’ = G”) of
the order of few % is associated with the fragmentation of flocs.

It thus appears that the interpretation of the viscoelastic properties of fresh cement
pastes is complex. Further investigations are required to deepen the comprehension of the
origins of each transition in the microstructure of fresh cement paste.

3.3. Structural Build-Up

The term thixotropy reflects the fact that the rheological properties (viscosity) are time-
dependent. Thixotropic materials thus become more fluid with an increasing shear time (at a
constant shear rate) or more viscous when kept at rest. Therefore, the viscosity of thixotropic
material gradually increases with the resting time (build-up), and when it is sheared, it
must recover its initial state (break-down). Thixotropy therefore assumes that the evolution
of rheological properties over time is reversible. Thus, the application of a shear makes it
possible to erase the history of the structuration at rest. This reversible phenomenon is often
attributed to reversible physico-chemical phenomena such as flocculation/deflocculation
in colloidal suspensions [23].

The term “thixotropy” is often used for cementitious materials to describe the reversible
evolution at the macroscopic scale, e.g., the maintenance of workability [35,44,63,64]. How-
ever, due to cement hydration, the initial state cannot be completely recovered. This is
referred to as workability loss (or slump loss). In fact, during the low-activity period of
cement hydration, also called the dormant period, chemical changes occur in the cementi-
tious material, leading to the formation of hydrates bridges between cement particles [23].
Despite a strong shear, the history of the structuration is not fully erased. This is why
the term “structural build-up” seems to be relevant to describing the time-dependence
of the rheological behavior of cementitious materials. It can be noted that the addition of
admixtures such as superplasticizers allows for approaching an ideal thixotropic behavior
due to the retarding/dispersive effect [20].

Various testing procedures and approaches have been reported in the literature. The
first procedure, called the hysteresis loop, consists of applying an increasing and de-
creasing shear rate. The area between the ascending and descending curve is an indi-
cator of the thixotropy. This method can be used as a preliminary attempt to assess the
thixotropy [65,66]. In fact, the hysteresis area depends not only on time but also on shear
history (shear rate, test condition, step duration). The most common test consists of the
measurement of the static yield stress (using the stress growth procedure) after different
resting periods [20,21,67,68]. The slope of the yield stress-resting time curve (Ay;y) is a
strong indicator of the structural build-up. Another interesting method is based on time
sweep measurements using small-amplitude oscillatory shear (SAOS). It consists of the
determination of the evolution of both the storage and loss moduli with rest time [21,22].

The contribution of physical and chemical parts to the structural build-up is an inter-
esting challenge. In fact, a deep understanding of the structuration of fresh cementitious
materials during the dormant period is essential to controlling the placement of modern con-
cretes such as 3D-printable concretes, low-carbon concretes, or self-compacting concretes.

Mostafa and Yahia [21] found that the physical structural changes at rest can be
described by the percolation time. This latter corresponds to the time needed to form a
colloidal percolated network, where the phase angle (determined by SAOS measurements)

222



Eng 2023, 4

reaches its lowest and steady value. In addition, the linear increase at rest of the storage
modulus within the dormant period can describe the chemical rigidification rate of a
formed network. The authors suggested that these parameters can be used in combination
to describe the physical and chemical structuration of cement suspensions with different
water-to-cement ratios, superplasticizer dosages, and SCMs replacements.

Another interesting study, performed by Zhang et al. [22] through SAOS measure-
ments, allowed the chemical and thixotropic part to be quantified. The authors suggested
that the structural build-up is the sum of the chemical and thixotropic parts. Moreover, it
appears that the thixotropic part dominates the chemical contribution until the beginning
of the acceleration period of hydration, where the chemical contribution dramatically in-
creases. The addition of a superplasticizer (SP) allows for reducing the thixotropic part,
while the chemical contribution is comparable with and without SP.

Another study based on a succession of stress growth procedures (with or without
the pre-shear phase) has been carried out to assess the contribution of reversible and
irreversible parts of the structural build-up. It was found that the structural build-up
of a chemically inert material (calcite) is completely reversible. The structural build-up
in such colloidal suspension is due to flocculation induced by attractive colloidal forces.
Furthermore, for cement paste without a superplasticizer, there is a significant increase in
the static yield stress despite the strong pre-shear which is supposed to erase the structural
build-up (irreversible part) (Figure 7). The evolution of the static yield stress with hydration
time showed two stages. The first one is characterized by a linear increase in the static
yield stress with time until 40 min of hydration, and the second one is characterized by a
significant increase from 40 min (slope change) (Figure 7). The irreversible part (after the
pre-shear phase) showed linear evolution without a slope change. This suggests that the
physical part (flocculation) is not necessarily reversible in cement suspensions and/or that
the chemical changes probably contain a reversible part. The addition of a superplasticizer
strongly affects the structural build-up due to the retarding and dispersive effects. In the
presence of a superplasticizer, the contribution of the cement hydration to the structural
build-up could be neglected. The cement paste thus behaves like a thixotropic material
with reversible changes. The use of a superplasticizer allows for reducing the workability
loss during the dormant period [20].

2500
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Figure 7. Evolution of the static yield stress with and without a pre-shear phase [20].
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Recently, an interesting study was performed by Zhang et al. [68] to clarify and
quantify the contribution of colloidal forces and C-S-H formation to the structural build-up.
It was shown that the evolution of the static yield stress during the dormant period follows
three stages (Figure 8). The initial stage, in the first 30 min, corresponds to the rapid linear
growth of the static yield stress. In the induction period (30-60 min), the static yield stress
increases slowly. Finally, the acceleration stage (>60 min) is marked by an exponential
growth of the static yield stress. This evolution is almost comparable to that presented
in Figure 7.
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m C-5-H interaction
force

Induction stage Acceleration stage

~ 30 min ~ 60 min

Figure 8. Schematic illustration of the static yield stress and interaction force evolution of fresh
cement paste [68].

Zhang et al. [68] showed that the interparticle force, which is the combination of the
colloidal force and interaction force between C-S-H particles, is the driving force for the
evolution of static yield stress. The contribution of colloidal force appears to be greater in
the early period (the initial and induction period), while the C-S-H force determines the
evolution trend of the static yield stress since the induction period.

4. Conclusions

This paper presented a phenomenological description of the rheological behavior
of cement paste. In fact, this rheological behavior displays several complexities such as
non-linearity, yielding, time-dependence and chemical changes.

The most common testing procedures allowing for the characterization of this behavior
have been reported. For flow behavior, the most relevant protocol consists of the application
of a ramp sweep (shear rate or shear stress) so that the flow curve (shear stress as a function
of the shear rate) is at steady state flow. The structural build-up can be characterized by
static yield stress measurements or the SAOS protocol for various resting times.

The non-linearity of flow behavior corresponds to a shear-thinning /shear-thickening
phenomenon that can be represented by the Herschel-Bulkley model. If the shear-thinning
phenomenon can be related to the flocculation state, the origins of shear thickening are
not clearly elucidated. Theories based on order—disorder transition, particle clustering,
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or viscous/inertial regime transition have been developed to explain the appearance of
shear thickening.

Furthermore, oscillation rheology allows for determining the linear viscoelastic do-
main (LVED) in which both storage and loss moduli remain constant. The end of this linear
domain is associated with a critical strain of the order of 10~2%. This critical strain could
be the signature of the breakage of interparticle bonds formed by early hydrates (C-S-H)
and/or attractive colloidal forces, especially for cements with supplementary cementitious
materials (SCMs) and alternative cements such as calcium sulfoaluminates cements or
belite ye’elimite ferrite (BYF) cements.
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Abstract: Machine failure in modern industry leads to lost production and reduced competitiveness.
Maintenance costs represent between 15% and 60% of the manufacturing cost of the final product,
and in heavy industry, these costs can be as high as 50% of the total production cost. Predictive
maintenance is an efficient technique to avoid unexpected maintenance stops during production in
industry. Vibration measurement is the main non-invasive method for locating and predicting faults in
rotating machine components. This paper reviews the techniques and tools used to collect and analyze
vibration data, as well as the methods used to interpret and diagnose faults in rotating machinery.
The main steps of this technique are discussed, including data acquisition, data transmission, signal
processing, and fault detection. Predictive maintenance through vibration analysis is a key strategy
for cost reduction and a mandatory application in modern industry.

Keywords: predictive maintenance; rotating machine; vibration

1. Introduction

Rotating machinery is used in a variety of industries. They include equipment such
as motors, pumps, fans, generators, compressors, and more. Motors and generators are
essential to the operation of an industrial facility to maintain productivity, efficiency, and
safety of operations. Research on the reliability of electrical machines has identified that
failures can occur in all engine components [1]. Machine failures often occur due to contin-
uous operation and various cyclic loading situations. This process leads to gradual wear
of components, which increases the risk of failure [2]. This wear of machine components
can be considered normal and is a consequence of machine operation. What is not normal,
however, is the operation of these components under critical conditions, compromising the
integrity of components in good condition and exposing the machine to total failure.

Machine failure results in production losses and increased maintenance costs. Ac-
cording to the literature, maintenance costs account for between 15% and 60% of the
manufacturing cost of the final product, and in heavy industry, these costs can be as high
as 50% of the total production cost [3]. These costs can be avoided by choosing an efficient
maintenance strategy, which allows for detecting and correcting the problem in time. The
main objective of the maintenance techniques strategy is to increase the availability of
machines with lower maintenance costs [4].

Maintenance techniques can be basically divided into three types, breakdown main-
tenance, preventive maintenance, and predictive maintenance (PdM) [4,5]. Among the
techniques used for equipment maintenance, PAM has proven to be the most efficient in the
industrial environment. PdM is based on the analysis of data collected through monitoring
or inspections [6]. The data are collected from machines to determine the health status and
define the maintenance strategy. Various techniques are available for monitoring machine
health, such as acoustic emission, vibration monitoring, temperature monitoring, noise
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monitoring, current monitoring, oil and debris monitoring, and corrosion monitoring. Each
technique has its proper characteristic of application and use [2-4].

Faults can be detected by a variety of diagnostic methods. Among the various tech-
niques used in predictive maintenance, vibration analysis has emerged as a valuable tool.
By analyzing the vibration patterns of machines, it becomes possible to detect abnormalities
and early signs of faults. Vibration monitoring has proven to be an effective method for
locating faults in machine components [3,4,7]. Vibrations are oscillatory movements of
equipment around its equilibrium position. Any change in signal amplitude or frequency
indicates that machine performance is impaired [8].

Vibration analysis can be an effective tool for diagnosing faults of looseness, eccen-
tricity, imbalance, blade defects, misalignment, defective bearings, damaged gears, and
cracked or bent shafts [9,10]. As a result, this technique has emerged as a powerful and
well-established PdM technique for rotating machines [11]. Compared to other PdM tech-
niques, vibration analysis offers several advantages, such as high accuracy, sensitivity to
a wide range of defect types, and it is a noninvasive and nondestructive method [12,13].
However, this method also has some disadvantages, such as the difficulty of fault detection
in machines with low rotations [14], the need for continuous monitoring, and the need for
reliable sensors to collect machine data.

Figure 1 shows an example of a system installed in an electrical machine located in
an industry for continuously monitoring vibration. Figure 2 shows the detail of an IoT
vibration monitoring system that is able to measure four points simultaneously in the
same machine.

e

“Sensor 4

Sepsr 3 '

Sensor 2

System Control Unit

Figure 1. Example of vibration monitoring system installed in an electrical rotating machine for
predictive maintenance.
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Figure 2. A vibration monitoring system composed of 4 sensors for simultaneously measuring
4 points in the same rotating machine [15].

The process of fault diagnosis in machine monitoring by vibration analysis mainly
consists of four steps: data acquisition, data transmission, signal processing, and fault
detection. The main steps of fault diagnosis in rotating machinery by vibration analysis are
shown in Figure 3. Data acquisition can be performed using many vibration measurement
devices available on the market. These devices can use different types of transducers to
perform a measurement. Among the types of sensors used to acquire the vibration signal,
the accelerometer is the most commonly used [16]. Signal processing consists of manipulat-
ing, filtering, digitizing, and analyzing raw data to extract meaningful information. It is a
crucial aspect of vibration analysis because it allows the extraction of patterns and insights
from a large amount of vibration data that would otherwise be difficult to interpret [17,18].
Fault detection is the final step of the vibration analysis process. In this stage the vibration
signal is recorded in the time or frequency domain. Then, this signal is interpreted by an
expert to determine the type of fault and its location [19].

Data Acquisition Data Transmission
- sensor » i - wired
- sensor mounting - wireless

Signal Processing

- time domain
- frequency domain :
- time-frequency i

- Manual
- Al-Based

Fault Recognition

Y

ey

L

Figure 3. Main steps for fault diagnosis in rotating machinery through vibration analysis.

Evaluating life prediction through vibration analysis is challenging in terms of cap-
turing the hidden nonlinear fault dynamics and adequately representing them with engi-
neering characteristics. Vibration signals in rotating machinery are non-stationary, which
complicates their analysis due to changing time—frequency characteristics. Bearing faults
present a particular challenge because traditional methods assume only rolling behavior,
while a combination of rolling and sliding causes dynamic frequency shifts. Non-stationary
early vibration signals dominated by external vibrations and the presence of multiple simul-
taneous faults further complicate accurate fault diagnosis. Disturbances from additional
vibration sources, such as bearing looseness, increase the complexity of the analysis. Over-
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coming these challenges requires advanced signal processing, feature extraction, and fault
diagnosis algorithms capable of handling nonlinear dynamics and extracting relevant
information from complex vibration signals [20].

To improve fault analysis, different types of signals can be acquired simultaneously,
such as vibration signals, acoustic emissions, temperature, etc. More system information
leads to a more accurate estimate of the machine’s condition. Compared to the scenario
where data from a single sensor are used, better predictive performance can be achieved by
fusing data from multiple sensors [21].

Artificial intelligence (AI) and machine learning (ML) have been used for detecting
faults. This method does not require an expert to perform the analysis and has been
the subject of much research in recent years [19,22]. One issue facing the adoption of
machine learning algorithms is the need for large data sets, which generally require access
to machine data from multiple companies and factories. Despite the potential benefits of
data sharing, this solution is not usually preferred due to the importance of data privacy
in real-world industries. To address this problem, the work of [23] proposes a federated
transfer learning method for machine fault diagnosis, where customer-invariant features
can be extracted for diagnosis while maintaining data privacy.

Given the importance of vibration analysis for the predictive maintenance of rotating
machines in order to reduce maintenance costs, as well as reduce machine downtime, this
work provides an overview of some techniques and tools used to collect and analyze vibra-
tion data, as well as methods of interpreting and diagnosing faults in rotating machinery
using this data. The rest of this article is organized as follows: Section 2 describes the types
of sensors and the techniques for mounting the sensor on the machine that are used to
collect vibration data; Section 3 discusses the main ways to transmit the acquired data,
namely conventional cable transmission and wireless transmission; Section 4 presents the
main techniques for processing vibration signals and methods for identifying faults in
rotating machinery; and Section 5 provides concluding remarks.

2. Data Acquisition

To measure machinery vibration, a transducer or a vibration pickup is used. A trans-
ducer is a device that converts changes in mechanical quantities into changes in other
physical quantities, usually an electrical signal proportional to a parameter of the experi-
enced motion. There are three commonly used transducers for vibration measurement:
displacement sensors, velocity sensors, and accelerometers [24]. Each sensor has some
advantages and disadvantages, depending on the application. The type of sensor used is
basically determined by the frequency range, sensitivity, and operating limits.

New approaches have been proposed, such as the use of vision data from the event-
based camera [25]. However, accelerometers are most commonly used because of their
greater accuracy, measurement range, ease of mounting, and cost. Moreover, it is relatively
simple to numerically integrate the acceleration signal and obtain the velocity and displace-
ment [26,27]. The next subsections discuss the main characteristics of these three types
of sensors.

2.1. Displacement Transducers

Displacement transducers use capacitive, optical, or ultrasonic principles to mea-
sure vibration displacement. They are suitable for measuring vibration frequencies below
10 Hz [28]. There are several types of displacement transducers, some of which are based
on variable resistance and others on induced currents. The most used for predictive main-
tenance in rotating machines are those based on induced currents [26]. These transducers,
also called eddy current sensors or gap current sensors, are installed a short distance
from the surface whose vibrations are to be measured. The eddy current sensor uses
a high-frequency current in a coil inside the sensor head to generate a high-frequency
magnetic field. When this magnetic field achieves a conductor in the measuring object,
an eddy current is generated on the surface of the measuring object, and the impedance
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of the sensor coil changes. This change in impedance is proportional to the gap between
the transducer and the vibrating surface [29]. The main advantage of this type of sensor
over others is its application in low-frequency measurements and its great temperature
stability [26]. Furthermore, it requires a simple processing circuit. This sensor can easily
identify problems such as imbalance and misalignment in electrical motors or generators.
On the other hand, the disadvantages are that this type of sensor is difficult to install, it is
susceptible to shocks, and the calibration depends on the type of surface material [30].

2.2. Velocity Transducer

Velocity transducers are electromechanical sensors designed to directly measure vi-
bratory movement. The velocity sensor is basically composed of three parts: a permanent
magnet, a coil of wire, and spring supports. The schematic of the velocity sensor is shown
in Figure 4. This type of sensor is based on the principle of electromagnetic induction. The
movement of a coil within the magnetic field results in the generation of an induced voltage
across the end wires of the coil. This voltage is produced by the transfer of energy from
the magnetic field of the magnet to the wire coil. When the coil is subjected to vibration, it
experiences relative movement with respect to the magnet, which leads to the induction of a
voltage signal. This voltage signal is directly proportional to the speed of vibration applied
to the sensor. An advantage is that this sensor does not need any external power supply for
its operation. The sensitivity of the velocity is constant over a specified frequency range,
usually between 10 Hz and 1000 Hz. The sensitivity decreases at low vibration frequencies,
which causes inaccurate readings at vibration frequencies below 10 Hz [24,28].
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Figure 4. Velocity sensor schematic with the indication of main components.

Other advantages of velocity sensors are the ease of installation, strong signal in the
mid-frequency range, and low cost when compared to piezoelectric accelerometers. The dis-
advantages include the relative large size, weight, variable sensitivity to input frequencies,
narrow frequency response, moving parts, and sensitivity to magnetic interference [24,26].

2.3. Accelerometers

Accelerometers are electromechanical transducers designed for measuring linear accel-
eration and are the most popular transducers used for rotating machinery applications [24].
There are many types of accelerometers, however, for measuring the vibration of rotat-
ing machines, the most used are the piezoelectric and microelectromechanical system
(MEMS) accelerometers. These sensors can be uniaxial—detecting acceleration in only
one axis—or triaxial—when the accelerometer can identify movements in three dimen-
sions. Compared to the uniaxial accelerometer, the triaxial accelerometer demands a larger
memory capacity, resulting in a higher cost [30].

2.3.1. Piezoelectric Accelerometer

The piezoelectric accelerometer produces an electrical signal in the output proportional
to the incident acceleration. The working mechanism is based on the piezoelectric effect,
which converts mechanical motion to a voltage signal. When the piezoelectric crystal of the
sensor is deformed by an external force (acceleration), it generates a certain potential differ-
ence between its terminals that is proportional to the force to which it is subjected [26,31].
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A representation of the piezoelectric sensor and its components can be seen in Figure 5.
This type of accelerometer is one of the most used transducers for measuring vibrations,
as it presents the best general characteristics when compared to the other transducers. It has
a wide frequency range and presents a dynamic range with good linearity. It is relatively
robust and stable so its characteristics remain stable for a long period of time. Piezoelectric
accelerometers have greater reliability when compared to other types of sensors, being able
to operate in a frequency range of 1 Hz to 30 kHz; therefore, they are suitable for measuring
high-frequency vibrations [24,27].
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Figure 5. Schematic of a piezoelectric accelerometer.

2.3.2. MEMS Accelerometer

The rapid development of semiconductor microfabrication techniques made possible
the creation of devices composed of mechanical parts with dimensions of up to a few
micrometers [32]. It led to the development of micro-electro mechanical system (MEMS)
accelerometers. These devices are characterized by their small size and low cost compared
with the piezoelectric accelerometers [33]. As a result, MEMS accelerometers are particularly
attractive for vibration monitoring in rotating structures [34].

MEMS accelerometers can be implemented based on piezoresistive or capacitive
principles. Capacitive MEMS accelerometers are less sensitive to thermal excitation, which
enables capacitance sensing to provide a wider operating temperature range [33]. They
present three fundamental structures for their operation: the mobile test mass, the spring
region, and the fixed structures or capacitive fingers. Figure 6 depicts these elements. The
capacitive fingers are placed on both sides of the accelerometer. The accelerometer design
allows for lateral movement of the test mass. When the sensor is at rest, the capacitance is
equal on both sides of the test mass. When the device is under the effect of acceleration
in a given direction, the mass moves in the opposite direction, so the capacitances formed
between the fingers and the fixed structure on both sides are different. The acceleration is
measured by reading the changes in the differential capacitance [35].

Most of the MEMS accelerometers available in the market are capable of measur-
ing accelerations in three perpendicular directions simultaneously. Furthermore, MEMS
accelerometers allow the easy acquisition of analog or digital signals, even with cheap
microcontrollers. This can be considered the biggest advantage over traditional accelerome-
ters, which are more accurate and reliable but require wires to transmit the collected data
and still need a more robust signal conditioning circuit [34].

MEMS accelerometers have been implemented and tested for vibration measurement
in a wide variety of machines, primarily because of their ease of integration into IoT
systems. Rossi et al. [34] compared the use of a piezoelectric accelerometer with a MEMS
accelerometer connected to a Raspberry PI microcontroller to measure vibration in a
rotating machine. As a result, they found a difference of less than 5% between the data
measured by the MEMS accelerometer system and the piezoelectric accelerometer. In recent
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years, several publications and studies that use MEMS accelerometers to measure vibration
can be found. This is due to the evolution of fabrication technology that makes MEMS
accelerometers more accurate, with a wide operating frequency range and at a lower cost
compared to piezoelectric accelerometers.

fixed outer
plates

L]

X
Figure 6. Diagram of an integrated MEMS accelerometer.

2.4. Sensor Mounting

Effective acquisition of vibration data is highly dependent on the proper technique
of sensor mounting on the machine. In continuous or online machine condition moni-
toring, vibration sensors are usually mounted at a specific location on the machine [30].
The mounting methods depend largely on the sensor to be used. However, there are four
main methods that can be used for both velocity and acceleration sensors: stud bolt mount,
adhesive mount, magnetic mount, and unmounted [24].

In stud mounting, the sensor is screwed into a stud to attach it to the machine. This
technique is extremely reliable and secure, making it ideal for permanently mounted
applications. It also provides the best frequency response compared to other methods.
It is important to ensure that the mounting surface is clean and free of paint to avoid
irregularities that could cause incorrect readings or damage to the sensor [24].

If the machine cannot be drilled for stud mounting, adhesive mounting is a good
alternative. This method involves applying epoxy, glue, or wax to the mounting surface. It
is easy to apply, but the dampening effect of the adhesive reduces measurement accuracy.
In addition, sensors mounted with adhesive are more difficult to remove compared to other
mounting methods [24].

The magnetic mount is typically used for temporary vibration measurements with
portable analyzers. It is not recommended for permanent monitoring because the sensor can
be inadvertently moved and the multiple surfaces and materials of the magnet can interfere
with the high-frequency vibrations [24]. This can be mitigated by using neodymium
magnets, the strongest type of permanent magnets commercially available. The magnetic
mount is the most flexible mounting method, as the sensor can be attached and removed
countless times without damaging the device or machine. Figure 7 illustrates magnetic
mounting in an electric motor.
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Figure 7. Magnetic mounting of two MEMS accelerometers on an electrical motor.

Finally, the unmounted method uses a probe tip with no external mechanism. It
is often used in hard-to-reach places. However, the length of the probe tip can affect
measurement accuracy, with longer probes leading to greater inaccuracies [30]. It is also
used in manual vibration measurements, where the probe tip is placed on the machine
surface at the point of interest for a few seconds and then removed.

In addition to the four methods described, there are other techniques for mounting
vibration sensors using clamps, brackets, and flexible cables. These methods provide
additional flexibility for mounting sensors on rotating machinery, but may introduce
harmonics into the measured signal.

Choosing the right method for mounting vibration sensors on rotating machinery
is critical to obtaining accurate and reliable data. Each method has its advantages and
limitations, and selection should be based on the application and the equipment to be used.
Proper installation and placement of the sensors is also critical for accurate measurements.

3. Data Transmission

Permanent or long-term measurement of vibration in rotating machinery requires a
reliable means of storing and transmitting measurement data. There are several ways to
establish communication between measuring devices to transmit vibration data. Commu-
nication can be direct from the device/sensor to the Internet, where the data are stored for
later analysis, or communication can be from sensor to sensor to the end device, which
must have access to the Internet. The fourth industry revolution (Industry 4.0) is based on
automation and digitalization. This includes the introduction of the Internet of Things (IoT),
machine-to-machine communication, improved data transmission and communication,
and condition monitoring [36-38].

With the evolution of technology and the insertion of IoT in industries, various forms
of communication and data transmission are available. Among them, the most widespread
are: wired, Bluetooth, Wi-Fi, and LoRa/LoraWAN [36,39-41].

Wired data transmission is a stable and secure method for connecting sensors to
the monitoring system [42—44]. The main advantage of data transmission via cables is
the high data transfer rates that can be achieved. Additionally, cables can transmit data
over long distances and provide a high level of security. Unlike wireless communication
methods, wired communication is not susceptible to interference or hacking, making
it a secure and reliable choice for transmitting confidential data. However, there are
some disadvantages. This method involves high costs, complicated cable installation and
maintenance, and is still not scalable [36,45]. In summary, wired connections provide a
stable and reliable means of data transmission that is less susceptible to interference than
wireless connections. However, wired connections are less practical in terms of mobility
and may require additional hardware and setup.
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Bluetooth is a widely used wireless communication technology for short-distance
data transmission that can be used to transmit vibration data from rotating machinery [46].
It is a simple and easy-to-use technology with low power consumption and relatively
low cost [47]. However, Bluetooth has some limitations, such as limited range and the
potential for interference from other wireless technologies operating on the same frequency
band [47,48]. To overcome these limitations, Bluetooth Mesh technology emerged. It is a
mesh networking protocol that allows large-scale networks of Bluetooth devices to be built,
providing greater coverage and flexibility. Bluetooth Mesh is more reliable than traditional
Bluetooth, with built-in error correction and redundancy features. However, the use of
multiple devices can create security vulnerabilities [49]. Despite these advantages and dis-
advantages, Bluetooth and Bluetooth Mesh remain popular choices for many applications
that require wireless data transmission, such as vibration monitoring of rotating machinery.
Using Bluetooth Mesh in large-scale networks can provide better coverage and flexibility,
while traditional Bluetooth can be a more cost-effective solution for small-scale applications
with limited range.

Wi-Fi is also widely used for wireless communication in IoT applications, including
vibration monitoring of rotating machinery in industry [37,50]. Wi-Fi is a widely used
wireless communication technology that can transmit data over longer distances than
Bluetooth [51]. Wi-Fi Mesh offers the advantage of scalability, allowing large networks of
Wi-Fi devices to be built to cover larger areas and support more devices because devices
can communicate with each other and create multiple paths for data transmission [52].
Wi-Fi devices can be easily connected to other Wi-Fi-enabled devices such as computers
and smartphones, making it easier to access and analyze vibration data [22]. However,
there are also some limitations to using Wi-Fi and Wi-Fi Mesh for vibration monitoring,
such as high power consumption, possible interference, and security concerns. The use
of Wi-Fi and Wi-Fi Mesh may also require additional infrastructure and installation costs
depending on the size and complexity of the network [37,51].

LoRa/LoraWAN technologies are wireless communication methods used to transmit
vibration data from rotating machinery [53,54]. These technologies offer long ranges, low
power consumption, and high network capacity [55]. LoRa technology, developed by
Semtech Corporation, is a physical layer technology, while LoRaWAN is a network protocol
built on top of LoRa [56]. They are suitable for monitoring machines in remote locations,
offering a large network capacity and interoperability between different devices and net-
works [57]. However, their relatively low data rates make them suitable for low-to-moderate
data rate applications, such as vibration monitoring. Overall, LoRa/LoraWAN technolo-
gies offer reliable and cost-effective methods for wireless transmission of vibration data,
especially for monitoring rotating machinery in remote and hard-to-reach locations [58].

In summary, several methods are available for transmitting the vibration data ac-
quired from rotating machinery, ranging from wired to wireless communication technolo-
gies. A summary of the characteristics of the main communication and data transmission
methods can be found in Table 1. Wired communications provide stable and reliable data
transmission with high security, but can be less convenient and more expensive. Bluetooth
and Wi-Fi offer wireless communication options with varying range, scalability, and po-
tential security concerns. LoRa/LoraWAN offers long range and high network capacity,
but with lower data transfer rates. The choice of communication method depends on
specific application requirements, such as the distance between sensors and the monitoring
system, the amount of data to be transmitted, and the level of security required. Overall,
the development of IoT and digitalization has greatly expanded the options for transmitting
vibration data and offers more efficient and cost-effective solutions for monitoring rotating
machinery in various industries.
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Table 1. Comparison between common communication methods [37,59-61].

Wired Bluetooth Wi-Fi LoRa
Frequency band - 2.4 GHz 2.4-5 GHz sub-GHz, 2.4 GHz
Typical range - 10 m 100 m 3-12 km
Range on factory floor - ~5m ~25-50 m -
Max Data rate 1Mb/s 35Mb/s-1Gb/s 3207£§;;Z,2 1k E‘E}S),s
Latency Lowest ~ Moderate Low -
Throughput High Low Moderate
Scalability Difficult Easy Easy Easy
Interference susceptibility Low High High
Power consumption - Moderate High Low

4. Techniques for Signal Processing

Obtaining information through signal processing is one of the main elements for the
analysis of vibration in machines. At the same time, signal processing can be considered
demanding, since it aims at highlighting the features of the collected vibration signals,
which are generally noisy and complex. Therefore, the data must be processed in such a
way that the features of interest can be extracted.

There are several vibration signal processing methods that can be applied in monitor-
ing rotating machinery to identify and diagnose defects or characteristic variations in the
measured signal that indicate possible failures. These techniques can be divided into time
domain analysis, frequency domain analysis, and time-frequency analysis. The choice of
technique depends heavily on the signal to be analyzed and the characteristics of the signal
to be evaluated to identify possible defects.

4.1. Time Domain Analysis

The technique of vibration analysis of rotating machinery in the time domain is the
simplest analysis that can be performed. Many features such as the presence of amplitude
modulation, shaft frequency components, shaft imbalance, transients, and higher frequency
components can be identified visually by analyzing portions of the waveform in the
function of time [62]. However, this is not sufficient to effectively detect changes in the
vibration signal caused by potential faults. More sophisticated parameters and approaches
should be used for time domain analysis, such as statistical parameter trends in the time
domain [63]. Several statistical parameters can be defined, such as root-mean-square (RMS),
peak, crest factor, and kurtosis [4]. These parameters are described hereafter.

4.1.1. Peak

The peak is the maximum value of signal x(t) in the measured time interval and is
defined as [62,64]:
Peak = max(|x(t)]) (1)

4.1.2. Root-Mean-Square (RMS)

Root-mean-square is related to the energy of the sampled signal, so it can contain
useful information about signal construction [64,65]. This parameter is defined as:

)

Here, N is the number of measured points and x; is the value of the ith sensor out-
put signal.
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4.1.3. Crest Factor (CRF)

Crest factor is the ratio of peak and RMS value of the signal, which shows the spikiness
of the vibration signal. A CRF near 1 represents a lower spiky signal [64,65]. Crest factor is

defined as:
Peak

CRF = X5

©)

4.1.4. Kurtosis (KUR)

Kurtosis is the measure of the tailedness of the probability density function of a
time series. This number is related to the tails of the distribution. A high kurtosis value
corresponds to a greater extremity of deviations (or outliers). The kurtosis is defined as the
standardized fourth moment [64,65]:

_ Ha
KUR = jiy = =, 4
Ha 0,4 ( )
where 4 is the unstandardized central fourth moment and ¢ is the standard deviation.
A summary of the advantages and disadvantages of the time domain vibration analysis

techniques can be seen in Table 2.

Table 2. Advantages and disadvantages of time domain methods.

Time Domain Methods Advantages Disadvantages

Considers only the maximum
Peak Simple technique. value of x(t) because this
technique is sensitive to noise.

Easy technique, RMS values are It is not able to detect failures in

RMS not affected by isolated peaks the early operating stages
in the signal. yop & SHages.
Crest factor Easy to estimate. Reliable only in the presence of
a spiky signal.
High performance in detecting Its effectiveness depends on the
Kurtosis faults; independent of presence of significant
the signal amplitude. impulsivity in the signal.

4.1.5. Application of Statistical Parameters for Vibration Analysis

The statistical parameters can be used individually or together with other parameters
to analyze vibration signals to detect failures in machines. A failed machine presents
an increase in the vibration peak value, and the type and severity of the failure can be
evaluated based on the characteristics of the corresponding peak. The severity of failures
can be evaluated by comparing features in a different derivation order. For example,
a vibration signal from a machine with a bearing failure may have a peak value seven
times higher than the peak value for the vibration signal collected from the same machine
without a failure [66]. Peak is a simple method, but it is very susceptible to noise.

The RMS value is very useful for detecting unbalance in rotating machinery. In the
time domain, the RMS value is the easiest way to identify faults in a rotating machine [67].
RMS values of a vibration signal are not affected by isolated peaks in the signal, which
reduces sensitivity to incipient gear failures. This method is also not significantly affected
by short bursts or low intensity vibration [30]. Therefore, the RMS method is not able to
detect failures when the problem is in its early stages.

Crest factor is commonly used in rotating machinery to detect tooth breakage or failure
of bearing outer rings. These faults generate pulse-like vibration signals so that the crest
factor increases, which helps in detecting gear or bearing faults [67]. The introduction of a
defect on any contact surface generates pulses, changing the distribution of the vibration
signal and increasing the kurtosis value [68,69]. The kurtosis method does not interfere
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with velocity or load changes, but its effectiveness depends on the presence of significant
impulsivity in the signal [70].

Figure 8 shows an example of time domain analysis applied to vibration data. The sce-
nario is an electric motor whose vibration was measured under two different conditions:
with the shaft aligned (healthy machine) and with the shaft misaligned (fault-prone ma-
chine). In the first graph (Figure 8a), the blue line represents the data collected for the
machine in a healthy condition (aligned shaft), and the red line represents the data collected
for the same machine but with the shaft in a misaligned state. Both lines were numerically
integrated to determine the vibration velocity, as shown in Figure 8b. From this figure,
the RMS and peak velocity can be calculated. The increase in RMS velocity in the mis-
aligned shaft is clearly seen, going from 2.01 mm/s to 6.98 mm/s. The same is true for the
peak velocity, which increased from 4.31 mm/s to 13.06 mm/s. These two parameters are
sufficient to determine that the machine with misaligned shaft needs maintenance.
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Figure 8. Vibration levels for a machine with aligned (blue) and misaligned (red) shaft. (a) Acquired
acceleration data; (b) calculated velocity of vibration.
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4.2. Frequency Domain Analysis

The characteristics of a signal in the frequency domain are often used for fault detection
in rotating machinery through vibration analysis. Frequency domain analysis is a powerful
tool for analyzing vibration signals in rotating machinery to diagnose faults. This method
helps in identifying the frequency components present in a signal and their amplitudes [67].
Many signal features that are not visible with time domain analysis can be observed with
frequency domain analysis. However, frequency analysis is not suitable for signals whose
frequency varies with time [30]. The main frequency domain methods for detecting faults
in rotating machinery are described below.

4.2.1. Fast Fourier Transform (FFT)

The Fast Fourier Transform is a computer algorithm that computes the discrete Fourier
transform (DFT) much faster than other algorithms [28,71]. Through the FFT, it is possible
to convert a signal from the time domain to the frequency domain. Using this signal
represented in the frequency domain, the intensity of the different frequency components
(the power spectrum) of a signal can be checked in the time domain. Vibration analysis in
rotating machinery benefits from this technique because each component of the machine
contributes a specific frequency component to the vibration signal. Therefore, one of the
ways to detect faults is to compare the frequency components and their amplitudes to
a signal from the same machine operating under perfect conditions. FFTs are used in
predictive maintenance to detect various types of faults in rotating machinery, such as
misalignment, imbalance, and bearing faults [72-77].

4.2.2. Cepstrum Analysis

Cepstrum analysis is the inverse Fourier transform of the logarithmic spectrum of the
signal and is defined as [78]:

Clx(1)) = F 1 (log(X(w))) ®)

Here, F is the inverse of the Fourier Transform, x(t) is the signal in the time domain,
and X(w) is the signal in the frequency domain. Cepstrum analysis involves analyzing
the logarithm of the power spectrum to detect any periodic structure in the spectrum,
such as harmonics, side bands, or echoes [28]. It is useful in detecting faults such as
bearing and localized tooth faults that produce low harmonically-related frequencies.
There are four types of cepstrum, with power cepstrum being the most commonly used
in machine diagnostics and monitoring. Cepstrum analysis has been used in gearbox
diagnosis and monitoring, detection of friction in sliding bearings, and diagnosis of faults
in a universal lathe machine [79-83]. The Cepstrum analysis can be sensitive to noise
present in the vibration signals. This can lead to inaccurate or distorted results, especially
at lower frequencies.

4.2.3. Envelope Analysis

Envelope analysis is a technique used to separate low-frequency signals from back-
ground noise in rolling element bearings and in low-speed machine diagnostics [84].
The technique involves bandpass filtering and demodulation to extract the signal en-
velope, which can contain diagnostic information. Envelope analysis has the advantage
of early detection of bearing problems, but determining the best frequency band for this
technique is a challenge [28]. The introduction of quadratic envelope analysis solved the
problem of noise components in the signal. Envelope analysis has been applied in several
studies to detect faults in bearings and induction motors [85-88], but it has shown poor
performance compared to other techniques, such as acoustic emission analysis [28].
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4.2.4. Power Spectral Density (PSD)

Power spectral density (PSD) represents the power of a signal at different frequen-
cies. The PSD is calculated by taking the Fourier Transform of a signal and squaring
the magnitude spectrum [24]. The PSD is a powerful tool for analyzing the strength of
signal fluctuations as a function of frequency. It allows the detection and measurement of
oscillatory signals in time series data and indicates the frequencies at which the oscillations
are strong or weak. The PSD is a graphical representation of the energy distribution of the
signal over different frequencies and is commonly used for fault diagnosis in induction
machines [28]. Vibration analysis using PSD offers several advantages, such as a clear
frequency domain of the signal, which allows the identification of specific frequency com-
ponents associated with faults or anomalies in rotating machinery. Furthermore, it enables
quantitative comparisons between different signals or different operating conditions, facili-
tating trend analysis and condition monitoring [28,89]. However, it is important to consider
some limitations of PSD analysis. Often the assumption of stationarity is made, which
means that the statistical properties of the signal are assumed to be constant over time [90].

All presented vibration analysis methods in the frequency domain have advantages
and disadvantages, which are summarized in Table 3.

Table 3. Summary of main advantages and disadvantages of frequency domain analysis.

Frequency Domain Analysis Advantages Disadvantages

It is not efficient for
detecting failures if the
frequency and amplitude

Fast Fourier Transform Easy to implement. signals of the machine in
normal operation
are unknown.
Cepstrum Analysis Easy te.chnic.]ue, useful to detect Sgnsitivg to n.oise Present
harmonics, side bands, or echoes. in the vibration signals.
Determining the best

Early detection of bearing

Envelope Analysis problems.

frequency band for this
technique is a challenge.
Clear frequency domain of the
signal, which allows identification Specialist is required for
Power Spectral Density of specific frequency components graphical interpretation
associated with faults or of the signal.

anomalies in rotating machinery.

4.3. Time—Frequency Domain Analysis

In the real world, most signals are not stationary, i.e., the spectrum may change with
time. In the case of vibration in machines, it can vary during operation. The vibration
signal may contain different frequency components at different instants of time [28]. This
variation is a problem for frequency domain analysis [30]. To overcome this challenge,
time—frequency domain analysis techniques have been developed that can provide informa-
tion about the time-varying frequency content of vibration signals. Time—frequency analy-
sis allows not only the representation of the signal in three dimensions (time—frequency
amplitude), but also the detection and tracking of the evolution of defects that pro-
duce weak vibration performance [78]. Conventional vibration analysis methods rely
on stationary assumptions that are unsuitable for analyzing nonstationary signals. There-
fore, time—frequency domain analysis methods such as the short-time Fourier transform
(STFT), wavelet transform (WT), Hilbert-Huang transform (HHT), Wigner—Ville distribu-
tion (WVD), and power spectral density (PSD) are used to identify local features in the time
and frequency domains [30]. These techniques are discussed in more detail below and the
summary of the advantages and disadvantages can be seen in Table 4.

241



Eng 2023, 4

Table 4. Main advantages and disadvantages of time—frequency domain analysis.

Time-Frequency Domain Analysis

Advantages

Disadvantages

More efficient than
conventional analysis

The resolution is

STFT methods in the time and determined by the size of
frequency domain; low the window.
computational complexity.
Ability to detect local
changes in vibration Need a careful selection of
WT . . .
signals; improved the wavelet function.
time resolution.
High time—frequency The presence of
resolution; ability to detect interference can make it
WVD : P .
and locate transient events difficult to interpret
with high accuracy. the results.

Suitable for analyzing
stationary, non-stationary
and transient signals; high

HHT time-frequency resolution;

Sensitivity to noise;
generation of undesirable
IMFs in the low-frequency

s . range; difficulty in
ability to capture transient anse; difficulty
separating low-frequency
phenomena; low
components.

computation time.

4.3.1. Short-Time Fourier Transform (STFT)

This technique was developed to overcome the problems of FFT. It is basically an
addition to the FFT’s ability to analyze nonstationary or noisy signals. The STFT consists
of a method that divides the nonstationary vibration signal into many small segments
that can be assumed to be locally stationary, and applies the conventional FFT to these
segments [78]. The STFT is defined as:

Si(w) = % | st - e ©)

Here, a signal S;(7 ) is obtained by multiplying the signal by a window function /(1)
centered on (7) to produce a modified signal that emphasizes the signal around time 7.
With that, the Fourier Transform reflects the frequency distribution at that time [30,78].
The main drawback of the STFT is the tradeoff between time and frequency. The resolution
is determined by the size of the window. A large window gives good resolution in the
frequency domain and poor resolution in the time domain and vice versa [78]. Despite
this drawback, the STFT method is more efficient than conventional analysis methods in
the time and frequency domains and is widely used in the analysis of vibration signals to
monitor machine conditions [91-95].

4.3.2. Wavelet Transform (WT)

The Wavelet Transform is a linear transformation in which a time signal is decom-
posed into wavelets, i.e., local functions of time endowed with a predetermined frequency
content [30]. Wavelet transforms are a powerful technique for analyzing vibration signals
in rotating machinery [96,97]. By decomposing a nonstationary signal into its individual
frequency components, WT can reveal time-varying features and identify transient events
that may be missed by conventional Fourier transform-based methods. The wavelet scalo-
gram provides a time—frequency representation that aids in visualization and analysis of
the signal [78,98]. The advantages of using WT for vibration analysis in rotating machinery
include the ability to detect local changes in vibration signals and improved time resolution.
However, there are limitations to its use, including careful selection of the wavelet function
and the possibility of cross terms in the wavelet scalogram [30,78]. Despite these limitations,
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WT is a valuable tool that is becoming increasingly popular in industry and academia for
the analysis of transient vibration signals [99].

4.3.3. Wigner-Ville Distribution (WVD)

The Wigner—Vielle distribution is based on the cross-correlation function between the
signal and a time-lagged version of itself [100]. It decomposes the signal into a series of
elementary waveforms, each of which has its own time and frequency characteristics. Thus,
the time—frequency representation is independent of the windowing function, allowing
simultaneous analysis of the signal in the time and frequency domains [78]. The advantages
of WVD for vibration analysis include its high time—frequency resolution and the ability to
detect and locate transient events with high accuracy [30,101]. However, WVD has some
limitations, such as the presence of interference terms, which can make interpretation of
the results difficult [102]. Despite its limitations, WVD is a valuable tool for analyzing
nonstationary signals in rotating machinery, especially for detecting and diagnosing faults
in bearings, broken rods in induction, and gears [103,104].

4.3.4. Hilbert—Huang Transform (HHT)

The Hilbert-Huang Transform is a method for analyzing stationary, non-stationary,
and transient signals. It combines empirical mode decomposition (EMD) and the Hilbert
transform to obtain a Hilbert spectrum that can be used for fault diagnosis in machines [30].
The HHT consists of two main steps. First, the EMD method decomposes the signal into
a series of intrinsic mode functions (IMFs), which are essentially vibration components
with well-defined instantaneous frequencies. Each IMF represents a specific frequency
component of the signal, which allows for a more detailed analysis of the time-varying
features. After obtaining the IMFs, the Hilbert transform is applied to each IMF to calculate
the instantaneous frequency as a function of time. In this way, a time-varying frequency
representation of the signal is obtained, which allows the detection of transient events and
the analysis of frequency fluctuations [105,106].

The advantages of HHT for vibration analysis in rotating machinery include its adapt-
ability to nonstationary and nonlinear signals, its high time-frequency resolution, its ability
to capture transient phenomena, and its low computation time. It is particularly effective
in identifying and analyzing fault signatures associated with bearings, gears, and other
rotating components. However, the HHT has certain limitations, such as sensitivity to noise,
generation of undesirable IMFs in the low-frequency range, and difficulty in separating
low-frequency components [28,30].

In summary, HHT is a valuable technique for vibration analysis in rotating machinery,
providing a detailed time—frequency representation of non-stationary signals and enabling
the detection and diagnosis of faults and transient events. Its application in conjunction
with other analysis methods can improve the understanding of vibration behavior and
contribute to effective condition monitoring and maintenance strategies [107-109].

5. Conclusions

This paper provides a comprehensive review of vibration monitoring techniques for
predictive maintenance of rotating machinery. We explore the main types of transducers
used to acquire vibration signals, as well as the options for transmitting and analyzing data.
We describe the key features and the advantages and disadvantages of each transducer.
Each component, whether in acquisition, transmission, or analysis, is very important for
accurate evaluation and thus for identifying potential faults in rotating machines before
they become serious problems.

In summary, the field of vibration monitoring for predictive maintenance of rotating
machinery is constantly evolving due to technological advances and the need for increased
reliability. As highlighted in this review, the selection of the appropriate vibration monitor-
ing technique is critical for effective machine condition assessment. Future research should
focus on further refining these techniques and exploring innovative approaches, such as
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integrating the Internet of Things (IoT) and cloud-based platforms to enable real-time
monitoring and analysis, as well as applying artificial intelligence and machine learning
techniques to automatically diagnose faults.
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CRF Crest Factor

DFT Discrete Fourier Transform
EMD Empirical Mode Decomposition
FFT Fast Fourier Transform

IoT Internet of Things

HHT Hilbert-Huang transform

IMF Intrinsic Mode Function

KUR Kurtosis

MEMS  Micro-Electro Mechanical System
ML Machine Learning

PdM Predictive Maintenance

PSD Power Spectral Density
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STFT Short-Time Fourier Transform
WT Wavelet Transform
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Abstract: The use of assistive technologies, such as a non-invasive interface for neuroelectrical
signal and functional electrical stimulation (NES,-FESs), can mitigate the effects of spinal cord injury
(SCI), including impairment of motor, sensory, and autonomic functions. However, it requires an
adaptation process to enhance the user’s performance by tuning the learning curve to a point of
extreme relevance. Therefore, in this pilot study, the learning curves of two people with complete SCI
(P4: paraplegic-Tg, and Pg: quadriplegic-C4) were analyzed, with results obtained on the accuracy
of the classifier (Accsp—_rpa), repetitions of intra-day training, and number of hits and misses in
the activation of FES; for sixteen interventions using the NES;-FES; interface. We assumed that
the data were non-parametric and performed the Spearman’s p test (and p-value) for correlations
between the data. There was variation between the learning curves resulting from the training of
the NES;-FES; interface for the two participants, and the variation was influenced by factors both
related and unrelated to the individual users. Regardless of these factors, P4 improved significantly
in its learning curve, as it presented lower values in all variables in the first interventions compared
to the Pp, although only P4 showed statistical correlation (on Accsp_rpa values in RLL). It was
concluded that despite the variations according to factors intrinsic to the user and the functioning of
the equipment used, sixteen interventions were sufficient to achieve a good learning effect to control
the NES;-FES; interface.

Keywords: paraplegia; electrical stimulation; brain-computer interface

1. Introduction

Spinal cord injury (SCI) is a highly disabling condition that can result in severe impair-
ment of sensory, motor, and autonomic functions. This can lead to several complications
that can make it difficult for patients to perform basic activities of daily living, such as
sexual and bladder dysfunction, gastrointestinal and respiratory problems, and urinary
tract infections [1,2].

In these cases, specific therapies that aim to stimulate or not stimulate neuroplasticity
to promote axonal growth have been utilized. While this process is time-consuming, it can
increase pre-existing connections and promote the formation of new neuronal circuits [2].
In the presence of a compromised pathway, one form of intervention is through functional
neurorecovery, in which training capitalizes on the intrinsic mechanisms of the nervous
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system (NS) to generate rhythmic movements through sensorimotor pathways [3]. Accord-
ing to Musselman and colleagues [4], this pattern currently used in neurorehabilitation is
performed through assistive technologies (AT).

An example of AT in evidence is brain-machine interfaces (BCls) which link cortical
control and electrical stimulation of muscles. Through this mechanism, these interfaces
engage part of the spinal cord function, making it possible to restore basic functions such
as gripping or muscle stretching [5]. According to Yang et al. [2], such BCIs must contain
a mechanism to record the neuroelectric signal (NES;), such as electroencephalography
(EEG), to send signals to a computer, which in turn decodes the expected movement
and activates auxiliary devices to perform the expected movement. This stimulus can be
performed through functional electrical stimulation devices (FES;) [6].

In order for the NES from the EEG to be more consistent with the desired task, it
is extremely important to use motor imagery (MI) for the desired action, which causes
oscillations in sensorimotor rhythms in the motor regions of the brain [7]. In addition,
according to Bobrova et al. [8], it has been suggested that BCI systems based on FES;
operate on the Hebbian learning principle, where the simultaneous excitation of the motor
zones of the cortex during MI and the spinal cord structure stimulated by FES; leads to
an improvement in the ability to control the movements of the paralyzed limb. With this
association between the computer and the effector systems, better secondary functions
are observed in intestinal, urinary, and sexual functions in addition to improvements in
flexibility and control of fine motor skills using the limbs [2].

However, as BCIs depend on full concentration to perform activities correctly, they
can be influenced by situations of anxiety, fatigue, or frustration. Therefore, strategies have
emerged to try to mitigate these limitations, which include mindfulness meditation and
music training. Of these, there has been greater emphasis on mindfulness for stimulating
self-regulation of cognitive and emotional processes [9].

In the use of BCls, a point of extreme relevance is the learning curve that the user goes
through to adapt to the use of the interface and eventually enhance its performance. There
is a trend towards gradual improvement in the results as relevant therapies are maintained.
However, direct or indirect factors in the execution of neurorehabilitation, alternating between
user-specific elements and ways of implementing the methodologies and functioning of the
BCI, hinder the development of learning [3,10,11]. This pilot study aims to investigate the
learning curves of two people with complete spinal cord injury using the NES,-FES; interface
in the sitting position. As a hypothesis, it is expected that throughout the interventions the
users of the NES;-FES; interface will increase the accuracy of the NES; classifier and reduce
the false positive rate during the motor imagery to FES; activation process.

2. Materials and Methods

This was an uncontrolled longitudinal pilot study with a convenience sample com-
posed of people with motor deficits resulting from spinal cord injury. The research was
approved by the Ethics Committee in Research Involving Human Beings of the State Univer-
sity of Londrina (CEP-UEL), with opinion n® 4,060,700. Participants/users were recruited
through advertising in physiotherapy clinics in Londrina. The initial contact with the
participants took place through a brief interview via a telephone call to collect information
about the injury. In addition, the objectives of the project and how the interventions are
carried out were briefly explained. Subsequently, the participants were invited to visit the
Laboratério de Engenharia Neural e de Reabilitacdo (LENeR) and sign the form indicating
free and informed consent, allowing initiation of the research protocols. The research lasted
sixteen weeks for each participant, with one intervention per week (sixteen in total). The
transport costs of the participants were paid for by the laboratory’s administration section.

2.1. Inclusion Criteria

e  FEighteen years of age or older;
* A spinal cord injury between the C4 and Ty levels;
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*  Aninjury time greater than twelve months.

2.2. Exclusion Criteria

e Intolerance to discomfort caused by electrical stimulation;

®  Presence of neoplastic tissue near or in the lower limbs (electrically stimulated area);

*  Metallic implant in regions close to or between electrical stimulation electrodes;

*  Any cognitive alteration that might prevent experimental intervention;

e Presence of other neurological or orthopedic disorders that might preclude experimen-
tal intervention;

*  Presence of infectious disease;

e  Presence of a cardiac pacemaker;

¢  Three consecutive absences without prior warning.

2.3. NES;

The participant was positioned seated in their wheelchair or an adapted chair in the
LENeR facilities. In the interventions, non-woven fabric meshes were used to cover the
chair and hide the lower limbs (LL), preventing their visualization by the participant during
the BCI calibration. During installation of the equipment care was taken to respect the
integrity of the participant in order to ensure their greater comfort.

2.3.1. NESs Acquisition

EEG; data were acquired using commercial equipment (Cyton OpenBCI Board®,
Brooklyn, NY, USA ). OpenVibe® (version 3.0) software was used to acquire the signals;
this software is an open-source C* tool that can be customized for different purposes.
The acquisition frequency of the NES; was 250 Hz.

EEG; Channels

In all sessions, brain activity was recorded using gold electrodes (Maxxi Gold®, Rome,
Italy) distributed in a 10-10 system pattern over the scalp with conductive paste (Carbofix®,
Herzliya, Israel) and conductive gel (Ultra-gel Eletro®). The channels (unipolar) were
positioned in the Cz, C1 (or C2), FCz, and CPz regions and fixed with the aid of a customized
EEG; cap. Reference channels A1 and A2 were fixed bilaterally using Ag/AgCl electrodes
on the mastoid processes of the temporal bones.

NES; Preprocessing

The NES; was preprocessed using a 5th-order bandpass digital Butterworth filter
(8-25 Hz) with an analysis window duration of 500 ms and a passband ripple equal to 1 dB.
These settings were necessary to ensure the integrity of events related to desynchronization
and synchronization (ERD/ERS) during MI related to the lower limbs [12].

2.3.2. Step I—NES; Check

In the NES; checking phase, the feasibility of the signals recorded by the EEG electrodes
was investigated. Such signals are composed of a set of local and noise field potentials. In
the case of local field potentials, their measurement occurs from the depolarization of a
population of superficial neurons. Because it is very weak, this signal is subject to noise,
such as the noise caused by the electrical network.

After the signals were obtained, their demonstration was performed graphically under
the temporal domain. Afterwards, the data were subjected to Fourier transform in order to
decompose the deterministic signals into the frequency components [13] in order to permit
graphic demonstration within the spectral domain. This allowed for analysis of noise that
might interfere with the signal and the frequency bands that were present according to the
brain activity. The absence of wave patterns or cases of recording in rhythmic form indicate
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errors in capturing the signals in the region by the corresponding channel which need to be
corrected before proceeding.

2.3.3. Step II—Calibration of Motor Imagery

The assay methodology was adapted from Yusoff [12], in which participants looked at
a reference while simultaneously receiving instruction to perform the MI. An instructor
used mirrored and verbal movement to reproduce to the participant the instructions
(classes) that were indicated on the monitor, namely, (i) motor imagery and (ii) rest. At
these moments, the participant (1) imagined the knee extension movement, or (2) remained
inactive. Between 5 and 10 trials were performed, with an average duration of 8 s for the
two classes. The sequence of IM classes presented to the individual was random, and
the NES; was recorded by the system. The LL in which the classes started was random
in all interventions. MI training was performed at the beginning of every session, and
was performed individually for the left leg and right leg. Step Il was performed up to
three times (lasting approximately 5-7 min in this Step) to achieve a better response before
proceeding to Step 1L

2.3.4. Step IlI—Spatial Filtering

Feature extraction was performed using the Common Spatial Pattern (CSP) filter.
The equation of this filter is based on the work of Broniera-Junior et al. [14], where the
CSP maximizes the variance of the spatially filtered NESs; under one condition (MI) while
minimizing it for the other condition (rest). The seventh-order spatial filter was considered
ideal for the present work.

2.3.5. Step IV—Motor Imagery Classifier

In this step, the Linear Discriminant Analysis (LDA) classifier was used to classify the
results obtained by the CSP filter by reducing the resources to a space of lower dimension
and maximizing the separation between the classes (MI and rest) [15]. The result of
the (Accsp-1pa) classifier accuracy is expressed in percentage units (%). The choice of
the number of EEG channels and selection of the classifier were based on our previous
study [16], which indicated that for LDA four EEG channels presents more satisfactory
results compared to multi-layer perceptron and support vector machine approaches.

2.3.6. Step V—Application of the NES;s-FES; Interface

In this step, the participant was again instructed to imagine the movement indicated
by the instructor. When MI activity was requested, the Accsp_1pa value was automatically
calculated at 1 s. After calculation, if the Accsp_1p4 value was equal to or above 72% a
computational instruction was transferred from the OpenVibe® software to the Virtual-
Reality Peripheral Network (VRPN)-based interface developed in C** in the Microsoft
Visual Studio® [17] environment. The signal received by the VRPN was then processed
and sent in binary form to the electrical stimulator via Bluetooth to activate it.

FESS

For artificial nerve activation [18], an electrical stimulator was customized exclusively
for this work following the criteria proposed in the IEC standard 60601-2-10 [19]. Two
self-adhesive electrodes were positioned in the anterior region of the volunteer’s thigh
according to the methodology of Krueger et al. [20], measuring 5 x 9 cm. One of the
electrodes was positioned with the lower edge 3 cm from the base of the patella and the
other over the femoral triangle [21] to stimulate the quadriceps muscle through the femoral
nerve [22]. According to Krueger et al. [20], after fixing the electrodes, an interval of 10 min
is respected to stabilize the electrode-skin impedance. The biphasic electrical stimulation
frequency parameters were: carrier frequency of 1 kHz (positive: 200 p + negative: 200 p +
off: 600 p, negative: 200  + positive: 200 p + off: 600 p). The modulated frequency was
20-40 Hz (active period of 24 ms) to increase and decrease the pulse trains. The amplitude
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was modulated according to the instant of maximum electrically stimulated extension [20].
During step V, the activation condition of FESs occurred when the probability of similarity
of the classifier output signal is equal to or greater than 72%. The assembly of the equipment
on the participant is illustrated in Figure 1.

ARDUINO

FES,

Figure 1. Illustration of participant during intervention. NES;: Surface neuroelectric signal, FES;:
Surface functional electrical stimulation.

2.3.7. Mindfulness Training

The audio used was developed by instructor Katya Stiibing. It was suggested to both
participants that they listen to the audio daily at the period of the day that they felt the most
comfortable. Each mindfulness training session lasted 149 s. According to Linehan [23], this
training has been shown to improve emotional regulation. This daily task aimed to improve
the performance of the participant during the sessions when carrying out the training and
interventions.

2.4. Learning Curve Assessment
The participants” assessment of the NES;-FES; interface learning curve included the
following items:
®  Repetition of training;
*  Accsp-Lpa values;
e  Success percentage of FES; activation.

2.5. Data Analysis, Presentation, and Statistics

The present study analyzed the learning curves in the application of the NES;-FES;
interface in two people with complete spinal cord injuries. The participants were Py,
with lesion level Tj for eight years, and Pp, with lesion level C, for fourteen years. The
graphics were developed in a customized routine through the Plotly Open Source Graphing
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Library for Python®. (version 3.8.2-Oubuntu2) The image’s final editing was performed
in Inkscape® version 1.2.2. A customized routine of the open-source software Octave®
version 5.2.0 was used for statistical tests. Due to the small sample, we assumed that our
data were non-parametric and performed the Spearman’s p correlation (and p-value) test
for the sixteen sessions with Accgp_rpa and the success percentage of FES; activation for
each participant and each leg.

3. Results and Discussion
3.1. Learning Curve

As the sessions were carried out, an increase in the efficiency of the interventions
was observed, with the participants gradually adapting to the interface and the indexes
presenting the number of training repetitions (Accgp—1pa and success percentage for FES,
activation) improving .

3.1.1. User’s Repetition of MI Training

The repetition of user MI training was performed in different situations, such as
changes in FESs or when Accsp_1pa values were insufficient for a correct intervention.
These repetitions proved to be efficient when the calibration was performed improperly,
allowing for better Accsp_1pa values for the application of the NES;-FES; interface. How-
ever, as mentioned by Apicella et al. [11], when the calibrations are performed properly the
participants reported mental fatigue despite the benefits of repeating the exercise, which
may have reduced their performance.

Therefore, it was essential to look for ways to enhance the performance of the partici-
pants in order to minimize repetitions. Removing distractions may have positively affected
the learning curve with the interface, as it provided greater comfort for participants during
the interventions. Any individuals from the laboratory except the researcher and partici-
pant were removed during MI calibration, and any sound sources that could compromise
concentration were minimized. These actions are supported by the work of Tianhang
Liu [6], who has addressed the importance of mindfulness during such interventions.

However, several factors that interfered with the results persisted, such as the partici-
pant’s mood and self-reported mental fatigue before and during the calibrations [3,6,11].
Hernandez-Rojas et al. [10] have pointed out that this interference occurs due to the imple-
mentation of a two-class classification paradigm in which the classifier aims to discriminate
between two highly related and antagonistic conditions, such as “stretch the leg” and “relax
the leg”. For this reason, interfaces such as the one used in this research require broad
user engagement in the completion of the requested tasks, as other cognitive tasks can be
potentially interpreted within the pre-established paradigms even if they are not related to
movement, ultimately affecting the activation of the NES,-FES; interface.

3.1.2. Classifier Accuracy

The Figure 2 shows the Accsp_rpa values (0-100%) of both participants during the
sixteen-week period, including the left lower limb (LLL) and right lower limb (RLL). A trend
towards improvement in Accgp_1pa values was observed during the study period; it can
be seen in Figure 2 that as better values are obtained, more accurate activation signals
are sent to the NES,-FES; interface. Nonetheless, high values do not entirely avoid the
occurrence of errors during the activation of the FES;, and may not necessarily represent
better performance during the intervention.

P4 showed gradual development in the ease of obtaining Accsp_1p4 values. At first,
the best Accgp_1.pa results obtained in the first intervention were 61.5% in the LLL and 50%
in the RLL. Comparatively, their best results consisted of Accsp_1p4 values of 91% in LLL
and 88% in RLL. However, the Accsp_1pa correlation tests for P4 among all interventions
were RLL = p = 0.59 (p = 0.02) and LLL = p = 0.47 (p = 0.07). The significant moderated
correlation output to RLL indicates a learning curve along the interventions that does not
statistically occur with LLL.
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Pp presented high results from the first intervention that remained high and close for
the remainder of the study. He showed an initial Accgp_1pa of 99% in LLL and 94% in RLL.
The best values obtained during the interventions were an Accsp_1pa of 99% in both lower
limbs. However, the Accgp_1pa correlation tests for P among all interventions were RLL
=[p=0.06 (p =0.80) and LLL = p = —0.21 (p = 0.40). These insignificant correlation outputs
indicate that the learning curve for Pg did not increase over the interventions. This may be
due to the Pp presenting high Accsp_1pa values beginning with the first intervention.

- Pg-right m=®= Pg-left =®= Py-right = Py-left

1

9

Figure 2. Accsp_1pa outputs by participants during interventions.

In the work of Hernandez-Rojas et al. [10], it was established through several studies
on BClIs that Accsp_1pa in the range of 60% to 70% represents acceptable performance.
Based on these parameters, it is possible to analyze the development presented by the users
of the NES;-FES; interface more efficiently by comparing the performance of P4 and Pp
throughout the course of this study.

3.1.3. Success Percentage of FES; Activation

Figure 3 shows the success percentage of FES; activation throughout the interventions,
with larger circles indicating a greater number of attempts. The image shows the improved
adaptation of the participants to the methodology with each new session held. In the first
interventions, when the participants were adapting to the routine and the instructions,
there was a tendency for lower Accsp_rpa values to occur, leading to greater errors in the
activation of the FES; due to the necessity of repeating the training. Performance gradually
improved until reaching a more typical result for each of the participants. In Nenadic’s
study [24] it was found that participants take an average of four to five sessions to achieve
their best performance. This suggests that performance may improve over time due to
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human-computer co-adaptation, and perhaps to other factors such as Ml reactivation of
dormant cortical areas.

Motor imagery trials
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Figure 3. Percentage of correct FES; activation for P4 and P during interventions. Motor imagery
trials from 5 (smaller circle) to 38 (greater circle).

Notably, individual performance varied from time to time due to isolated factors on
certain days, such as problems with equipment, concentration, or quality in Accsp_rpa
capture. Therefore, even in instances where several sessions had been performed and there
was a full understanding of the researcher’s instructions, there were interventions in which
the participants’ performance was lower than on previous ones. This is corroborated by
Liu’s work [6], in which it was found that the best performance in NES;-FES; interfaces
requires long training and a high degree of concentration on the part of participants.

For both participants, it was noticed that a sequence of false positives or omissions
in the same period of application of the NES;-FES; interface exponentially affected the
performance on that day. In these situations, the participants (especially P4) started to
show greater anxiety about seeking to improve their results, even when external factors
were interfering. The work of Hernandez-Rojas et al. [10] has a strong relationship with this
point, as it highlights the need for the BCI system to be able to minimize the rate of false
negatives to avoid frustration on the part of patients when they cannot control the activation
of the system. Furthermore, the same study found that the time spent by the BCI system to
activate the FES; device varied between 8.43 s and 13.91 s among participants with SCI.
This is compatible with situations in which the participants in the present study presented
a lower Accgp_rpa than usual, which contrasted with the more common situation where
the activation of the interface occurred almost instantly. Similar findings were reported by
Nenadic [24] and Liu [6].

Individually, P4 underwent a gradual improvement, improving from hit percentages
of 40% (LLL) and 26% (RLL) in the first intervention to a peak of 84% (LLL) and 100%
(RLL). The percentage of successful FES; activation correlation tests for P4 among all
the interventions were RLL = p = 0.40 (p = 0.11) and LLL = p = 0.12 (p = 0.65). These
insignificant correlation outputs represent that the learning curve does not increase along
the interventions compared to the percentage of successful FES; activation. Pg, on the
other hand, maintained high results, obtaining percentages of 83% (LLL) and 95% (RLL) in
the first intervention and reaching a peak of 100% in both lower limbs. The percentage of
successful FES; activation correlation tests for Pz among all interventions was RLL = p =
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—0.04 (p =0.88) and LLL = p = 0.26 (p = 0.32). These insignificant correlation outputs represent
that the learning curve does not increase along the interventions to success percentage of
FES; activation. It should be noted that for certain interventions shown in the images data
collection could not be included due to equipment failure.

3.1.4. Inter-Subject Variability

The differences in performance among the participants illustrate the different elements
that can affect the learning curve with this interface. Pp presented high performance
values much more quickly than P4, obtaining Accgsp_rpa greater than 90% in the first
interventions, while P4 needed more than half of the sixteen planned interventions to
maintain consistent results above 75%. When questioned, Pp claimed to know about and
use audio related to mindfulness, including the content indicated when beginning the study.
Furthermore, compared to P4, Pp could be said to have a more restrained and carefree
personality; this may be related to greater focus on instructions and less self-pressure
related to better performance [6].

Our results are consistent with the findings of Behrman et al. [3] for groups with
incomplete SCI, where they found that, in addition to differences in protocol execution,
variability in the results may reflect the intrinsic heterogeneity between participants. These
individual aspects may be associated with direct consequences of the injury (for example,
severity, location, and time of injury, as well as the presence of correlated medications) and
personal factors (including personal motivation and family support).

It is possible to notice differences in the methods adopted by the participants in terms of
the way they performed the MI. Pj tried to maintain mindfulness with respect to the lower
limbs, while P4 typically directed vision to a neutral location. This element is related to the
work of Rimbert et al. [25], where it is stated that there is considerable inter-subject and intra-
subject variability in the ERD/ERS patterns generated during MI tasks and in interface
performances. Considering this, factors such as the nature of the movement or force or the
opening and closing of the eyes may influence the modulation of ERD/ERS. Therefore, in
the context in which P4 had an MI pattern that does not include the full visualization of
the lower limbs in moments of non-execution of movement, a brief observation of the legs
could induce the activation of the NES;-FES; interface [10].

3.2. Study Limitations

Certain situations observed during the study interfered negatively with t