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1. Introduction

The ITISE 2023 (9th International Conference on Time Series and Forecasting) sought
to provide a discussion forum for scientists, engineers, educators and students about the
latest ideas and realizations in the foundations, theory, models and applications for inter-
disciplinary and multidisciplinary research encompassing the disciplines of computer
science, mathematics, statistics, forecaster, econometric, etc., in the field of time series
analysis and forecasting.

ITISE 2023 solicited high-quality original research papers (including significant work-
in-progress) on any aspect of time series analysis and forecasting in order to motivate the
generation and use of knowledge and new computational techniques and methods on
forecasting in a wide range of fields.

As in previous editions, ITISE 2023 was held in Gran Canaria (Spain), with the dates
being 12-14 July 2023.

2. Main Topics of ITISE

As is well known, ITISE aims to provide a friendly discussion forum for scientists,
engineers, educators and students to discuss the latest ideas and achievements in the
fundamentals, theory, models and applications in the field of time series analysis and
forecasting. More specifically, the main topics of ITISE are:

1. Time series analysis and forecasting

Nonparametric and functional methods;

Vector processes;

Probabilistic approaches to modeling macroeconomic uncertainties;
Uncertainties in forecasting processes;

Nonstationarity;

Forecasting with many models. Model integration;

Forecasting theory and adjustment;

Ensemble forecasting;

Forecasting performance evaluation;

Interval forecasting;

Data preprocessing methods: data decomposition, seasonal adjustment, singular;
Spectrum analysis, detrending methods, etc.

2. Econometrics and forecasting
e  Econometric models;
e  Economic and econometric forecasting;
e  Real macroeconomic monitoring and forecasting;

Eng. Proc. 2023, 39, 101. https://doi.org/10.3390/engproc2023039101 1 https:/ /www.mdpi.com/journal/engproc
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e  Advanced econometric methods.
3. Advanced methods and on-line learning in time series

Adaptivity for stochastic models;

On-line machine learning for forecasting;

Aggregation of predictors;

Hierarchical forecasting;

Forecasting with computational intelligence;

Time series analysis with computational intelligence;
Integration of system dynamics and forecasting models.

4. High-dimension and complex/big data

e  Local vs. global forecasts;

e  Dimension reduction techniques;
e Multiscaling;

e  Forecasting complex/big data.

5. Forecasting in real problems

Health forecasting;

Atmospheric science forecasting;
Telecommunication forecasting;
Hydrological forecasting;

Traffic forecasting;

Tourism forecasting;

Marketing forecasting;

Modelling and forecasting in power markets;
Energy forecasting;

Climate forecasting;

Financial forecasting and risk analysis;
Forecasting electricity load and prices;
Forecasting and planning systems.

3. Special Session in ITISE-2023

During ITISE-2023, several Special Sessions were carried out. Special Sessions are a
very useful tool in order to complement the regular program with new and emerging topics
of particular interest for the participating community. Special Sessions that emphasized
multidisciplinary and transversal aspects, as well as cutting-edge topics, were especially
encouraged and welcomed, and in this edition of ITISE-2023, the following were received:

e  SS1. Advances in time series analysis and forecasts in Engineering Sciences.

It is well-known that time series analysis is time-consuming when large data sets are
used, and soft computing methods are recommended for obtaining a balance between
the models” accuracy and speed of solving the problem at hand. Therefore, this Special
Session aimed to present the advances in the fields of time series modeling and forecasting
of large series issued from measurements and experiments in different engineering fields.
Submissions were expected to reflect theoretical methods and experimental works in
statistical analysis and applications to modeling such time series.

Suggested topics of this Special Session include but are not limited to:

- Parametrical versus non-parametric approaches for data series modeling in engineer-
ing sciences;

- Critical evaluation and comparisons of alternative approaches for experimental time
series modeling;

- New techniques for spatial data analysis;

- New software for data analysis—development and applications for solving engineer-
ing problems;

- Soft computing and fuzzy techniques for engineering time series modeling;
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- Environmental time series modeling (precipitation, temperature, pollution).

The participants will be invited to submit their extended articles to the following
journals:

- Advances in Water, Air and Soil Pollution Monitoring, Modeling and Restoration

- Hydrology (MDPI)—indexed within Scopus, ESCI (Web of Science)—tracked for
Impact Factor—CiteScore 3.6—https://www.mdpi.com/journal /hydrology (12 July
2023)

Organizers: Prof. Dr. Hab. Alina Barbulescu, Transilvania University of Brasov,
Romania.

e SS2. Advanced econometric methods for Economic analysis and Finance

This Special Session focused on the application of advanced econometric methods to
economic analysis and finance. Three authors presented in this session. Their presentations
included advanced methods for macroeconomic data decomposition, a microeconometric
assessment of tightening monetary policy impact on firm debt overhang, and a financial
econometric analysis of the relation between the energy sector and the financial markets.

Organizer: Prof. Paolo Canofari, an Associate Professor in Economic Policy at the
Universita Politecnica delle Marche (UNIVPM) in Italy.

e  SS3. Cryptocurrency time series modelling and forecasting

The cryptocurrency market, or rather more generally the cryptoasset market, is a
field that is rapidly and steadily growing. Similarly, the literature regarding this topic has
also enormously grown over the last few years. What distinguishes this market from the
traditional financial market is that it operates 24/7 and every day, contrarily to the majority
of traditional financial markets that operate within particular hours and only on business
days. Moreover, what we already know about cryptoasset market is that it is characterized
by wide heterogeneity, in terms of different aspects—both from the perspective of the
supply and the demand. Most of the studies and most of the available methodologies for
the analysis of the behavior of cryptoasset prices are focused on the data of daily frequency.
Therefore, the literature using daily cryptoasset data is already quite exhausted. On the
other hand, there are not many studies that make use of high-frequency data. It is important
to distinguish the aggregated high-frequency data (e.g., the data that contain weighted-
average of prices/volumes from multiple major cryptocurrency exchanges, available for
instance on coinpaprika.com up to 5 min frequency) and the tick-to-tick on-exchange data
that are also openly available. Therefore, such availability of high-frequency tick-to-tick
data provides a great opportunity to not only develop the cryptoasset research field but
also the field of high-frequency financial data in general, which has constantly growing
been over the last decade or two.

Therefore, the aim of this session was to discuss the studies that focus on the usage of
high-frequency cryptoasset data, since this field requires more attention in the literature
because of the large gaps up to this point.

Organizer: Prof. Damian Zieba, University of Warsaw, Faculty of Economic Sciences,
Department of Quantitative Finance, Warsaw, Poland.

e SS4. Artificial Intelligence and Sustainability

I encourage you to contribute a research or comprehensive review article for con-
sideration for publication in Sustainability, an international Open Access journal which
provides an advanced forum for research findings in areas related to sustainability and
sustainable development. Sustainability publishes original research articles, review arti-
cles and communications. I am confident you will find that the journal contributes to
enhancing understanding of sustainability and fostering initiatives and applications of
sustainability-based measures and activities.

Organizers: Prof. Ebrahim Ghaderpour, Assistant Professor in Department of Earth
Sciences at Sapienza University of Rome
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4. Plenary Talk in ITISE-2023
In this edition of ITISE, we are honored to have hosted the following invited speakers:

1.  Prof. Eamonn Keogh, Distinguished Professor, Department of Computer Science and
Engineering University of California Riverside. Title of the presentation: Irrational
Exuberance: Has Deep Learning Contributed Anything to Time Series problems?

2. Prof. Martin Wagner, Professor of Economics at the University of Klagenfurt. Chief
Economic Advisor at the Bank of Slovenia and Fellow of the Macroeconomics and
Economic Policy group at the Institute for Advanced Studies, Vienna. Title of the
presentation: Sources and Channels of Nonlinearities and Instabilities of the Phillips
Curve: Results for the Euro Area and Its Member States

3. Prof. Daniel Penia Sanchez De Rivera, Professor at Universidad Carlos III de Madrid.
Department of Statistics. Madrid (Spain). Title of the presentation: Finding the
Number of Clusters in Time Series

These plenary lectures strengthened the aim of this conference for the diffusion and
discussion of high-quality research from some of the most recognized scientists in their
fields.

5. Peer-Review Statement and MDPI Engineering Proceedings

As in previous editions, for ITISE 2023, a selection of papers were published in
Engineering Proceedings (ISSN2673-4591). The first volume of Engineering Proceedings with
the contributions of the congress was published for ITISE 2021 [1], as well as for ITISE
2022 [2].

In submitting conference proceedings to Engineering Proceedings, the volume editors
of the proceedings certify to the publisher that all papers published in this volume have
been subjected to peer review performed by the volume editors. Reviews are conducted
by expert referees adhering to the professional and scientific standards expected of a pro-
ceedings journal. The type of peer review was single-blind, and the conference submission
management system was Easychair (319 contributions were submitted), presenting in these
proceedings a selection of such contributions which, on average, have been reviewed by at
least two expert reviewers.
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Abstract: The aim of this study is to develop the inventory planning system of a Portuguese tyre
retailer based on forecasting sales models. Using sales history up to 2020, tyres were grouped into
three levels of sales aggregation and different quantitative forecasting models were applied. The
comparison of these models resorted to various evaluation measures to choose the most suitable
one for each group. The study shows that for items with sales grouped monthly and for items with
sales grouped by semester, Holt’s method had a better performance on determining sales forecasts,
while for tyres with sales grouped quarterly, it was Croston’s method that stood out. The inventory
policy outlined for each group of items reflects the results of the forecasted demand, and the review
period depends on the sales group under analysis. In agreement with previous studies, the usefulness
of statistical methods is corroborated. Additionally, the advantage of combining the said methods
proved helpful, particularly as a starting point for tyre retail inventory planning.
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1. Introduction

A retailer’s inventory is extremely critical. Low liquidity caused by high inventory
backlog or poor customer experiences ensuing from a shortage of inventory arises from
decisions taken during inventory management [1]. Hence, it is necessary to improve the
levels of inventory held, which can be achieved by forecasting the sales of the items sold or
needed to provide the service.

The European Union represents 20% of the global market of light and commercial
tyres [2]. However, this market is highly sensitive to external factors: namely, the advance-
ment of the automobile industry or improvements in the economy and road transportation.

Mahama-Musah et al. [3] observed that the independent aftermarket (private work-
shops) is most popular for purchasing tyres and that the internet is widely consulted to
search for locations to replace tyres and information about brands, prices, and timings.
Concerning the choice of tyre brand, price and quality are the most common, with this
choice also being highly influenced by the mechanic’s opinion.

In Portugal, tyre retailing is quite fragmented and occurs mainly in small businesses,
and, consequently, there is a high level of competition. Thus, this case study aimed to
develop sales forecast models for tyres sold by a Portuguese retailer so as to improve the
planning system and the inventory policy in place while also maintaining a compromise
between the reduction of inventory related costs and the satisfaction of consumers.
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To date, inventory planning in this retailer only resorts to human judgment without
assistance from any forecasting models. Therefore, the aim was to develop simple models
that will allow a user to forecast the sales of each tyre size so as as to upgrade the company’s
tyre inventory levels and lower the associated costs.

The study focused on applying several quantitative forecasting methods to each tyre
size. Afterwards a comparative analysis was made to select the most adequate size for each
one. The novelty of the study relies on the field of application, bringing the use of simple
and commonly used quantitative forecasting methods, which allows the improvement of
the current tyre inventory levels without much effort due to their easy implementation
either in the usual demand context or in a context of intermittent demand.

This paper is organized as follows. The next section is devoted to a literature review
followed by the presentation of the case study. Afterwards, the practical work carried
out is described, namely, the selection of the data used, the methods followed, the results
obtained, and the main conclusions drawn. Finally, the general conclusions are shown.

2. Literature Review

Inventory management is responsible for ensuring that the right amount of each item
is always in stock and in a cost-effective way. To do so, it resorts to inventory control, which
supports operational decisions on when and how much to replenish for each of the stock
keeping units, as well as the parts and materials used to produce them. The operating costs
involved also include inventory, holding, ordering, and stockout costs [4].

The time to place an order can follow one of three approaches [5,6]:

e  Carry out a periodic review (R) and place orders of variable size at regular time
intervals, bringing the inventory to a certain level (S) ((R,S) policy).

e  Conduct an ongoing review and place a fixed quantity (S) order as soon as inventory
levels fall below the defined threshold (s) ((s,S) policy).

e Link supply to demand by ordering sufficient stock to meet expected demand in a
specific time period ((R,s,5) policy).

Once the frequency and the size of the orders are decided, aspects such as the average
inventory level, safety inventory, and level of customer service are automatically defined.

The methods developed for making predictions can be divided into two broad groups:
qualitative (by judgment) and quantitative.

The most common judgment forecasting methods include the manager’s opinion, the
panel of executive opinion, the sales force opinion, the market survey to consumers, the
historical analogy, and the Delphi method [5,7].

These methods are valuable when there is little or no historical data or when changes
in the market turn existing data unsuitable for forecasting purposes. Strategies for their
improvement include combining with other judgmental or quantitative estimates [8].

In retail sales forecast, statistical methods are the most utilized—namely, simple
moving averages, exponential smoothing, autoregressive integrated moving averages, and
regression, applying the Box and Jenkins approach type [9-11].

The advantages of exponential smoothing methods are their simplicity, low cost, and
easy implementation. Fildes et al. [12] concluded that the performance of these methods
depends on how the smoothing parameters are estimated and on how they are initialized,
so information should be taken from the time series itself.

Moreover, there are several situations where items in inventory are infrequently
requested and show great variability in demand values, which results in sporadic demand
with a high risk of obsolescence. Simple exponential smoothing (SES) has proven to be a
robust forecasting method and is probably the most used among statistical approaches to
forecast intermittent demand [11,13]. However, Croston [14] observed that SES obtained
negatively biased forecasts immediately before demand occurred and positively afterwards,
which resulted in excessive inventory levels, and thus created a method where the forecast
results from the ratio between the smoothed demand and the smoothed time between
demands, using it for both SES with the same smoothing parameter [13,15,16].
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Syntetos and Boylan [17] revised Croston’s method, having developed a modified
version (Syntetos—Boylan approximation, SBA) that theoretically eliminates the positive
bias of the forecast.

Sbrana [18] has also suggested an intermittent model that considers that a time series
switches between the state of a local level plus a constant and zero, reflecting the intermit-
tency of demand. By doing this, it derives prediction intervals surpassing Croston’s theory
and its lack of an underlying stochastic model.

Nikolopoulos et al. [19] applied the aggregate-disaggregate intermittent demand ap-
proach, based on the theory that forecasts with higher levels of aggregation are more
accurate and less variable. If after aggregation there is no demand equal to zero, any fore-
casting method can be used and the estimates can be disaggregated for a detailed analysis.

Artificial Neural Networks (ANN) are also involved in forecasting intermittent de-
mand as they can model time series without assuming function models a priori [20,21].

The forecasting method to be used depends on several factors, from the forecast time
window to the demand behaviour or its causes. Therefore, it is highly unlikely that a single
model remains the best fit over time. Thus, estimates resulting from different methods
may provide useful information, so combining them can be advantageous, as proven by
Petropoulos et al. [22] and Hibon and Evgeniou [23].

It is also standard to assess the performance of forecasting methods by measuring
their errors. These measures are useful to determine the model that best fits a time series
and help in choosing and optimizing parameters, such as smoothing constants. However,
choosing one measure over others may lead to completely different conclusions, and may
even lead to disregarding one model that might be perfectly suitable for forecasting [24].

Syntetos and Boylan [13] argue that the presence of zeros needs to be considered in in-
termittent demand. So, studying the effect of the forecasts on inventory control parameters
is more adequate, specifically on the resulting inventory and service levels [25,26].

Wallstrom and Segerstedt [27] compared several forecasting methods to show that a
single error measure is not representative. Among others, they determined the number of
stockouts and introduced the number of periods in inventory (PI) that considers the total
number of periods in which the forecasted units remain in stock. Beyond the error, this also
evaluates the time it takes to correct it.

As stated by several authors [28-30], the better accuracy of one forecasting model over
others does not translate into better efficiency in inventory control, as what is crucial is
how to use the forecast to achieve the targeted level of consumer service or to minimize the
cost. A holistic understanding of the specific (and joint) nature of the inventory forecasting
problem is required as it is furthered [4].

Regarding the forecast of tyre sales, the existing literature is very limited as performing
these has been difficult, to some extent due to the impact that human psychology has on
the decision of purchasing tyres [31]. The models used to this purpose are univariate, and
rely only on past sales and estimates by experts [32].

More recent studies on forecasting retail sales have included macroeconomic factors,
ANN, data mining models, hybrid models, or even extreme learning machine. Some papers
have also combined expert judgement and statistical forecasts [9,32].

3. Data and Methods

This section describes the process of choosing the tyre sizes that will be targeted for
inventory improvement by forecasting their sales volume as well as the methods used.

3.1. Selection of Items for Analysis

The company started selling tyres in May 2011, and by October 2020 had sold a total
of 225 tyre sizes, including tyres for light, commercial, 4 x 4, and heavy vehicles. Currently
there are only 181 of these references in inventory. The sizes corresponding to single orders
from specific customers were also excluded.
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For each of the 181 tyre sizes, monthly sales were aggregated in a total of 114 months.
There were 99 references with highly intermittent sales (less than 20 non-zero observations
over 114 months) and a very low impact on profit, reasons that led to their exclusion
from the analysis. For each of the remaining 82 references, the percentage of months with
non-zero observations was determined.

Items with less than 30% of non-zero observations were aggregated in semesters
(28 references), items ranging from 30% to 50% non-zero observations were trimestral
aggregated (23 references), and items with more than 50% of the months with non-zero
observations were considered in this time unit (31 references).

The advantage of data aggregation is that it broadens the spectrum of forecasting
methods that can be employed, as advocated by Nikolopoulos et al. [19].

3.2. Methods

To predict sales, exponential smoothing methods, such as SES and Holt’s method,
were tested, and so were Croston’s method and SBA. Multiple linear regression (MLR) and
generalized linear models (GLM) were also examined.

A training set was used that included the data, since sales first occurred in February
2020, and so different sales conditions were showcased. The test set comprised data from
March 2020 until February 2021 with the aim of including all 12 months.

3.2.1. Smoothing Methods
The prediction formula for SES is given by:

PH—l = DLYt + (1 — lX)Pt, (1)

with Y; representing the sales of the item at period ¢, P, the forecast obtained at the next
period and « the smoothing parameter, ranging from 0 to 1. To initialize the method, the
first prediction was considered equal to the first observation [33].

Regarding the smoothing parameter, according to Hyndman and Athanasopoulos [33],
it is more accurate to estimate it from the observed data, so the parameter was obtained by
minimizing the root mean squared error (RMSE) using Microsoft’s Excel Solver.

The application of Holt’s method requires the following equations [34]:

a=aY;+(1—a) (ﬁtfl + Bt—1>/ )
by = B(ar + 1) + (1 — B)br_1, (3)
Py =ar+ i?t x h, 4)

where the first and second equations define the level and slope at each time point, re-
spectively. The smoothing parameters, « and , range from 0 to 1. The third equation
corresponds to the sales forecast h-step-ahead.

This method also needs to be initialized, both in level and slope, so the average method
was used, considering the recommendation of Fildes et al. [12]. For the tyre sizes where
monthly forecasts were made, the first semester was used to this purpose. The first quarter
was used for quarterly forecasts and two years for half-yearly forecasts.

The smoothing parameters were obtained through the minimization of the RMSE.

In Croston’s method, the forecast is made using the following equations [14]:

at
Py =2t
1= T ®)
apy1 = aYr + (1 — Ot)llf, Yy >0 (6)
agg1 = ay, Y, =0
Tt+1 = IXI% + (1 — lX)Tf, (7)
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with P; being the forecast of the demand at time ¢, a; the correspondent level, T; the time
between the occurrence of two demands, and g; the number of successive periods since the
last demand occurrence. Thus, T; is only updated when demand occurs.

Regarding the initialization of the method, a; corresponds to the first demand occur-
rence Y7 and Tj is equal to Y7 + 1. The parameter o is the smoothing parameter, ranging
from 0 to 1, and was obtained by minimizing the RMSE.

The SBA correction, which multiplies the forecasts resulting from the previous method
(Pi+1) by 1 — 4, was also tested.

3.2.2. Multiple Linear Regression and Generalized Linear Models

Having detected an apparent increase in tyre purchases in the months before and
when rainfall typically occurs (September, October, November, and December) and in the
months before summer travels (June, July, and August), simple linear regression (SLR)
models were employed with time as the independent variable (f):

Yi = Bo+ Pat +et, (8)
and MLR models, which also considered dummy variables:
Yt = Bo + Bat + Pact + P3vr + e, )

that considered purchases in the rainy months (c;, where 1 identifies September/October,
October/November, or November/December, and 0 the remaining months) and others that
account for purchases before summer trips (v, where 1 identifies June/July or July / August
and 0 the remaining months), following Waters [5].

The parameter estimates of the models that minimize the MSE were obtained via SPSS
software, version 27. The addition of the dummy variables to the SLR model increases the
coefficient of determination, R?, but the significant dummy variables are different between
tyre sizes.

The use of these models in forecasting tyre sales should only be undertaken if the
assumptions associated with them are met: namely, the normal distribution, homoscedas-
ticity, and independence of the errors. In cases where these were compromised, GLM with
Poisson and negative binomial distributions were considered due to the discrete nature of
tyre demand. For the above distributions, the link function used is the logarithm [35]:

f(n) = log(n). (10)

For a set of covariates, the tyre sales are conditionally independent with one of the
above distributions whose mean, y, relates with these covariates through the formula:

log(u) = Bo + B1x1 + Bax2 + B3xs. (11)

Note that these models have a set of premises that need to be validated. The response
variable must be non-negative, its observations independent, and the log mean a linear
function of the covariates. In Poisson’s distribution, equidispersion must also be validated.

3.2.3. Assessment Measures

To compare the accuracy and efficiency of the tested forecasting models, several
measures were determined in accordance with Wallstrom and Segerstedt’s [27] conclusion.
The first was the RMSE, which measures the deviation of the estimates from the real value,
advocated as appropriate by Bretschneider [36].
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The average final inventory level, the percentage of shortages (which occurs whenever
the final inventory of the period is equal to or lower than zero,) and PI were also calculated.

The formulas applied were:
1& o2
RMSE = E (Yt — Yt) ; (12)
t=1

Average Final Inventory: FI = %Efjl FI; X 1, >0,

. . 13)
where FI; = FI; 1+ Yy — Y, and FI; = Y, — Y3;
h . GP = Ly o/ .
Shortage Percentage: SP = ;thl 1r1,<0 x 100%; (14)
Average Period in Inventory: PI = % i1 Pl (15)

where PI; = PI; 1 + Y, (Yi — Y;),and PI; = Y; — Y.

Finally, the estimates of the two forecasting methods with lower RMSE were combined
through simple average according to Makridakis and Winkler [37], and following Aiolfi and
Timmermann [38], a weighted combination of the same two methods was also performed
for each tyre size according to the following formula:

RMSE,
RMSE; + RMSE,

RMSE,

Weighted Prediction, = RMSE, & RMSE,
1 2

Predictiony; + Predictiony; (16)

4. Results

This section presents the results obtained, divided into the levels of the aggregation of
the tyre. First, the values determined for a specific tyre size are revealed, and then a global
analysis of the remaining sizes is carried out.

4.1. Sales Grouped by Month

As for tyres with sales grouped monthly, the number of observations stands between
93 and 106, while the percentage of non-zero demand varies from 57% to 100%.

4.1.1. The Case of the 185/55R15 Tyre Size

The 185/55R15 tyre size has a total of 391 units sold, showing sales in 83% of the
months. Table 1 shows the results obtained with each of the methods tested and in relation
to each evaluation measure. The values of the combination of the two methods with the
lowest RMSE value are also presented.

Table 1. Results of the evaluation measures for five forecasting methods for the 185/55R15 tyre size.

Combined Forecast

Measures SES Holt GLM Croston SBA ; ;
Simple Average = Weighted Average
RMSE 3.039 3.170 2.978 3.252 3.156 3.004 3.004
FI 16.248 10.406 19.535 34.347 12.822 16.248 16.248
sp 7.767% 17.476% 6731% 14.563% 15.534 7.767% 7.767%
PI 187 —1127 —232 —708 —821 —22 —4

The method with the lowest RMSE value is the Poisson regression model, followed by
SES and SBA. In this case, the estimated GLM model (ANOVA p-value < 5%) is:

log(m) = 1.266 + 0.298¢;, 17)
with the independent variable months of October/November (c;) being statistically signifi-

cant, considering a 5% significance level. Time (f) and months of July/ August (v) are not
statistically significant.

10
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The premises associated with the Poisson model were assessed and validated.

Figures 1 and 2 allow the visualization of the adjusted p-value of the determined
models to the real observations, reflecting some differences, which consequently translate
into different values in the evaluation measures, as shown in Table 1.

12 14
1

10

value

2012 2014 2016 2018 2020
—— 185/56R16 — Poisson -~ SES ——- Holt

Figure 1. Poisson, SES and Holt’s models for the 185/55R15 tyre size.

12 14
1

10

value

2012 2014 2016 2018 2020
— 185/55R15 — Croston  ——- SBA

Figure 2. Intermittent models for the 185/55R15 tyre size.

Regarding the remaining assessment measures, the lowest FI value is obtained with
Holt’s method, but this method shows the highest SP, as seen in Table 1. Poisson’s model,
on the other hand, has the lowest SP, and SES shows the lowest PI value (not considering
the weighted forecast).

Thus, based on Table 1, the model with the appropriated adjustment for the 185/55R15
tyre size results from the weighted combination of two methods with the lowest RMSE
value, SES and GLM, as suggested by Petropoulos et al. [22]. In fact, the weighted model
presents the second smallest value of RMSE and SP, the third smallest FI and the lowest
PI value, being considered suitable to forecast.

Through the analysis of Table 2, one can observe that Holt’s method and SES are the
methods with the lowest value of RMSE when making estimates. Furthermore, the table
shows that the optimal period for reviewing the data is monthly, which is expected since
this item’s sales are high and show variability, requiring constant revision.

Given the above, the most suitable inventory policy for the 185/55R15 tyre size is the
(R,s,S) policy, where the review period (R) must be monthly and the quantity to order (S)
will aim to satisfy the expected demand, which is around 3 units (average S), as shown in
Table 3, considering the final inventory of the previous month and the safety inventory (s).
The latter must be established in two units in order to satisfy unforeseen demand because
of the variability observed in sales, ensuring that it is possible to satisfy one customer’s
needs (in general, two tyres are always supplied at a time).

11
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Table 2. RMSE values from March 2020 to February 2021, for the 185/55R15 tyre size, without
reviewing the previously obtained model and updating it every 1, 2, 4, and 6 months with real data.

SES Holt GLM Croston SBA

DETERMINED MODEL 3.039 3.170 2.978 3.252 3.156
No review 3.109 2.692 3.004 2.842

Monthly 3.109 2.475 3.132 3.141 3.140

REVISION 2 months 3.109 2.795 3.187 3.226
4 months 3.109 2.934 3.169 3.161

6 months 3.109 2.737 2.955 2.883

Table 3. Determination of the monthly quantity to order (S) for the 185/55R15 tyre size.

Forecast
Holt SES Weighted

Real Sales

MAR/20
APR/20
MAY/20
JUN/20
JUL/20
AUG/20
SEP/20
OCT/20
NOV/20
DEC/20
JAN/21
FEB/21

N
w

=N ON RO
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=
(=}
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4.1.2. Global Analysis of Remaining Tyre Sizes

The results of the forecasting methods allow us to conclude that SES is the method
with the lowest RMSE in 48% of tyre sizes, followed by Holt’s method in 26% of the sizes,
as shown in Table 4.

Table 4. Summary of the evaluation measures applied to each forecasting method, considering tyre
sizes with sales grouped monthly.

SES Holt MLR/GLM Croston SBA
LOWEST RMSE 15 (48%) 8 (26%) 2 (6%) 2 (6%) 4 (13%)
2ND LOWEST RMSE 8 (26%) 9 (29%) 0 (0%) 9 (29%) 5 (16%)
SMALLEST FI 6 (19%) 7 (23%) 0 (0%) 6 (19%) 12 (39%)
LARGEST FI 7 (23%) 13 (42%) 0 (0%) 11 (35%) 0 (0%)
LOWER SP 17 (55%) 11 (35%) 1 (3%) 1 (3%) 1 (3%)
HIGHER SP 2 (6%) 4 (13%) 0 (0%) 11 (35%) 14 (45%)
LOWEST PI o o o o o
(ABSOLUTE VALUE) 7 (23%) 16 (52%) 2 (6%) 2 (6%) 4 (13%)
PI<0 14 (45%) 17 (55%) 12 (39%) 30 (97%) 30 (97%)

The small presence of MLR and GLM in this general analysis results from the fact that
once the validity of the assumptions of the different models and the statistical significance
of the independent variables was analysed, it was determined that in only two tyre sizes,
one with normal and other with Poisson distribution, can these models be considered valid,
and so they were abandoned for the remaining sizes.

Croston’s method and SBA only performed better in six sizes, which show demand in
less than 70% of the months, and in the remaining four sizes with the same percentage of
demand, SES and Holt’s method show lower RMSE.

According to Table 4, concerning the average inventory, SBA and Holt’s method
present the lowest FI in 39% and 23% of the sizes, respectively. However, Holt’s and

12
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Croston’s methods show, in 42% and 35% of the analysed sizes, the largest FI. On the other
hand, the highest SP is verified in Croston’s method and SBA (35% and 45%, respectively),
with SES being the method with the most intermediate values of FI and SP.

Observing the PI values, in absolute value, the smallest numbers are found with
Holt’s method in 52% of the sizes. The greatest underestimation of inventory occurs with
Croston’s method and SBA in 97% of the sizes, with SES and Holt’s method showing a
similar percentage of underestimation and overestimation of demand.

When the validated models with the two smallest RMSE are grouped, the combination
of SES and Holt’s method is the winner in 45% of the sizes, followed by Croston’s method
and SBA in 16% of the sizes, according to Table 5.

Table 5. Crossover of the models with the lowest RMSE for tyre sizes with sales grouped monthly.

Holt GLM MLR Croston SBA
SES 14 (45%) 1 (3%) 1 (3%) 3 (10%) 4 (13%)
HOLT 0 (0%) 0 (0%) 3 (10%) 0 (0%)
CROSTON 0 (0%) 0 (0%) 5 (16%)

After obtaining the forecasts by weighting the two methods with the lowest RMSE,
one observes that the resulting model presents the lowest RMSE, average inventory, SP,
and PI values in 97%, 39%, 65%, and 100% of the sizes, respectively.

Once the forecasts from March 2020 to February 2021 were determined, the accuracy
of the forecasting methods regarding the RMSE (and shown in Table 6) was studied.

Table 6. Evaluation of the RMSE value obtained for each model in different review periods, consider-
ing tyre sizes with sales grouped monthly.

Forecast SES Holt MLR/GLM Croston SBA
SAME AS MARCH 2020 10 (32%) 13 (42%) 0 (0%) 3 (10%) 5 (16%)
MONTHLY REVIEW 6 (19%) 22 (71%) 1 (3%) 0 (0%) 2 (6%)
2-MONTH REVIEW 8 (26%) 20 (65%) 0 (0%) 0 (0%) 3 (10%)
4-MONTH REVIEW 13 (42%) 14 (45%) 0 (0%) 1 (3%) 3 (10%)
6-MONTH REVIEW 10 (32%) 16 (52%) 0 (0%) 3 (10%) 2 (6%)

Note that if the forecast calculated for March 2020 does not change during the following
year, the method with the smallest error becomes Holt’s method, with SES being the
second-best option. If the forecasts are revised monthly, Holt’s method remains the one
with the lowest RMSE, as when the revision is carried out every 2, 4, or 6 months. The
second method with the lowest RMSE in all revision periods remains SES.

As for the review period, the lowest RMSE value is obtained when the data is reviewed
monthly (77% of the sizes), followed by the constant forecast equal to March 2020 or revision
every 6 months (10% of the sizes) and the 4-month review (3% of the sizes).

Thus, for tyre sizes with sales grouped by month, one concludes that the smallest error
is achieved by combining the weighted forecasts resulting from SES and Holt’s method,
with monthly data revision.

Table 7 presents the parameters of the (R,2,S) inventory policy specific to three tyre
sizes. It is possible to verify the variability of the sales units foreseen for each month and
between sizes.

13
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Table 7. (R,2,S) Inventory policy parameters for 175/65R14, 195/65R15 and 385/65R22.5 tyre sizes.

R-Monthly 175/65R14 195/65R15 385/65R22.5
AVERAGE S 13 17 15
20 March 14 17 12
20 April 13 16 12
- 20 May 13 16 13
s 20 June 13 16 13
g 20 July 13 17 14
= 20 August 14 17 14
E 20 September 14 18 14
= 20 October 13 18 15
o} 20 November 13 19 16
= 20 December 13 17 16
21 January 14 17 18
21 February 13 17 18

4.2. Sales Grouped by Quarter

Considering the tyre sizes with sales grouped quarterly, the number of observations
ranges between 31 and 35, while the percentage of demand different from zero fluctuates
from 54% to 89%.

A similar analysis was carried out for the monthly cases, and the results of the fore-
casting methods show that SES is the method with the lowest RMSE in 30% of the sizes,
followed by Croston’s method in 26% of the sizes.

The MLR and GLM models, except for one tyre size, were abandoned since the
premises of the models were not met.

Regarding the FI, SBA presents the lowest inventory level in 43% of the sizes, contrary
to SES and Croston’s method, with 48% and 35%, respectively, of the largest inventory. The
highest SP happens with Croston’s method and SBA (in 39% of the sizes).

In absolute value, the lowest PI numbers are obtained with Holt’s method. The largest
underestimation of inventory occurs with Croston’s method and SBA.

When combining the validated models with the two smallest RMSE, grouping SES
and Holt’s method show the best values in 43% of the sizes, followed by Croston’s method
and SBA in 39% of the sizes.

After obtaining the forecasts and weighing the two methods with the lowest RMSE,
the resulting model shows the lowest RMSE, FI, SP, and PI values in most tyre sizes.

Once the forecasts from the second quarter of 2020 to the first quarter of 2021 were
determined, one verifies that when keeping the forecast for the second quarter of 2020
constant during the analysis period, the method with the lowest MSE continues to be
SES, followed by Croston’s method. If the forecasts are revised quarterly, SES remains the
method with the minimum error and the second place is divided by Croston’s method and
SBA. However, when the review is performed every two quarters, in 30% of the sizes, SES
obtains the lowest RMSE, as does SBA.

As for the review period, the lowest RMSE value is obtained when there is no revision,
followed by the review every two quarters and, finally, the quarterly review.

Therefore, the weighted combination of SES and Croston’s method appears to be the
most adequate for data grouped quarterly, keeping the forecast constant for one year.

4.3. Sales Grouped by Semester

Concerning sales grouped every six months, the number of observations ranges
between 11 and 19, while the percentage of non-zero demand varies from 57% to 100%.

As in the previous cases, a thorough analysis of the forecasting methods under study
was undertaken. After applying the forecasting methods, Holt’s method reveals the lowest
RMSE in 46% of the tyre sizes, followed by SES in 29% of the sizes.
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Regarding the FI, SBA presents the lowest inventory level in 71% of the sizes, contrary
to SES and Holt’s method, with 39% and 46%, of the largest inventory. However, the highest
SP is also verified with SBA.

Concerning the PI, in absolute value, the lowest numbers are obtained with Holt’s
method, followed by SES and MLR/GLM. The greatest underestimation of inventory
occurs with Croston’s method and SES.

When combining the forecasting models with the two smallest RMSE, the combination
of SES and Holt’s method is preferred in 46% of sizes, followed by SES and Croston’s
method in 14% of sizes.

Having determined the weighted forecasts with the two methods with the lowest
RMSE, the resulting model achieves the lowest RMSE, FI, SP, and PI values in the majority
of the sizes.

After obtaining the forecasts from the second half of 2020 to the first half of 2021, one
notices that when keeping the forecast for the second semester of 2020 constant during the
year, the method with the smallest error becomes SES, followed by Holt’s. If the forecasts
are revised every six months, SES remains the method with the lowest error, with Holt’s
method following.

As for the review period, the lowest RMSE value is obtained when no review is
performed, compared to the biannual review (in 54% and 46% of sizes, respectively). Note
that there are only two forecasts under analysis.

In summary, concerning the tyre sizes with sales grouped by semester, the smallest
RMSE is achieved by combining the weighted forecasts resulting from SES and Holt’s
method. Keeping the forecast constant for one year or revising it every semester presents a
similar error value.

5. Discussion and Conclusions

The importance of having a clearly defined inventory policy in a company is revealed
by the present work. In fact, determining when to place orders and what is the optimal
quantity to order for each item not only improves the use of the retailer’s financial resources,
but also guarantees consumer satisfaction, as it is possible to answer their needs in a faster
and more diversified way.

However, it is not always clear which of the sales forecasting method is the most
suitable—the one that allows to reduce the uncertainty of demand—and it may even be
difficult to find one that can be adjusted.

After testing five forecasting models with 82 tyre sizes, some differences arose accord-
ing to the level of sales aggregation. Specifically, for tyre sizes with sales grouped monthly,
the method considered the most suitable when determining the model was SES, which
was surpassed by Holt’s method after determining the forecasts, which agrees with some
authors about being unrealistic that a single model is predominant over time.

Likewise, it appears that while the second method with the lowest RMSE in the
models determined for tyre sizes with sales grouped quarterly was Holt’s method, once
the forecasts were calculated, it was surpassed by Croston’s method.

It is also determined that the revision periods are different and that the quantities to
order are quite diverse between sizes and, in multiple situations, between months/quarters/
semesters for the same size.

For the most sold tyre sizes (those grouped by month), the review period must be
monthly. For sizes gathered by quarter, the review period should be annual. As for the
tyres grouped by semester, it seems to be more prudent to review sales every semester.

Regarding the quantity to order, and since it was possible to adjust demand forecasting
models to the different tyre sizes, supply must be related to demand—that is, one ought
to order a sufficient quantity in order to meet the expected demand during the revision
period and ensure that there is always a safety inventory to satisfy unexpected demand (at
least, a pair of tyres of each size sold frequently).
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This is defined as an (R,s,S) inventory policy, considered adequate for items with
faster output, but it is also slower, and the model to be used results from the weighted
combination of the forecasts of the two methods that presented the lowest RMSE for each
level of data aggregation.

In summary, for data grouped monthly and semesterly, the forecasts obtained with SES
and Holt’s method should be combined, while for data grouped quarterly, the estimates
resulting from SES and Croston’s method ought to be weighted.

SES seems to be suitable to forecast items with intermittent demand. However, it is
worth mentioning the importance of analysing the models at each review period and of
adjusting accordingly to new information that is acquired. The need for evaluating the
error measures is also evident in order to detect biases as soon as possible.

As for future work, it can be useful to carry out a survey to assess the consumer’s
purchasing behaviour and decision-making process regarding tyres and to collect comple-
mentary information, whether concerning economic aspects or the proximity of competitors,
so as to add practical information and make the forecasting models more accurate.

Furthermore, the application of other forecasting methods, such as neural networks
and bagged forecasts, should be evaluated, analysing the possible benefits of improved
inventory system versus increased complexity in forecasting methods given the retail sector
we are working in.

Consequently, the practical implications of this study ought to be analysed after the
implementation of the proposed inventory plan in the company’s inventory levels and
associated costs.
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Abstract: This article presents a Johansen test assessing the predetermined long-term relationships
of datasets from a photovoltaic (PV) plant to predict the power output of an island zone. The goal
was to use Johansen’s model to predict the PV power generation in the island of Mauritius. In
this article, time series using an on-site measurement dataset have been used to design an original
prediction model, the Johansen model for PV power output. This model is trained to predict random
monthly, weekly, and daily PV power outputs in different seasons and years. The experimental
results demonstrate that the Johansen model is a powerful medium-term predicting tool.

Keywords: predicting; cointegration; Johansen

1. Introduction

Islands close to the Indian Ocean require imports of primary energy resources such
as natural gas, coal, and fossil energy to meet everyday requirements. Therefore, in
response to the severe climate change and global energy crisis, the government of Mauritius
has outlined its intention to oversee and promote solar photovoltaic (PV) technologies
through the local electricity public utility company. However, the accurate prediction and
integration of PV energy must be preceded by better planning and distribution strategies
to ensure the stability of electrical grid energy.

Systems transform solar energy into electric power. Accurate photovoltaic power
generation is linked to the accurate forecasting of solar irradiance. Thus, most research
studies are based on solar irradiance forecasting, and several forecasting methods have been
cited in the literature [1-4], ranging from physical [5,6] to machine learning methods [7,8]
via classical statistical techniques. The latter have been classified as linear stationary
models, which is mainly where Auto-Regressive Moving Average (ARMA) models and
Vector Auto Regressive (VAR) are concerned, or linear non-stationary models, e.g., Auto-
Regressive Integrated Moving Average (ARIMA) [9] techniques, which are stochastic
process combining Auto-Regressive (AR) and Moving Average (MA) components. The
downside of these statistical models is that forecast accuracy decreases with increasing
independent variables such as for the PV power output, which is a function that depends
on various weather parameters. Moreover, the forecast of PV power generation has also
been classified [10-12] in time horizon depending on the needs of the PV production and
electrical transport management. The proposed time horizon is defined as follows:

e  Very short-term forecast horizon: a few seconds to one hour; used for electricity
dispatch in real-time and energy smoothing.
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e  Short-term forecast: for one or several hours up to the day ahead; guarantees system
commitment and scheduling.

e  Medium-term forecast: multiple days to months ahead; ensures power system planning.

e Long-term forecast: months to one or several years; finds and assesses potentially
resourceful sites.

For this research paper, we used a robust statistical cointegration approach, the Jo-
hansen vector error correction model (VECM), to determine long-term equilibrium rela-
tionships. It is important to note that the Johansen approach for cointegration has been a
popular tool in applied economics but it has never been applied to PV systems for forecast-
ing. A unique feature of the resulting model is that it can be applied for the medium-term
horizon time PV power output prediction in an island zone. The measured dataset is
compared to the model one for different seasonal horizon times. The obtained results
prove the model’s efficacy and show promise for application in further studies aiming to
investigate short-term horizon times.

The rest of this paper is organized as follows: Section 2 contains a short historical
overview of the experimental conditions and methods used in our study. Section 3 presents
a brief introduction of the Johansen test. Section 4 presents the obtained results. Finally,
Section 5 provides our conclusions and presents ideas for future studies.

2. Research History
2.1. European Zone

Firstly, we studied a linear relation analysis of time series data collected from a PV
system from the GREEN lab in Metz, France [13]. The PV system is a grid-connected system
equipped with solar irradiance and temperature sensors. Therefore, the power output is
the dependent variable, while the solar irradiance and PV module temperature are the
explanatory variables. We performed time series, correlograms at level, Augmented Dickey—
Fuller (ADF) [14,15] stationarity tests, and residuals analysis such as the Goldfeld-Quandt
(GQ) and Durbin-Watson tests. When outliers were suspected, we applied the Engle-
Granger (EG) method [16,17] to determine the most appropriate model. The determined
power output EG cointegration relationship was then applied to other experimental years
for the Green lab in the European zone and compared to the measured power output data.

2.2. Island Zone

The EG model was applied to a PV system in the Reunion Island in the Indian Ocean,
and results were not very conclusive. Other weather parameters (such as wind, humidity,
dust) must be considered in such zones as they have an impact on the PV power output.
Spurious regression appeared. Consequently, we investigated whether the Johansen VECM
was a model that could be fitted to the zone, as more than two explanatory variables
should be considered. Indeed, the Johansen VECM cointegration test can be considered as
a multivariate generalization of the ADF test, enabling the estimation of all cointegrating
vectors when more than two variables are considered. The PV system in Reunion island is
equipped with solar irradiance, module temperature, and wind and humidity sensors, and
data is recorded at a sample time of 15 min. The Johansen VECM cointegration test has
already been applied to Reunion Island, as reported elsewhere [18]. Johansen cointegration
Trace and Eigen value tests, as well as lag criteria had been carried out to determine the
number of cointegration equations with the corresponding error correction coefficients.
The Wald test was applied to exclude short-term relationships, and white noise tests, such
as the Lagrange multiplier and Jarque-Bera test, were applied to ensure normal residual
distribution. The final cointegration relationship was then validated to determine long-term
horizon times [18].

The obtained resulting Johansen cointegration relationship was applied to a PV plant
in the island of Mauritius in the southwest Indian Ocean close to Reunion island. These
islands have similar weather conditions, and the year is divided in two main seasons:
summer and winter. The summer and the intermediate seasons run from November to
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April, while the winter and the intermediate seasons run from May to October. In this
paper, the used dataset for the island of Mauritius and the Johansen model spans over
a one-year period (in this case, from July 2019 to July 2020 and from October 2021 to
December 2022). The PV technology was silicon polycrystalline with a rated power of
320 Wp (north-facing orientation), and the PV total power was 20 kWp. The recorded data
was filtered so that data between 4:30 PM. and 7:30 A.M. for the following day and missing
data were removed.

3. Johansen Procedure

If time series are nonstationary, it is not possible to use ordinary least square (OLS) to
estimate their long-run linear relationships because this would lead to spurious regression.
The technique of cointegration was introduced according to which models contained non-
stationary stochastic variables and can be constructed in a way that ensures that the results
are statistically meaningful. Therefore, the cointegration test and a vector error correction
model were established to distinguish between short-term and long-term equilibrium. The
Johansen procedure involves cointegrated variables that are directly constructed based on
maximum likelihood estimation instead of depending on OLS estimation. The Johansen
procedure [19,20] is simply a multivariate generalization of the ADF test and proposes two
different likelihood ratio tests: (a) Trace test, (b) maximum Eigen values test. The Trace
test is the null hypothesis tests of r cointegrating vectors against the alternative hypothesis
of n cointegrating vectors, whereas the maximum eigen-value test is the null hypothesis
tests of r cointegrating vectors against the alternative hypothesis of (r + 1) cointegrating
vectors. A more complete description of the Johansen procedure is given in [18]. Therefore,
the procedure required when conduction a Johansen test can be summarized as follows:

- Perform series stationarity tests to determine the existence of cointegration relation-
ships.

- If the previous step has been followed correctly, then the series are of the same order of
integration, and cointegration is likely; therefore, the VECM model can be estimated.
The lag length should be determined using Akaike and Schwarz’s criteria.

- The Johansen Trace and Eigen value tests should then be performed to determine the
number of cointegration relationships.

- Then, identify the long-term relationships or cointegration relationships between
variables.

- Subsequently, via the maximum likelihood method, the VECM model can be estimated,
and validation tests can be performed for residuals and white noise.

4. Results
4.1. Long-Horizon Term: Yearly

The methodology described in the previous section was applied to develop a long-
term prediction model for a grid-connected PV plant in Reunion island. Hence, the results
reported in this section are based on the Johansen model that was initially trained on
a dataset from 2013. The dataset consisted of a 15 by 15 min series of simultaneous
solar irradiance, wind speed, humidity, and PV system parameters (mainly power output
and module temperature) covering a whole year. The model had been trained [18] and
compared to a dataset from 2014 for validation regarding yearly horizon time.

The considered model was also applied to the island of Mauritius, where the experi-
mental data employed in this current analysis were obtained from a PV plant located on
the rooftop of the University of Mauritius. The experimental conditions were listed in
Section 2.2. Figure 1 illustrates a scatter plot of the measured power output, determined via
the Johansen model, on a yearly basis from July 2019 to July 2020 for each solar day hour
between 09:00 A.M. to 04:00 PM. The very high linear regression value (96%), reveals that
the on-site measurement of PV power generation and the Johansen model are fundamental
in accurately predicting the PV power output at different horizon times. This is elaborated
in the following sections. Moreover, the model can be applied on a yearly basis for long-
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term horizon predicting, meaning that it can be used for unit commitment, load balancing
and scheduling, and for planning infrastructure.

YEAR FROM JULY 2019 TO JULY 2020
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Figure 1. Validation of Johansen model for one dataset between July 2019 to July 2020 in the island of
Mauritius.

4.2. Long-Horizon Term: Monthly

In the literature, periods of a month to a year are considered as long horizon term.
These predicted horizons are suitable for long-term power generation and feed into power
grids while playing a role in determining seasonal trends. Therefore, taking into consid-
eration the weather conditions described in Section 2.2, we compared the on-site power
output measurements to the Johansen model for different months in different seasons. We
have chosen one particular month for each summer and winter season and two others
for the intermediate season for the years 2019 and 2020. In Figure 2, the left-hand side
plots represent the measured power output and the corresponding Johansen model for
the month of January 2020 in the summer season, July 2019 for the winter season, and the
months of April 2020 and October 2019 for the intermediate season. The high R? values
of the linear regressions and the fact that most of these values are greater than 92% mean
that there is good agreement between the measured power and the Johansen model. The
right-hand side of Figure 2 are scatter plots representing the predicting power output.
Indeed, we are comparing the results for the same period on the left-hand side but for years
N + 1 or N + 2, as if we were predicting the same corresponding months.

The R? values are greater than 90%, indicating that the Johansen model is positively
and strongly correlated with on-site measurements. For the island of Mauritius and in
agreement with the local energy supplier, this monthly long horizon term can be essential
for maintaining the solar schedule.

4.3. Medium-Horizon Term: Weekly

Although the prior results seem adequate, weather fluctuations spanning one or few
days may reduce predicting accuracy. Therefore, we decided to extend the study to shorter
periods, that is, weekly medium-horizon term. For this study, we selected random weeks
for each season and the intermediate seasons. The results are given in Figure 3. The left-
hand side are the scattered plots of random weeks for the weeks in 2020 or 2019. For the
summer season, the random week selected was 19 to 25 January 2020. For the intermediate
seasons, the selected weeks were 12 to 18 April 2020 and 10 to 17 September 2019. Finally,
for the winter season, the selected week was 10 to 17 August for 2019. The vertical axis is
the on-site measurements, and the horizontal axis is the Johansen model. The R? values
of the linear regressions are greater than 95%, showing that the model is well adapted for
predictions. Therefore, we applied the model to the same periods but for the year of 2022,
as if we were led to make predictions for these similar weeks. The scattered plots on the
right-hand side of Figure 3 show the predicting results. The vertical axis is the Johansen
model, and the horizontal axis is the measured power output. Figure 3 shows that the R

22



Eng. Proc. 2023, 39, 2

values are more than 90%, again indicating a good correlation and proving suitable for this

horizon term.

WINTER SEASON : MONTH OF JULY 2019

PREDICTING WINTER SEASON : JULY 2020
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Figure 2. On the left: testing the Johansen model for random months in 2019/2020. On the right:
predicting for the same random months in 2021/2022.
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Figure 3. Left side: testing Johansen model random weeks for year 2019/2020. Right side: predicting
same random weeks for 2022.

4.4. Medium-Horizon Term: Daily

This sub-section is concerned with a daily medium-horizon term, although in the
literature, the daily period is sometimes considered as short-horizon term. We performed
this last experiment by using a dataset consisting of daily 15 by 15 min data from on-site
measurements between 08:00 A.M. to 04:00 P.M. as indicated in Figure 4.
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Figure 4. Left side: testing Johansen model for random days in 2019/2020. Right side: predicting
same random days for 2022.

5. Conclusions

Predicting PV information is crucial for fulfilling energy efficiency requirements,
electricity grid stability, and solar energy management. We focused on the use of a robust
statistical technique in the form of the Johansen VECM to predict PV generation in the
island zone of Mauritius. We proved the efficiency of the Johansen model for PV power
generation by comparing our experimental results to on-site measurements. Results are
not only in agreement with the aforementioned measurements but are also compliant with
respect to the time horizon conditions of grid stability and where PV energy management
as imposed by the local government. Indeed, we showed that the Johansen technique
is a powerful tool for monthly and daily PV medium horizon time prediction. Further
tests are in progress for the forecasting of very short-term horizon times, i.e., hourly to
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every 15 min. However, this method still needs to be improved by considering the climate
vagaries. Therefore, our future work will focus on incorporating artificial intelligence to
optimize the model.
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Abstract: Diphtheria is an infectious disease with a high mortality rate. In Indonesia, the number
of diphtheria cases has remained relatively high in recent years, so efforts to prevent and control
diphtheria are needed. Forecasting of the number of diphtheria cases was carried out in this study
by applying a type-2 fuzzy logic systems method. Forecasting in this study was carried out by
involving the variables of the number of diphtheria sufferers, the percentage of immunization
coverage comprising four immunization types, and population density. Regions are grouped into
three clusters based on the number of cases that have occurred. Each cluster is taken and sampled in
the form of one region to acquire a robust model for other regions. The forecasting results for the
next 24 periods show that the performance of the type-2 fuzzy logic systems method is quite good,
with accuracy values in the Malang area showing an MSE of 8.785 and an SMAPE of 54.91%. In the
Surabaya area, the forecasting accuracy results have an MSE value of 14.940 and an SMAPE of 35.51%.
In the Sumenep area, the forecasting accuracy results show an MSE value of 2.188 and an SMAPE of
67.63%. The results of the forecasting of the number of cases can be used as a guide in planning and
making decisions regarding the prevention and management of diphtheria.

Keywords: forecasting; diphtheria; type-2 fuzzy logic; infectious disease

1. Introduction

Diphtheria is a disease caused by the bacterium Corynebacterium diptheriae [1]. This
disease is classified as a contagious disease and can cause death in sufferers. Diphtheria
can be transmitted directly through physical contact with sufferers or through a patient’s
aerosol fluids [2]. The disease primarily affects the nose, throat, and airways, resulting
in difficulty breathing, fever, and the formation of a thick coating in the throat [1,2]. In
addition, diphtheria is a type of communicable disease that requires surveillance activities
for prevention [3] and control as soon as possible; it is necessary to study how vaccination
affects diphtheria [4].

In recent years, Asia has seen outbreaks and an increase in the prevalence of diph-
theria [5]. According to the WHO, Indonesia is in the top ten countries with the most
diphtheria cases. In terms of case numbers, Indonesia is in third position, after India and
Nepal [6]. In Indonesia, the number of diphtheria cases is high, sometimes leading to
outbreaks. The province with the largest number of sufferers is East Java, where there is a
fairly high mortality rate [7].

The high number of diphtheria cases in Indonesia, especially East Java, requires efforts
to prevent and control diphtheria to reduce the number of diphtheria cases. In order
to carry out good planning in efforts to prevent and control diphtheria, forecasting of
the number of cases is carried out. The results of this forecasting can later be used as
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the basis for decision-making related to efforts to prevent and control diphtheria. So far,
the prevention efforts of the Health Service have come in the form of immunizations to
minimize the number of occurrences of diphtheria. However, increases in numbers of cases
are still common.

So far, there are still very few studies that have predicted the number of diphtheria
cases, especially those involving influential variables. Research related to diphtheria is
more often focused on analyzing the impact of vaccines on public health [4,8]. Analyses
are usually distinguished based on various characteristics. Our past research has tried to
predict the number of diphtheria cases [9], but our best model only involved one variable,
namely the number of cases in the previous period. In fact, research developments state
that the risk of diphtheria can be influenced by various other factors [10].

For this reason, this study will provide forecasts of the number of diphtheria cases
in various regions with different characteristics involving various influential factors, such
as population density and the coverage of various types of vaccination treatments. The
approach used is a fuzzy type-2 approach. This method is considered very effective in
dealing with uncertainties such as linguistic uncertainty [11]. The fuzzy type-2 approach
also has the ability to model problems with more complex situations [11,12]. Type-2 fuzzy
systems can help to reduce the difficulties faced in modeling a system based on rules, and
they make it possible to tune and increase our understanding of rule-based systems [12].
The proposed method is expected to improve system performance [13].

2. Related Works

At this time, many studies related to diphtheria have been carried out, but only a
few are related to case number forecasting. So far, research related to diphtheria has
focused more on analyzing the impact of diphtheria vaccine administration. Related to
research on the factors involved, previous studies have stated that the risk factors that
influence the occurrence of diphtheria cases are demographics [10,14], the administration
of vaccines [1,14,15], and familial wealth [14]. For this reason, this research will forecast
the number of diphtheria cases by involving the variables of various vaccines that have
been obtained, the number of cases in the previous period, and population density. There
is still very little research that predicts the number of diphtheria cases involving popu-
lation density variables and the number of cases in the previous period. So far, research
related to diphtheria has focused more on analyzing the impact of vaccines on public
health [4,8], distinguished by age group [5,15,16], population [14], demographics [10], area
characteristics [17], changes in social behavior [18], and the size of the given country’s
income [19].

Regarding the method used herein to predict the number of diphtheria cases, thus
far, it has rarely been used specifically to research numbers of diphtheria cases; very few
alternative methods have been proposed. Past research has proposed using the radial basis
function network method to predict the number of diphtheria cases, but the best model is
said to involve only the number of cases in the previous period [9]. This is somewhat dif-
ferent from the recent findings previously mentioned. For this reason, in this study, we will
forecast the number of cases using a time series approach. The method used in forecasting is
the type-2 fuzzy logic systems method. This method is also considered excellent in dealing
with complex situations [11,12], and has been widely used for forecasting in various fields.
In previous research, the type-2 fuzzy model has been compared to the artificial neural
network model and the type-1 fuzzy logic systems model in forecasting coal production
capacity; the type-2 fuzzy logic systems model was considered better in terms of stability
and consistency [11]. Other studies have shown a low number of errors in prediction when
using a type-2 fuzzy method. Prediction of clinical data using type-1 fuzzy and type-2 fuzzy
models was carried out in [13]. The study [13] stated that forecasting results produced
using the type-2 fuzzy model were superior to those of the type-1 fuzzy model. Currently,
there are many applications of the fuzzy type-2 model, including decision-making [11],
pattern recognition, classification, and control [12]. However, to the best of the author’s
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knowledge, until now, there has still only been occasional use of the fuzzy type-2 model for
forecasting time series data, particularly cases related to the spread of disease. With that in
mind, this study uses a type-2 fuzzy model to forecast numbers of diphtheria cases.

3. Methodology
3.1. Data

The data to be used in this study include the number of diphtheria sufferers, population
density, and immunization coverage, including the diphtheria-1 immunization (DPT-1),
diphtheria-2 immunization (DPT-2), diphtheria-3 immunization (DPT-3), and diphtheria-4
immunization (DPT-4). The data periods used were monthly, from 2013 to 2018. Data were
obtained from the East Java Provincial Health Office and the East Java Central Bureau of
Statistics. The data obtained are data from all cities/districts in the province of East Java.
District/City data in the following provinces are grouped based on the number of cases.
Group 1 consists of five cities/districts, while Group 2 and Group 3 each have seventeen
cities /districts. The descriptive statistics data used are shown in Table 1. The data in Table 1
indicate that the data are not normally distributed. This can be seen from the skewness
value, which is different from zero. The range of data and the standard deviation are also
very large.

Table 1. Descriptive statistics data.

Minimum Maximum Mean Std. Deviation Skewness
Statistic Statistic Statistic Statistic Statistic

Case_Number 0 17 2.09 2.722 2.304
PODpziztiit;’,n— 529 8232 31275 3.543.534 0711
DPT_1 3.13 171 84.352 113.736 2.433
DPT_2 3.23 16.29 83.390 110.404 1.626
DPT_3 3.51 16.35 83.053 116.969 1.931
DPT_4 0 127.02 52.462 1.184.238 7.710

3.2. Methodology
The experimental stages used in this study are shown in Figure 1.

Data

Modeling & Forecasting

i | Patient Data —

. . (PP, Output
Data Period ‘ g Rules ‘ | Defuzzifier : ; FETTTTTTPPIP e
B 0 : Equalization | : H L - i i Performance
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coverage: i : : Inference ;
Data Split : 3 Fuzzy Input 4 Fuzzy Output H
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Figure 1. Proposed methodology.

3.2.1. Data Preprocessing

The acquired data still need to be processed, so that they become structured data. Data
that are not in the monthly period format will be made so. Regency/city data are grouped
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based on data on the highest number of sufferers that they have. In addition, the data will
also be divided into training data and testing data, with a ratio of 75:25 [9].

3.2.2. Correlation Test

The correlation test is a statistical method used to determine the relationship between
two or more variables [9]. The variables analyzed are the independent variables and the
dependent variables. In this study, the correlation test was used to see the effect of seven
input variables in the tth period on the output variable, namely the number of diphtheria
sufferers in the (¢ + 1)th period.

3.2.3. Modeling and Forecasting

Modeling is carried out using type-2 fuzzy logic systems (T2FLS). The characteristics
of the type-2 fuzzy model lie in the membership function [12]. In a type-2 set, the degree
of membership for each element is a fuzzy type-1 set in [0, 1]. Type-2 fuzzy logic has two
membership degrees: primary and secondary membership [11]. In a type-2 fuzzy interval,
there are limits on the membership functions, namely the upper membership function
(UMF) and lower membership function (LMF). The membership function used is of the
Gaussian type. Using the Gaussian primary membership function, the antecedent and
the number of rules in the membership function are expressed in Equation (1); the upper
membership function is defined in Equation (2). The lower membership function is defined
in Equation (3). Furthermore, to generate fuzzy rules from input-output pairs, the lookup
table scheme is used.

2
1 xkfm’
o =oxp | -3 (P2 ) ot € et 0
i) = N (i, oy xc) @
() = N (m}, oy ) ®

The input and output variables used in modeling are shown in Table 2. Experiments were
carried out in various scenarios, which were combinations of input variables. The scenarios
in this study are shown in Table 3. There are 12 subsequent scenarios denoted by scenarios
A3, A5, A7, B3, and so on, where 3, 5, and 7 show the many linguistic categories of each
group of variables. The distribution of training and testing data used is 75% and 25%,
respectively. Furthermore, an example of the linguistic category 5 membership function is
shown in Table 3.

Table 2. Input and output variables.

Input Variable Output Variable

Number of Diphtheria Sufferers Period ¢

Population Density Period ¢ Number of Diphtheria Sufferers
Period t +1

Diphtheria-1 Immunization (DPT-1) Coverage Period ¢

Diphtheria-2 Immunization (DPT-2) Coverage Period t

Diphtheria-3 Immunization (DPT-3) Coverage Period ¢

Next, twelve scenarios will each be applied to the three selected areas, which are the
areas with the highest diphtheria case numbers. These areas are Surabaya City, Malang
Regency, and Sumenep Regency. The selection was based on areas in which the number of
cases had dominated in the previous year.
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Table 3. Input variables combination.

Combination MF Input Variable

3

A 5 Number of Diphtheria Sufferers Period ¢
7
3

B 5 Number of Diphtheria Sufferers Period #

Population Density Period ¢

7
3 Number of Diphtheria Sufferers Period ¢

_ Diphtheria-1 Immunization (DPT-1) Coverage Period #
C 5 Diphtheria-2 Immunization (DPT-2) Coverage Period ¢
- Diphtheria-3 Immunization (DPT-3) Coverage Period ¢

7 Diphtheria-4 Immunization (DPT-4) Coverage Period ¢
3 Number of Diphtheria Sufferers Period ¢
[ Population Density Period ¢
D 5 Diphtheria-1 Immunization (DPT-1) Coverage Period f
Diphtheria-2 Immunization (DPT-2) Coverage Period f
7 Diphtheria-3 Immunization (DPT-3) Coverage Period ¢

Diphtheria-4 Immunization (DPT-4) Coverage Period ¢

3.2.4. Model Performance Calculations

The model’s performance is found using symmetric mean absolute percentage error
(SMAPE) and mean square error (MSE). The SMAPE is depicted in Equation (4) [9], while
the standard MSE is obtained by using Equation (5), where 1 shows the number of periods,
X; is the actual value in period ith, and F; is the predicted value in ith period.

100% (& |X; — F|

SMAPE = —— —_ 4
L X[+ TE .

MSE =

I |-

Y [X; —F)? 5)
i=1

3.3. Model’s Robustness Test

The model robustness test is used to see how well the model performs in each group
when it is used to forecast data in other regions.

3.4. Case Number Forecasting in the Next Several Periods

The model that has proven to be robust is then used to forecast the number of cases in
the coming period. The Health Service has stated that the forecast that needs to be made
concerns the next 24 months.

4. Results and Discussion

Modeling in each sample area is carried out by involving many variables that are
considered to have an effect on the number of cases of this disease. Tables 4-6 show the
results of the correlation test between the variables involved for Surabaya, Malang, and
Sumenep, respectively.
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Table 4. Correlation test results for independent variables in Surabaya.

Variable Pra P DPT-1 DPT-2 DPT-3 DPT-4 K
Py 0.485 1.000
DPT-1 0.091 0.052 1.000
DPT-2 0.052 —0.003 0.930 1.000
DPT-3 0.042 —0.033 0.894 0.944 1.000
DPT-4 —0.033 —0.080 0.139 0.167 0.150 1.000
K —0.111 —0.165 0.088 0.177 0.148 0.146 1.000
Table 5. Correlation test results for independent variables in Malang.
Variable Piiq P DPT-1 DPT-2 DPT-3 DPT-4 K
Py 0.110 1.000
DPT-1 —0.086 —-0.114 1.000
DPT-2 —0.035 —0.063 0.959 1.000
DPT-3 —0.023 —0.085 0.947 0.962 1.000
DPT-4 —0.083 —0.140 —0.026 0.028 —0.005 1.000
K 0.959 0.026 —0.200 —0.190 —0.196 0.675 1.000
Table 6. Correlation test results for independent variables in Sumenep.
Variable Py P DPT-1 DPT-2 DPT-3 DPT-4 K
Py 0.168 1.000
DPT-1 —0.039 0.062 1.000
DPT-2 0.049 0.101 0.877 1.000
DPT-3 0.072 0.112 0.889 0.908 1.000
DPT-4 —0.002 —0.028 —0.125 —0.129 —0.141 1.000
K 0.117 0.066 —0.328 —0.363 —0.371 0.120 1.000

Tables 4-6 shows that the value of the correlation coefficient in the city of Surabaya
ranges from —0.033 to 0.485. The variables that have a negative correlation are the DPT-
4 immunization coverage variable and the population density variable, which means
that when the value of these variables is greater, the value of the number of cases in
the next period will decrease, while the remaining variables have a positive correlation,
which means that changes in the values of these two variables are directly proportional
to changes in the value of case numbers in period of t. In Surabaya city, it was found that
the most influential independent variable was the number of sufferers in the f period, with
a correlation coefficient value of 0.485, which is included in the sufficient criteria [9]. The
other independent variables in the Surabaya city data have a very weak correlation with the
dependent variable. From the analysis of the correlation results in Malang and Sumenep,
it emerges that the variable that has the highest correlation value is also the number of
sufferers in the period .

The results of determining the range values for each variable, taken from the lowest
and highest values of the training data for each variable, can be seen in Table 7. Meanwhile,
the parameters of each model in each region are listed in Table 8. An example of the formed
rule fragments (“L” is for “Low Number”, “MN" is “Medium Number”, “MA” is “Many”,
“LD” is “Low Density”, “FD” is “Fair Density”, “HD” is “High Density”, “U” is “Uneven”,
“FE” is “Fairly Even”, and “E” is “Even”) is shown in Table 9.
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Table 7. Variable ranges.

Variable Malang Surabaya Sumenep
Upper Lower Upper Lower Upper Lower
Limit Limit Limit Limit Limit Limit
Number of Diphtheria
Sufferers Period t 0 6 0 16 0 4
Population Density Period ¢ 706 728 8008 8183 528 540
DPT-1 Immunization 6.92 17.1 6.48 14.44 6.7 11.07
Coverage Period ¢
DPT-2 Immunization 697 1629 6.21 1217 643 11.04
Coverage Period ¢
DPT"3 Immunization 716 1635 617 1335 689 1175
Coverage Period ¢
DPT-4 Immunization 0 10.54 0 100 0 127.02
Coverage Period ¢
Number of Diphtheria
Sufferers Period t + 1 0 6 0 16 0 4
Table 8. Parameter model C.3 in Sumenep.
Standard Standard
Variables MF Label Deviation: Deviation: Average
Lower Upper
Low Number 0
Sufferers Medium Number 0.637 0.8493 2
Many 4
DPT-1 Uneven 6.7
Immunization Fairly Even 0.6959 0.9279 8.885
Coverage Even 11.07
DPT-2 Uneven 6.43
Immunization Fairly Even 0.7341 0.9788 8.73
Coverage Even 11.04
DPT-3 Uneven 6.89
Immunization Fairly Even 0.7739 1.032 9.32
Coverage Even 11.75
DPT-4 Uneven 0
Immunization Fairly Even 20.23 26.97 63.51
Coverage Even 127.02

The results of the model’s performance in the studies of twelve scenarios in the districts
of Malang, Surabaya and Sumenep are shown sequentially in Tables 10-12. In Malang, the
model that has the lowest SMAPE value is the model of scenario C.7. Specifically, C.7 is the
scenario in which all independent variables and seven membership functions are used.
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Table 9. Model results in Malang, using scenario D.3.

P K DPT-1 DPT-2 DPT-3 DPT-4 Pia
L LD U U u 8]
L LD E E E 8] B
L FD FE U FE U LD
L HD 8] 8] 8] FE LD
MN FD 8) U U FE LD
MN FD 8] 8] 8] FE B
MN HD U U U FE MN
LD 8] 8] 8] 8] MN
FD U U U U LD
Table 10. Model accuracy in Malang.
Train Test
MF Model
MSE SMAPE MSE SMAPE
A3 2.503 61.9% 8.785 54.91%
3 B.3 2.643 57.8% 11.674 99.83%
c3 3.077 63.2% 8.580 67.75%
D.3 3.418 49.8% 7.300 54.37%
A5 2.475 46.4% 6.368 51.56%
5 B.5 1.645 45.7% 8.129 63.92%
C5 1.854 43.1% 6.327 49.75%
D.5 1.863 44.2% 5.837 46.78%
A7 2.248 62.1% 9.785 67.70%
7 B.7 1.411 41.1% 7.579 55.02%
Cc7 2.286 44.4% 6.269 45.83%
D.7 3.681 51.92% 5971 49.52%
Table 11. Model accuracy in Surabaya.
Train Test
MF Model
MSE SMAPE MSE SMAPE
A3 7.705 40.20% 14.940 35.51%
3 B3 8.967 64.31% 45.637 99.98%
C3 6.414 37.28% 20.017 34.48%
D.3 6.309 36.01% 21.039 35.57%
A5 6.633 40.43% 20.037 34.80%
5 B.5 5.211 32.95% 29.928 52.35%
C5 9.133 38.85% 13.657 31.02%
D.5 5.967 34.93% 27.693 36.71%
A7 6.296 35.98% 20.401 39.17%
7 B.7 3.780 30.38% - -
(&v4 7.072 36.39% 18.256 34.40%
D.7 4.997 33.43% 25.150 35.67%
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Table 12. Model accuracy in Sumenep.

Train Test
MF Model

MSE SMAPE MSE SMAPE

A3 1.285 76.9% 2.188 67.63%

B.3 0.838 75.4% 2.126 70.87%

3 C3 1.130 85.6% 1.980 68.86%
D.3 1.264 84.0% 2.130 78.09%

A5 0.802 86.7% 2.739 84.61%

B.5 0.618 85.7% 2971 91.27%

5 C5 0.586 75.8% 1.985 76.35%
D.5 0.572 77.0% 1.891 71.02%

A7 1.310 90.6% 2.527 84.88%

B.7 0.809 85.5% 3.261 77.18%

7 c7 1.078 79.0% 2.545 70.86%
D.7 1.079 90.3% 2.954 75.07%

In the Surabaya city model, the model that has the best accuracy/smallest SMAPE is
the model with scenario C.5, in which the number of sufferers and the coverage of DPT
immunization are the variables used. The best performance in the Surabaya model is 31.02%.
In scenario B.7 of the Surabaya city model, the testing results cannot be obtained. This
is because in scenario B.7, the variables used are the number of sufferers and population
density, where the population density variable shows an upward trend. In scenario B.7, the
standard deviation value used in the model is smaller than in B.5 and B.3, so the model
cannot reach variable values that are far from those of the predetermined range.

In the model for the Sumenep area, the model with the best performance is the model
with scenario A.3. In Table 12, it can be seen that model A.3 has the lowest SMAPE value,
which is equal to 67.63%.

The SMAPE value calculated for each model can be used to determine the best model.
However, it transpires that the model that has the lowest SMAPE score in each city has a
different number of membership functions. In the Malang regency model, the model with
the lowest SMAPE score is that which has a scenario with seven membership functions.
In the Surabaya city model, the model with the lowest SMAPE score is the model with
five membership functions. Finally, in the Sumenep model, the model with the lowest
SMAPE score is the model that has three membership functions. If the models with low
SMAPE scores are used, they may lead to differences in linguistic categories. Therefore,
the selection of the best model to be used in the next process is carried out to equalize the
number of membership functions.

Looking at the graphs of the actual data forecasting results, for the city of Surabaya
and the Malang regency, the forecasting chart that follows the actual data pattern is the
model with a total of three membership functions, while for Sumenep, the model with a
good data pattern is the model with a total of five membership functions. So, the model
chosen for forecasting is the model with a membership function of three, which only uses
the variable of the number of cases.

Next, to find model with the best robustness for each group, the models will be tested
on data from other cities/regencies in the same group. The model robustness test was
carried out in other regions. Comparisons of the actual data with the results of the forecast
by the robustness model in the three regions are shown in Figures 2—4.

Figure 2 shows the results of testing the model on data from other cities/districts. The
trial results of the Surabaya city model using Blitar data graphs show forecast results that
follow a pattern. However, the graph seems to shift. Within the Blitar data, the trend of
increasing in the mid-period is not captured in the forecast results. Both of these trends
occur because of the combination of basic rules used in the model.
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Figure 4. Results of the Sumenep model trial using Magetan data.
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The results of the trials for the Malang regency and the Sumenep models in Figures 3
and 4 show the same result: the graphs follow a pattern, but there is a ‘delay’ in the pattern.
The reason for this is the same, namely the basic rules used. From the trials conducted, it
can be concluded that the rules cannot be used optimally, because the data do not have a
strong linear correlation; therefore, they are less able to capture patterns.

After we know how the model performs against other data, we may forecast the case
numbers for the next several periods. The forecasting results for the next several periods
using model A.3 in the Malang region are shown in Figure 5. The future forecasting results
for the Malang regency show a straight graph with the same value, without any up or
down pattern. This is due to the rules used in the model.

Case Number
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Figure 5. The next period forecasts results in Sumenep.

The actual value used in the January 2019 period is included in the first category,
namely “Low Number”, and according to the rules used, if there is a value that is in the
“Low Number” category, the result is “Low Number”. This is why the value of the forecast-
ing results does not increase or decrease; the value remains in the “Low Number” category.

5. Conclusions

Accurate forecasting of the number of diphtheria cases is very important, because
forecasting numbers are needed as a basis for making decisions regarding preventive
measures. The type-2 fuzzy approach used herein produces different performances when
it involves different independent variables and membership functions. The results of the
correlation test show that not all the independent variables involved have a significant
effect on the forecasting results. The type-2 fuzzy method is more suitable for application to
data that show a strong relationship between variables. Forecasting involving the number
of sufferers in the previous period produces the best forecasting. The relationship between
these variables has an impact on the basic rules generated in the fuzzy model.

Experiments and robustness model tests show that the Malang group model in several
regions produces forecasting results with patterns similar to those of actual data; however,
it experienced time delays. However, specifically in the Batu region, the forecasting results
were less able to follow the actual data pattern, because there are actual data whose values
are outside the range of variables used in the training model. The variable number of
patients in the training model reached a maximum of six, but other regional data have
a value of more than six. This condition means the rules used on the model are unable
to capture patterns. The same is true of the results of the Surabaya group model. The
forecasting results in the Blitar region showed that the increasing trend in the middle of the
period was not captured in the forecasting results. This result was also influenced by the
rules used in the model. The increment value is very high, and lies outside the variable
range; thus, the basic rules do not capture this value. This was a similar result to that
captured using the models of the Sumenep model trials in other regions. The forecasting
results in several test areas, including Magetan, follow the actual data pattern, but with
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delays. The model can effectively capture the value of the increase; this is because the data
value in this district is still within the pool of variable values used in the training model.

The basic rules used greatly affect the forecasting results, as do the values of the upper
limit and lower limit. Determining the value of the upper limit and lower limit for each
range of variables using the min-max method on training data transpired to be less than
optimal. With min—max, the model cannot capture values that are far from the range of
values that existed before. Thus, this method is not suitable for application to data that
shows a trend. In future research, this type-2 fuzzy model will be developed in terms of the
basic rules used. In addition, it is necessary to develop this type-2 fuzzy method so that the
range of variables may be dynamic, and may capture all existing data patterns.
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Abstract: Triangular fuzzy numbers (TFNs) are used to express the weights of criteria and alternatives
to account for the ambiguity and uncertainty inherent to subjective evaluations. However, the
proposed method can easily be extended to other fuzzy settings depending on the uncertainty facing
managers and decision-makers. Triangular fuzzy number (TFN) is a critical component in building
fuzzy models such as fuzzy regression and fuzzy autoregressive. Many symmetrical triangular fuzzy
numbers have been proposed to improve the scale’s linguistic accuracy. Additionally, Sturges’ rule is a
well-known approach to determining criteria or intervals of grouped data. However, some existing
TEN methods are challenging despite being considered in building fuzzy regression models. The
increase in electricity distribution is caused by the number of customers and the amount of installed
capacity factors in Indonesia. The identified factors are uncertainty, inexactness, and random nature.
This paper investigates the residential electricity distribution model using fuzzy regression time series.
In the beginning step, the integration between conventional TEN and Sturges’ rule was proposed
to determine the criteria or scale of linguistic terms. The secondary data was collected from BPS
Indonesia from 2000 to 2021. The dependent variable was denoted as electric power distribution (Ygr).
On the other hand, the number of customers and the amount of installed capacity were grouped as
independent variables (Xp;, and Xkr). The results showed that the best forecasting model is an FLR
right upper limit without constant. This proposed model also has higher MAPE accuracy at 1.44%
compared to classical models. Additionally, the proposed triangular fuzzy number could improve the
accuracy of the proposed model significantly. Interestingly, both dependent and independent factors
were initially forecasted using a basic time series model, namely exponential smoothing.

Keywords: fuzzy linear regression; exponential smoothing; triangular fuzzy number; Sturges rule;
electricity power distribution

1. Introduction

The conventional ordinary regression method requires very strict statistical assumptions
such as linearity of variables, no multicollinearity among independent variables, homoskedas-
ticity, reliability of measurement, error should be normally distributed and independently [1].
All assumptions above should be provided completely to attain the best regression model.
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Additionally, the input information related to data quality is a highly indispensable compo-
nent that should be considered for this method. However, this regression method will not be
effective and is not recommended for limited data size and linguistic variables. Based on a
systematic review paper, multiple linear regression, general linear regression, polynomial
regression, exponential regression, and multivariate adaptive regression spline are frequently
implemented for electricity load consumption forecasting models [2].

In previous studies, some non-statistical methods, such as fuzzy regression, fuzzy
autoregressive, general regression neural network, kernel regression with k-nearest neigh-
bors, and fuzzy time series, have been integrated with ordinary regression to handle the
previously-mentioned limitations [3-6]. Its applications are commonly employed for elec-
tricity forecasting [2]. For example, one of them is the integration between fuzzy and
regression methods in handling some issues like linguistic data, small-size data, and nor-
mality data. Fuzzy regression estimates parameters using the fuzzy optimization approach
more effectively than the ordinary least square [7,8]. Some fuzzy regression methods
consider the triangular fuzzy number (TFN) for data pre-processing [9].

In each country, electricity forecasting and its models are the main components to be
managed and projected by state and private companies for efficient operations of power
distribution systems in supporting daily life activities [10,11]. The conventional models
have been discussed and implemented by previous researchers to investigate electricity
power distribution and its factors using conventional regression or time series. However,
the highest forecasting accuracy is an arduous task since various unpredictable factors may
influence electricity power distributions.

Hybrid models have been introduced to improve elements, such as forecasting ac-
curacy and data size. Fuzzy regression is one of the hybrid model types in electricity
forecasting [12-14]. This model deals with the triangular fuzzy number (TFN) of fuzzy
form data and is not strictly vital in terms of statistical assumptions [15-17]. In this paper,
time series analysis is proposed to support fuzzy regression in predicting the value of each
variable (dependent and independent) by following a series of times (yearly data). Because
the fuzzy regression model is suitable for estimating the significant relationship between
dependent and independent variables using fuzzy parameters, it is not a recommended
model to forecast future values of variables, especially time series data. Thus, an exponen-
tial smoothing model is more practical for such forecasting purposes. Essentially, there are
two forecasting phases in this paper.

2. Fundamental Concept
2.1. Triangular Fuzzy Number (TFN)

In 1965, the concepts of fuzzy set and membership function were first proposed by
Zadeh [18-20]. Some basic notions on fuzzy sets and numbers are included below:

Definition 1. Fuzzy sets
A fuzzy set A of a universal set X is defined as follows:

A={(xpax) [ x X}

where p(x) : X — [0,1] is the membership function of the set A. The membership value pi 4 (x)
indicates the degree of membership of x € X to the set A.

Definition 2. Triangular Fuzzy Number (TFN)
Let a, b and c be real numbers with, a < b < c. Then, the triangular fuzzy number (TFN), A
=(a, b, ¢) is the fuzzy number (FN) with a membership function [18].

3=, X € [a,b]

c—X

y=m(x)=9q 5 x€[b] @
0, x<aandx >c¢
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Thus, Equation (1) is interpreted as membership functions as shown in Figure 1.

tal

o a o time

Figure 1. Triangular fuzzy number A = (x1, a2, a3).
Based on Equation (1), a TFN can be defined as:
TEN =y = [y, ¢, o] ()
Based on Equation (2), if the TEN is symmetrical, ap — a1 = a3 — ap, then y is denoted as
y=loq] 3)
where a is a spread of TFN and y is a non-fuzzy number if a = 0.

2.2. Fuzzy Regression Model (FRM)

Fuzzy least square and fuzzy linear regression models have been introduced by Tanaka
in 1982. Both models used fuzzy forms in terms of input, process, and output, respectively.
Mathematically, FRM with and without intercept is written as [21]:

Y=Ap+ A1 X+ -+ AnXin = AX 4)

and o N N
Y= A1 Xy + -+ AnXin = AX ®)

From Equations (4) and (5), ;1 = (pj; c]-),j =1,2,---,m,while p; is a mid-value of j
and ¢ i reveals a spread value of j. Both equations are detailed in Table 1.

Table 1. General FRM based on intercept and bound functions.

Bound Function FRM with Intercept FRM without Intercept
Lower bound function Yl = jif;o (pj =) Xij Y} = ]_i (pj =) Xij
Mid-value function Y= jio PiXij )= jé piXij
Upper bound function Y = j’:ZnO (pj + )X Y = jgl (pj + )X

Based on Table 1, some extension models have been proposed by previous
researchers [21-23] to handle the limitation and minimize the spread of the triangular
fuzzy number (TFN) from FRM, as presented in Table 2.
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Table 2. Extended FRM based on [11-13].

FRM with Intercept [21] FRM without Intercept [21]
Z = min ;":ocj Z = min ]'-":lcj
0P+ (L= Efo | Xy 2 Y+ (1= h)e; 7 P+ (L= DE ] Xy 2 Y+ (1= ey
0 piXij + (1= 06| Xif| < Yit (1= h)ey 1 P+ (1= WD 6 Xy | < Vit (1= h)ey
which¢; >0, pe 0<h <1 which¢; >0, pe R;0<h <1
FRM with intercept [22] FRM without intercept [22]

NN
Z = min} il ¢ [:o\Xij‘

o PiXij+ (1 =) ¢ Xij > Yi+ (1= h)e;

Yo piXij+ (1= h)ElLgciXi < Yi+ (1—h)e;

Z = ming) 6 X
;—V’Zl p]le + (1 - h)zjmzl C]'Xij > Yl + (1 - h)ei
Yty piXij+ (L= h)EL X < Yi+ (1= h)e;

FRM with intercept [23]

FRM without intercept [23]

min
Z =" (Xio Xilo ¢ Xij)

Vi < Yo piXij + (1= h)Eio ¢ Xij.
Y; > Eilo piXij — (1= )Ll ¢ Xj.

min
Z =" (X X ¢ X))

Vi ST piXi+ (L= T X
Y; > Xy piXi — (1= )L, ¢ X

From Table 2, the general FRM has been extended in terms of objective and constraint
functions, respectively. All extended models will be used to estimate the significant factors
that contribute to the electricity power distribution for residential sectors in Indonesia from
2000-2016.

2.3. Exponential Smoothing Model (ESM)

In time series data analysis, ESM is widely used for estimating in the light of more
recent in an exponentially decreasing manner. The most recent observation receives the
most weight, & (where 0 < a < 1); the second most recent observation receives less
weight, a(1 — «); the observation of two time periods in the past receives even less weight,
a(l— a)z ; and so forth. Formally, ESM is written mathematically as below [24,25]:

Vi =aY;+(1—a)Y; (6)

From Equation (6), Y;1 is a new smoothed value or the forecast value for the next
period, « is the smoothing constant, Y; is a new observation or the actual value of the series
in period f, and Y; is the old-smoothed value or the forecast for period t. This model is also
frequently applied to the forecast of electricity load demand data.

3. Forecasting Model for Electricity Power Distribution

In this paper, we considered three phases on electricity power distribution and its
factors were proposed based on three different forecasting models as illustrated in Figure 2.

Estimation using
Ordinary
Regression Model
(ORM)

Parameter e Phase 2 [Ii% «Forecasting
e ::: of time series
e Parameter variables

Estimation e using ESM

using FRM
[Phase 5 |

Figure 2. Phase on building an electricity forecasting model.
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Based on Figure 2, FRM can be applied if the ORM has been established in the first
phase. All slopes or parameters obtained from the ORM will be used to formulate a fuzzy
linear programming model. From the FRM, some possibilistic models will be obtained,
as described in Table 2, respectively. Measurement error using mean absolute percentage
error (MAPE) through data training-testing will be considered to choose the best FR. At the
end of the process, ESM will be implemented to forecast the electricity power distribution
and its factors for the residential sector by following a series of times (yearly data).

4. Empirical Study

In this section, the implementation of the suggested phases is attempted in two case
studies as follows:

Case study A: Electricity power distribution

Step 1: Build ORM for electricity power distribution using secondary data [26] as
presented in Table 3.

Table 3. ORM for electricity power distribution data.

Assumptions Statistical Test Output

Normality p-value = 0.200 p-value > «, variables are normally distributed.
Linear trends between dependent and
independent factors occurred.

Autocorrelation p-value = 1.00 p-value > &, no autocorrelation in variable.
p-value xp; =0.00  p-value > a, there is no heteroscedastic occurred
p-value xg7 =0.35  among variables.

Multicollinearity VIF = 22.302 VIF > 10

Linearity Scatterplot

Heteroskedastic

Step 2: Transform single data into symmetrical TFN forms for electricity power
distribution and its factors using Sturges rule as follows:

e Determine range (R) data for each dependent and independent variable.
e  Determine k = 1+ 3.322log (n).
e  Determine I = %
e Determine lower and upper limits of intervals.
e  Provide a distribution table.
For example, the transformation value of customer numbers is illustrated in Figure 3.
50,000,000
40,000,000
30,000,000
20,000,000

Figure 3. Number of customers in TEN form using Sturges.

Step 3: The estimates of fuzzy parameters presented in Table 4 illustrate the building
of fuzzy optimization.

Table 4 shows the minimization of the spread function (c;) from the mid value (p;)
using fuzzy intervals to left-right constraints.

Step 4: Based on parameters obtained in Step 3, build FRMs as presented in Table 5.

Table 5 shows that the left and right sides have three different FRMs, respectively.
Furthermore, these models will be used for forecasting purposes using training and testing
data in Step 5.

Step 5: Forecast electricity power distribution using all possible FRM as expressed in
Table 6, respectively.

Step 6: Evaluate and validate all possible FRMs using MAPE of training and testing
data, respectively, as presented in Table 7.
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Table 4. Fuzzy parameters estimation.

Side Model h (o co) (py;c1) (py; c2)

_ With 0.1 (0;6254.65) (0.0009;0) (0.4744;0)
Left mt.ercept

Without 0.1 - (0.0011;0)  (0.1689;0.2478)

intercept

_ With 0.1 (0;5566.48) (0.0014;0) (0;0)
Righ  ntercept

ithout
intercept 0.1 - (0.0014;0) (0;0.1761)

Table 5. FRM for left and right sides.

Side Bound FRM with Intercept FRM without Intercept
Lower JRT = (—6254.653) + (0.0009)xpr, + (0.4744)xgT ;RT = (0.0011)xpy, 4 (—0.0789)xkT
Left Middle yRT = (0.0009)xpy. + (0.4744)xkT ;RT = (0.0011)xpy, + (0.1689)xkT
Upper yRT = (6254.653) + (0.0009)xpy, + (0.4744)xkT ?RT = (0.0011)x + (0.4167)xgT
Lower yRT (—5566.489) - (0.00145)xpy, yRT = (0.00142)xp;, + (—0.1761)xkT
Right Middle JRT = (0.00145)xp, ;RT = (0.00142)xpr,
Upper yRT = (5566.489) + (0.0014)xp, ;RT = (0.00142)xp, + (0.1761)xgT

Table 6. Forecast values using left-right sides FRM.

FRM with Intercept
Side Year Lower Forecast ~ Middle Forecast ~ Upper Forecast
(GWh) (GWh) (GWh)
2000 27,753.59 34,008.25 40,262.90
. 2001 28,847.35 35,102.00 41,356.66
Training
Left 2012 56,522.18 62,776.84 69,031.49
2013 60,169.24 66,423.89 72,678.54
Testing 2014 66,913.75 73,168.41 79,423.06
2015 71,008.86 77,263.51 83,518.17
2000 33,288.69 38,855.18 44,421.67
Traini 2001 34,896.46 40,462.95 46,029.44
raining
Right 2012 61,502.51 67,069.00 72,635.49
2013 67,144.44 72,710.93 78,277 .41
Testing 2014 71,795.22 77,361.71 82,928.20
2015 76,574.60 82,141.09 87,707.58
Table 7. MAPE training-testing of FRM.
MAPE Training
Side Bound FRM with Intercept FRM without Intercept
Lower 25.21% 87.87%
Left Mid 10.22% 11.45%
Upper 10.27% 8.49%
Lower 8.17% 10.15%
Right Mid 10.74% 10.16%
Upper 16.99% 13.73%
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Table 7. Cont.

MAPE Training
Side Bound FRM with Intercept FRM without Intercept

MAPE Testing

Lower 26.71% 85.80%

Left Mid 15.69% 24.11%

Upper 6.44% 4.50%

Lower 16.35% 25.07%

Right Mid 7.96% 10.24%

Upper 1.05% 1.44%

Based on Table 6, scatter plots between actual and forecast values are illustrated in
Figure 4.

70,000
60,000
50,000
40,000
30,000

a. FRM left without intercept
80,000

70,000
60,000
50,000
40,000
30.000

80,000
70,000
60,000
50,000
40,000
30,000

70,000
60,000
50,000
40,000
30,000

d. FRM left with intercept

Figure 4. Actual and forecasted values using various FRM.

Step 7: Forecast electricity power distribution for 2016-2021 using the best FRM
model (smallest MAPE) without intercept and exponential smoothing (ES) as presented in
Tables 8 and 9, respectively.

Table 8. Testing data for 2016.

o XpL XKT Ygr (FLR) Yrr (ES)
0.1 39,323,118 33,265 [49,980.83; 61,696.83] 56,462.07
0.5 53,328,382 51,360 [66,681.89; 84,770.72] 83,418.89
0.9 56,283,050 55,075 [70,223.31; 89,620.56] 88,212.52
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Table 9. Testing data for 2017-2021.

Year Actual Load (GWh) FLR ES

2017 94,457.38 93,788.67 92,600.35
2018 97,832.28 96,988.25 95,566.78
2019 103,733.43 103,300.98 102,342.23
2020 112,155.85 110,256.76 109,432.34
2021 115,370.04 114,399.12 112,578.35

Based on Table 8, electricity power distribution (ygr) is predicted using FRM right
without intercept, as expressed in Table 7. On a regular basis, a regression model is
not directly practical for forecasting purposes. In this case, each variable was gathered
and measured by considering time intervals (yearly time series data). Thus, they should
be predicted separately using time series models such as exponential smoothing (ES).
Additionally, each forecasted value was obtained from the ES model, respectively.

In the final stage, the prediction of power distribution can be substituted into FRM
right model as written in Equation (7):

Yrr = (0.00142)xpy + (0.1761)xkr 7)

From this table, the predicted ;RT values were obtained using Equation (7) and ES
model. Actual yrr power distribution was 93,634.63 GWh in 2016. On a note, the predicted
and actual values revealed immense differences because the State Electricity Company of
Indonesia offered a power subsidy for the residential sector for that year. Additionally,
the national championship sports of Indonesia were also conducted in 2016. Therefore,
the electricity distribution exceeded the actual amount. In this case, two forecasting parts,
namely parameter estimation using fuzzy regression and future amount estimation, were al-
ready taken into account using the exponential smoothing technique. Unlike some previous
studies [11-14], the researchers were only concerned with the fuzzy regression part.

The State Electricity Company of Indonesia offers subsidies for their customers every
year. Thus, the proposed model lacks the ability to capture the actual amount. Occasionally,
the difference is also significant between forecasted and actual amounts.

Case study B: Palm oil production

By following the same steps given in Case study A, the comparison between actual and
forecast values can be shown for palm oil data from January-December 2012 in Tables 10-12,
respectively.

Table 10. Forecast values of monthly palm oil production using left-right sides FRM.

FRM without Intercept
Side Month Lower Forecast ~ Middle Forecast ~ Upper Forecast
(Ton) (Ton) (Ton)
January 94,798.74 142,018.68 189,209.00
Traini February 103,945.71 151,423.05 198,870.76
raining
Left July 107,295.64 160,669.99 214,014.74
October 91,942.59 141,056.79 190,141.37
Testing ~ November 123,030.85 180,891.52 238,722.57
December 89,362.53 145,768.25 202,144.36
January 110,503.70 142,588.11 188,983.20
Traini February 119,041.69 151,316.91 197,902.81
raining
Right July 122,625.62 159,480.26 210,645.57
October 107,851.67 141,462.56 189,384.12
Testing November 137,206.26 177,686.27 232,476.96
December 105,871.75 145,206.90 198,852.74
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Table 11. MAPE training-testing data with and without intercept using FRM.

Left Right
Average Average
Bound Bound Bound Left Bound Bound Bound Right
Lower Middle Upper Lower Middle Upper
Training . With 32.45% 10.28% 25.95% 22.90% 21.68% 11.22% 36.73% 23.21%
intercept
Without = 5919 886%  3791%  2533%  1886%  884%  3670%  2146%
intercept
1 With 0, 0, 0, 0, 0, 0, 0, 0,
Testing . 23.32% 22.31% 53.57% 33.07% 17.42% 32.06% 67.20% 38.89%
intercept
.‘N ithout 21.51% 24.77% 61.64% 35.97% 16.17% 25.36% 61.20% 34.24%
intercept
Table 12. Testing data for January 2013.
0.1 24,281.6 28,352.1 217.4 [134,795.7; 176,277.5] 153,420.7
0.5 24,220.2 28,398.1 266.0 [135,332.0; 186,087.2] 159,424.9
0.9 26,089.9 28,362.0 245.9 [11,321,307.1; 11,368,226.9] 154,326.2
5. Conclusions

In this paper, the parameters (intercept and slopes) of ordinary regression in building
fuzzy linear regression were implemented. Both parameters were employed for fuzzy
optimization purposes, namely objective function and left-right constraints. Furthermore,
the Sturges rule was used to determine the symmetrical TEN and the number of fuzzy
intervals when the total number of observations was specified.

In application, FRM without intercept was considered to capture the actual electricity
data precisely. Each variable from FRM was predicted using a basic time series technique
known as exponential smoothing. Therefore, two types of forecasting strategies have been
employed to estimate yearly electricity power distribution in Indonesia from 2000 to 2021
and palm oil production. In this paper, we also considered the effectiveness between with
and without intercepts in the forecasting models.
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Abstract: El Nifio-Southern Oscillation (ENSO), a natural phenomenon in the Pacific Ocean, is caused
by cyclic changes in sea-surface temperature (SST) and the overlying atmosphere in the tropical
Pacific. The impact of ENSO varies, ranging from slightly warmer or colder temperatures to extreme
weather events such as flash floods, droughts, and hurricanes, affecting various regions around
the globe. Therefore, ENSO forecasting has paramount importance in the atmospheric and oceanic
sciences. The Oceanic Nifio Index (ONI), a three-month running mean of SST anomalies over the
east—central equatorial Pacific region, is the commonly used metric for measuring ENSO events.
However, the literature shows that the forecasting accuracy of ONI for lead times exceeding one year
is low. This study aims to improve the forecast accuracy of ONI for up to 18 months lead time by
applying an Adaptive Graph Convolutional Recurrent Neural Network (AGCRNN). The graph-
learning module adaptively learns the spatial structure of features during training, while the graph
convolution in hidden layers of the recurrent neural network captures the temporal relationships of
features with ONI. Experiments conducted on simulation and reanalysis datasets demonstrate that
AGCRNN outperforms state-of-art statistical and eight dynamical models for forecasting ONI with
up to 18 months’ lead time.

Keywords: graph networks; deep learning; climate anomalies; spatial-temporal data mining

1. Introduction

El Nino-Southern Oscillation (ENSO) represents the climate variability in the tropical
Pacific Ocean caused by coupled ocean—atmosphere interactions and is associated with
severe rainfalls, floods, and droughts affecting both tropics and subtropics [1,2]. El Nifio in
ENSO refers to the periodic warming of sea-surface temperature (SST) across the central
and east—central Equatorial Pacific Ocean. Southern Oscillation in ENSO refers to the
atmospheric component coupled with sea-surface temperature changes. The warm phase
of ENSO is known as El Nifio, and the cold phase of ENSO is known as La Nifa.

The commonly used metric for measuring ENSO events is the Oceanic Nifio Index
(ONI). This is a three-month running mean of SST anomalies over the east—central equatorial
Pacific region (aka Nifio 3.4 region) spanning between 5° N-5° S and 120° W-170° W. An El
Nifio event is observed in the Nifio 3.4 region if the ONI is +0.5 °C or higher, which means
that surface waters in the east—central equatorial Pacific are warmer than average by +0.5 °C
or higher for five consecutive months. Conversely, a La Nifia event is observed in Nino
3.4 region if the ONIis —0.5 °C or lower, which means that surface waters in the east-central
equatorial Pacific are colder than average by —0.5 °C or lower for five consecutive months.

ENSO has a profound impact on global climate, with different impacts observed for
the warm (El Nifno) and the cold phases (La Nifia) of ENSO and the region being con-
sidered [3,4]. For instance, El Nifo is typically linked with warm and dry conditions in
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the southeastern areas of Australia, Indonesia, the Philippines, and the central Pacific Is-
lands. Furthermore, prolonged El Nifio episodes have caused droughts in India, Indonesia,
and Australia, and flash floods in the southern United States [5]. In contrast, La Nifia is
often associated with wetter conditions in eastern Australia and severe rainfall in Indonesia,
the Philippines, and Thailand. Coastal Ecuador and northwestern Peru experience drier
than average conditions during La Nifia. The prolonged La Nifia episodes have caused
severe rainfall in India, Indonesia, and Australia and droughts in the southern United
States [6]. The impacts differ for the two opposite phases of ENSO and their evolutionary
patterns. For example, the transition from El Nifio to La Nifia or La Nifia to El Nifio caused
flash floods in the northeast regions of Asia. Overall, understanding the impact of ENSO
events is essential to predicting weather patterns and mitigating the risk of natural disasters.

The conventional approach to machine learning (ML) involves using the input features
of each observation to predict the output, which, in this case, determines ONI. However,
these features alone are insufficient for spatial-temporal (ST) prediction problems since
time and location are critical factors. In addition, forecasting ONI in a given period requires
multiple data points across the tropical Pacific, not just a single data point. Therefore,
making predictions across the tropical Pacific rather than relying on a single data point is
essential. In this study, we structured input features, such as SST and upper oceanic heat
content at various points across the Pacific region, in a proper spatial-temporal format over
the past three months to forecast ONI for an up to 18-month lead time.

ENSO events occur due to interactions between SST and the overlying atmosphere.
SST is a measurement of the ocean’s surface temperature and is defined only for the
ocean, so SST values are unavailable for land. However, deep learning models such as
convolutional neural networks (CNNs) require an image or grid-like input. To maintain
this grid-like input, missing SST values for land points are estimated using interpolation
methods. Unfortunately, this interpolation approach may result in incorrect predictions
due to errors being introduced in the training data. To address this challenge, we apply
an adaptive graph convolutional recurrent neural network (AGCRNN), a graph-based
approach to handling non-grid input: SST and upper oceanic heat content for the past
three months to forecast ONI with up to 18 months’ lead time.

In a graph network, a node represents a data point, and an edge represents the spatial
connectivity between a pair of data points. An adjacency matrix represents the spatial
distance or proximity between any two nodes, which, in this study, is learned adaptively
from the data during training. Experiments on simulation and reanalysis datasets indicate
that our proposed approach is superior to previous methods in terms of the correlation
coefficient (CC) and coefficient of determination (R?) for all lead times up to 18 months. The
rest of the paper is organized as follows. Section 2 reviews the selected literature on ENSO
forecasting, followed by a description of our dataset, given in Section 3. Section 4 elaborates
on the proposed methodology, and Section 5 discusses the results of the experiments.
Finally, Section 6 concludes the paper with a summary of the findings and directions for
future research.

2. Literature Review

Although not specifically used for forecasting ENSO events, the significance of location
and time in predicting and forecasting geographical phenomena has been underscored in
the literature, both theoretically [7,8] and experimentally [9,10]. The literature on ENSO
forecasting can be broadly classified into dynamical and statistical methods. The dynamical
methods represent the physical processes of ENSO forecasting, such as coupled ocean—
atmosphere interactions using complex numerical equations. These methods require
large-scale computational resources and can take several hours to generate predictions.
In contrast, statistical methods such as ours can extract meaningful patterns from historical
data and require fewer computational resources than dynamical models.
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2.1. Dynamical Methods

Zhang et al. [11] examined the changes in forecasting skills caused by changes in
SST anomalies in the Pacific after the year 2000. The ensemble of SST forecasts from
five dynamical models is evaluated. Another dynamical model, Climate Forecast System
version 2 (CFSv2) [12], forecasts SST at a 9-month lead time by considering the initial
conditions at the Oth, 6th, 12th, and 18th hour of every 5th day from 1982 to 2010. Therefore,
an ensemble of 24 (6 days x 4 timesteps) forecasts for each month is referred to as the
forecast for that month. The CC for a 9-month lead time is 0.34.

2.2. Statistical Methods

Linear models, such as least regression [13] and support vector machine [14,15],
and non-linear models, such as decision trees [16] and random forest [17], are used for
forecasting ENSO events. For example, in [13], the upper oceanic heat content and the
thermocline depth at 20 °C isotherm are the variables used for forecasting. Ensemble
learning is applied in both dynamical methods and statistical methods [17]. The three
models used in the ensemble classifier are the artificial neural network, random forest,
and nearest neighbor. The ensemble classifier uses the voting scheme to generate the final
prediction. It correctly predicted 12 out of 13 central Pacific El Nino, 20 out of 20 eastern
Pacific El Nino, 19 out of 26 La Nina, and 63 out of 64 neutral events. In a recent review [18],
the application of machine learning algorithms and their role in improving the prediction
skill of ENSO are discussed.

Recent studies applied artificial neural networks [19-21] convolutional neural net-
works (CNNs) [22-24], and recurrent neural networks [25-27] to ENSO forecasting. For ex-
ample, in [22], CNN outperformed state-of-the-art dynamical models and achieved a CC
of 0.5 for forecasting ONI for lead times of up to 17 months. Furthermore, the enhanced
version of CNN, called all season-CNN (A-CNN), proposed in [23] improves the CC from
0.3 to 0.4 for a lead time of 23 months. A variant of CNN, such as the dense convolu-
tional long short-term memory (DC-LSTM)), is used in [28] for forecasting ENSO events.
A dense convolutional layer and a transposed convolutional layer are used to extract the
spatial features from the input, and multi-layer casual L-shaped LSTM is used to capture
the temporal dynamics of SST anomalies. In addition to SST, T300 (vertically averaged
oceanic temperature above 300 m), zonal wind, and meridional wind are used as predictors.
Their results conclude that additional predictors showed no correlation with ENSO events.
Although the performance of DC-LSTM is superior to that of CNN [22], the number of
trainable parameters is relatively higher. Other variants, such as deformable CNN [29] and
residual CNN [30], are also applied to forecast ENSO events.

Graph Neural Networks (GNNSs) are the generalized version of CNNs that can handle
non-Euclidean/non-uniform data. GNNs work well for spatial data as they can model the
relationships between variables as graph edges. They are widely used in applications such
as intelligent transportation, earthquake prediction, recommendation systems, and social
media data-mining. However, it is surprising that GNNs are rarely applied in climate
science and weather forecasting. Therefore, this study applies a graph-based approach,
mainly AGCRNN, to forecast ONI for up to 18 months’ lead time. The main difference
between our work and the other graph-based ENSO prediction [27] is that we learn the
graph structure from the dataset during training, rather than learning a predefined graph
structure that can be incomplete and inaccurate. Then, we modify feed-forward connections
in the gated recurrent unit (GRU) with graph convolutions to capture the features’ spatial
structure and temporal relationships with ONI.

3. Data Description

This study uses historical simulation and reanalysis datasets to forecast ONI, which
is a three-month average of SST anomalies over the east-central equatorial Pacific region
ranging from 5° N-5° S to 120° W-170° W. The historical simulation data were collected
from 21 selected Coupled Model Intercomparison Project 5 (CMIP5) models. A single
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60°S
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ensemble member from each CMIP5 model was chosen for 1860-2001. The reanalysis
datasets were collected from Simple Ocean Data Assimilation (SODA) and Global Ocean
Data Assimilation System (GODAS) for 1871-1973 and 1984-2017, respectively.

The study region contained both ocean and land data points (1728) collected across
0-360° E and 55° S-60° N with a 5° x 5° resolution, as shown in Figure 1. However, since
SST and upper oceanic heat content are defined only for the ocean, we excluded land
data points from our analysis, which resulted in 1345 data points, as shown in Figure 2.
The features used in the study were three months’ SST and upper oceanic heat content
anomalies measured at each point, and output was the ONI for a lead time of up to
18 months.
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Figure 1. Data points are separated by 5° across latitude and longitude.
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Figure 2. Data points are separated by 5° across latitude and longitude after excluding points on land.

4. Methodology

Data standardization is a common process to standardize features in ML. Since both
features (SST and upper oceanic heat content) have different ranges, we standardize them
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using the below equation, where x denotes a feature and x; denotes the value of that feature
at a single data point.

_ x; — mean(x)

~ standard deviation(x)

@

X

4.1. Problem Statement

Consider a time series X = {X.1,..., X.s,... }, where X.; = {x14, x4, .. .xN,t}T € RN*1
represents the observations recorded at N data points for time step t. Our goal is to predict
the future values of the time series based on historical values. We formulated a spatial-
temporal prediction problem to find a function F to forecast the next T steps based on
previous T historical values:

{ X1, Xopgo, o Xopo ) = Fo(Xo, Xopt, oo, Xe—11) 2

where 6 denotes model parameters. The spatial correlations between different time se-
ries were formulated as a graph network. In an undirected graph network G(V,E, A),
V1, Vs, ... Vi are the nodes of the graph, and E is the set of edges connecting the pairs
of nodes. A node represents a data point based on latitude and longitude, and an edge
represents the spatial connectivity between pair of data points. The adjacency matrix
A € [0,1] representing the proximity between nodes is an N x N matrix where each
entry A;; is the weighted representation of spatial similarity between nodes V; and V;.
If an edge exists between nodes V; and Vj, then 0 < A,j < 1; otherwise, Aij = 0. Therefore,
the spatial-temporal prediction problem is modified by adding graph network G as follows:

X1, Xopra, oo Xoppr ) = Fo(Xot, Xop1,+ -+, Xi—241,G) 3

4.2. Graph Learning Module (GLM)

Graph convolutional networks (GCNs) are applied in many domains, such as traffic
prediction, urban anomaly prediction, recommendation systems, molecular biology, and so-
cial network analysis. A multi-layer GCN with layer-wise propagation is approximated
using the first-order Chebyshev polynomial given by

H'* = o(D-2AD 1 H'W!) 4)

Here, A = A+ Iy is the adjacency matrix of the graph G with self-connections, Iy is
the identity matrix, D is the degree matrix and Dj; = X A[j. Wlisa layer-specific trainable
weight matrix. ¢(-) denotes an activation function, such as the ReLU(-) = max(0,-).
H' € RN*Pis the output of the I'" layer and H(0) = X. More details of the first-order
approximation are given in [31]. Most GCNs for prediction tasks rely on a predefined
graph structure/adjacency matrix (A) computed using node distances or similarities to
perform graph convolutions. Nevertheless, this predefined structure might not encompass
all spatial dependencies, which can introduce bias into the model.

In this study, we used a graph learning module (GLM) to automatically infer the
hidden dependencies from the data. First, the AGLM randomly initializes a learnable
node-embedding matrix (E4 € RN*%) for all nodes, where each row of E, represents
the embedding of a node and d, represents the dimension of the node-embedding. Then,
we can infer the spatial dependencies between pairs of nodes by multiplying E 4 and EI‘.

To reduce the computational cost, we directly generated the Laplacian Matrix D~ 2AD"z
using the following equation, where the SoftMax function normalizes the adaptive matrix.

D 2AD"% = SoftMax(ReLU(E.EL)) ®)

During training, E4 was updated automatically to learn the hidden dependencies
between data points and generate the adaptive matrix for graph convolutions. Finally,

57



Eng. Proc. 2023,39,5

by incorporating GLM into GCN, we obtained an adaptive graph convolution network
(AGCN), given by the below equation:

H'*1 = SoftMax(ReLU(E4.EL))H'W! (6)

4.3. AGCRNN

The local and global spatial patterns are captured hierarchically using AGCN layers.
However, to capture the temporal relationships, we proposed the use of AGCRNN by
replacing fully connected Gated Recurrent Unit (GRU) layers with AGCN. The equations
for AGCRNN are given by

A = SoftMax(ReLU(EET)) )
Zt = V(A[X:,t, ht—l}wz + bz) )
re = 0(A[Xp, 1] Wr + by) )
}Aif = tanh(A[X;,,,r ©® ht,ﬂWﬁ -+ b;‘l) (10)
hi=z0h 1+ (1—-2) 0k 1

where [-] represents the concatenate operation, X. ; /i; are input and output at time step ¢, ©®
represents element wise multiplication, and z and r represent the reset and update gate, respec-
tively. The trainable parameters of AGCRNN are embedding matrix E, weights Wz, W;, Wi,
and bias by, b,, b,;. All parameters are trained using the backpropagation algorithm.

4.4. Implementation Details

The AGCRNN architecture comprises an embedding layer, two AGCRNN layers,
and a convolutional layer. The node-embedding layer takes the randomly initialized
graph as input and assigns each node a low-dimensional embedding vector. Additionally,
the node embeddings capture information about each node’s features and relationships
with other nodes in the graph. The AGCRNN layers perform graph convolution on the node
embeddings and dynamically adjust the graph structure during the convolution operation,
enabling the network to learn the spatial structure of SST and upper-ocean heat content and
their temporal relationships with ONI. Finally, a single convolutional filter with a kernel size
of (nodes x hidden dimension of the previous layer) maps the output of the last AGCRNN
layer to generate output. The AGCRNN'’s network parameters are an embedding vector of
size 10 and hidden layer of size 64. We optimized the AGCRNN using the Adam optimizer
with a learning rate of 0.001 for a maximum of 100 epochs. Additionally, we implemented
an early-stopping algorithm that halts training if the validation loss does not improve in
the last 15 epochs. All parameters were selected through hyperparameter-tuning on the
validation set.

For CMIP5 and SODA datasets, 60% of the data are used for training, 20% for vali-
dation, and 20% for testing. For the GODAS dataset, due to the relatively low number of
samples (which might lead to overfitting), we followed the same procedure as detailed
in [23]. Therefore, we used CMIP5, SODA, and GODAS for training, validation, and testing.

4.5. Model Evaluation

The performance of AGCRNN was compared with CNN [22] and eight dynamical
models. Unfortunately, the results for the dynamical models are only available from 1984
to 2017. Therefore, for CMIP5 and SODA datasets, we compared the performance of
AGCRNN with CNN alone, and for the GODAS dataset, we compared AGCRNN with
CNN and dynamical models. Notably, only AGCRNN and CNN models were implemented
in this study, while the results of the dynamical models are borrowed from [22].
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We deployed two widely used regression metrics—correlation coefficient (CC) and
coefficient of determination (R%)—to compare the performance of the predictive models.
CC measures the strength of the relationship between actual and predicted values, while
R? provides the variation in the actual values explained by the predictions. CC? = R? only
if the prediction model is a linear regression and the mean of the predicted values equals
the mean of the actual values. The mathematical formulation of these metrics is given
by the following equations, where y; and p; denote the values of observed and predicted
output for data point i and 7 and p indicate the mean of the output variable y and predicted
variable p, respectively. . Tpi- 72

S o 42
Yi(pi —p) (i —9)
CC =
Yilpi — p)? Lilyi — 9)?

(13)

5. Results and Discussion
5.1. CMIP5 Dataset

In Figure 3, we compare the performance of CNN and AGCRNN for forecasting
ONI using the CMIP5 dataset. Our proposed model outperforms CNN for all lead times,
with a CC of greater than 0.9 for up to five months compared to CNN’s performance of up
to only two months. The rapid decrease in CNN'’s performance after five months is due to
its poor handling of irregular data, such as the missing land points in our dataset, which
CNN fills with an average value. This approach can lead to a significant loss of information
and bias in the model. In contrast, our proposed model is specifically designed to handle
irregular data and uses graph-based operations to process the data effectively. Overall,
these results highlight the advantages of our proposed AGCRNN model over CNN for
forecasting ONI in the CMIP5 dataset.
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Figure 3. Correlation Coefficient (CC) of CNN and AGCRNN in forecasting ONI for CMIP5 dataset.
In Table 1, we also compare the R? values of our model with CNN. Once again, our

AGCRNN model outperforms CNN for all lead times, maintaining an R? value of 0.5 for
up to 13 months’ lead time.

Table 1. Coefficient of determination (R2) of CNN and AGCRNN in forecasting ONI for CMIP5 dataset.

Lead Time in Months
Model 1 2 3 4 5 6 7 8 9
CNN 0.86 0.81 0.79 0.70 0.65 0.61 0.55 0.53 0.51
AGCRNN 097 0.93 0.90 0.85 0.81 0.78 0.73 0.69 0.65
10 11 12 13 14 15 16 17 18
CNN 0.46 0.42 0.41 0.37 0.33 0.32 0.30 0.25 0.21

AGCRNN  0.61 0.58 0.55 0.50 0.49 0.48 0.47 0.45 0.42
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5.2. SODA Dataset

Figure 4 compares the performance of AGCRNN and CNN for forecasting ONI using
the SODA dataset. Our proposed model outperforms CNN for all lead times. However,
the CC of both models on the SODA dataset is poorer than that of the CMIP5 dataset. This
can be attributed to the smaller sample size of the SODA dataset, making models more
susceptible to overfitting.

To further evaluate both models, we compare their R? values in Table 2. Both models
perform similarly in terms of R?, indicating that a complex network structure does not
improve the model performance for smaller datasets. Based on the results from both
datasets, we conclude that the performance of AGCRNN improves for larger datasets.
In other words, the ACGRNN's performance is proportional to the sample size, as is the
case for most deep-learning models.
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Figure 4. Correlation Coefficient (CC) of CNN and AGCRNN in forecasting ONI for SODA dataset.

Table 2. Coefficient of determination (R?) of CNN and AGCRNN in forecasting ONI for SODA dataset.

Lead Time in Months
Model 1 2 3 4 5 6 7 8 9
CNN 0.72 0.64 0.60 0.55 0.47 0.42 0.41 0.45 0.42
AGCRNN  0.81 0.67 0.65 0.67 0.51 0.55 0.48 0.46 0.43
10 11 12 13 14 15 16 17 18
CNN 0.36 0.34 0.28 0.18 0.18 0.17 0.15 0.16 0.09

AGCRNN 0.38 0.36 0.32 0.19 0.20 0.19 0.18 0.19 0.12

5.3. GODAS Dataset

Figure 5 shows the CC of statistical models (AGCRNN and CCN) and dynamical
models (all other models) when forecasting ONI for various lead times using the GODAS
dataset from 1984 to 2017. Among all models, AGCRNN exhibits the highest forecast skill
for all lead times, surpassing both CNN and all other state-of-the-art dynamical models.
CNN is the second-best performer, followed by SINTEX-F. AGCRNN achieves a CC of
0.68 for an 18-month lead time, while CNN and SINTEX-F, the leading statistical and
dynamical models, achieve 0.48 and 0.345, respectively. Consequently, we can conclude
that AGCRNN can provide accurate ONI forecasts for up to 18 months of lead time. This
superior performance of AGCRNN can be attributed to its proper representation of input
features and adaptive graph structure, which capture the spatial structure of features and
their temporal relationships with ONI.

Table 3 compares the R? values of statistical models since only CC values are available
for dynamical models. The R? values of AGCRNN are close to those of CNN for lead times
up to 11 months. However, a substantial difference in R? values for higher lead times
indicates that AGCRNN outperforms CNN in ONI forecasting.
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Figure 5. Correlation Coefficient (CC) of statistical models (CNN and AGCRNN) versus dynamical
models for GODAS dataset.

Table 3. Coefficient of determination (R?) of CNN and AGCRNN in forecasting ONI for GODAS dataset.

Lead Time in Months
Model 1 2 3 4 5 6 7 8 9
CNN 0.92 0.89 0.83 0.76 0.71 0.67 0.63 0.59 0.55
AGCRNN 094 0.90 0.86 0.82 0.78 0.73 0.69 0.66 0.63
10 11 12 13 14 15 16 17 18
CNN 0.52 0.48 0.46 0.43 0.38 0.36 0.35 0.31 0.28

AGCRNN  0.61 0.58 0.57 0.54 0.52 0.50 0.47 0.46 0.45

6. Conclusions and Future Directions

This study uses an adaptive graph convolutional recurrent neural network (AGCRNN),
a graph-based approach for forecasting ONI for up to 18 months’ lead time. Experiments on
reanalysis and simulation datasets demonstrate that AGCRNN outperforms CNN [18] and
eight dynamical models for all lead times. Specifically, for the 1984-2017 evaluation period,
AGCRNN achieves a CC of 0.68 for an 18-month lead time, while CNN and SINTEX-F,
the leading statistical and dynamical models, achieve 0.48 and 0.345, respectively.

Our future work involves including other variables, such as southern oscillation index,
warm water volume, and thermocline depth, as features, along with SST and upper ocean
heat content. We also plan to explore better GCN architectures to understand the spatial
structure of these features and their temporal relationships with ENSO.
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Abstract: The study proposes an ensemble spatiotemporal methodology for short-term rainfall
forecasting using several data mining techniques. Initially, Spatial Kriging and CNN methods
were employed to generate two spatial predictor variables. The three days prior values of these two
predictors and of other selected weather-related variables were fed into six cost-sensitive classification
models, SVM, Naive Bayes, MLP, LSTM, Logistic Regression, and Random Forest, to forecast rainfall
occurrence. The outperformed models, SVM, Logistic Regression, Random Forest, and LSTM, were
extracted to apply Synthetic Minority Oversampling Technique to further address the class imbalance
problem. The Random Forest method showed the highest test accuracy of 0.87 and the highest
precision, recall and an F1-score of 0.88.

Keywords: deep learning; spatial kriging; ensemble; cost-sensitive; data mining; imbalance learning

1. Introduction

Rainfall is identified as one of the most chaotic and dynamic phenomena that varies
spatiotemporally [1]. Heavy and extreme rainfall creates a serious threat to human lives
and properties through severe flooding. Therefore, an accurate rainfall nowcasting is of
great significance in preventing devastating consequences.

The data mining techniques optimally capture the hidden spatiotemporal patterns
among largely available weather-related data [2]. Many researchers achieved high predic-
tion accuracy in rainfall classification using techniques such as Random Forest, Artificial
Neural Network (ANN), K—Nearest Neighbour (KNN) and Support Vector Machine
(SVM). As a recent trend, deep learning methods such as Convolutional Neural Network
(CNN) and Long-Short-Term-Memory (LSTM) are employed to explore the meteorological
big data due to its promising technical advantages and performance [3]. The study per-
formed in [4] used K-means clustering to predict rainfall states. The identified clusters were
used as predictands for training the Classification and Regression Tree (CART) model with
five climate input variables and obtained a satisfactory value of goodness-of-fit. Another
study performed CART and C4.5 models with thirteen input variables to predict the chance
of rain and gained average accuracies of 99.2% (CART) and 99.3% (C4.5) [5]. Moreover, [6]
modeled weekly rainfall with weather variables using ANN and produced higher predic-
tion accuracy than multiple linear regression model. The summer precipitation patterns
over eastern China were modeled using multinomial logistic regression (MLR) by [7] and
gained a prediction accuracy range of (60-70%). Authors of [8] compared several machine
learning models in classifying month of a year as dry or wet. The rainfall classification
carried out by [9] concluded that Decision Trees and Random Forests could perform well
even with a low proportion of training data. A similar study conducted by [10] extracted
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the Adaboost algorithm, which produced Fl-score of 0.9726. Authors of [11] carried out
rainfall classification addressing the class imbalance through over and under-sampling
techniques, and the results indicated varying performance with different inputs generated
by resampling techniques.

Our study employed several cost-sensitive machine learning models, including Penal-
ized SVM and Complement Naive Bayes followed by a resampling technique to address the
natural rarity of extreme rainfall events. Prior to that two spatial input variables were gen-
erated by modeling satellite data with deep learning method (CNN) and rainfall at nearby
rain gauging stations with Spatial Kriging. Therefore, the study focused on three solutions
proposed by the literature [12] for imbalance learning. Moreover, we have performed a
comparative study between machine learning and deep learning models suggested by
many researchers [11,12].

The next section describes the materials and methods used during the study while
Sections 3 and 4 line up the results and discussion, and conclusions, respectively.

2. Materials and Methods
2.1. Description of Data

The weather data was obtained from the Meteorology Department of Sri Lanka based
on the Kalu River basin over the period from 2015 to 2019. It includes daily data on
28 variables including rainfall at target rain gauging station (Rathnapura), rainfall of six
nearby gauging stations, relative humidity, mean sea level pressure, wind speed, tempera-
ture, sunshine hours, evaporation, and Southern Oscillation Index. Additionally, the study
collected daily satellite images (with a size of 500 x 512 pixels) covering the river basin
from China Meteorological Administration National Satellite Meteorological Center for the
same time period.

2.2. Methods

The main objective of the study is to forecast rainfall occurrences from highly im-
balanced spatiotemporal time series data by using machine learning and deep learning
methods. Initially, the rainfall classes needed to be identified. Therefore, with the cutoff
levels established by Meteorology Department of Sri Lanka and a comparison of flood
occurrence with respect to rainfall at Rathnapura, the rainfall values were categorized into
three classes, ‘No rainfall’, ‘Normal rainfall’, and “Extreme rainfall’. Following the norm of
the Department of Meteorology, Sri Lanka, the cutoff level for extreme events was set at
110 mm of rainfall. Then, the methodology illustrated in Figure 1 was carried out.

Spatial
Kriging

Othenfraditos Actual Rainfall Class
Variables (¥~ Response
(Xi— Predictor Variable)
‘Variables)
Rainfall Modeling Modeling
Value i - with N
Prediction (X; s A COloR Evaluation R m Evaluation
Preparation Sensitive esampling
—Predictor P o
~Variable) Approach pproac

Prediction

(Xi—Predictor
Variable) ! !
= Categorical Data Encoding . R = Accuracy = Accuracy
< Dati Nosmalisation Machine Learning methods: ~ Precision = Precision
Penalized SVM = Recall = Recall
Complement Naive Bayes * F1 -score = F1 -score

—
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—

= Logistic Regression
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Figure 1. Ensemble Spatiotemporal Data Mining Approach.
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The Spatial Kriging was applied to predict current day (t) rainfall at Rathnapura using
current day rainfall values of six nearby stations to incorporate spatial correlation between
nearby stations and target station to final model. The previous day (t — 1) satellite image
was modeled to predict the current day (t) rainfall class through CNN model. Then, the
predicted rainfall class of the day t with the predicted rainfall value of the same day were
brought as predictor variables to the final dataset along with other selected variables. The
values of these predictor variables of last three consecutive days (t, t — 1, t — 2) were fed
into six classifiers from different model families (Linear Classifier, Ensemble, and deep and
sequential learning) for forecasting next day (t + 1) actual rainfall class of target variable or
the response variable.

2.2.1. Spatial Kriging

Let the rainfall value in Rathnapura on a particular day j be y;. In Spatial Kriging
estimates of y;, ¥; is modeled through the rainfall values of m neighboring sample locations
X;, i.e., Z(X;). It gives an optimal linear combination of Z(X;) with weights w;, which are
taken according to covariance values [13].

n
j :k+izzlw,~z(xf) =k+w'zZ ¢))

2.2.2. Multi-Layer Perceptron (MLP)

MLP is a feed forward neural network that consists of three types of layers, the input
layer, hidden layer (s), and output layer [14]. Let us consider a MLP model (see Figure 2)
with one hidden layer.

Input Layer Hidden Layer Output Layer

w® w®@

. i y
X; 7

\

Figure 2. A multilayer perceptron model with one hidden layer.

Here, the X; is the input to the 7" neuron of the input layer, the w; ]-(1) is the weight of
the link connecting j neuron of the input layer to i neuron of the hidden layer, b; is the
bias associated with the i neuron of the hidden layer, and @1 is the activation function
associated with the hidden layer. Then, the net output from i neuron of the hidden layer
is given by }; (see Equation (2)). wj; @) is the weight of the link connecting i th neuron of the
th

hidden layer to jth neuron of the output layer, b; is the bias associated with the ;"' neuron

of the output layer, and @(?) is the activation function associated with the output layer.
In this case, j = 1. The output of that jfh neuron of the output layer (or, in our case, the
final rainfall prediction at Rathnapura by MLP) will be j; [15]. Since the network is fully
connected, each unit has its own bias, and there is a weight for every pair of units in two
consecutive layers. Then, the MLP network computations can be written as:

h; = oM (Zi wil)X; + bi) Here, i = 1,2, 3, 4 2)
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9= 2@ (Y wPhi +bj) Here, i =1, 2, 3, 4 3)

2.2.3. Long Short-Term Memory (LSTM)

LSTM has four neural network layers interacting in a very special way. Its memory
cell consists of a forget gate, input gate, and output gate [16].

As shown in Figure 3, the output of the last moment and current input value are fed
into the forget gate to obtain the following output at the forget gate.

fr= U<wf hea, 2] + bf) 4)

where f; € (0, 1), wy—weight at forget gate, by—Dbias at forget gate, x;— current input
value, h;_j—output at previous moment. Then, the same previous output and current
input value are inputted to the input gate, and the output value and candidate cell state at
the input gate are calculated as below.

iy = O’(T/U,' .[ht_l, xt} + bz) ®)

C = tanh(we [hi—1, x¢] + be) (6)
where iy € (0, 1), w/—weight at input gate, b/—bias at input gate, w.—weight at candi-
date input gate, b.—bias at candidate input gate. Update the current cell state using the
following formulae.

Ci=fix Ca+irx G @)

()
( ™

Cri $X) C;

[Forget gate—{» J;
(]

D "

o _/

) | |
@ Input gate Output gate

Figure 3. LSTM structure diagram (Adapted with permission from Ref. [17]. 2020, Wenjie Lu et al.).

The h;_1 and x; are then fed into output gate at time t and obtain output O; at output
gate as follows. Here, w,—weight at output gate and b,—bias at input gate.

Or = a(wo .[hy—1, x¢] + bo) 8)

Finally, the output of the LSTM was obtained using the current cell state and output at
the output gate using the following formulae.

h[ = Of * tanh(Ct) (9)

2.2.4. Convolutional Neural Network (CNN)

CNN is very popular for image processing and computer vision. It consists of three
layers as seen in Figure 4. Convolution layer performs linear convolution operation, and
the features of the data are extracted. Since the feature dimensions are very high, a pooling
layer is added after the convolution layer. To make a final forecast, a fully connected (FC)
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layer (or dense layer) is added, and inputs to this layer are the flattened features resulted
from convolutional and pooling layers [18,19].

Input Layer

Convolution Layer Pooling Layer

| FC Layer | | Output Layer

Figure 4. The architecture of CNN.

2.2.5. Random Forest (RF)

RF is known as a supervised ensemble learning method. The method constructs a
multitude of decision trees with controlled variation at the training phase. Then, using
bagging, each tree in the ensemble is constructed (with sample with replacement) from
training data. In the classification problem, each tree in ensemble is a base classifier to
identify the class of the unlabeled observation. Through voting of each classifier for their
predicted classes, the final class is obtained computing the majority votes [20,21].

2.2.6. Support Vector Machine (SVM)

SVM classifier finds a hyperplane to segregate the nodes for classification. The follow-
ing optimization problem is solved when deriving the optimal hyperplane which separates
two classes.

1
Mjﬂiggzeinw +C ;e J (10)
Subject to y; (wTQD(Xj) + b) >1—¢ (11)

where y; is the class label, w is the weights vector, X; is the input feature vector, ® is the
transformation function, ¢; is the degree of misclassification corresponding to X;, C is the
regularization parameter and b is the bias.

The optimal hyperplane (a maximum marginal hyperplane (MMH)) is learnt by
training the samples using several kernel functions such as linear, radial basis function
(rbf) and polynomial (poly) [22]. The Penalized SVM (PSVM or Cost-sensitive SVM) is a
modification of SVM that weighs the margin proportional to the class importance which
can be applied to an imbalanced dataset [23,24].

2.2.7. Naive Bayes (NB)
The Naive Bayes Algorithm is based on the Bayes Theorem of probability.

Pr(X|C)Pr(C)

Pr(CIX) = 5 o

(13)
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where, Pr(C|X): The posterior probability of the class of interest given predictor, Pr(C):
The prior probability of the class of interest, Pr(X|C): The probability of predictor given
class C, and Pr(X): The prior probability of predictor.

NB method calculates the probability of an observation belonging to a certain class.
The Complement Naive Bayes (CNB) method computes the probability of the observation
belonging to all the classes. Thus, CNB is more suitable in dealing with imbalanced
datasets [25].

2.2.8. Multinomial Logistic Regression (MLR)

Multinomial Logistic Regression is the generalization of Logistic regression which
allows more than two categories of output variable. It also obtains maximum likelihood
estimation to evaluate the probability of categorical membership [26]. The formula of MLR
is as follows:

P ri (Y)

log =ua; +BIX (14)

where Pr;(Y) is the probability of Y in i class, Prj(Y) is the probability of Y in j™ class, a;
is the intercept, B! is the vector of covariates for the i’ class of the output variable Y, and
X is the input feature vector [27].

2.3. Imbalanced Learning

The data mining techniques will produce biased classification if the dataset is imbal-
anced [11]. Moreover, it can lead to a problem in ignoring the minority class entirely in the
case where the predictions on the minority class are most important. This is a major issue
found in rainfall forecasting. Certain methodologies can deal with the class imbalance of
the data.

2.3.1. Cost—Sensitive Learning

This tactic uses penalized learning algorithms which give higher misclassification
costs (or weights) for instances of the minority class and lower misclassification costs for
the majority class [12,24].

2.3.2. Resampling Techniques

The resampling techniques are applied to obtain more balanced datasets. In this study,
Synthetic Minority Oversampling Technique (SMOTE) which synthesizes new samples
from the minority class was applied.

2.4. Model Evaluation

The metrics, Accuracy, Precision, Recall and F1-Score were used to evaluate the
classification models, and the Spatial Kriging model results were evaluated using Mean
Absolute Error (MAE), Root Mean Squared Error (RMSE), and R? value.

Firstly, the cost-sensitive approach was followed in rainfall class prediction. Through
the model evaluation results, the best set of models were chosen to apply the resampling
technique. The final evaluation based on resampling was taken into consideration in
selecting the best model for rainfall classification. Before applying the classification models,
all the input variables were normalized. The machine learning and deep learning algorithms
were run in Python.

3. Results and Discussion

As mentioned previously, initially the Spatial Kriging method was applied to find the
daily rainfall prediction at Rathnapura gauging station.

The results shown in Table 1 indicate that the Spatial Kriging model fitted using the
rainfall values of nearby stations cannot be solely used to explain the variation of the
rainfall at target station, yet, they have an influence on the target station’s rainfall.
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Table 1. Performance of Spatial Kriging method.

Metric RMSE MAE R2
Error 16.2 6.64 30.3%

Then, the previous day’s (t — 1) satellite image was modeled with the current day’s
(t) rainfall occurrence in Rathnapura using the CNN model. The best model parameters
obtained via 60 trials of training the models CNN, MLP and LSTM are presented in Table 2.

Table 2. Parameter specification of CNN, MLP and LSTM models.

Parameters CNN MLP LSTM
Activation function Softmax Softmax Softmax
Epochs 50 50 50
Number of hidden layers 7 2 1
Number of neurons in final

. 3 3 3
dense function
Batch size 72 72 72
Kernel size 3,3) - -
Learning rate 0.01 0.01 0.01
Optimizer Adam Adam Adam

. Categorical Cross ~ Categorical Cross ~ Categorical Cross
Loss Function

Entropy Entropy Entropy

The CNN model showed 64.9% of Accuracy and Recall with 59.7% of Precision and
52.8% of F1-Score. The results also suggest the same conclusion produced by the Spatial
Kriging method.

However, applying Spatial Kriging reduced the dimensions (number of input vari-
ables) of the final model. This method along with satellite images analysis are set to
incorporate the spatial variation of the rainfall data to the final model.

The predictions obtained from the above two spatial models were incorporated as new
predictor variables to the final dataset. Then, there were 23 predictor variables. The values
of the past three days (t, t — 1, t — 2 on (2)) spatial correlation between nearby stations
and target station to final model. t — 2) of each predictor variables were modeled with the
next day (t + 1) actual rainfall class since through a preliminary data analysis we could
identify that the past three days rainfall values have much impact on the next day (t + 1)
rainfall occurrence.

To address the class imbalance, cost-sensitive models were applied. The entire data set
was split as 80% for training and 20% for testing. For the training set, Repeated Stratified
5—Fold Cross Validation (which repeats the cross-validation procedure multiple times)
was applied to further address the class imbalance problem. Tables 3 and 4 show model
performance.

Table 3. The performance of cost-sensitive models in training sets.

Cost-Sensitive Model

Metric PSVM PSVM
(Kernel = rbf) (Kernel = Poly) CNB MLR RF MLP LST™M
Accuracy 0.75 0.73 0.71 0.74 0.73 0.73 0.73
Recall 0.75 0.74 0.72 0.74 0.74 0.74 0.74
Precision 0.75 0.73 0.71 0.74 0.73 0.73 0.73
F1-Score 0.75 0.73 0.71 0.73 0.73 0.73 0.73
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Table 4. The performance of cost-sensitive models in test set.

Cost-Sensitive Model

Metric PSVM PSVM
(Kernel = rbf) (Kernel = poly) CNB MLR RE MLP LST™M
Accuracy 0.71 0.77 0.68 0.81 0.76 0.70 0.71
Precision 0.72 0.75 0.75 0.79 0.75 0.72 0.75
Recall 0.71 0.77 0.68 0.81 0.76 0.70 0.71
F1-Score 0.72 0.76 0.71 0.78 0.75 0.71 0.73

The training and testing performances indicate that cost-sensitive SVM, Random
Forest, Multinomial Logistic Regression, and LSTM models have performed better in terms
of metrics, especially precision, recall, and F1-score, which are more suitable in evaluating
class-imbalanced problems [28]. The selected models depict more than 70% Accuracy,
Precision, Recall, and F1-Score.

Then, for the selected models, the SMOTE resampling technique was applied. The
performance was evaluated after refitting the balanced dataset using the selected best set
of models. The following Tables 5 and 6 illustrate the final performance results.

Table 5. The performance of cost-sensitive resampled models in training set.

Cost-Sensitive Resampled Model

Metric PSVM PSVM
(Kernel = rbf) (Kernel = Poly) MLR RE LST™M
Accuracy 0.82 0.83 0.80 0.87 0.77
Precision 0.82 0.82 0.79 0.87 0.78
Recall 0.82 0.83 0.80 0.87 0.79
F1-Score 0.82 0.83 0.80 0.87 0.77

Table 6. The performance of cost-sensitive resampled models in test set.

Cost-Sensitive Resampled Model

Metric PSVM PSVM
(Kernel = rbf) (Kernel = Poly) MLR RE LST™M
Accuracy 0.82 0.82 0.79 0.87 0.78
Precision 0.82 0.83 0.79 0.88 0.79
Recall 0.82 0.83 0.80 0.88 0.79
F1-Score 0.82 0.83 0.79 0.88 0.78

It can be observed that after two operations, the performance of all selected models
has improved. Out of them, the Random Forest method gives the best and consistent
performance in both the training set and in the final evaluation (in test set) of the selected
models (nearly 88% of Accuracy, Precision, Recall, and F1-Score).

Overall, the study results indicate the importance of incorporating spatial variation
of the rainfall data in predicting future events and highlight the effectiveness of step-wise
imbalance learning to obtain consistent and more accurate predictions which could not be
attained in some previous studies.

4. Conclusions

In this study, we proposed a novel ensemble spatiotemporal data mining approach to
forecast rainfall occurrence at the Rathnapura gauging station. Spatial Kriging and a Deep
Learning model (CNN) were employed to capture the spatial variation over the selected
grid. The temporal variation of the rainfall data was brought to the model by modeling
with the three past consecutive days’ values of the variables. Five cost-sensitive models
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were further improved to address the imbalanced problem found in rainfall classes through
a resampling technique. The final performance summary emphasizes the outperformance
of the cost-sensitive resampled Random Forest method (nearly 88% of accuracy, precision,
recall, and Fl-score) in forecasting future rainfall occurrences.

During the study, we found the complexity of working with high number of predictor
variables. Therefore, our future studies are expected to enhance further by focusing on
feature selection and application of dimension reduction prior to the model application.
Collecting data for an extended period (e.g., 30 years) and selecting novel approaches will
also be taken into consideration when dealing with highly imbalanced rainfall data.
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Abstract: In Brazil, Law n. 9394/96 ensures rights such as the identification of talented students in
order to offer specialized educational attention; in this sense, the Protocol for Screening of Musical
Abilities was elaborated with 54 items and its complementary instruments (scales and questionnaires)
in order to collaborate with the survey of students with indicators of musical talent. This work,
therefore, aims to present the instruments and the evidence of effectiveness and usability found
in a preliminarily manner. It is an investigation in progress and incorporates experimental psycho-
metric (elaboration of scales) and psycho-physical (peer comparison method) methods. In total,
800 individuals, including children from six to eleven years old, their guardians (family members)
and teachers, took part in the research. The results have indicated that participants with higher scores
remain with the same indices in the later stage of evaluation; however, only from the statistical tests
intended for validation, standardization and reliability, as well as exploratory factor analysis will it
be possible to attest the validity, standardization of scores and prepare the final version for wide use
of the instruments.

Keywords: music aptitude; measurement; screening

1. Introduction

The Brazilian legislation Law n. 9394 /96, states that talented students are part of the
Special Education audience and that rights and resources are ensured for them, such as:
identification, specialized educational assistance, permission to leave school, supplemen-
tation and curriculum planning, as well as acceleration. These legal rights extend from
kindergarten to Higher Education, and they are considered in all areas of human, academic
and creative knowledge, including for Arts such as Music [1]. After all, talent can manifest
itself in different individuals and in any period of life, regardless of socioeconomic and
cultural level [2].

In the last Brazilian school census, in 2022, released by the National Institute of Educa-
tional Studies and Research Anisio Teixeira (INEP), the total enrolled students identified
as talented were 26,589 (regular classes) and 226 (special classes), and in the State of Sao
Paulo, the locus of this research, the numbers were 2918 (regular classes) and 9 (special
classes). From these indices, it is possible to conclude the small number of students that
are identified and referred to educational care in a country such as Brazil, a country with
a continental dimension and a significant number of inhabitants. The studies by Rangni,
Rossi and Koga [3] and, mainly, those by Koga and Rangni [4], showed the neglection of
talented Brazilian students, especially in the area of Music, with evidence also of a lack of
instruments available for selection on the poll.
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Some initiatives are widely known, including Carl Seashore’s aptitude and musi-
cal talent test, and Edwin E. Gordon’s tracking instruments, among others, as summa-
rized by Gagné and McPherson [5]. Recently, the battery of scales and questionnaires by
Haroutounian [6]; the Spanish scale for probing aptitude and musical talent by Hernandez
and Pérez [7] and the scale by Mullensiefen, Gingras, Musil and Stewart [8] have been
recognized. Although these instrumental survey possibilities exist, they have not been
validated for a Brazilian cultural diversity. It should be noted that this cultural structure
relies on the miscegenation of many peoples, especially making it difficult to culturally
validate instruments [9]. It is in this context that Koga [9] elaborated the Musical Abilities
Screening Protocol (PSHM) and complementary instruments in order to track possible
cases of musical talent in Brazilian schools and in other realities.

It is inferred that musical talent is a complex and abstract phenomenon with multiple
variables, such as aptitude (eminent musical potential or intelligence) [6], motivation,
rhythmic and aesthetic sense, imagination and creativity (giftedness) [10], audiation and
musical memory [11], precocious musicality [12] and personality and over-excitability [13].
Moreover, for Gagné and McPherson [5] aptitude is synonymous with the concept of
endowment, and for Haroutounian [6], Kirnarskaya [10] and Gordon [11] it is an important
basis or variable, but not the only one, used to infer the presence of musical talent in
a preliminary way. This route was chosen because it unites the cognitive system with the
affective and creative one through the internal, symbolic or abstract representations of
Music, which generate emotional meaning in the search for meaning when composing or
performing a piece [14], with the dialectical and mediated interactions of these variables
making a composer or interpreter unique or original [14].

Under these aspects, the following question arises: What evidence about the effective-
ness of the PSHM and complementary instruments is already observed in relation to the
survey of the presence of musical talent, based on the musical aptitude indices? What are
the steps required to be completed for validity, standardization and normalization?

The objective outlined was to present the PSHM and its complementary instruments
and the preliminary evidence of effectiveness.

1.1. Method

This is ongoing research which is based on the psychometric model “Item Response
Theory” (validity of tests) and psychophysics (peer comparison method). Aptitude is
considered a measurable construct through performance of the individual in certain tasks
(items); thus, performance is treated as an effect and the construct (latent trait) as the cause
in which individuals with more aptitude are more likely to present high performance in
a set of items. It is worth mentioning that only the PSHM is based on psychophysics, as it
deals with pairs of sound items [15,16].

A sample of approximately 800 individuals (students from six to eleven years old),
teachers/adults and legal guardians/adults) from public, private, indigenous schools
and institutions dedicated to serving talented students identified in Brazil and Mexico
participated in the research.

The PSHM and other instruments were applied in two scenarios, the first with all
students (PSHM and complementary instruments), and the second with those who had
higher, medium and lower levels of musical aptitude, via random sampling; the students
were to be evaluated musically and confirmation of musicality indices given (consecrated
validated instruments and observations in musical activities). The research has ethical
approval CAEE: 5 2224021.0.0000.5504.

Figure 1 outlines the research design, data collection and analysis procedure.
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[ PSHM VALIDATION AND COMPLEMENTARY INSTRUMENTS ]

1 - Students with music at school versus

students without music (public versus private);

2 —Indigenous schools versus others

PSHM and complementary 3 — Quilombola schools versus others;
Instruments | 4 Brazilian versus Mexican center (pairing);
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exploratory factor analysis
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Standardization Edwin Gordon - PMMA and IMMA
(Assessment of participants with > and
superior results) MAP for student musicians only
Practical activities by Joanne
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PSHM Final Summer and

Supplementary Materials

—

Figure 1. Research design and analytical procedures for validation.

Data collection was carried out during the year 2022, post-pandemic. In the first stage,
pairs of sounds were presented to the participants, and they had five seconds to respond.
At the end, they filled out a questionnaire with questions to mark, two of which were
dissertations. Teachers and family members also completed the musical evaluation, with
the teachers completing it in the classroom and family members taking it home and
returning the results the next day. The interviews with teachers and students were audio-
recorded. Due to the existence of bilingual schools, immigration, indigenous peoples and
participation of Mexican students, the musical evaluation has versions in English, Spanish
and Portuguese as well as guidance for translation (carried out at the time of the survey by
indigenous teachers) in Guarany and Terena indigenous languages.

Each school received a researcher for an average of two to six days to carry out the
musical aptitude survey. Completing the musical evaluation took an average of 50 min
with students and 20 min with teachers. Figures 2 and 3 exemplify data collection in
educational institutions. Figure 2 illustrates students responding in person and, in Figure 3,
three participants responding virtually (completed directly on the PSHM platform after
sending the access link).

Data analysis and validation of the PSHM toolkit are currently underway. The next
steps include item analysis, internal consistency analysis (correlation), exploratory factor
analysis, establishing cutoff scores in the psychometric test through distribution curve anal-
ysis, reliability assessment, and other procedures as guided by Pasquali [15] and Vieira [16].
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Figure 3. Data collection in a private school (Brazil).

1.2. Results and Discussion

The PSHM and complementary instruments could be given to groups and individuals,
as was the case for headphones or amplified boxes for sound reproduction. There was
no need for soundproofing; however, if it would have helped with the quality of the
results, it was available to give. Tabulation was standard and by age group. There is
the extraction of raw data and its conversion into scores. The complete material of the
PSHM was developed to carry out an initial identification or screening, that is, there was
a need for evaluation procedures as a way of confirming the individual’s condition. In
addition, it was essential to plan the intervention or musical enrichment later [9]. The
structure of the PSHM and complementary materials followed the same method as the
musical evaluations of Haroutounian [6], Hernandez and Pérez [7], Kirnarskaya [10] and
Gordon [11]. Figure 4 contemplates the description of the structure of the instruments; for
more details, see Koga [9].
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Protocol for Screening of Musical Abilities (PSHM) ]

PSHM psychophysical scale

(Exercises in pairs for auditory
discernment).

l

Complementary  instruments
(establishment of characteristics or
variables linked to the subject's

Tone (11 pairs)

Melody (9 pairs)

Intensity (7 pairs)
Harmony (6 pairs)
Polyphony (3 pairs)
Duration (5 pairs)
Pattern-rhythmic (10 pairs)
Agogic (3 pairs)

SCREENING PROCEDURE

profile).

—J

Indication of possible cases (Cases
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individual plan).

Figure 4.

Questionnaire for the Family
Questionnaire for Students
Sub-scale 1 — Leading teacher
(pedagogue and graduates)
Subscale 2 — Music Teacher
Interview scripts — students
Interview script - teachers and
school management
Observation guides

Complete PSHM structure and complementary instruments.

The PSHM and complementary instruments were restricted to school spaces. In the
case of the online version, it could be carried out in computer labs or classrooms, and
navigation in the system was intuitive and simple (self-application). Additionally, they
had resources adapted for people with disabilities. The application worked on electronic

devices—computers, tablets and cell phones—and responses were marked individually.

Figure 5 illustrates the system design.

Professora
.

Fabi

#r Dashboard

Turmas

00000 MOME DEDENTIFGAGAD oA OE mcE

1

e ¢ @

HOWA TURMA

GO 0E DENTIFIGATAD

Alunos

©00I00  MOME COMPLETO

Figure 5. Design of the Professora Fabi system (teacher Fabi), which hosts the PSHM and its complemen-
tary instruments and was created by Rafael Pereira with the contribution of a Theme Selection design.
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The printed version follows the same standards as the online version, with changes in
manual filling out. Figure 6 exposes the printed format.

Figure 6. Printed design.

Since the construction reported in Koga [9] and Koga and Rangni [3], the PSHM and
complementary instruments have shown satisfactory indices (p < 0.05 in the chi-square
test) in their measurements. The authors point out that there was a significant correlation
between the items and dimensions (p < 0.05 in Kendell’s W). Differences were observed
between schools which had Music as a subject and those without. To exemplify: in the
Mann-Whitney statistical test, p = 0.0479 was obtained, considered statistically significant
for the 1st years; p = 0.0031, very significant for the 2nd years; p = 0.0001, considered
extremely significant for the 3rd years; p = 0.0487, significant for the 4th year; and p = 0.0040,
very significant for the 5th year. Finally, the exploratory factor analysis among public
schools (without Music as a subject and private schools with the subject) showed different
factor distributions. Private school students generalize more about musical elements, which
is why they presented only one factor (analytical ear), and public school students presented
two factors (expressive ear and rhythmic sense), indicating a more specific perception of
musical elements. In this sense, scores are assigned differently, as guided by Pasquali [15].
Based on the studies by Kirnarskaya [9] and Gordon [10], students considered superior in
the PSHM and complementary instruments are those who present, in the private network,
an architectural ear (score equal to or greater than 80) and, in the private network public,
an analytical ear (score equal to or greater than 70).

Although these results were promising, as pointed out by Koga and Rangni [3],
the binomial study (items less than and equal to p < 0.05) carried out by the authors
showed a discrepancy among the items (some very easy and others difficult) and the
amount of items, making it necessary to expand the study. Pasquali [15] and authors of
international scales [6,7,11] demonstrate the importance of validation and the search for
reliability as a way of adjusting the instrument to calibrate its measurement sensitivity.
Kirnarskaya [10] emphasizes the importance of psychometric instruments in the musical
evaluation process and how accuracy benefits the correct indication of possible cases of
talent. Haroutounian [6] and Gordon [11] point out that these are processes that decide the
type of educational attention, which is the culmination and reason why survey procedures
and evaluations are carried out.

Even though the tabulation of data is in progress, an improvement in the usability and
completion of the instruments has preliminarily been observed based on the sample of the
first and second stages, it was necessary to determine whether the participants experienced
fatigue while performing the musical tracking task. Pasquali [15] recommends that scales
should have a maximum of 30 items. Regarding usability with children and young people,
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there are instruments such as those developed by Haroutounian [6], Hernandez and
Pérez [7], Kirnarskaya [10], and Gordon [11], which demonstrate practicality for both
administrators and participants. These instruments are quick to apply. However, the
limitation is that they are designed specifically for music specialists, thus their use is
restricted. In contrast, PSHM can be used by multiple educators. Additionally, after
comparing the results, it will be possible to improve the cut-off scores of the items, including
the score that will be assigned to indigenous schools [15]. Abramo and Natalie-Abramo [13]
alert us to the specificities in the musicality of individuals, as well as the possibilities of
manifestation of musical talent, which is why the cut-off notes or scores need to pass
through the appropriate statistical tests, such as, for example, using linear transformations
and even score matching [15]. Perception itself is also a challenge; after all, what are at stake
are the elaboration and presentation of the stimulus and the individual’s response, which
passes through the sieve of understanding and sound representation in the brain [16].

Furthermore, with the tabulation of raw data completed, it will be possible to analyze
whether the distribution will be normal or not, thus allowing us to collaborate in decision
making regarding the use of parametric or non-parametric statistical tests. Based on studies
by Gordon [11] and observing the scale by Herndndez and Pérez [7], both paths allow
for validation.

When analyzing the students who participated in the first and second stages, the
following observations can be made: those who obtained results above 70 (indicative of
average/superior auditory aptitude) were considered superior; those who scored between
31 and 69 were considered to have average musical aptitude; participants who scored below
30 were considered to have below-average scores; individuals who performed similarly in
both stages were considered to have more reliable results [15].

With the data analysis completed and adjustments made, the instruments will be made
available for use in Brazil and abroad.

1.3. Final Considerations

Limitations have occurred when carrying out the construction of the PSHM; however,
for Brazilian cultural-musical diversity, it has been shown to be effective in a way that it
will make it possible to know the aptitude and signs of musical talent for several cultures.
The PSHM and complementary instruments, until the moment of data analysis, show
evidence of contribution to the identification of children with musical aptitude and who
may be referred to specialized Music Education. Collaborative work between teachers
and specialist musicians is suggested. It is expected, through future research, to expand
the sample of participants to contemplate other cultural realities and age groups, as well
as to refine the capacity of these instruments in carrying out the musical aptitude survey,
in addition to reaching reliable estimation indices, inferring the reliability and allowing
score standards.
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Abstract: As the global environmental crisis grows in scale and complexity, land protection experts
and policy makers are increasingly called upon to make decisions, despite high levels of uncertainty,
limited resources and insufficient or, conversely, available but unintegrated data. Efforts to protect
biodiversity at the national and, especially, the local level, which aim to achieve sustainable develop-
ment in territories and local communities, require the incorporation of social, economic and political
considerations to ensure that participatory planning of strategies is adopted and undertaken. With
this issue in mind, the geographical focus chosen for this contribution is the territory of the Valley
of Roses located in the southern area of Morocco. From a methodological point of view, this paper
will address the state of the existing literature on sustainable development and the good practices
implemented in studied territories. The final objective, which is related to the application and res-
olution of real problems, concerns, on the one hand, the possibility of valorizing the material and
immaterial cultural heritage of the area and, on the other hand, identifying the steps to be taken as
part of a long-term vision aimed at identifying concrete actions for the valorization and development
of the area.

Keywords: sustainable development; scenario analysis; southern Morocco; backcasting real problems;
territorial planning

1. Introduction

The data concerning the southern area of Morocco are alarming [1]. The difficult condi-
tions that the populations living on the border endure, which are caused by the inexorably
advancing desert [2,3], are endangering the permanence of local people. These communi-
ties have lived for hundreds of years in areas that are particularly disadvantaged in terms
of water, climate and material conditions, with these areas being dense with ancient and
largely preserved cultures. In addition to the well-known and adverse climatic conditions,
which put a strain on residents’ lives, there are the precarious economic conditions that
constitute the most pressing threat to individuals who are tied to those lands, as well as to
the ways of life of peoples who want to live a dignified existence in their places of origin.
The analyzed areas, which are still being investigated through interdisciplinary research
projects organized by the National Research Council [4-6], are located inland, being de-
fined as peripheral [7] from the country’s most important centers of activity and economy;
being a local resident is characterized by belonging to a settlement system that exists along
three valleys.

The local people, who settled there over time and who have lived there permanently
for over a century, can now also count, from a hydrological point of view, on the presence
of three ‘ouadi’, which create a complex of oases of extreme charm and low environmental
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impact. In this context, particular attention was dedicated to the area defined and recog-
nised as the “Valley of Roses’, where there are rose cultivations, particularly of the Damask
variety, whose potential is yet to be fully exploited. Moreover, the fact that the Valley of
Roses belongs to the Unesco Mab Biosphere Reserve called ‘Oasis du Sud Marocain’! is
not insignificant. The techniques used and the products obtained, i.e., the methods used
to build and maintain the oases;, as well as the procedures used to create houses, i.e., the
kasbah, the ksour, the agadir, the ighrem and the links, be they material and immaterial, all
have a very low environmental impact, thus constituting a model of good practice for the
entire world to follow to create a truly ‘sustainable” human habitat.

By themselves, these characteristics, in our opinion, are sufficient to make the ‘oasis—
city system’ of southern Morocco worth promoting, studying, disseminating and enhancing.
Many attempts were and are being made by the Moroccan Government to revive the
fortunes of these lands, though, so far, the results have been less than encouraging. With
this paper, in which the results of studies and exchanges of ideas, research and opinions,
many of which are now decades old,? are illustrated in synthesis, the aim is to contribute
to defining, as best as possible, the reality about which we are talking by highlighting its
great potential and the problems of the system, as well as analysing, valuing and fielding
existing and future opportunities. A further objective is to contribute to the composition of
one or more scenarios aimed at supporting decision makers and managers in the planning
of cities and territories.

2. Method and Scenario Analysis into Regional Area: The Territorial Approach

This study was based on a territorial approach [8], which we believed could provide a
“global” vision for the area in question, offering, at the same time, a basis upon which to
define a local action plan that is representative of the area’s characteristics. In particular,
the methodology used envisaged that, once the “case study territory” was selected, its
profile would be defined by assessing its “territorial capital” [9], thus producing a sort
of “diagnosis” capable of offering indications for a suitable local development strategy.
The choice of the territorial approach is linked to the importance of local resources used
to achieve sustainable development, albeit without neglecting the contribution of ancient
know-how rooted in the territory that, once reintroduced and professionalized, could
create new activities and added value. These endogenous resources could be physical,
environmental, cultural, human, economic and financial, as well as institutional and
administrative, in nature. In other words, territorial capital corresponds to the elements
that constitute the territory’s wealth and can be summarized as follows:

- physical resources, in particular natural resources, facilities and infrastructure, and
historical, architectural, urban and landscape heritage, as well as and their management;

- human resources (residents in the area, such as people who move there and people who
leave it, i.e., demographic characteristics and the social structure of the population);

- activities (enterprises and the related industry sector, their weight within the sector,
size, geographical concentration, etc.) and employment;

- know-how and skills in the area, culture and identity (the values generally shared by the
players in the territory, their interests, attitudes, forms of recognition, customs, etc.);

- the level of “governance” (local institutions and administrations, rules, collective
operators, relationships between these stakeholders, the degree of autonomy in man-
aging development, including financial resources and forms of consultation and
participation, etc.);

- thearea’s image and perception (both among the inhabitants themselves and exter-
nally), communication within the area and relationships with the outside world (in
particular, the area’s positioning in the various markets, contacts with other areas,
exchange networks, etc.).

These elements could constitute strengths or limitations depending on the aspects
considered and represent a complex whole that is part of a wider spatio-temporal logic.
The concept of ‘territorial capital’ was used in a dynamic sense because the territory itself
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represents an entity with multiple facets, which evolves and is the result of a link between
past, present and future. Constantly evolving, it is enriched and defined ever-more precisely
thanks to elements drawn from the past (history), the future (the development project),
the territory’s internal components (interactions between the various players, institutions,
local networks, etc.) and its relations with the outside world (exchanges with markets,
institutions and external networks). Consequently, the “territorial” approach enabled local
players to define a development policy based on the realities, advantages (strengths),
limitations (weaknesses), needs and opportunities of a given area, as identified through the
analyses conducted.

Among the methodological approaches used to analyze territorial capital and, thus,
proceed to the elaboration of a territory’s development project, the initial diagnosis, in
this case study, was an essential step required to ensure the success of the development
approach, especially in the case of rural territories in inland and fragile areas, such as those
analysed in Morocco. Moreover, by examining the existing links between sectors of activity,
operators and areas, the initial diagnosis could lead local stakeholders to discover various,
often unexpected, ways to revitalize their territory. At the same time, the analysis of alter-
native scenarios provided indications of long-term risks and opportunities, highlighting
various possible paths. The participation of representatives of numerous local interests
remained essential at subsequent stages. The use of participatory methods (animation,
information, training, “sweeping” research into potential projects, etc.), even as soon as
the initial diagnosis was drawn up, could foster a feeling of ownership of the approach to
the development process and, subsequently, the achievement of a consensus regarding the
measures to be implemented. The territorial approach, moreover, proposed a new concept
regarding the population’s relationship with the development project by encouraging local
involvement, consultation and participation.

3. The Case Study: “The Roses Valley”

There is no lack of existing literature that consider the analysed area from landscape
and social-economic perspectives [10]. The area is much studied [11] and was the sub-
ject, along with the entire province, of plans and programmes issued by the Moroccan
Government [12] that attempted to revive the fortunes of a particularly peripheral region
with little economic activity [13].

3.1. The Ribbon Oases

The study area is part of one of the largest and most important UNESCO Man and
Biosphere (MaB) reserves in Africa—the ‘Oasis du Sud Marocain’>—which extends over a
sizeable area of approximately 7 million hectares (Table 1), where there is a wide range of
bioclimatic zones, such as the Mediterranean wetlands and the hyper-arid Sahara.*

Table 1. Zoning and dimensions of UNESCO Mab site ‘Oasis de Sud Marocain’, designated in 2000.
Source: MaB UNESCO ‘Oasis de Sud Marocain’.

Map Surface ha Core Area(s) ha Buffer Zone(s) ha Transition Zone(s) ha
7,185,371 908,581 4,619,230 1,657,560

The Reserve is the main place of endemism in North Africa, as well as hosting the
majority of Moroccan species, such as 63% of birds, 60% of reptiles and 66% of mammals
present in the country. Its highly effective oasis system protects the land from desertification
and nurtures a very rich biodiversity. A skillful combination of crop-based production sys-
tems and sheep and goat breeding ensures high prolificacy, even in difficult environments.
The cultivation systems practised are generally organised in three layers (date palm, fruit
trees and crops below) or, in some cases, only in two layers, without the date palm. Ecolog-
ically, the oases are threatened by salinity and siltation. These forms of degradation are
exacerbated by the harshness of the climate, water scarcity, a lack of control over irrigation,
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the grazing of spontaneous vegetation and the excessive removal of woody vegetation in
pastoral areas.

Over the years, the oases were subjected to increasingly severe droughts and affected
by bayoud disease,’ as well as strong migration flows. The combined action of all of these
factors gradually transformed a natural area into a heavily anthropised zone. Date palms
also form the basic agronomic structure of Moroccan oases, in particular by creating a
microclimate that is indispensable for the good development of crops growing at the below
level. All of these crops condition the economy of the oases and the stability of the popula-
tions living there. Date palm cultivation, which constitutes one of the main agricultural
economies in the area, occupied a large area for a long time, though the area occupied by
palm groves has shrunk considerably since the beginning of the century. A Ministry of
Agriculture study [14] details the regional distribution of the national phoenicultural her-
itage, highlighting its concentration in three main areas: Ouarzazate (41%), Tafilalet (28%)
and Skoura (20%). The problem of siltation has become a threat and, since the 1970s, has
also progressively endangered homes, farmland, irrigation canals and road infrastructure
in palm groves. These worrying events, combined with the poor economic diversification
of the oases, pose a serious threat to these areas, a threat that risks generating long-term
exclusion problems in these areas of strong identity-based and geostrategic importance
for Morocco.

In this context, the “Roses Valley” is part of a millenary historical system that is a
fragment of the caravan routes that both crossed the area studied longitudinally north—
south and transversely west-east. The north—south axis connected the Mediterranean
with the city of Timbuktu [15] in Mali,® while the west—east transverse axis connected
the Atlantic and all of the coastal centres with the Arabian Peninsula, which is the site of
Mecca and the main centre of pilgrimage for Muslims. Over the centuries, along these
caravan routes, many Berber tribes, through skillful use of the scarce water resources, along
the Ouedas created a continuous set of oases that follow one another, forming a ‘ribbon’
to make it possible, in a suitable habitat for permanent settlement. This succession of
oases forms a narrow band of varying size, never exceeding 10 kilometres, but winding
for hundreds of miles, along which the Berber tribes settled. In part of this ribbon system,
two valleys along the Dadés and M’Gouna oases show the conspicuous presence of rows
of Damascene roses and a considerable number of kasbah, ksour and granaries that con-
stitute a material heritage of considerable historical, architectural, landscape, urban and
environmental interest.

3.2. The Kelaat M’Gouna Urban Area

The nearest population centres to the area are Agadir, which is an important port
on the southern coast of Morocco, and Marrakesh, which is a famous southern Moroccan
city with a history as a capital. The connection between Marrakesh and Kelaat M’Gouna
is via national road No. 10, which crosses the “Tizi 'n Tichka pass” (at an altitude of
2260 m). The M’Gouna Valley, known as the ‘Valley of Roses’, is about 30 kilometres long
and stretches at the foot of the Ighil M’Goun massif in the middle of the central High
Atlas mountain range, which reaches altitudes of over four thousand metres (4071 m). The
main centre of the area is Kelaat M’Gouna, which rises at the confluence of the Dades
and the ouadi Asif M’Goun. It is only a few kilometres, about 20, away from the other
centre of interest for the roses: Boumalne Dades. Kelaat M'Gouna is a town in the province
of Tinghir Draa-Tafilalet [16,17]. Like the major cities of southern Morocco, it is made
up of several neighbourhoods, forming a polynuclear settlement that administratively
gravitates around a more densely urbanised central area. In particular, the central part of
the city is formed of the following districts: Ait Aissi, R’kon, Elkelaa, Zawiyt nAguerd, Ait
Baamran, Hay Annahda, Ait Boubker, Mirna and Taltnamart. Moreover, not physically
distant from the central area are many douars (rural villages) that surround the town but
are not administratively part of the municipality of Kelaat M’Gouna (Figure 1).
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Figure 1. Map of Valley of Roses. Legend: pink square locates the Valley of Roses; the red circle
highlights centre of Kelaat M'Gouna, purple circles highlight the kasbah; green oval highlights
granary; light blue line locates course of Dades river (Cartographic base: Army Map Service U.S.
Army, Washington D.C., 1943, Southern Morocco 1: 125,000 Aine Toumert sheet; cartographic
elaboration performed by Antonio Bertini).

These villages include Ait Sidi Boubker, Ifri, Zawiyt Elbir, Amdnagh, Sarghin, Timskelt,
Ait Boukidour, Tazzakht, Tawrirt and Tasswit. School facilities are also located in the central
part of the city. In addition to primary schools, there are three high schools: Al Woroud
(Roses), which is named after the roses of the Dades Valley, M’gGun and an Moulay
Baamrane. There are two main souk (market) days in this city: Tuesdays involve the
livestock trade, and Wednesdays involve the sale of food and other goods. Regardig
secondary activities, there is a factory for the distillation of roses and the production of rose
water (eau de rose), essential oils and cosmetic products. The route through the valley is
dotted with traditional adobe kasbah that, once renovated, are available as small hotels
along the road between Kelaat M’Gouna and Bou Thrarar. Due to its particularly lively
nature, Kelaat M’Gouna is a very important economic and social centre for the entire
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region. According to the most recent ‘Recensement Général de la Population et de I'Habitat
(RGPH)’ study, which dates back to 2014, the urban area has a population of 16,956. The
old part of the city is also characterised by typical constructions in pisé, i.e., the traditional
technique of southern Morocco, with kasbah being of particular architectural interest as
they constitute one of the most important elements on which to focus this programme,
as well as to plan and manage a sustainable development of the territory in a touristic
key. In this direction, there are a number of good practices already implemented in the
Dades and Draa valleys, where a considerable number of “land architectures” of historical
and environmental interest are concentrated [18-21], from which we can draw ideas and
methods that were previously successfully tested.

3.3. The Roses Garden of Kelaat M'Gouna

The cultivation of roses is spread over two areas: the first areas begins about
10 km from the village of Kelaat M’Gouna and extends for 10 km, ending near Boumalne
Dades, while the second cultivation area begins in Kelaat M’Gouna and continues along
a provincial road that climbs northwards, ultimately reaching the village of Bou Tharar,
representing about 30 uninterrupted kilometres of rose gardens along the edges of the
ouadi. The inhabitants practice subsistence farming in these locations, using small plots
of land, that is based mainly on the cultivation of wheat, alfalfa for livestock and fruit
trees. Birch trees are also planted, which are used as construction timber. These plots of
land are watered by many irrigation canals. All strips of land are bordered by hedges of
wild Damask roses, specifically of the botanical species ‘Rosa damascena’, which provide
excellent protection from ruminants; thus, without the rose hedges, ruminants could ruin
the cultivated fields. One of the first functions given to rose bushes by the Berbers was
creating a separation barrier more than two metres high (a height sufficient to prevent goats
from eating crops) between plots of land.

It was in the 1930s that the French realised the commercial value of these fragrant
flowers and specifically started to cultivate them. To obtain the best olfactory yield, the rose
petals are harvested in the absence of sunlight, i.e. at sunrise or sunset. After sorting, the
rose buds are dried for two days on the earthen roofs of the kasbah. The very dry climate,
which is characteristic of these altitudes, allows for excellent drying of the flowers. The
cultivation of roses, together with other activities in the area, is of great importance to the
local populations, since even if it is seasonal and not adequately paid, it constitutes one of
their main sources of income. Cultivation takes place around the city of M’Gouna, while
30% of the processing of roses into finished and derived products takes place in Kelaat
M’Gouna, Marrakech, Casablanca and Fez.

4. Results and Discussion

The territorial approach pursued in the study of the Valley of Roses highlighted the
issues related to the development model pursued so far in this area. The latter model is
essentially based, on one hand, on the desire to relaunch and promote ‘inland tourism’
that is linked to the richness of the landscape and cultural heritage and, on the other
hand, on the production and processing of roses. These types of tourism, being valorised
as local identity products (and as such labelled PDO-Protected Designation of Origin in
2014), are considered capable of acting as a flywheel in the complex articulation of the
relationship between the dynamics of the production process and the relaunch of rural
tourism in the area. In this regard, however, the SWOT analysis (Table 2) conducted on
the potentialities and limitations detected in the area allowed a better definition of these
scenarios; these definitions are useful for the elaboration not only of the initial diagnosis,
but also, in particular, of sustainable development projects that are more in line with the
needs of the territory and the communities living there.
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Table 2. Swot Analysis of Valley of Roses.

Strengths

Weaknesses

Biosphere Reserve

Raw earth constructions, i.e., kasbah, igherem and entire
neighbourhoods (ksars)

Local handicrafts

Tourist equipment

Rural tourism

Rose picking

Rose processing

Rose processing techniques

Identity and typical landscape in the area

Climatic conditions suitable for diversifying tourism

Distance from the polluted urban environment

Healthy environment

Well-maintained oases

Date production

Wrought iron craftsmanship

Identity-based production—mantice

Identity-based production—rural ceramics

Identity-based production—Weaving

Identity-based production—shoemaking

Identity-based production—daggers (typical of and exclusive to
Kelaat M’Gouna)

Opportunities

World Heritage Earthen Architecture Programme (WHEAP) [22]
Federation Interprofessionelle Marocainede la Rose a Parfume
New Development Model (NMD)

New Action Plan for the tourism sector for the period 2023-2026
with an allocation of 6.1 billion Moroccan dinars (the tourism
sector has a new action plan, with a new strategic roadmap for
the period 2023-2026. More than DH 6.1 billion will be allocated
to the implementation of this roadmap. For the implementation
of this roadmap is scheduled to take 4 years. The plan aims to
attract 17.5 million tourists in 2026, after reaching 11 million last
year. The plan has multipe specific aims: (1) to reach USD

120 billion in foreign exchange earnings; and (2) to create
200,000 new direct and indirect jobs by 2026. To achieve these
objectives, the sector will have to achieve the following aims:
(a) creating a new diversified structure of the tourism offer;

(b) strengthening air connections; (c) supporting and promoting
e-marketing; (d) diversifying the cultural and free-time offers;
(e) redeveloping the existing hotel heritage and creating new
hotel facilities; (f) strengthening human capital via an attractive
training framework (Joint Note No. 42-INAC-HCP—April
2023).)

Développement Rural et des Eaux et Foréts a la zone d’action de
ORMVA Tafilalet, 2020

Kettara in desiccation

Peripherals

Reduced agricultural production and date production

Few economic activities

Low employment rates in general, and high youth employment
in particular

Low attractiveness for residents

Low attractiveness for tourists and travellers

Most economic activities and, to a large extent, those related to
the tourism industry are in the hands of external companies,
which have little involvement in local communities

Income from tourism activities contributes little to improving
the living standards of local communities

A lack of ecological education that can make people understand
that the old way of life is better than the contemporary one
Innovative and non-traditional techniques are problematic
because they do not use natural products that stem from the
production of rose by-products

The world’s largest solar power plant located just 10 km from
QOuarzazate, inaugurated in 2016, does not power the Draa
Tafilalet region

Threats

Architectural and natural heritage under threat
Desertification

Drying out of khettara irrigation systems

Palm disease (BAYARD)

Migration processes of local populations

Falsification in the production of rose derivatives

Lack of brand protection for the processing and production
chains of rose derivatives

Source: own elaboration.

More specifically, reflecting on the link between the development of rural tourism
and the valorization of rose products, one element that emerged from the survey is the
lack of co-ordination between the stakeholders involved at various levels (local, regional,
national) in the two key sectors of the local economy (tourism and roses). Tourism remains
a priority, as does the need for better economic structuring of the rose chain, in particular
at the level of the marketing derived products, such as essential rose oil that is destined for
the foreign market and, therefore, has a strong added value. In this regard, the New Model
of Development (NMD),” which was recently promoted by the government, suggests
strengthening integration and territorial dynamics using the financial, human and natural
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resources available in the area. In particular, it aims to develop new ways of governing
the territory in favor of State-Region complementarity, the development of integrated
economic ecosystems, the valorization of living space and the conservation of natural
resources [23].

5. Conclusions

The scenario identified in order to compose a framework of possible interventions in
the area was intended to balance the potential and needs for valorizations in both the ‘rose
route” and ‘kasbah’ route tourist basins and create a model of sustainable balance for areas
with particularly harsh climates for human beings [24]. It is a model that was proposed
precisely to create a contrast with those more recurrent and in vogue in recent decades
in the Arab world, particularly in the Arabian Peninsula (Dubai, Kuwait, etc.), where the
relationship between man and nature is being irreparably devastated.

The Valley of Roses’ natural and cultural capital offers strong potential for the national
and international tourism sector, particularly cultural tourism or wellness tourism, along-
side niches in sports tourism and eco-tourism. Its diversified natural capital, its historical
and cultural heritage, the hospitality of its population, its culinary expertise and its safe
and secure environment are all assets that make it a popular tourist destination. Proximity,
particularly to a European market that will be increasingly sensitive to the environmental
impacts of and low-carbon footprint travel, further strengthens its potential. However, in
line with the recommendations of the “New Development Model”, to fully harness this
potential, it is necessary to develop a diversified tourism offer that highlights the country’s
cultural and heritage assets and promotes them fully in all territories, as well as enhancing
tourist entertainment. To achieve these objectives, close co-ordination among all sectors in-
volved is necessary, in particular agriculture (for eco-tourism, gites, natural parks), culture
(for the enhancement of tangible and intangible heritage), health (for wellness tourism) and
sport (for activities with a high potential for exposure, such as surfing, mountaineering,
etc.). This viewpoint calls for a systemic and partner-based approach, which embraces the
growing complexity and interdependence of issues and decompartmentalizes the barriers
to allow all potential to be unleashed through co-construction. This systemic approach
necessarily entails the acceptance of a new mode of governance, setting up the conditions
for cross-functionality and co-ordination (information sharing, multi-stakeholder imple-
mentation bodies, etc.). In this regard, one of the methodological trajectories to be pursued
next is backcasting (especially participatory backcasting, with broad stakeholder involve-
ment), which is an innovative planning methodology that gained ground in recent years,
particularly in sustainability studies, but whose use as a strategic tool to arrive at a shared
local development project is yet to be sufficiently tested. In contrast to forecasting scenarios,
the main characteristic of backcasting scenarios is that they do not deal with forecasts of
how the future might evolve, but focus on the definition of a desirable future and the
development of strategies required to achieve it. This methodology requires backcasting
from the end point to the current situation, making it possible to determine the feasibility
of that future and the definition of what is needed to achieve the set goals. In particular, as
stated by Robinson [25], backcasting aims to suggest the implications of different future
situations, which are not chosen based on their probability, but based on other criteria, such
as social or environmental desirability criteria, and emphasises the importance of a clear
relationship between goal setting and planning. Ultimately, backcasting studies concern
social interaction processes involving various stakeholders; thus, the pluralistic character of
a society cannot be overlooked. The results of such studies also highlight the advantage of
fostering a social learning process, precisely because of the interaction between the different
subjects involved, who may change their views in this process of exchange with others to
develop a shared vision and actions. Participation also makes it possible to give a voice to
all citizens and make them responsible for the projects that affect them, thus fostering their
success. In the light of these reflections, therefore, the continuation of this line of research
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envisages the use of participatory backcasting to support the elaboration, by local actors, of
a systemic and shared sustainable development vision.

Author Contributions: Conceptualization, A.B., I.C. and T.V.; methodology, A.B., I.C. and T.V,;
formal analysis, A.B., I.C. and T.V.; writing original draft preparation, A.B., L.C. and T.V.; writing
review and editing, A.B., I.C. and T.V. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.
Informed Consent Statement: Not applicable.

Data Availability Statement: Some or all data, models or code that support the findings of this study
are available from the corresponding author upon reasonable request.

Acknowledgments: Paolo Pironti (CNR-ISMed).

Conflicts of Interest: The authors declare no conflict of interest.

Notes

1

The Biosphere Reserve ‘Oasis du Sud Marocain was designated in 2000. It has rich agronomic diversity, including vast areas with
date palms, acacia forests and other high-altitude forests covered with Juniperus thurifera, J. phoenicea and Quercus rotundiforia,
among other species. In particular, the area is home to dorcas gazelles, gazelles de cuvier (Gazella cuvieri), barbarian sheep
(Ammotragus lervia), ubara otards (Chlamydotis undelata) and cobras (Naja haje). The population of the Oasis du Sud Marocain
has lived in this area for thousands of years. Most of their economic activities come from agriculture, particularly the production
of cereals, potatoes, olives and, above all, dates, which are the backbone of the local economy. Recently, the cultivation and
processing of new products, such as apples, roses and henna, significantly increased the farmers’ incomes.

2 Project “Moroccan migration to Italy in time of global economic crisis” in partnership with Moulay Ismail University, Department
of Sociology, Faculty of Arts and Humanities, Meknes, Morocco on the basis of the Bilateral Agreement for Scientific and
Technological Cooperation CNR-Italy/CNRST-Morocco 2012-2013.

3 https:/ /en.unesco.org/biosphere/arab-states/oasis-sud-marocain (accessed on 16 March 2023).

4 The region is classified by UNESCO as being part of the Biosphere Reserve of the Southern Moroccan Oases ReBOSuM. The
ecological, environmental and socio-economic importance of the region faces several challenges, as anthropogenic impacts on the
oasis ecosystem are changing the trajectory of ecosystem services.

5 Bayoud disease is an epiphytic fungal disease of date palms. The disease was first reported in Morocco in 1870. The term ‘bayoud’
is derived from the Arabic abiadh (‘white’) and refers to the whitish colouring of diseased fronds.

6 Timbuctu (Tumbuktu), originating as a cultural centre, became a trading centre in the 15th century. Caravan routes connected it
to Sudan, Egypt, Tunis and Morocco. It cultivated trade relations with Italy and, in particular, with Florence.

7 https://www.hcp.ma/Developpement-regional_r614.html (accessed on 28 March 2023).
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Abstract: In this paper, we use the time-frequency wavelet estimators to analyze the robustness of
Okun’s Law in the European Union across time and within various economic cycles. We extend
the Okun’s Law literature as we focus on Europe, directly estimating the time-frequency varying
Okun'’s coefficient. We observe that Okun'’s coefficient in Europe is unstable at short run (infra and
annual cycles). The strength of Okun’s Law is time dependent at short run as linkages between
growth and unemployment are stronger only during crisis times. Such instability is explained as
unemployment predominates growth, leading to a positive coefficient and weaker strength. However,
as the frequencies increase, the coefficient is more stable over time and the strength is higher and
homogenous over time.

Keywords: Okun’s Law; time-frequency estimator; wavelets transform; unemployment; growth

1. Introduction

Okun’s Law [1] established a negative relationship between unemployment rate
variations and the output gap. This relationship estimates that 1% variation in the real
output from the potential leads to a 0.33% change in the unemployment rate from the
natural rate. For the US, Okun’s Law studies estimated that each 1% deviation in real output
leads to an unemployment reduction of 0.4% or a heuristic value of 0.5%. Okun’s Law is a
pilar of macroeconomics policy tools due to its ability to easily examine unemployment
dynamics according to basic economics conditions (crisis time or expansion period).

The stability of the Okun parameter across time is discussed in the literature focusing
on macroeconomic aspects explaining, or not, the effect of structural breaks on the Okun’s
Law results. Okun’s coefficient can be considered as stable over time for various countries
while different values are noted across countries [2,3]. The stability hypothesis of the
Okun parameter is also supported [4,5] as no significant differences were found between
parameters estimated over different periods (before and after 1984—Great Moderation).
However, some studies highlight an unstable Okun parameter value across time [6-11].
The unemployment rate seems react more to real output changes during recessions than
in expansion periods or subject to structural breaks [10,12-14]. Changes in the Okun
coefficients have been observed during the Great Moderation [15,16] and in the 2001
recession [17]. The question of the Okun coefficient stability is still debated today; for
example, some authors continue to estimate a static parameter to study the relationships [18]
or simply use the intuitive value of 0.5 [19].

Recent studies highlight additional weaknesses of Okun’s Law. For instance, the
estimation is not conditional on the frequency, here associated to the period of the business
cycles [20,21]. Previous literature indicates that the Okun’s Law debate on stability is
related to the different kinds of cycles considered in the studies. Then, Okun’s Law can
be stable for some cycles (frequencies) while being unstable for others depending on the
speed of recovery and the strength of a shock/recession. The output growth volatility
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transfer from short run cycles (1-4 years) to long run cycles (8-16 years) during the Great
Moderation period has been observed [22,23]. These results can explain some variability in
Okun’s coefficients across time while supporting the frequency hypothesis. Relevant results
were found using time-frequency analysis with a continuous wavelet coherence phase [20].
The Okun coefficient is time-frequency varying but not asymmetric as the value is not
dependent on crisis and expansion periods. At the same time, the heuristic value of 0.5% is
observed at specific frequencies. Using phase analysis, it has been found that output (and
growth) is predominantly variable of the relation. The time-frequency variation of Okun’s
coefficient and the output gaps leads on unemployment are also supported [21]. However,
few papers have analyzed Okun’s Law in Europe, assuming that results observed for the US
are applicable to European situations. But the European business cycles and labor market
are different, potentially leading to different results for Europe. Since the 20082009 crisis,
unemployment has been a persistent and structural issue in many European countries
(especially in Mediterranean countries such as France, Spain, and Italy).

Time-frequency analysis is then suitable to study the relationship between variables,
particularly the coherence and phase. Multiple studies focus on the application of wavelets
in finance to highlight linkages between commodities, stock indices, and financial as-
sets [24-28] to outline risk transmission mechanisms or contagion effects between major
stock indices. The notion of wavelet gain is developed [20,29] in order to assess the abso-
lute value of a parameter’s regression model (applied for the Okun framework, among
others) and analyze the phase to assess the sign and the lead-lag relationship. In parallel,
the concept of wavelet gain is extended by time-frequency estimators [30,31] to directly
estimate the beta at each time and frequency with its sign (positive or negative).

In this paper, we use the time-frequency wavelet estimators to analyze Okun’s Law
in the European Union. We extend the Okun’s Law literature as we focus on Europe and
estimate the time-frequency varying Okun’s coefficient. We first present the technical
improvement of wavelet time-frequency estimators, and we then discuss and analyze
the results.

2. Materials and Methods

Wavelets are an extension of the spectral analysis of time series, allowing the decompo-
sition of a chronic in the time-frequency space [32-37]. We distinguish two forms of wavelet
decomposition processes: the discrete process, called maximal overlap discrete wavelets
transform (MODWT); and the continuous process, called continuous wavelet transform
(CWT). The main difference between MODWT and CWT is the type of wavelets used, the
accuracy in the frequency scale, and the computational time. MODWT is based on a dyadic
scale decomposition in which frequency components are ranked into wavelet frequency
bands of a length equal to a multiple of 2 only. The CWT is finer and can more accurately
distinguish between frequencies. In addition, CWT provides cross-transformation of two
variables useful to analysis interaction and between them across time and frequencies.

The CWT is based on a wavelet mother i (t) serving as a filter to extract information
from a time series x(t) of length N. This function will be shifted by a time parameter and
dilated by s, a frequency scale parameter, generating the wavelet family ¢+ (#) composed
by “wavelet daughters” representing each version of () according to T and s.

vealt) = 20 () 1)

The initial chronic x(t) will be projected in the - s(¢) generating the wavelet coeffi-
cients, W(s, 7). These coefficients represent the variations in x(¢) around an area around
t F T with a frequential length s.

W(s,7) = /j: x(t)%lp*(tj)dt 2
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where ¢* (1=7) is the complex conjugate of i s(t).

Then, the CWT of x(t) generates multiple sub-chronics of the same length, N, at each
frequency scale. The inverse process, called inverse continuous wavelet transform (ICWT),
allows the reconstruction of the initial x(t) from all of the wavelet coefficients.

—+o0 +oo
x(t) = Ciw /7 A lpT,s(t)W(s,T)$ 3

The previous equation of ICWT assumes that the expression Cy is non-null and less
than +co. This condition ensures the condition of the existence or admissibility of the

wavelet mother [37]:
‘ 2

=" 70 df < 4o @

f

where f is the frequency and ¥ () is the Fourier transform of the wavelet mother.

This condition indicates and is respected when the wavelet mother is a zero-mean
and square norm function, then the variance of x(t) is preserved during the process of
decomposition and reconstruction. In this paper, we use the complex Morlet wavelet ()
as it provides a good balance between time and frequency representations.

Yp(t) = n*1/4eifofe(*%) )

where i> = —1 and fy, the non-dimensional frequency, equals 6 to satisfy the condition
on Cy.

From a CWT based on the Morlet wavelets, we define the notion of wavelet coherence,
which is similar to the squared correlation and useful to visualize co-movement between
two chronics, x(f) and y(t) [38]. The two time series are decomposed by CWT providing
their respective wavelet coefficients Wy (s, T); Wy (s, T). So, we can compute time-frequency
covariance called cross-wavelet decomposition:

SWay (s, T): SWy(s, T) = Wi(s, T)W; (s, T) (6)

Wy (s, T) is the complex-conjugate of W (s, 7).

The formula of the wavelet coherence, WQ(s, T), between x(t) and y(t) is like the R
one in terms of the ratio of covariance and variance products.

|G (7.5 Way (5, 7)) |
G (s—l.\Wx(s, T) \2) .G (s—l.|Wy(s, T) |2>

WQ(s, 1) = @)

G is a smoothing time-frequency operator.

Time-frequency smoothing is required because the coherence coefficients are com-
plex [39]. The coherence coefficient WQ(s, T) is between 0 and 1 at each time t and frequency
scale s.

The wavelet phase difference (or simply phase) is a complementary notion to the
coherence as it contains information on the leadership and sign of the relationship between
x(t) and y(t). The phase difference function, 6y, (s, T), is the arctangent of the ratio of the
imaginary part and real part of the cross-transform SWy, (s, 7):

S (SWay (s, 7)) >

R(Way(5,7)) ®

Ory(s, T) = arctan(

According to the value of the phase difference between —m and 7, we can study the
sign and the leadership of the relationship between x(t) and y(t) as follows:
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- Oxy(s,T) € [0,F]: x(f) and y(t) move together in phase so they are positively
correlated. In this case, x(t) leads y(t).

- byy(s,7) €[5, m: x(t) and y(t) move together in anti-phase so they are negatively
correlated. In this case, y(t) leads x(t).

- bxy(s,T) € [=%F, 0] : x(t) and y(t) move together in phase so they are positively
correlated. In this case, y(t) leads x(f).

- bxy(s,T) € [-m,—F ]: x(t) and y(t) move together in anti-phase so they are nega-
tively correlated. In this case, x(t) leads y(f).

We define the time-frequency estimator as follows:

[N

G(S_1.|Wy(S,T)|2>

G (ﬁ.\wx(s, 7) \2)

,Bs,r = l9s,-r * WQ(S, T)% * ©)

(ST

where 9 ¢ is a phase parameter providing the sign of the correlation ([30,31] & = 1 when
chronics are in phase |0y, (s,7)| € [0,%] and = —1 when chronics are in anti-phase
|61y (s,7)] € [F,7]..

We use official data for the European Union quarterly real GDP (Y) and unemployment
rate (U) for 2001—Q1 to 2019—Q4. Previously, we computed the GDP growth (AY;) and
unemployment rate variations AlU; to estimate the first difference Okun’s Law equation:

AU[ =u+ ‘BAYt + &t (10)

The wavelet coherence indicates the strength (R?) of Okun’s Law while the phase
shows which variable leads the relationships. Equation (10) in the time-frequency space
is then:

AlUts = a + Bsx AVps + et (11)

Finally, we apply the time-frequency estimators’ formula (Equation (9)), and we study
the time and frequency dynamic of the Okun coefficient.

3. Results and Discussion

Figure 1 shows the coherence, phase difference, and time frequency varying Okun
coefficient results. Figure la is a 2D presentation of the time-frequency coherence (R
coefficients) associated with the phase difference represented by arrows. The color code
shows the value of the coherence, with red for high coherence and blue for low coherence
between the two variables. The direction of the arrows indicates both the sign of the
relationship—negative by arrows pointing left and positive by arrows pointing right—and
the variable leader. Figure 1b shows a 3D representation of the coherence between the two
variables. The analysis of the leader variable is more easily performed from a representation
of the phase for a given frequency, which is performed hereafter. The frequency unit is the
period related to the cycle. Then, period 2 represents a cycle of 6 months (two quarters),
period 4 represents a cycle of 1 year (four quarters), etc.

The coherence is strong at high-frequencies between periods 2 and 4 (here, the short-
run horizon) only during 2007-2010 (Global Financial Crisis and 2009 Recession). In the
long term, for cycles of more than three years, the coherence is very high across time and
seems independent of crisis and expansion periods. We can thus conclude that the intensity
of the Okun relationship is dependent of the European economic condition (recession
expansion) for short cycles (less than 1 year) but remains homogeneous in the longer term.
These results are consistent with current literature mainly focused on the US economy as
we confirm the frequency hypothesis of Okun’s Law. However, we note that the strength
of Okun’s Law is more dependent on short run economics situations, especially crisis
times, in Europe than in the US. Then, we notify a frequency asymmetric relation. Okun’s
Law is consistent and relevant in the long run but sensitive to economic conditions in the
short term.
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Figure 1. (a) Two-dimensional representation of wavelet coherence and phase between growth and
unemployment rate variations; (b) three-dimensional representation of wavelet coherence; (c) three-
dimensional representation of time-frequency varying the Okun coefficient. Corresponding color
legends describing coefficents values are put on each figure.

In addition, the estimation of the Okun coefficient in the time-frequency space extends
our interpretation. Figure lc shows that the Okun coefficient is not stable around the
commonly acceptable value of —0.5. Then, the coefficient is more erratic and volatile,
especially in the very short term. However, in the long run, the coefficient seems to be more
stable as the strength of the relation increases. We also note an unusual result with positive
Okun coefficients while a negative one is expected.

In the short term for cycles between 6 months and less than 1 year in length, the
coherence is relatively high and the Okun coefficients are decreased and negative from
2001 to Q1 of 2005, reaching its lowest value at —0.9. Growth is the predominant variable,
but after 2005 the coefficient is increasing to stabilize around —0.3 until 2010. Here; we
note that unemployment leads growth. During the European debt crisis (2011-2012), the
Okun coefficient increased to 0 and the coherence sharply decreased to 0. From 2014
to Q1 of 2016, the coherence slowly increases while being non-significant and the Okun
coefficient returns to the negative zone at —0.8. Note that unemployment still predominates
growth. However, from Q1 of 2016 to mid-2018, the coherence sharply increases and growth
leads unemployment, as expected by Okun’s Law. Afterward, we note a positive Okun
coefficient with unemployment as the leading variable. For cycles between 1 and 3 years
in length, the results show that Okun’s Law is relevant only during crisis times from
2007 to 2012 with growth as the predominant variable. The Okun coefficient is stable at
around —0.27. As previously observed, the coherence is non-significant after the debt
crisis and sharply decreases as unemployment dominates growth. It seems that when
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unemployment predominates growth, coherence tends to decrease sharply and the Okun
coefficient (usually negative) increases, frequently exceeding zero. For long run cycles
with a period above 3 years, we note a stable and negative Okun coefficient around [—0.37,
—0.3] with growth as the predominant variable. However, since mid-2015, there has been
a slow decline in coherence, a slow increase in the Okun coefficient, and a more frequent
predominance of unemployment over growth.

The leadership of unemployment indicates standard unilateral causal representation
from growth to unemployment of Okun’s Law is not fully observed, supposing a feedback
relationship. This unusual aspect is observed over all business cycles, regardless of the
frequencies, and coincides with a decline in the strength of Okun’s Law and its coefficient
(turning from negative to positive). The literature mainly focusing on the US economy
indicates that this fact is only concentrated on specific frequencies.

We find that, for Europe, the unemployment changes play a greater role especially
after the 2008 crash and debt crisis (2011-2012). Consequently, unemployment changes
lead over growth, reducing the strength of Okun’s Law, and then tends to affect the
coefficient, equating to or exceeding zero more frequently than in the USA. Such results can
be explained by the structural unemployment rate being more important in Europe than in
the US, for which the labor market is more liquid. Many European countries (for example,
France, Spain, and Italy) have suffered high unemployment rate since the 2008-2009 crisis.

4. Conclusions

In this article, we discuss the strength of Okun’s Law for Europe as well as the stability
of its coefficient across time and frequencies. We use a wavelet approach distinguishing
Okun’s relationship with various economic cycles of different amplitudes. The literature
recommends the estimation of the gain in wavelets (the absolute value of the parameter), but
our results propose the direct estimation of the time-frequency varying Okun’s coefficient.

We find that the value of Okun’s coefficient and the coherence are then unstable in
the short run as unemployment variations more frequently lead growth for infra-annual
or annual cycles. However, we assume that the short-run coefficient is relatively stable
and negative across time and frequencies in crisis times only (for example, the 2008 crash
and debt crisis). In this context, growth is predominant over unemployment, satisfying the
Okun’s Law specification. However, when unemployment leads the relation, the coefficient
tends to be equal to zero or positive while the coherence declines. This fact is observed
for relatively quiet periods or post-crisis periods. We note that the coefficient gradually
stabilizes in value as the frequencies increase (i.e., for long-run cycles). For cycles of more
than 3 years, the coefficient is stable and insensitive to economic conditions. Okun’s Law is
then more relevant for long-run cycle than for short-run cycles in Europe.

Compared with the US, the European Okun’s Law is frequency asymmetric as the
coefficient is dependent on crises in the short term but not in the long run. This result
is consistent with a previous one indicating that the short-run Okun’s Law is less robust
across time than the long-run one. In addition, the standard value of —0.5 is discussed
for Europe as the long-run coefficient is close to —0.3, the initial value provided by Okun.
This result suggests that the structural unemployment in Europe is stronger and then less
affected by economic growth than in the US. This conclusion is also consistent with phase
analysis showing a more frequent leadership of unemployment in Europe than commonly
observed in the literature for the US.
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Abstract: El Nifo-Southern Oscillation (ENSO) is caused by periodic fluctuations in sea surface
temperature and overlying air pressure across the Equatorial Pacific region. ENSO has a global
impact on weather patterns and can cause severe weather events, such as heat waves, floods, and
droughts, affecting regions far beyond the tropics. Therefore, forecasting ENSO with longer lead
times is of great importance. This study utilizes Long Short-Term Memory (LSTM) network to predict
ENSO events in the coming year based on environmental variables from previous years, including
sea-surface temperature, sea level pressure, zonal wind, meridional wind, and zonal wind flux. These
environmental variables are collected only inside certain spatial and temporal windows and used to
forecast ENSO events. Furthermore, this study investigates how the size of these spatial and temporal
windows influences the generalization accuracy of forecasting ENSO events. The size of spatial
and temporal windows is optimized based on the generalization accuracy of the LSTM network in
forecasting ENSO events. Our results indicated that the accuracy of the ENSO forecast is significantly
sensitive to the extent of spatial and temporal windows. Specifically, increasing the temporal window
size from one to nine years and the spatial window from 0 to 17.7 geographical degrees resulted in
generalization accuracies, ranging from 40.1% to 83% in forecasting Central Pacific ENSO and 39.2%
to 65% in forecasting Eastern Pacific ENSO.

Keywords: climate anomalies; machine learning; spatial-temporal data mining; deep learning; ENSO
events

1. Introduction

El Nifio-Southern Oscillation (ENSO) refers to the cyclic variations in sea-surface tem-
perature (SST) and air pressure in the overlying atmosphere in the Equatorial Pacific Ocean.
It has two phases—EIl Nifio and La Nifia—characterized by warm and cold conditions.
El Nifio events bring above-average SST in the central and east-central Equatorial Pacific.
These conditions typically result in warmer temperatures over the western and northern
United States and wetter than average conditions over the US Gulf Coast and Florida
during winter. Conversely, La Nifia events cause below-average SST in the east-central
Equatorial Pacific. During La Nifia, winter temperatures are warmer in the southeast and
colder than average in the northwestern regions of the United States. Approximately every
four years, the SST of the tropical Pacific becomes exceedingly warm, leading to abnormal
global climate patterns [1].

The National Oceanic and Atmospheric Administration (NOAA) uses the Oceanic
Nifio Index (ONI) to identify ENSO events. ONI determines ENSO events by averaging
the SST anomalies for three consecutive months in the Nifio 3.4 region (5° S-5° N, 170° W-
120° W). An ONI greater than 0.5 °C for five consecutive months indicates El Nifio, while
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an ONI less than —0.5 °C for five consecutive months indicates La Nifia. Studies have
shown that ENSO events concentrated in the Central Pacific (CP) and Eastern Pacific (EP)
regions differ, not only in the SST anomaly patterns but also in the oceanic surface currents
and their impact on the global climate [2,3].

EP El Nifio has a larger SST anomaly centered at 120° W than CP El Nifio (also known
as El Nifio Modoki). In contrast, CP El Nifio has a weaker SST anomaly and tends to
shift westwards (150° W) during its mature phase [4]. EP La Nifia and CP La Nifia show
differences in the physical mechanism of SST anomaly development [5,6], tropical climate
responses, and global environmental impact [2]. Forecasting the type of ENSO events could
help prepare for their global repercussions.

State-of-the-art research has applied both dynamical and statistical models to forecast
ENSO events. Dynamical models utilize physical laws to conserve the ocean, land, and
atmosphere and their interactions to predict ENSO events, while statistical models rely
on statistical learning patterns from historical data [7]. While dynamical models require
scientists to develop specific mathematical and physical laws to model the relationship
between different parameters and ENSO events, statistical models learn those relationships
automatically from historical data. The downside is that statistical models, especially deep
learning models, do not provide a clear and easy-to-understand mathematical representa-
tion of the patterns they have learned. A Long Short-Term Memory (LSTM) network is a
recurrent neural network (RNN) tailored for sequential prediction problems with the help
of memory gates. This study applies the LSTM network for forecasting ENSO events, given
its proven capability in effectively capturing the non-linear complexities of multi-variate
time series [8-10].

The first step of this study is to optimize the size of spatial and temporal windows,
where environmental features related to forecasting ENSO events are extracted. The
environmental features include SST, sea level pressure (SLP), zonal wind (ZW), meridional
wind (MW), and zonal wind flux (WF). Next, the environmental features, extracted from
varying spatial and temporal window sizes, are fed to an LSTM network to forecast ENSO
events in the next year to determine which window size results in the highest generalization
accuracy. It was shown that the generalization accuracy significantly depends on the spatial
and temporal window sizes.

The remainder of this paper is organized as follows. Section 2 reviews select literature
in ENSO forecasting. Section 3 describes the data collection and preprocessing. Section 4
outlines the methodology to optimize the size of spatial and temporal windows, and
Section 5 discusses the experimental results. Section 6 concludes the paper with a summary
of findings and future directions.

2. Literature Review

While ENSO events have been forecasted using statistical [11-13] and dynamical
models [14,15] in the literature, this section focuses on reviewing statistical methods since
our proposed model is also statistical.

Early studies utilized Artificial Neural Networks (ANNSs) with the leading empirical
orthogonal functions of wind stress or SLP as input [16]. These studies yielded a correla-
tion coefficient (CC) of 0.6 for the prediction period of 1980-1990 and 0.1 for 1950-1970.
Baawain et al. [17] used a multi-layer perceptron to predict ENSO events with a one-year
lead time. Ham et al. [18] employed transfer learning to train a Convolutional Neural
Network (CNN) on both Coupled Model Intercomparison Project Phase 5 (CMIP5) data
and reanalysis data for the training period (1871-1973). Their results showed that the
correlation coefficient (CC) of the observed and forecasted Nifio 3.4 index is above 0.5 for
a lead time of 17 months. Martinez-Alvarado et al. [19] used Support Vector Regressor
(SVR) and Bayesian neural networks to forecast the tropical SST anomalies for a lead time
of up to 15 months. The results demonstrated that the Bayesian neural network model
outperformed the SVR. Noteboom et al. [20] proposed a hybrid model using autoregressive
integrated moving average and ANN to predict ENSO events with a one-year lead time.
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Guo et al. [21] proposed a hybrid neural network model that combines ensemble empirical
mode decomposition with a CNN and LSTM network. Finally, Peter et al. [22] attempted to
forecast ENSO events using Gaussian density neural networks and quantile regression neu-
ral network ensembles. These models can assess the predictive uncertainty of the forecast
by predicting a Gaussian distribution and the quantiles of the forecasts, respectively.

Several studies have explored the effectiveness of combining statistical and dynamical
models for forecasting ENSO events. Hong et al. [23] developed a dynamical-statistical
forecast model for predicting SST anomalies, which achieved a CC of 0.8 for a lead time of
12 months. Meanwhile, Zhang et al. [24] used Bayesian model averaging (BMA) to combine
the results of three statistical and one dynamical model to forecast ONI. They applied
an expectation-maximization algorithm to derive the maximum likelihood estimation
for model parameters. Their combined statistical-dynamical model outperformed either
statistical or dynamical models when used alone. Finally, Ha et al. [25] proposed an
encoder—decoder structure for predicting river flow using ENSO. They achieved an R?
of 0.8 with the CLSTM encoder-decoder and an LSTM network in forecasting Yangtze
River flow.

Although not specifically in forecasting ENSO events, the significance of location
and time in predicting and forecasting geographical phenomena has been underscored
in the literature both theoretically [26,27] and experimentally [28,29]. Here we aim to
explore how the extent of spatial and temporal windows, where the environmental features
for forecasting ENSO events are extracted, influences the generalization accuracy of an
LSTM network.

3. Data Description

Our data consists of seven environmental variables: SST, SLP, ZW, MW, WE, CP’s ONI,
and EP’s ONI, recorded at 4697 geographical locations (Figure 1) between 1949 and 2014.
These variables were obtained from the following sources:

e  SST data in °C was retrieved from NOAA extended reconstructed SST version 3b.
The spatial resolution is 1° x 1°. Since this resolution differs from other variables, we
used geographical interpolation to convert it to a 2.5° x 2.5° resolution, consistent with
the rest of the variables. Additionally, 25% of SST values are missing in this dataset.
Therefore, we replaced the missing values of SST with the mean value across the entire
region, which is zero.

e  SLPin Hecto Pascals was obtained from National Centre for Environmental Climate
Prediction (NCEP) reanalysis version 1 [30]. The spatial resolution is 2.5° x 2.5°.

e The horizontal (ZW) and vertical wind (MW) components at 10m depth were obtained
from NCEP reanalysis version 1. The spatial resolution is 2.5° x 2.5°.

e The horizontal wind flux (WF) was obtained from NCEP reanalysis version 1. The
spatial resolution is 2.5° x 2.5°.

e Details on calculating CP and EP indices from Nifio indices are available in [31].

The environmental variables in the dataset represent the three-month averages over
December, January, and February. For instance, the SLP data referring to the time 1949-01-01
in the dataset is the average of SLP over December 1948, January 1949, and February 1949.

The continuous values of CP’s ONI and EP’s ONI are transformed into three categories,
El Nifio where ONI is greater than +0.5, La Nifia where ONI is less than —0.5, and Neutral
where ONI is between —0.5 and +0.5. There are 24 neutral, 22 El Nifio, and 20 La Nifa
events that occurred in CP, and 34 neutral, 18 La Nifa, and 14 El Nifio events that occurred
in EP between 1949 and 2014. We aim to forecast the ONI class in the next year based on SST,
SLP, ZW, MW, and WF from previous years, making this a three-way classification problem.

Feature standardization is a prerequisite for machine learning and deep learning
models. Therefore, all variables are standardized to have a zero mean and unit variance.
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Figure 1. Data points are separated by 2.5° across latitude and longitude.

4. Methodology

An important property of spatial-temporal phenomena is that samples are not inde-
pendent but rather spatially and temporally auto-correlated. Spatial (temporal) autocorre-
lation refers to the phenomenon where samples recorded at nearby locations (time) display
similar patterns to those recorded further apart. As a result, careful consideration should
be given to the spatial-temporal autocorrelation among observations when designing a
prediction model.

Every spatial-temporal observation (st;) contains the values of a set of variables at a
specific location (s) and time (t). Therefore, a spatial-temporal dataset contains recorded
values of features at different locations and times. We define spatial-temporal forecast here
as predicting the value of a variable at time f and location s based on the variable’s value and
other contributing variables at different locations and previous time stamps. The question
we are posing is at what locations (how far from the point where the forecast is being made)
and at how many previous timestamps the values of those variables would positively
contribute to forecasting the target variable. We refer to the size of the geographical
neighborhood as the spatial window size and the number of time stamps going back as the
temporal window size. We will measure the forecast generalization accuracy at varying
spatial and temporal window sizes. The optimal window sizes are those resulting in the
highest generalization accuracy.

4.1. Temporal Window

A temporal window is the number of previous timesteps the environment variable’s
values would contribute to forecasting the target variable. For example, a temporal window
of one year means environmental variables, SST, SLP, ZW, MW, and WEF, recorded from one
year ago are used to forecast the occurrence of El Nifio, La Nifa, or a neutral event in the
current year. Similarly, a temporal window of two years means environmental variables
recorded from the past two years are used to forecast the occurrence of El Nifio, La Nifia,
or a neutral event in the current year. Figure 2 illustrates the use of a two-year temporal
window for forecasting ENSO events. The temporal window size is optimized based on
the generalization accuracy of the LSTM network in forecasting ENSO events.

SST SLP W MW WF EINifo
( 2years ago) | ( 2years ago) | ( 2years ago) | ( 2years ago) | ( 2years ago) or La Nifia or
> LSTM neutral
SST SLP W MW WF k]
( 1 year ago) | ( 1 year ago) | ( 1 year ago) | ( I year ago) | ( | year ago)

Figure 2. A temporal window with a size of two years.
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4.2. Spatial Window

A spatial window is a distance in geographical degrees from the point where the
forecast is being made. The values of the environmental variables that fall within the spatial
window would contribute to forecasting the target variable. The spatial window size
varies from one point to a circle of radius nr, where r = v/2.52 + 2.52 = 3.54 geographical
degrees. The coefficient 7 is treated as a hyperparameter and optimized during training.
For example, when the spatial window size is zero, the values of environmental variables
SST, SLP, ZW, MW, and WF, recorded only at the forecast point (Figure 3a), are used for
forecasting ENSO events in the following year. On the other hand, if the spatial window
size is r, the values of those variables recorded at the forecast point and within a distance
of 3.54 geographical degrees (Figure 3b) are employed for forecasting ENSO events in
the following year. Similarly, a spatial window of size 2r encompasses the values of
the environmental variables recorded at the forecasting point and within the distance of
7.08 geographical degrees (Figure 3c) for forecasting ENSO events in the following year.

(b)

(©)

Figure 3. Varying spatial window sizes: (a) spatial window is one point, (b) spatial window is a circle
with a radius of 3.54 = v/2.5% 4 2.5? geographical degrees, and (c) spatial window is a circle with a
radius of 7.08 geographical degrees.

4.3. LSTM

LSTM overcomes the limitations of traditional RNNs in capturing long-term temporal
dependencies in sequential data. Unlike standard RNN, which suffers from the vanishing
gradient problem, LSTM uses a gating mechanism to regulate the flow of information
through the network. The main component of an LSTM unit is the memory cell, which
serves as a storage unit to retain information for longer durations. The memory cell has
three gates, input, forget, and output. These gates regulate the flow of information into
and outside of the cell, allowing the LSTM to retain or discard information. The input
gate decides how much information should be added to the memory cell, while the forget
gate decides what information to discard from the memory cell. The output gate regulates
the amount of information to be outputted from the memory cell to the next time step or
the final prediction. This gating mechanism allows LSTM to capture long-term temporal
dependencies from the sequential data. The mathematical equations for information flow
in LSTM are given in [32].

The LSTM network consists of an input layer, an LSTM layer, and an output layer.
The LSTM layer consists of 32 memory units, ReLU activation, and a dropout of 0.2.
Dropout [33] is used as regularization to drop a fraction of randomly selected memory
units in the LSTM layer. This means that the information passing through these units is not
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considered in the forward pass and is not updated during backpropagation, allowing the
network to learn robust and generalized data representations. The output layer is a fully
connected dense layer with three units, where each unit represents each class. SoftMax is
the activation function used in the output layer to generate the probability of each class,
and the class with the highest probability is chosen as the target class. The loss function
employed in the LSTM network is categorical cross-entropy, and the network is optimized
using Adam with a learning rate of 0.001. The model is trained for 100 epochs, and an
early stopping algorithm [34] is implemented if the validation loss does not improve for
10 epochs. The network parameters of LSTM are determined by hyperparameter tuning.
Notably, adding more LSTM layers to the network led to overfitting.

4.4. Benchmark Models and Evaluation Metrics

To evaluate the performance of the LSTM, we employ Multi-Layer Perceptron (MLP),
Random Forest (RF), and CLSTM encoder-LSTM decoder [25] as baselines. The MLP
consists of an input layer, two fully connected hidden layers, and an output layer. Two
hidden layers comprise 100 units each and ReLU activation. The output layer has three
units representing three classes. SoftMax is the activation used in the output layer to
generate a probability for each class, and the class with the highest probability is selected
as the target class. The loss function employed in the MLP is categorical cross-entropy, and
the network is optimized using Adam with a learning rate of 0.001. The model is trained
for 100 epochs, and early stopping is implemented if the validation loss does not improve
for 10 epochs. The maximum number of features required for splitting in the RF varies
with the spatial window size. The number of trees in the RF is 50. We followed the same
architecture shown in [25] for the CLSTM encoder-LSTM decoder.

We split the data into 80% for training and 20% for testing. Five-fold cross-validation
is implemented on the training dataset to determine the optimal spatial and temporal
window sizes and for hyperparameter tuning.

All experiments are evaluated using the F1 score, which measures the model’s accuracy
on a dataset. F1 score is the harmonic mean of precision and recall and is calculated as
follows. F1 score reaches its best value at one and worst value at zero. The best value for
the F1 score is achieved for perfect precision (100%) and recall (100%).

_ Zf\il F1(w;)
Fl = == ms 1)

\ _ 2 x precision(w;) x recall(w;)
Fl(w;) = precision(w;) + recall (w;) @

Precision(w;) = % Y

Recall(w;) = TP TP(w;)

(wi) + FN(w) ®

Here, TP(w;), TN(w;), FP(w;), and FN(w;) denotes true positives, true negatives,
false positives, and false negatives for class w; and M denotes the number of classes. True
positives and true negatives are the test samples that are correctly classified, and false
positives and false negatives are the test samples that LSTM wrongly classifies.

5. Results and Discussions

Figures 4 and 5 present the results of five-fold cross-validation accuracies, expressed
as percentages of F1 scores, for predicting ENSO events in CP and EP regions, respectively.
Figure 4 indicates that increasing the temporal window from 1 year to 9 years results in
an improvement in accuracy of approximately 50%, with the highest accuracy observed at
7 years. Similarly, when varying the spatial window from 0 to 57, the accuracy increases
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until 2r and decreases from 2r to 5r. The combination of spatial window size at 2r (7.08 geo-
graphical degrees) and temporal window size of 7 years yields the highest cross-validation
accuracy and, therefore, is optimal.
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o =2 =g
=3 _.ggm':}— 2 NG
0055 ] 00000
oo, PSS s S R o
2 QR S 3 o
3 1080 I} =
e T
— ©3s
= o s
. o O-:S""-,.., et >t
o v O
;s @N'"El\, < ¥ ﬁ'g;
1 year 2 years 3 years 4 years 5 years 6 years 7 years 8 years 9 years

Temporal Window

Figure 4. Five-fold cross validation accuracy (F1 score) in forecasting El Nifio and La Nifa in CP
using LSTM for various spatial and temporal window sizes (values shown in percentage).
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Figure 5. Five-fold cross validation accuracy (F1 score) in forecasting El Nifio and La Nifia in EP
using LSTM for various spatial and temporal window sizes (values shown in percentage).

For the EP region, the five-fold cross-validation accuracy improves as the temporal
window increases from 1 year to 7 years, as depicted in Figure 5. However, when the
temporal window is increased from 7 years to 9 years, the accuracy declines. Similarly,
regardless of the temporal window size, an increase in the spatial window size from 0 to
5r leads to a rise in accuracy until 2r and a drop in accuracy from 2r to 5r. The optimal
spatial and temporal window sizes for the EP region are the same as those for the CP region,
a spatial window size of 2r (7.08 geographical degrees) and a temporal window size of
7 years, respectively.

The performance of different models in forecasting ENSO events for a one-year lead
time is compared in Table 1. The results indicate that LSTM performs better than the other
three baseline models, achieving F1 scores of 0.83 and 0.65 for the CP and EP regions,
respectively. The second best-performing models are the CLSTM encoder-LSTM decoder
and RF, which exhibit similar accuracies for both regions. The inferior performance of the
CLSTM encoder-decoder LSTM model, when compared to LSTM, can be attributed to the
flattening of the encoder output, resulting in the loss of spatial structure in environmental
variables and their temporal relationships with ENSO events. On the other hand, the
limitations of RF lie in its inability to capture the temporal dependencies between environ-
mental variables and ENSO. The MLP performs poorly compared to other models, as it
cannot handle the spatial and temporal relationships between environmental variables and
ENSO. In summary, LSTM, with optimized spatial and temporal windows, demonstrates
its superiority over other baseline models. Specifically, LSTM outperforms RF and CLSTM
encoder-decoder LSTM by 1.3 and 1.08 times, respectively, in forecasting ENSO events in
the CP and EP regions.
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Table 1. Comparison of different models in forecasting ENSO events (measured in terms of F1 score).

MLP RF CLSTM Encoder-Decoder LSTM  LSTM (Ours)
cp 0.60 0.62 0.63 0.83
EP 0.56 0.58 0.60 0.65

Table 2 presents the precision, recall, and F1 scores for each type of ENSO event, pro-
viding insight into the performance of LSTM. Higher precision indicates that the classifier
misclassified fewer negative samples as positive samples, and a higher recall indicates
that the classifier misclassified fewer positive samples as negative samples. Notably, the
recall values for ENSO events in both CP and EP exceed the precision values, indicating
that LSTM is suitable for ENSO event forecasting. Further investigation reveals that most
misclassified ENSO events have ONI values close to +0.5.

Table 2. Highest accuracies in forecasting El Nifio and La Nifia in CP and EP using LSTM with spatial
window of 7.08 geographical degrees and temporal window of 7 years.

CP EP
Precision Recall F1 Precision Recall F1
El Nifio 1.00 1.00 1.00 0.5 1.00 0.66
La Nifia 0.71 0.83 0.77 0.60 0.60 0.60
Neutral 0.80 0.66 0.72 0.78 0.64 0.70

Additionally, the proposed model successfully identifies one of the strongest El Nifio
events from 1997 to 1998. It is worth mentioning that the F1 score of LSTM for EP is slightly
reduced compared to CP due to the high-class imbalance ratio, which was not addressed in
this study. The experimental results highlight that varying spatial and temporal window
sizes, ranging from 0 to 17.7 degrees and 1 year to 9 years, yield forecasting accuracy
ranging from 40.1% to 83% for CP and from 39.2% to 65% for EP regions.

6. Conclusions and Future Directions

Our findings demonstrated that the accuracy of forecasting CP (or EP) ENSO events
in the coming year could be improved by up to 40% (or 25%) by optimizing the spatial and
temporal extent of the environmental variables (i.e., SST, SLP, ZW, MW, and WF) which are
used as features in deep learning. Furthermore, it was shown that these optimal spatial and
temporal window sizes are 7.08 geographical degrees and 7 years. In our future work, we
explore the impact of including additional climate features, such as warm water volume
and upper ocean heat content, on the ENSO forecast accuracy of an LSTM. We will also
focus on integrating dynamic models into deep learning and studying their impact on
forecast accuracies.

Author Contributions: Conceptualization, J.J. and M.H.; methodology, M.H.; formal analysis, J.J.
and M.H.; writing—original draft preparation, J.J.; writing—review and editing, J.J. and M.H;
visualization, J.J. and M.H.; supervision, M.H.; project administration, J.J. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable

Data Availability Statement: The data presented in this study are openly available in GitHub at
https:/ /github.com/jahnavijo/ ENSO-Dataset.git.

Conflicts of Interest: The authors declare no conflict of interest.

110



Eng. Proc. 2023, 39, 10

References

1. Philander, S. El Nifio Southern Oscillation phenomena. Nature 1983, 302, 295-301. [CrossRef]

2. Hsun-Ying, K, Jin-Yi, Y. Contrasting Eastern-Pacific and Central-Pacific Types of ENSO. . Clim. 2009, 22, 615-632.

3. Jin-Yi, Y,; Tae, K.S. Identifying the types of major El Nifio events since 1870. Int. ]. Climatol. 2013, 33, 2105-2112.

4. Mingcheng, C.; Tim, L. ENSO evolution asymmetry: EP versus CP El Nifio. Clim. Dyn. 2021, 56, 3669-3579.

5. Ashok, K;; Behera, SK; Rao, S.A.,; Weng, H.; Yamagata, T. El Nifio Modoki and its possible teleconnection. J. Geo Phys. Lett. 2007, 112.
[CrossRef]

6. Yuan, Y,; Song, Y. Impacts of Different Types of El Nifio on the East Asian Climate: Focus on ENSO Cycles. |. Clim. 2012, 25,
7702-7722. [CrossRef]

7. Barnston Anthony, G.; Tippett Michael, K.; L'Heureux Michelle, L.; Li, S.; DeWitt David, G. Skill of Real-Time Seasonal ENSO
Model Predictions during 2002-11: Is Our Capability Increasing? Bull. Am. Meteorol. Soc. 2012, 93, 631-651. [CrossRef]

8. Qianlong, W.; Yifan, G.; Lixing, Y.; Pan, L. Earthquake Prediction Based on Spatio-Temporal Data Mining: An LSTM Network
Approach. IEEE Trans. Emerg. Top. Comput. 2020, 8, 148-158.

9.  Jahnavi, J.; Hashemi, M. Forecasting Atmospheric Visibility Using Auto Regressive Recurrent Neural Network. In Proceedings of
the 2020 IEEE 21st International Conference on Information Reuse and Integration for Data Science (IRI), Las Vegas, NV, USA,
11-13 August 2020.

10. Jahnavi, J.; Hashemi, M. Feature Selection and Spatial-Temporal Forecast of Oceanic Nino Index Using Deep Learning. Int. J.
Softw. Eng. Knowl. Eng. 2022, 32,91-107.

11. David, C.; Cane Mark, A.; Naomi, H.; Eun, L.D.; Chen, C. A Vector Auto regressive ENSO Prediction Model. J. Clim. 2015, 28,
8511-8520.

12. Ren, H.L.; Zuo, J.; Deng, Y. Statistical predictability of Nifio indices for two types of ENSO. Clim. Dyn. 2018, 52, 5361-5382.
[CrossRef]

13.  Hashemi, M. Forecasting El Nifio and La Nifia Using Spatially and Temporally Structured Predictors and A Convolutional Neural
Network. IEEE ]. Sel. Top. Appl. Earth Obs. Remote Sens. 2021, 14, 3438-3446. [CrossRef]

14. Ren, H.L; Scaife, A.A.; Dunstone, N.; Tian, B.; Liu, Y.; Ineson, S.; Lee, ].Y.;, Smith, D.; Liu, C.; Thompson, V.; et al. Seasonal
predictability of winter ENSO types in operational dynamical model predictions. Clim. Dyn. 2018, 52, 3869-3890. [CrossRef]

15.  Larson, S.M.; Kirtman, B.P. Drivers of coupled model ENSO error dynamics and the spring predictability barrier. Clim. Dyn. 2017,
48, 3631-3644. [CrossRef]

16. Tangang, E.T.; Hsieh, W.W.; Benyang, T. Forecasting regional sea surface temperatures in the tropical Pacific by neural network
models, with wind stress and sea level pressure as predictors. . Geophys. Res. Ocean. 1998, 103, 7511-7522. [CrossRef]

17.  Baawain, M.S.; Nour, M.H.; El-Din, A.G.; El-Din, M.G. El Nifio southern-oscillation prediction using southern oscillation index
and Nifio3 as onset indicators: Application of artificial neural networks. J. Environ. Eng. Sci. 2005, 4, 113-121. [CrossRef]

18. Ham, Y.-G.; Kim, J.-H.; Luo J.-J. Deep learning for multi-year ENSO forecasts. Nature 2019, 573, 568-572. [CrossRef]

19. Aguilar-Martinez, S.; Hsieh, W.W. Forecasts of Tropical Pacific Sea Surface Temperatures by Neural Networks and Support Vector
Regression. Int. ]. Oceanogr. 2009, 2009, 167239. [CrossRef]

20. Nooteboom, P.D.; Feng, Q.Y.; Lépez Cristobal, H.-G.E.; Dijkstra Henk, A. Using Network Theory and Machine Learning to predict
El Nino. Phys.-Atmos. Ocean. Phys. 2018, 9, 969-983. [CrossRef]

21.  Guo, Y.; Cao, X,; Liu, B.; Peng, K. El Nifio Index Prediction Using Deep Learning with Ensemble Empirical Mode Decomposition.
Symmetry 2020, 12, 893. [CrossRef]

22.  Petersik, PJ.; Dijkstra, H.A. Probabilistic Forecasting of El Nifio Using Neural Network Models. Geophys. Res. Lett. 2020,
47,e2019GL086423. [CrossRef]

23. Hong, M.; Chen, X.; Zhang, R.; Wang, D.; Shen, S.; Singh, V.P. Forecasting experiments of a dynamical-statistical model of the sea
surface temperature anomaly field based on the improved self-memorization principle. Ocean. Sci. 2018, 14, 301-320. [CrossRef]

24. Zhang, H.; Chu, PS,; He, L.; Unger, D. Improving the CPC’s ENSO Forecasts using Bayesian model averaging. Clim. Dyn. 2019,
53, 3373-3385. [CrossRef]

25. Ha,S.; Liu, D.; Mu, L. Prediction of Yangtze River stream flow based on deep learning neural network with El Nino-Southern
Oscillation. Sci. Rep. 2021, 11, 11738. [CrossRef]

26. Hashemi, M.; Karimi, H. Weighted machine learning. Stat. Optim. Inf. Comput. 2018, 6, 497-525. [CrossRef]

27.  Hashemi, M.; Karimi, H.A. Weighted machine learning for spatial-temporal data. IEEE ]. Sel. Top. Appl. Earth Obs. Remote Sens.
2020, 13, 3066-3082. [CrossRef]

28. Hashemi, M.; Alesheikh, A.A.; Zolfaghari, M.R. A spatio-temporal model for probabilistic seismic hazard zonation of Tehran.
Comput. Geosci. 2013, 58, 8-18. [CrossRef]

29. Hashemi, M.; Alesheikh, A.A.; Zolfaghari, M.R. A GIS-based time-dependent seismic source modeling of Northern Iran. Earthq.
Eng. Eng. Vib. 2017, 16, 33—45. [CrossRef]

30. Saha, S.; Moorthi, S.; Wu, X.; Wang, J.; Nadiga, S.; Tripp, P.; Behringer, D.; Hou, Y.T.; Chuang, H.Y.; Iredell, M.; et al. The NCEP
Climate Forecast System version 2. J. Clim. 2014, 27, 2185-2208. [CrossRef]

31. Vimont, D.J.; Alexander, M.A.; Newman, M. Optimal growth of central and east Pacific ENSO events. Geophys. Res. Lett. 2014, 41,
4027-4034. [CrossRef]

32.  Hochreiter Sepp and Schmidhuber Jiirgen. Long short-term memory. Neural Comput. 1997, 9, 1735-1780. [CrossRef] [PubMed]

111



Eng. Proc. 2023, 39, 10

33. Srivastava, N.,; Hinton, G.; Krizhevsky, A.; Sutskever, I.; Salakhutdinov, R. Dropout: A simple way to prevent neural networks
from overfitting. . Mach. Learn. Res. 2014, 15, 1929-1958.

34. Lutz, P. Early Stopping—However, When? In Neural Networks: Tricks of the Trade, 2nd ed.; Springer: Berlin/Heidelberg, Germany,
2012; pp. 53-67.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

112



engineering K\
proceedings MD\Py
Proceeding Paper

Quality-Aware Conditional Generative Adversarial Networks
for Precipitation Nowcasting '

Jahnavi Jonnalagadda * and Mahdi Hashemi

Citation: Jonnalagadda, J.; Hashemi,
M. Quality-Aware Conditional
Generative Adversarial Networks for
Precipitation Nowcasting. Eng. Proc.
2023, 39, 11. https://doi.org/
10.3390/engproc2023039011

Academic Editors: Ignacio Rojas,
Hector Pomares, Luis Javier Herrera,

Fernando Rojas and Olga Valenzuela

Published: 28 June 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
1.0/).

Department of Information Sciences and Technology, George Mason University, Fairfax, VA 22030, USA;

mhashem2@gmu.edu

* Correspondence: jjonnala@gmu.edu

1 Presented at the 9th International Conference on Time Series and Forecasting, Gran Canaria, Spain,
12-14 July 2023.

Abstract: Accurate precipitation forecasting is essential for emergency management, aviation, and
marine agencies to prepare for potential weather impacts. However, traditional radar echo extrap-
olation has limitations in capturing sudden weather changes caused by convective systems. Deep
learning models, an alternative to radar echo extrapolation, have shown promise in precipitation
nowecasting. However, the quality of the forecasted radar images deteriorates as the forecast lead
time increases due to mean absolute error (MAE, a.k.a L1) or mean squared error (MSE, a.k.a L2),
which do not consider the perceptual quality of the image, such as the sharpness of the edges, texture,
and contrast. To improve the quality of the forecasted radar images, we propose using the Structural
Similarity (SSIM) metric as a regularization term for the Conditional Generative Adversarial Network
(CGAN) objective function. Our experiments on satellite images over the region 83° W-76.5° W
and 33° S—40° S in 2020 show that the CGAN model trained with both L1 and SSIM regularization
outperforms CGAN models trained with only L1, L2, or SSIM regularizations alone. Moreover,
the forecast accuracy of CGAN is compared with other state-of-the-art models, such as U-Net and
Persistence. Persistence assumes that rainfall remains constant for the next few hours, resulting in
higher forecast accuracies for shorter lead times (i.e., <2 h) measured by the critical success index
(CSI), probability of detection (POD), and Heidtke skill score (HSS). In contrast, CGAN trained with
L1 and SSIM regularization achieves higher CSI, POD, and HSS for lead times greater than 2 h and
higher SSIM for all lead times.

Keywords: weather prediction; precipitation prediction; deep learning; rainfall forecasting

1. Introduction

In recent years, rapid climate change and global warming have led to catastrophic
weather events, such as heavy rainfall and flash floods in various parts of the world [1].
Heavy rains, followed by strong winds, can cause significant economic and social losses.
“Precipitation nowcasting” refers to forecasting rainfall intensity in a region over a relatively
short period (between 0 and 4 h). Precipitation nowcasting provides multiple sectors,
including emergency management services, flood warning systems, and flight and ma-
rine operations, with warnings before heavy rainfalls. Additionally, short-term weather
forecasts are critical for outdoor activities, such as construction, roadworks, sports, and
community gatherings.

Deep Learning (DL) has revolutionized the field of computer vision due to its ability
to capture semantic information from images and videos [2]. Despite the promising
performance of current state-of-the-art models in predicting future radar echoes, the quality
of the predictions generated by these models is poor, often referred to as blurry predictions
in the literature [3,4]. For instance, using Mean Squared Error (MSE, a.k.a L2) or Mean
Absolute Error (MAE, a.k.a L1) losses in image-to-image prediction problems produces
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low-quality images due to uniform distribution assumption, which is not valid for multi-
modal data distribution. In addition, both L1 and L2 losses force the model to generate a
mean prediction of all possible outcomes, thereby losing sharp details such as edges and
color transitions between pixels.

The main contribution of this study is to improve the quality of forecasted images by
introducing an image quality metric, Structural Similarity (SSIM), as a regularization term
for the objective function of the Conditional Generative Adversarial Network (CGAN).
The SSIM is a visual image quality metric that measures structural changes such as local
structure, luminosity, and contrast between the ground truth and generated images. This
study conducts several experiments to demonstrate the superiority of the SSIM regular-
ization over other pixel-wise regularization approaches, such as L1 and L2, measured in
terms of the critical success index (CSI), false alarm ratio (FAR), Heidtke Skill Score (HSS),
probability of detection (POD), and SSIM.

The rest of the paper is organized as follows. Section 2 reviews the relevant literature
on precipitation nowcasting. Section 3 describes the data and preprocessing, followed by
the proposed methodology in Section 4. Finally, Section 5 discusses the experimental results,
and Section 6 concludes the paper with a summary of findings and future directions.

2. Literature Review

Both theoretical [5,6] and practical [7-11] application of ML in forecasting and predict-
ing spatial-temporal phenomena has been underscored in the literature. Random forest
and decision tree performed better in rainfall forecasting for shorter lead times [12,13].
Prudden et al. [14] comprehensively reviewed existing methods in radar-based nowcast-
ing. This study sheds light on the limitations of optical flow-based and persistence-based
methods and the scope of ML methods in precipitation nowcasting.

DL models are widely used in precipitation nowcasting. U-Net is a convolutional
neural network (CNN) commonly used for precipitation nowcasting [15]. A Small Attention
U-Net (SmaAt-UNet) was developed by adding an attention module and depth-wise
convolutions to the original U-Net architecture [16]. Although SmaAt-UNet performs the
same as U-Net, the number of trainable parameters is reduced to one-quarter. RainNet,
another member of the U-Net family, is inspired by SegNet and used in radar-based
nowcasting [17]. The attention mechanism in deep learning has shown promising results in
computer vision. Yan et al. [18] proposed multi-head attention in a dual-channel network to
highlight the critical areas of precipitation. Results indicate that the addition of multi-head
attention and residual connections to the CNN can precisely extract the local and global
spatial features of the radar image.

Some studies have used ConvLSTM for precipitation nowcasting [19-21]. Shi et al. pro-
posed two DL models, Trajectory Gated Recurrent Unit (TrajGRU) [22] and ConvLSTM [23],
for precipitation nowcasting. TrajGRU overcomes the location invariance problem in Con-
vLSTM using fewer training parameters. Most recent studies have applied generative
adversarial networks (GANSs) [24] for weather forecasting [25]. For instance, Choi and
Kim [26] trained Radar CGAN on radar images with a spatial resolution of 128 x 128 km
and a temporal resolution of 10 min. They showed that Rad-CGAN outperforms U-Net and
ConvLSTM in terms of CSI. Few studies use satellite images for precipitation nowcasting.
Hayatbini et al. [27] used satellite images and applied CGAN’s to generate forecasts over
the contiguous United States for up to four hours of lead times. Their model outperformed
Precipitation Estimation from Remotely Sensed Information using Artificial Neural Net-
works for Cloud Classification System (PERSIAN-CSS) in terms of CSI, POD, FAR, MSE,
bias, and correlation coefficient. Despite the use of advanced DL models, such as U-Net,
and GAN:Ss in precipitation nowcasting, the predicted images often turn out to be blurry
due to the L1 or L2 losses [3,4].
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3. Data Description

The dataset used in this study was collected from the National Aeronautics and Space
Administration’s (NASA’s) Integrated Multi-Satellite Retrievals for Global Precipitation
Measurement (IMERG) algorithm [28], which provides precipitation estimates with a
spatial resolution of 0.1° x 0.1° (10 km x 10 km) all over the globe. We used half-hourly
final IMERG data from 1 January 2020-31 December 2020, positioned over the east coast
of the United States (—83° W-76.5° W, 33° 5-40° S) with a spatial resolution of 0.1° x 0.1°
(10 km x 10 km) and precipitationCal as the variable of interest.

Our dataset is multidimensional, with latitude, longitude, and timestamp as dimen-
sions. Our program reads through the dataset for each timestamp and constructs a two-
dimensional matrix (also called a rain map) based on latitude and longitude. A rain map
represents the snapshot of the precipitation collected over the study region. The rain maps
have a dimension of 64 x 64, with each pixel representing average rainfall in the last 30 min
over 10 km x 10 km. Most rain maps contain pixels with low or no rain, so we created
two balanced datasets, Dataset-A and Dataset-B, by ensuring that each rain map has a
minimum number of rainy pixels, following a similar approach to that shown in [24].
Dataset-A contains at least 50% of pixels with rain, while Dataset-B contains at least 20%.
Both datasets have gaps in the timestamps because the rain maps that do not qualify for
the threshold were dismissed. We handle the gaps in both datasets by creating an empty
set and adding samples to it sequentially until the first gap is identified. We follow the
same process through the end of the dataset, generating several small subsets. Finally, we
treat each subset as a separate dataset and create input and output sequences. The input to
the model is a sequence of four rain maps (past 2 h) stacked along the channel dimension,
and the output from the model is a single rain map at a lead time of 30 min, 1h, 2 h, or 4 h.
Therefore, the input and output dimensions are (64 x 64 x 4) and (64 x 64 x 1), respectively.

Dataset-A and Dataset-B are balanced datasets containing 944 and 3736 samples,
respectively. Although they have fewer samples than the original dataset (17,548), they are
suitable for this study to predict rainfall. Therefore, we evaluate our proposed model on
these two datasets. In the results section of this paper, we provide a detailed comparison of
CGAN's performance on both datasets.

4. Methodology
4.1. Problem Statement

The radar echo extrapolation task can be viewed as a sequence-to-sequence prediction
problem as it considers the historical radar echo maps to forecast future radar echo maps.
The radar echo map/rain map at any time ¢ is a tensor x of shape A x B, where A and
B represent a rain map’s height (rows) and width (columns). In this study, A = B = 64.
The sequence of tensors from t = 1 to T is obtained by collecting rain maps at fixed time
intervals over T. Therefore, the spatial-temporal prediction problem can be obtained by
finding a function F to forecast a rain map at / time steps ahead given the sequence of j rain
maps, as shown below:

Xev1 = Fo(Xi—jr1 -+ Xt) ¢))

where 6 denotes model parameters. In this study, the temporal interval between rain maps
is 30 min. The size of the rain map is 64 x 64, the value of j is empirically chosen to be 4,
and [ is varied up to 8. For example, when j = 4 and I = 8, the past two hours of rain maps
are used to forecast a rain map after four hours.

4.2. Conditional Generative Adversarial Network (CGAN)

This study applies CGANSs for precipitation nowcasting. GANSs are generative models
that learn a mapping from a random noise vector z to output image y, G: z — y [29].
In contrast, CGANSs learn a conditional generative model, i.e., instead, CGANs learn a
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mapping from both an auxiliary information x and noise random vector z to output image
y, G:{x, z} = y [30]. The following equation gives the objective function of CGAN:

G* = argmi L 2
gminmax Legan 2

where the generator (G) tries to minimize the objective against its opponent discriminator
(D), whereas D tries to maximizes the objective against its adversary G, and the loss function
of CGAN denoted as Lcgan is given by

Legan = Ey[log D(y)] + Ex.z[log(1 — D(x, G(x, 2))]. ®)

The use of pixel-wise loss functions such as L1 or L2 in the objective function of CGAN
is common in precipitation nowcasting literature [25-27]. This allows the generator to
produce images with pixel values close to the ground truth. However, a common limitation
of L1 or L2 loss functions is blurriness in the forecasts. This is because L1 or L2 loss functions
assume that noise is independent of the local image characteristics, whereas the sensitivity
of the Human Visual System (HVS) depends on the structural changes such as local contrast,
luminance, and structure. Other studies [4] support this argument, suggesting that L1 or
L2 loss functions assume global similarity but do not capture local structures or intricate
characteristics of the HVS, such as edges and color transitions between pixels.

4.3. CGAN with SSIM Regularization

To improve the quality of forecasted images, this study introduces the SSIM loss as a
regularization to the objective function of CGAN, which is given by the below equation.

M
G* = arg minmax Ey[log D(y)] + Ex:[log(1 ~ D(x,G(x,2)))] + A[l - - ) SSIM(yy, )] @
k=1

where SSIM(yy, yi') is the SSIM of the kth kernel window of the output image (y) and
generated image ('), respectively, and M is the number of kernels. The penalty factor A is
set empirically. When A is set to zero, CGAN is trained using only the adversarial loss. If A
is set to one, both the adversarial loss and SSIM loss are used in equal proportions during
training. However, if A is set to a much larger value, the training of CGAN is primarily
optimized to minimize errors caused by the loss of structural information.

The Structural Similarity (SSIM) [31] is a perceptual metric that measures the quality
of an image. Unlike other metrics, SSIM requires both a reference image and a processed
image to calculate the similarity between the two. We use the following formula to compute
the SSIM value for two equal sized windows i and j of reference and processed image. For
simplicity, we use the notations i and j instead of y; and vy’

L. (2#}4+C1)(20’1+C2)
SSIM(i, ) = 5o’ B (5)
(Vj +V]' +C1)(‘75 +U]' +G)

where the symbols y;, u is i, and 0; represent the mean and standard deviation of pixel
values within windows i and j, respectively. The symbol 0j; represents the covariance
between the pixel values of windows i and j. The constants C; and C, are given by (k;L)?
and (kzL)z, respectively, where kq and k; are default values of 0.01 and 0.03, and L is the
dynamic range of pixels, which is 2N#mberofbits _ 1,

Studies show that training deep learning models with a combined SSIM loss function
and pixel-wise losses such as L1 or L2 loss can improve the quality of forecasts for image-
to-image translation problems [32,33]. This is because L1 or L2 loss functions preserve
colors and luminance (local structure), whereas the SSIM loss function preserves contrast.
Therefore, we analyze the performance of CGAN by training the generator using different
combinations of SSIM and L1 or L2 loss functions. Excluding random noise (z) from
Equation (4), the generator can still learn a mapping from x to y, but it is highly sensitive
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to randomness because slight changes in x can significantly vary y. Our experimental
results found that the noise vector z has no impact on generator training because the same
results were produced with and without the noise vector. Therefore, we ignore the noise
vector z from the generator and instead use dropout as noise in the layers of the generator
during training and testing [30]. In pix2pix CGAN, U-Net is used for the generator and
Patch-GAN is used for the discriminator. It is worth noting that we utilized the pix2pix
version of CGAN [30], but with a slightly modified U-Net generator designed to fit the size
of our input image (64 x 64). Adam is the optimizer used with a learning rate of 0.0002,
and momentum parameters are 0.5 and 0.99. We determined the optimal hyperparameter
values for epochs, batch size, and penalty factor (A) through hyperparameter tuning on
the validation set. The resulting values are as follows: 100 epochs, a batch size of 16, and
a penalty factor of 100. The patch size of the discriminator (a.k.a discriminator receptive
field) is set to 1 x 1 (Pixel GAN).

4.4. Baselines (U-Net and Persistence)

To compare the performance of CGAN, we utilized two state-of-the-art baselines:
U-Net and Persistence. The architecture used for U-Net is identical to that of the CGAN
generator. We optimized U-Net for 100 epochs using Adam with a learning rate of 0.001 and
implemented an early stopping algorithm that halts the training process if the validation
loss fails to improve in the last ten epochs. We performed several experiments to train
U-Net using all combinations of loss functions for a fair comparison. However, due to space
constraints, we only reported the best values in Figure 1. Another commonly used baseline
in nowcasting is Persistence. It assumes that rainfall after a few hours is the same as the
present rainfall. Unfortunately, this baseline is challenging to surpass because it aligns with
the fact that weather does not change much in the span of few hours. In other words, there
is a possibility that rainfall remains the same during the observed and forecasted periods.

4.5. Evaluation Metrics

We evaluate all models in this study using several metrics, including CSI, FAR, POD,
HSS, and SSIM. To accomplish this, we begin by rescaling the pixel values of both the
predicted and ground truth images. Then, we convert these values to binary values using a
rainfall rate of 0.5 mm/h as a threshold, as outlined in previous research [19,23]. The SSIM
equation is already shown in Equation (5), while the mathematical formulas for the other
metrics are given in [21].

5. Results and Discussions

Table 1 shows the test accuracy of CGAN on Dataset-A for various regularizations. The
values highlighted in the bold indicate the best values for that lead time. It is noticeable that
the accuracy of CGAN decreases as the lead time increases, regardless of the regularization
used. However, CGAN trained using L1 and SSIM regularization outperformed other
regularizations in all metrics except POD. In other words, CGAN trained with L1 and
SSIM regularization has better CSI, FAR, HSS, and SSIM for all lead times than CGAN
trained with other regularizations. The CGAN model trained with the L2 regularization
has higher POD than models trained with other regularizations. This is unsurprising, as the
L2 regularization minimizes the mean square of pixel differences between observed and
forecasted images, resulting in pixel values closer to the average and fewer false negatives.
However, the FAR of the L2 regularization is higher than other regularizations as it predicts
the majority of non-rainy pixels as rainy pixels. Moreover, the CSI and HSS of the L2
regularization are lower than other regularizations due to more false positives. Lastly, the
SSIM of the CGAN model trained with the L2 regularization is less than models trained
with the SSIM regularization because L2 estimates rainfall intensity globally, while SSIM
estimates it locally. The model trained with L1 and SSIM regularization has less FAR than
other regularizations for all lead times. Additionally, the HSS of the CGAN model trained
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with L1 and SSIM regularization for a lead time of four hours is 0.25, which means the
CGAN model is 25% better than the random forecast.

Table 1. Test accuracy of CGAN on Dataset-A for different regularizations (the values in the bold
indicate the best values for that lead time).

Lead Time in Hours

Metric Regularization
0.5 1 2 4

L1 0.481 0.574 0.546 0.442
L2 0.562 0.575 0.547 0.481
cs SSIM 0.650 0.613 0.556 0.497
L2 + SSIM 0.677 0.624 0.559 0.495
L1+ L2 + SSIM 0.711 0.637 0.557 0.496
L1 + SSIM 0.713 0.642 0.598 0.505
L1 0.811 0.775 0.724 0.634
L2 0.932 0.886 0.855 0.851
SSIM 0.917 0.880 0.839 0.837

POD
L2 + SSIM 0.900 0.875 0.836 0.809
L1+ L2+ SSIM 0.822 0.785 0.738 0.652
L1 + SSIM 0.829 0.786 0.749 0.660
L1 0.186 0.238 0.308 0.405
L2 0.411 0.371 0.406 0.455
SSIM 0.303 0.332 0.369 0.446

FAR
L2 + SSIM 0.265 0.312 0.368 0.442
L1+ L2+ SSIM 0.163 0.229 0.305 0.406
L1 + SSIM 0.160 0.221 0.300 0.404
L1 0.455 0.578 0.443 0.239
L2 0.397 0.438 0.337 0.186
SSIM 0.454 0.510 0.399 0.212

HSS
L2 + SSIM 0.452 0.537 0.402 0.219
L1+ L2+ SSIM 0.702 0.596 0.455 0.249
L1 + SSIM 0.704 0.605 0.463 0.251
L1 0.848 0.831 0.808 0.775
L2 0.835 0.810 0.780 0.748
SSIM 0.880 0.849 0.825 0.801

SSIM
L2 + SSIM 0.880 0.847 0.826 0.803
L1+ L2+ SSIM 0.880 0.849 0.826 0.804
L1+ SSIM 0.880 0.849 0.826 0.806

Table 2 shows the test accuracy of CGAN on Dataset-B for various regularizations. The
values highlighted in the bold indicate the best values for that lead time. For Dataset-B, we
observe similar results as Dataset-A. That is, the forecast accuracy of CGAN decreases as
lead time increases, regardless of the choice of the regularization. In other words, as the lead
time increases, CSI, POD, SSIM, and HSS gradually decrease while FAR rises. Furthermore,
the forecast accuracy of CGAN improves when trained with combined regularization. As a
result, for all lead times, models trained with combined regularization have a lower FAR
than models trained with a single regularization. The CGAN model’s CSI, POD, and FAR
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on Dataset-B are less than those on Dataset-A for all lead times because Dataset-B has
fewer rainy pixels. However, the SSIM values for Dataset-B are higher and vary slightly
across lead times because 80% of pixels contain no rain. The HSS scores for both datasets
are greater than 0.5 for lead times up to 2 h, suggesting that our proposed model is 50%
better than the random model. Overall, the CGAN model trained with L1 and SSIM
regularization performs well for four out of five metrics for both datasets. These results
demonstrate that combining adversarial loss with L1 and SSIM regularization can produce
quality predictions similar to previous studies [32].

Table 2. Test accuracy of CGAN on Dataset-B for different regularizations (the values in the bold
indicate the best values for that lead time).

Lead Time in Hours

Metric Regularization
0.5 1 2 4

L1 0.607 0.522 0.409 0.310
L2 0.484 0.453 0.382 0.281
csi SSIM 0.587 0.512 0.409 0.306
L2 + SSIM 0.559 0.512 0.413 0.292
L1+ L2+ SSIM 0.623 0.525 0.415 0.311
L1 + SSIM 0.624 0.564 0.428 0.335
L1 0.753 0.668 0.566 0.421
L2 0.858 0.852 0.822 0.708
SSIM 0.857 0.785 0.713 0.632

POD
L2 + SSIM 0.863 0.764 0.681 0.601
L1+ L2+ SSIM 0.766 0.702 0.598 0.452
L1 + SSIM 0.750 0.696 0.571 0.451
L1 0.234 0.297 0.406 0.549
L2 0.470 0.531 0.542 0.602
SSIM 0.347 0.422 0.504 0.592

FAR
L2 + SSIM 0.377 0.425 0.505 0.589
L1+ L2+ SSIM 0.235 0.305 0.422 0.565
L1 + SSIM 0.202 0.235 0.354 0.403
L1 0.676 0.581 0.429 0.218
L2 0.498 0.418 0.333 0.182
SSIM 0.593 0.521 0.385 0.206

HSS
L2 + SSIM 0.602 0.548 0.402 0.221
L1+ L2+ SSIM 0.691 0.582 0.433 0.211
L1 + SSIM 0.696 0.618 0.442 0.212
L1 0.933 0.912 0.914 0.905
L2 0.928 0.924 0.913 0.905
SSIM 0.942 0.922 0.918 0.902

SSIM
L2 + SSIM 0.946 0.921 0.916 0.903
L1+ L2+ SSIM 0.945 0.921 0.918 0.902
L1 + SSIM 0.948 0.926 0.918 0.906

Figure 1 depicts the input and forecasted images generated using different regular-
ization terms on Dataset-A, specifically for a four-hour lead time. Both L1 and L2 losses
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accurately identified the rain location but lost intricate details such as sharp edges, es-
pecially for pixels with low rainfall. On the other hand, SSIM loss preserved color and
brightness but fell short in predicting intensity in some pixels if used alone instead of com-
bining L1 or L2 regularization. Finally, the combination of L1 and SSIM regularization looks
close to the target, whereas adding L2 to the SSIM regularization generated smooth edges.

Input Image

Target Image

L1

L2

SSIM

L1+ SSIM

L2 + SSIM

L1+ L2 +SSIM

Figure 1. Input and forecasted images for various regularization terms on Dataset-A for 4 h of
lead time.

We compare the forecast accuracy of CGAN with the baselines U-Net and Persistence.
As mentioned earlier, U-Net is also evaluated using different regularizations, but only
the best values are reported in Figure 2 for space constraints. Figure 2a provides the test
accuracy of models on Dataset-A. Notably, the reported results for CGAN are based on
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20



Eng. Proc. 2023, 39,11

the L1 + SSIM regularization. Persistence shows a high POD, U-Net has a low FAR, and
CGAN has a high SSIM on average. Persistence performs slightly better than CGAN in
CSI, POD, and HSS for shorter lead times (up to one hour) because precipitation does not
vary significantly in one hour, making it challenging to outperform Persistence. However,
our CGAN model outperforms U-Net and Persistence in three out of five metrics for lead
times greater than one hour. Additionally, CGAN and Persistence beat U-Net for all lead
times in all metrics except FAR. Overall, CGAN scored 8, Persistence scored 7, and U-Net
scored 5 out of 20 (five metrics x four lead times), demonstrating the capability of CGAN
and the SSIM regularization.

Figure 2b compares the test accuracy of models on Dataset-B. These results follow the
same trend as Figure 2a. Overall, Persistence has a high POD, and CGAN has a low FAR
and high SSIM. Furthermore, CGAN and Persistence outperform U-Net for almost all lead
times and across all metrics. CGAN scored 12, and Persistence scored eight out of 20 (five
metrics x four lead times), highlighting the capability of CGAN and SSIM regularization
for precipitation nowcasting. An important observation from Figure 2a,b is that the POD
(recall) for Dataset-B is lower than for Dataset-A at all lead times because of the fewer rainy
pixels in Dataset-B than Dataset-A. This biases the CGAN model to forecast the majority
of the pixels as no rain, indicating that CGAN can achieve higher accuracy in forecasting
precipitation for longer lead times if more samples from the positive class (rainy pixels)
are available.
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Figure 2. Test accuracy of models trained with L1 and SSIM regularization for (a) Dataset-A,
(b) Dataset-B measured using CSI, POD, FAR, HSS, and SSIM.
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6. Conclusions and Future Directions

This study demonstrates that using SSIM and mean absolute error (MAE, also known
as L1) regularization in CGAN'’s objective function can result in higher-quality predicted
images, as measured by CSI, POD, FAR, HSS, and SSIM. Although the CSI, POD, and HSS
for Dataset-B are lower than those for Dataset-A due to the smaller number of rainy pixels
in Dataset-B, the proposed model can achieve higher forecast accuracy for larger datasets
with more positive samples.

To evaluate the effectiveness of CGAN, we compared it with other baselines such as
U-Net and Persistence. Persistence assumes that rainfall remains constant after a few hours,
making it a difficult baseline to outperform in weather prediction, particularly for shorter
lead times. Therefore, for up to one hour lead times, the CSI, POD, and HSS of Persistence
are greater than those of CGAN and U-Net. However, for two hours and longer lead
times, CGAN outperformed Persistence in terms of CSI, POD, and SSIM, demonstrating the
superiority of CGAN and SSIM regularization in rainfall forecasting for longer lead times.
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Abstract: The forecasting of a signal that locally satisfies linear recurrence relations (LRRs) with
slowly changing coefficients is considered. A method that estimates the local LRRs using the subspace-
based method, predicts their coefficients and constructs a forecast using the LRR with the predicted
coefficients is proposed. This method is implemented for time series that have the form of a noisy
sum of sine waves with modulated frequencies. Linear and sinusoidal frequency modulations are
considered. The application of the algorithm is demonstrated with numerical examples.
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1. Introduction

Let us consider the problem of forecasting time series using singular spectrum anal-
ysis (SSA) [1-6]. The theory of SSA is quite well-developed; there are many papers with
applications of SSA to real-life time series (see, for example, [6] and [7] (Section 1.7) with
short reviews). SSA does not require a time-series model to construct the decomposition
into interpretable components such as the trend, periodicities, and noise. However, for
prediction in SSA, it is assumed that the signal (the deterministic component of the time
series) Sy = (s1,...,5N) satisfies some model, in particular, a linear recurrence relation
(LRR) with constant coefficients (maybe, approximately):

d

Sitd = Zaksi+d_k fori= 1,...,N*d. (1)
k=1

This assumption is valid for signals in the form of a sum of products of polynomial,
exponential, and sinusoidal time series, in particular, a sum of exponentially modulated
periodic components. SSA also works for the case of trend extraction and the general case
of amplitude-modulated harmonics, where the model is satisfied approximately. However,
SSA is not applicable if the signal locally satisfies a changing LRR. An example of such
a signal is sinusoidal frequency-modulated time series. This paper aims to construct a
method for the prediction of time series locally governed by changing LRRs, staying within
the framework of SSA.

Let us consider the model of time series in the form of a noisy signal, where the signal
is locally governed by LRRs with slowly time-varying coefficients. A local version of SSA
has already been considered earlier for signal estimation [8]. However, it results in different
approximations of the segments of the time series and the prediction can be performed
based on the last segment only. In this paper, a local modification of the recurrent SSA
prediction, based on the construction of a prediction of the coefficients of the local LRRs,
is proposed. This modification was applied to time series in which the signal is a sum of
sinusoids with time-varying frequencies having non-intersecting frequency ranges, where
the instantaneous frequency of each summand is slowly varying.
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2. Basic Notions
2.1. Linear Recurrence Relations

Let us introduce several definitions. By time series of length N we mean a sequence of
real numbers Xy = (x1,...,xN) € RN, Consider a time series in the form of the sum of a
signal and noise Xy = Sy + Ry and state the problem of signal forecasting.

A time series Sy satisfies a linear recurrence relation (LRR) of order d if there exists a
sequence {a;}¢_, such that a; # 0 and (1) takes place.

A time series governed by an LRR satisfies a set of LRRs, one of which has minimal
order; we will call it minimal LRR. Among the set of the governing LRRs, there is the
so-called min-norm LRR with the minimum norm of coefficients, which suppresses noise
in the best way [5] and is used for the recurrent SSA forecasting.

The characteristic polynomial of LRR (1) is defined as

d

Py(u) = p* = Y appu®*,
k=1

The roots of the characteristic polynomial of the minimal LRR are called signal roots. The
characteristic polynomial corresponding to an LRR governing the signal includes the signal
roots, among others.

7

n m
Remark 1. Since Py(p) = T1(n—px) = p" — ¥ agp™ %, the roots of the characteristic
k k=1

polynomial provides the LRR coefficients, and vice versa.

The following result [9] together with Remark 1 shows how to find the roots of the
T
governing minimal LRR s;, = Y a;S;i;,_i using the common term of the time series Sy.
k=1

Letpy, ..., pp be the roots of the LﬁR characteristic polynomial with multiplicities ky, .. ., kp‘
p kWI 71 .
The time series Sy satisfies the LRR if and only if s, = ) ( Y cmn! > M, where ¢ j € C
j=0

m=1
depends onsy,...,s;.

Example 1. Consider the time series Sy = (sq,...,5N) with s, = Acos(2nwn + ¢), w €
(O, %) Since A cos(27twn + ¢) = Ae " Pe 12T /D 1 AP 2N /D e have py = e 2T,
po = e2™. Therefore, the characteristic polynomial is Py() = (u — p1)( — p2) = (p —
e~ l2wny (g pl2mwny — 12 2y cos 27w + 1. Thus, ay = 2cos27tw, ay = —1 and s;,5 =
25;41 €COS 27Tw — §;.

Remark 2. The method for constructing the min-norm LRR of a given order with the given signal
roots is described in [10]. This method will be used in the algorithm proposed in Section 3.2.

2.2. Harmonic Signal with Time-Varying Frequency: Instantaneous Frequency

In this paper, the basic form of signals will be the discrete-time version of

s(t) = icos(ani(t) +¢i), ()

i=1
where w;(t), i = 1,...,p, are slowly changing functions. Note that if w;(t) are linear
functions, the signal satisfies an LRR; see [4] (Section 2.2) and Remark 1.

Let s(t) = cos(2rtyp(t) + ¢). The instantaneous frequency of the signal s(t) is defined
as wins(t) = ¥ (t). The instantaneous period is the function Tins(t) = m If wins(a) =0
for some a, we put Tins(a) = +oo. The frequency range of the signal Sy is the range
wins([1, NJ), that is, the image of [1, N].
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Example 2. For the signal s(t) = cos <2ﬂ(ﬁ)2>, the instantaneous frequency wins(t) = s

is a linear function; the frequency range equals wins([1, N|) = [ﬁ, %] . For the signal s(t) =

cos (55 (t + 5sin £55) ), the instantaneous frequency equals wj = 55 24 cos £ an
(2275(1‘ 5si %(7)%)) th tant freg Y equals wins(t) 210(1+51(%(7)T %70-[(5) d

is a periodic function with period equal to T = 100; the frequency range is

om0 € [ - ) (1 )]

We assume that on short segments of time, the signals considered in Example 2 are
well-enough approximated by a sinusoid with a frequency equal to the instantaneous
frequency in the middle of the segment. This assumption will be used for the construction
of the signal-forecasting algorithm.

2.3. SSA, Signal Subspace and Recurrent SSA Forecasting

In the version for signal extraction, SSA has two parameters, the window length L,
1 < L < N, where N is the time-series length, and the number of elementary components
r. At the first step of SSA, the trajectory matrix of size L x K, where K = N —L +1, is
constructed and then decomposed into elementary components using the SVD. The leading r
SVD components are used for the estimation of the signal and the signal subspace basis, which
is used for constructing the forecasting LRR. Here is the scheme of the method given in [6]:

X] X3 ... XK

X o

L, =span(ly,..., Uy)

705 .
is the signal space; Ty ~ 52 83 . Sk 1
. & .p “s=( S
I1, is the projector on £;; S
-~ Sp S e S
S = Z:ﬂ:l um (XT Um)T _ er. L SL+1 N

Thus, a concise form of the SSA algorithm for signal extraction is
S=7"1 I3 o 11, 0 T(X),

where Iy, is the projector to the set of Hankel matrices, that is, the set of trajectory matrices.

The L-rank of a time series is the rank of its trajectory matrix 7 (X), or, equivalently,
the dimension of the column space of 7 (X). For infinite time series and L > r, the rank is
equal to the order of the minimal LRR governing the time series. For example, the rank of
the signal Seo = (51,52, . ..) with the common term s, = A cos(2twn + ¢) and w € (O, %)
equals two.

The construction of the forecasting min-norm LRR of order L — 1 based on the SSA
decomposition follows the formula for the LRR coefficients R [4] (Equation (2.1)):

R =

1 T
1—12 anﬁ = (HL,],...,H‘I), (3)
i=1

where U; € RE1 s the vector U; without the last coordinate, which is denoted by ;. The
forecast is constructed as Sy+1 = Zf:’ll AiSN+1—i-

In addition to forecasting, the SSA decomposition allows one to estimate the signal
roots. Let us describe the ESPRIT (see [7] (Algorithm 3.3) and [11]) for signal-root estimation.
We define U := [U; : ... : U], U the matrix U without the first row and U the matrix U
without the last row. The ESPRIT estimates of the signal roots {1, }}_; are the eigenvalues
of a matrix that is an approximate solution of the equation UD = U, e.g., D = (UTU)'UTU
for the LS-ESPRIT version.
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3. Signal Forecasting by Forecasting of Local LRRs
3.1. General Model of Signals

Let us describe a general model of time series, for which the developed approach to
forecasting will be applied. Consider the signal Sy and take some natural Z,1 < Z < N.
For a time series Y, we denote Y 4 p the series (y4,...,yp).

The signal model is

P
Sn = Z;, pf (n) cos(27pj(n) + @;), )
=

where we assume that

1. For the time series S, on its sequential segments S; ;71 of length Z,
i=1,...,N—Z+1,every summand in (4) is well-approximated by a series in the
form s;PP"* = pjl (ng) cos(2mwj - n + ), where wjo = 1p]’-(n0) and ny = ny(i) is the
middle point of the segment.

2. The series pj(n) and yj(n) behave regularly in n, 0 < ¢i(n) < 0.5 and there exist

methods that can forecast such kinds of series.

To construct a forecast sy1 one needs to find the instantaneous frequencies at the
point N + 1.

3.2. Algorithm LocLRR SSA Forecast

Hereinafter, we will consider the model Xy = Sy + Ry, where Sy = (s1,...,5N)
satisfies the conditions described above and Ry is white Gaussian noise with zero mean
and standard deviation 0. Let Z(;y = Xjizz—1,i = 1,...,W, where W = N - Z + 1.
The estimates of instantaneous roots, frequencies, moduli and LRR coefficients will be
enumerated according to the middle of the local segment. In particular, denote {a,(cl) Yiq
the coefficients of the minimal LRR that approximates the local segment of the series
Si_(z/2),i+]z/2)—1 With the center in's;.

The local segment of length Z has the structure depicted in Figure 1, where the middle
Of Z(io) iS N + 1.

%] i+Z-1 N-Z+1 N Time

Figure 1. Scheme of moving segments.

3.2.1. Scheme

In the scheme below, we consider j = 1,..., p/, where p’ is the number of signal roots
with nonnegative imaginary parts (note that signal roots with negative imaginary parts are
conjugate to signal roots with positive imaginary parts):

XN {p§i+[z/2]) iVil FOR MODs {ﬁ§N+1) {\il
lz ) 1
w  ESPRIT (i+12/2)\w ~(N+)yMm ] M
{Z(l) i=1 T> {‘M] i=1 {]’l] }l:'l - {RN+I}]:]'
1 T
i+[Z FOR ARG ~ !
{w](ﬁ[ /2]) ;Vi1 FOR ARGs, {w](N+)}{\il

Here {ﬁNH}lI\i 1» Where Ry = (dy,..., ) is the sequence of coefficients of the fore-
casting minimal LRRs. If the required length m of the forecasting LRRs is larger than r,

then we lengthen each R N+ l=1,..., M, to ﬁ%’il of the min-norm LRR of order m; see
Remark 2.
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The result is a sequence of coefficients of the forecasting min-norm LRRs {’R<m l}l
of order m. To obtain the results, the series of moduli and frequencies should be forecasted
using some algorithms FOR MODs and FOR ARGs for each j.

After the sequence of coefficients is constructed, the forecasting values §N+1, NaM =
(YN+1,-- -, YN+M) are taken from the time series

S, n=1,...,N,

— m
Yn Za’;(n)y?’lfkr n:N+l/~'-/N+M/
k=1

where 5, n =1,..., N, is the signal estimate obtained using SSA.

3.2.2. Algorithm in Detail
Let us formally describe the algorithm for forecasting the minimal LRRs (Algorithm 1).

Algorithm 1: LocLRR SSA Forecast

Input:

. time series Xy = (x1,...,xN),

e  forecast length M,

*  local segment length Z,

e window length L,

e number r of leading eigentriples of the trajectory matrices of the local segments
that are used to find the estimates of the signal roots,

*  length m of the forecasting LRRs,

. algorithm for forecasting the root moduli FOR MODs,

e algorithm for forecasting the instantaneous frequencies FOR ARGs.

Steps:

1. For each segment Z( ) i=1,...,W,where W = N — Z + 1, estimate the signal

roots {]4 (i+(2/2)) }’

length L and s1gna1 rank r. Suppose that the estimates of the roots form complex-conjugate

pairs Choose the roots with positive argument
+[z/2 .

(TN =1, W, p =g

(14+[2/2]) }p

of the approximating series using ESPRIT with window

2. Arrange the first set of roots { Hi
(i+[z/ 2]

1 in descending argument order.

3. Order the sets of roots { H; i=2,...,W,so that the sum

] 1
P, )
Z‘F](H[Z/z]) _ H;z+[Z/2] 1)

is minimal among all possible permutations of { B (i+(z/2] )}

4. Foreachi=1,...,Wandj=1,...,p, calculate the moduli p](.IHZ/Z]) = |‘uj(14r (z/2) \ and the

7 2 Ar (i+[2/2]) . .
frequencies w]H[ /2) L .Forj=1,...,p,set the series

7 (1+[Z/2]) (N [Z/2]+1) . (1+(Z/2]) (N=[Z/2]+1)
P(j)—(Pj P )and()(j)—(wj s @) )

5. Using the algorithms FOR MODs and FOR ARGs, for eachj = 1,..., p, construct
the forecast (ﬁ(NH), .. .,ﬁ§N+M)) of the series P( ) and the forecast ( ](N“) .. .,&;NHVU)
of Qj), respectively.
6.  Using the obtained forecasts of frequencies and moduli, calculate the roots
ﬁl(.”) = ﬁ/(.") exp(i27r&]<”>), n=N+1,...,N+M,j=1,...,p, supplement them
by their complex conjugates and then, using the relation between characteristic
polynomials and LRRs (see Remark 1), find the sequence {R y ]} 7, of the LRR
coefficients, RN+/’ = ( £N+]),. .4 §N+]) )
Output: The sequence {ﬁNH }{‘i 1 of coefficients of minimal LRRs of order r approximately
governing the future signal segments S;, N (z/2]-1,14N+[2/2]-
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Remark 3. If real-valued roots are obtained on some segments of Z(i), i=1,...,W, we replace
the values of the roots with missing values. That is, fori =1,...,Wand j = 1,...,r such that
y]@ € R we put ;4/@ := NA (not available). Possible gaps in the series of frequency estimates can
be filled in; e.g., one can fill them with the iterative gap-filling method [12]; see also the description

of the igapfill algorithm in [7] (Algorithm 3.7).

An appropriate choice of the algorithms FOR MODs and FOR ARGs depends on the
form of the frequency modulation.
Finally, each LRR of {Ry; }]Ai ; is enlarged to a min-norm LRR of length m with

coefficients {ﬁﬁ\ﬁ)l}f\i 1 (see Remark 2) and this enlarged LRR is used for the prediction
of s N+I-

4. Examples
4.1. Description

In this section, we demonstrate the forecasting using the LocLRR SSA Forecast algo-
rithm. The following types of time series were considered.

4.1.1. Sinusoid with Linearly Modulated Frequency
The signal has the form

s(t) = cos(2m(at)?), a #0.

The instantaneous frequency is wins(t) = 24a2t; the frequency range is wins([1, N]) =
[2112, 202N ] . We will consider such values of the parameter a and series length N at which
the frequency range wins([1, N]) C (0, 0.5). Since the instantaneous frequency is a linear
function, we will take the linear-regression-prediction algorithm as FOR ARGs.

4.1.2. Sinusoid with Sinusoidal Frequency

The signal is
5(t) = cos(27wext (t + bsin27twinet)), b >0,

Wext, Wint € (0,0.5), where win; is much smaller than wey. The instantaneous frequency
equals Wins(t) = Wext(1 + 27TWintb cos 27twinet); the frequency range is wins([1,N]) =
[wext (1 — 27twint), wext (1 + 27twineb)]. We will consider values of signal parameters and
series lengths such that wins([1, N]) C (0, 0.5). The rank of the time series of the series Qy
of instantaneous frequencies with terms wy, = wins(1), 1 =1,..., N, is equal to 3. There-
fore, we take the recurrent SSA forecasting algorithm with r = 3 as FOR ARGs; the window
length L is chosen to be half of the length of the frequency-estimation series following the
general recommendations.

Since we do not consider time-varying amplitude modulation in the examples, we
take the forecast of moduli series using the average value over local intervals as algorithm
FORMODs.

4.1.3. Sum of Sinusoids

The signal is
P1 P2 .
s(t) = Z cos(27‘t(ujt)2) + Z cos (27‘[(4);“(15 + by sin an}c“tt», (5)
j=1 k=1

aj#0,j=1,...,p, wi"t, w]i(“t € (0,05), by >0,k=1,..., p2. We will consider the signal
parameters and the time-series length N such that the frequency ranges of the summands
are not mutually intersected and the frequency range of each summand belongs to the
interval (0, 0.5).
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The frequencies corresponding to the signal summands of s(t) will be forecasted
either with linear regression or with SSA, based on the type of obtained estimates of the
instantaneous frequencies on the local segments. The moduli will be predicted using the
average of the estimates over the local segments.

In numerical examples, we will consider the signal parameters such that the instan-
taneous frequencies are slow-varying functions. Since the examples under consideration
satisfy the general time-series model (Section 3.1), the LocLRR SSA-forecast algorithm can
be used for forecasting.

In real-life problems, the value of the optimal LRR order 1 can be chosen based on the
training data. In the model examples, the value of the optimal LRR order m will be chosen
by trying all possible values of m in the range from r to Z and comparing the mean squared
errors (MSE) of the predictions.

The following approach was used for choosing the length Z of local segments. We take
such a value of the parameter Z that most of the local segments Z<,-), i=1,...,W, contain
at least 2-3 instantaneous periods of each summand of the signal satisfying model (5). For
small Z, we obtain estimates of the instantaneous frequency with large variability, whereas
for large Z, we have a considerable bias. The necessary condition for appropriate values of
Z is that there are no (or a few) segments providing real-valued roots.

4.2. Numerical Experiments
Consider the following numerical examples:

e  Sinusoid with linearly modulated frequency,

2
Sy = CoS <27‘c(1nm) )
(denoted by cos(n?));

e  Sinusoid with sinusoidal frequency modulation,

Sy = COS 2 n 4+ 5sin 2rn
" 20 100
(denoted by cossin(n));

e Sum of sinusoids with linear and sinusoidal frequency modulations,

n \2 27 . 27mn
Sy = cos(2n<m> ) +Cos<ﬁ(n+smm>> (6)

(denoted by cos(n?) + cossin(n));
e Sum of two sinusoids with sinusoidal frequency modulation,

Sy = 2—” n-+ in—zrm + 2—” n—+2 in—znn
n =% 0 S 700 3\ 10 S 740

(denoted by cossin(n) + cossin(n)).

We compare the proposed LocLRR SSA-forecast algorithm (denoted by “alg”) with
two simple methods:

e Forecasting by constant, which forecasts by zero, since we consider time series with
zero average (denoted by ‘by 0").

e Forecasting using the last local segment, which is performed with the min-norm LRR
computed using the roots of the last local segment Z(ny_711) = (XN-z+1,---,%N)
(denoted by ‘last’).
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Let us consider accuracies of M = 30 step ahead forecasts for time series of length
N = 300. For each example, the prediction is performed for the pure signal and the noisy
signal, where the noise is white Gaussian with standard deviation o = 0.25. In the noisy
case, a sample of size P = 100 is used for the estimation of accuracy.

Let {X;f,) }f): ; be the time-series sample. The prediction error is estimated as RMSE =

P (s
\/ 5 ¥ MSEGY, 1 napr Svenem)-

i=1

The results are shown in Table 1, where the best results are highlighted in bold.
They confirm the advantage of the proposed method over the simple methods under
consideration.

Table 1. RMSE of forecasts; ‘alg’ is the proposed algorithm; m is the optimal length of the forecast-
ing LRRs.

S s b Last Alg
igna o 0
snateN y RMSE m RMSE m
5 0 0.689 0.717 2 0.014 3
cos(n?)
0.25 0.733 0.754 5 0.135 11
0 0.698 0.309 2 0.097 2
cossin(n)
0.25 0.741 0.438 5 0.232 6
0 1.060 0.880 6 0.184 4
cos(n?) + cossin(n)
0.25 1.089 0.958 10 0.295 12
0 0.873 0.587 4 0.191 5
cossin(n) + cossin(n)
0.25 0.908 0.656 28 0.291 15

4.3. Detailed Example

To demonstrate the approach more clearly, let us consider the example (6) without
noise; see Figure 2. Take Z = 61, L = 30, r = 4.

The results of forecasting the signal root corresponding to the first summand are
shown in Figure 3, and the results of forecasting the signal root corresponding to the second
summand can be seen in Figure 4. The frequency ranges of modulations in the summands
are approximately [0,0.06] and [0.094,0.106], respectively. The forecasts are depicted in
Figure 5 (forecasting with the last segment) and Figure 6 (forecasting with the proposed
algorithm). Since there is no noise, the optimal LRR length m is small; here, m = 4.

o -

-2

T T T T T T T
0 50 100 150 200 250 300

Figure 2. Initial signal s, = cos (2n(ﬁ)2) + cos(%r (n +sin %) )
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Figure 3. Forecasting the series of linear instantaneous frequencies for the summand cos (27r (185) 2) .
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Figure 4. Forecasting the series of sinusoidal instantaneous frequencies for the summand
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Figure 5. Forecasting using the last local segment, RMSE = 0.88. A shift is clearly seen.

I T I I T I
220 240 260 280 300 320

Figure 6. Forecasting using LocLRR SSA forecast, RMSE = 0.2. There is no shift.
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5. Conclusions

In this paper, we proposed a method for forecasting time series that extends the capabili-
ties of SSA and allows one to predict time series in which the signal just locally satisfies LRRs.
A regular behaviour of the coefficients of the governed LRRs was assumed. In [6] (page 9),
it was stated for the considered type of time series that “[t]he problem is how to forecast
the extracted signal, since its local estimates may have different structures on different time
intervals. Indeed, by using local versions of SSA, we do not obtain a common nonlinear
model but instead we have a set of local linear models”. In this paper, we proposed an
answer to the problem of prediction of local structures of time series for some class of signals.

We constructed an algorithm for predicting local structures of time series that are the
sum of frequency-modulated sinusoids and showed that the proposed forecasting method
gives reasonable results for the cases of linear and sinusoidal frequency modulations.

Certainly, the considered comparison with a couple of simple methods is not enough;
a more extensive comparison should be performed in the future. However, the results of
this work show that the proposed approach based on the prediction of the coefficients of
LRRs is promising.
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Abstract: Traffic incidents usually have negative effects on transportation systems such as delays
and traffic jams. Therefore, a traffic incident response plan can guide management actors and
operators to take action effectively and timely after traffic incidents. In this paper, an approach has
been proposed to generate and evaluate traffic incident response plans automatically when a traffic
incident is detected. In this approach, a library of response action templates has been constructed
beforehand to be used in the real-time generation process of a response plan template. According
to the type and severity of the detected and confirmed traffic incident, a combination of relevant
response action templates will provide a set of response plans. In addition, we have developed a
simulation model for the study area by using Aimsun Next software (version 20.0.3), developed by
Aimsun, to evaluate the performance of the generated response plans. Therefore, the simulation
outcomes determine the rank of the generated response plans including the optimal response plans.
The proposed approach considers the characteristics of input traffic incidents and transport road
networks to generate response plans. Furthermore, the choice of the optimal response plan considers
the characteristics of the input traffic incident. The implementation results show that the generated
response plans can enhance and improve the overall network performance and conditions efficiently.
In addition, the response plan ranking is considered to be a supportive tool in the network operators’
decision-making process in terms of the optimal response plan to be implemented or propagated.

Keywords: road traffic incident; traffic management system; response plan; response action; road
traffic simulation; simulation network statistics

1. Introduction

Traffic incidents may cause property damage, injuries, and fatalities. Furthermore,
they can quickly lead to congestion and associated travel delay, increased pollutant emis-
sions, and wasted fuel. An incident represents any unpredictable occurrence that disrupts
traffic flow and reduces roadway capacity such as a broken-down vehicle, accidents and
collisions, fires, or hazardous material spills. Traffic management represents a crucial
tool in minimizing the impact of incidents and the negative consequences on network
safety and efficiency [1]. Moreover, traffic incident management represents an important
component of intelligent transportation systems for reducing the durations and impacts of
traffic incidents through systematic, coordinated, and pre-planned use of human resources
and equipment [2]. Therefore, once an incident is detected and confirmed, the incident
response management system must operate in order to maintain a reasonable level of safety
for all road users, preserve and protect human life, and minimise travel delay [3].

Generally, a traffic incident response plan can be defined as a preprepared artificial doc-
ument containing some guidance and instructions for responders and traffic network actors
in order to make a decision rapidly, accurately, and orderly during incident response [4].
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Therefore, road users must be supplied with timely, useful, and accurate information to
minimise the traffic impact of an incident (e.g., advise them to avoid the problem area by
using variable message signs—VMS). In addition, the traffic management operator must
review and approve the response plan before sending the messages (e.g., encouraging
diversion) out to the signs [3]. An emergency response plan may include the following
elements: traffic diversion, traffic flow regulation, and the dynamic dissemination of infor-
mation (e.g., traffic conditions, traffic speeds, routing, and changes in roadway geometry)
to road users [1].

Emerging situations on the different transportation services (e.g., traffic incident) can
be defined and will delineate scenarios by using various predictive analysis and anomaly
detection algorithms. For each scenario, different response plans can be generated in a
dynamic manner. Response plans may contain multiple device level mitigation measures
ranging from a “light” response to a “severe” response, and it is expected that the “intensity”
of the response plans depends on or is proportional to the severity of the traffic incident.
The mitigation measures within each response can be different, and the response variables
can be configured according to the severity of the traffic incident. Each response plan
can be evaluated with the use of simulations, or data-driven analytics, and the results of
the evaluations can be presented to the network’s operators for further arbitration and
decision-making.

In this paper, we describe an automated approach for generating and evaluating traffic
incident response plans that is being developed in the context of FRONTIER, an EU funded
research project. The proposed approach involves two main components: the Response
Plans Generation Module (RPG) and the Response Plans Scoring Module (RPS). The first
component will generate a list of response plans based on the scenarios that may be enacted
on the network. Essentially, each response plan represents a configuration of a pre-defined
template that includes a sequence of network management actions such as the opening
and closing of road lanes, variable speed limiting, and traffic redirection. However, the
second component, RPS, measures and assesses the impact of each response plan on the
network performance (e.g., traffic flow, speed, density, and travel time). This response
plan evaluation may support the decision-making process that needs to be done at some
point by traffic management and network’s operators. We have developed and calibrated a
simulation model for the study area using Aimsun Next software to be used for simulating
and assessing the impact of different response actions of each response plan generated.

The remainder of this paper is organised as follows. In Section 2, we discuss related
work, and in Section 3, we present the proposed approach and describe the details of its
elements. Then, in Section 4, we discuss the implementation of the proposed approach,
describe some example experiments, and demonstrate the results of these experiments.
Finally, in Section 5, we conclude with a summary of the current status and future work
regarding the proposed methodology.

2. Related Work

Traffic incident response plans guide traffic management actors and operators to take
actions effectively and timely after traffic incidents. Considering and using such response
plans will alleviate traffic congestion, save many losses, and increase safety.

An innovative real-time incident management platform has been introduced in [5] to
detect and then classify incidents into two types, recurrent and non-recurrent, based on
their frequency and characteristics. When an accident is detected and confirmed by the
system, the platform triggers either a data-driven machine learning module (if the incident
is recurrent) or traffic simulation modules (if the incident is non-recurrent). Therefore, for
the non-recurrent incidents, the process of choosing the most appropriate response plan
will mainly depend on the simulation output.

In another study, a real-time management system for traffic incident response plans
has been developed in [4] in order to automatically and timely generate and manage traffic
incident response plans. Three indicators were used to measure the system performance:
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precision, P; recall, R; and indicator, F. The method contains four procedures: case repre-
sentation, case retrieval, case revision, and case learning. Therefore, when a traffic incident
is verified, the response plans database will be triggered by the emergency management
centre to generate response plans.

Additionally, a traffic management system has been proposed in [6] at a traffic control
centre to support traffic management authorities in the traffic flow management task in
Beijing. The system consists of a traffic modelling system, a traffic plan builder, and a traffic
plan selector. It generates optimum traffic response plans based on traffic incidents, and for
a given traffic incident, the traffic operations are analysed and simulated to provide the
quantitative evaluation results for these alternatives. A traffic plan builder provides several
features to help the operator to select the needed traffic measures (traffic diversion, entry
gating, of promoting traffic flows of diversion routes) in response to a specific incident and
automatically suggests the corresponding traffic control aspects.

To minimise an incidents impact (i.e., congestion, queues, and travel delays) on
traffic, [1] designed a system to support traffic control operators when they select traffic
incident response measures. The system uses a set of parameters such as demand, incident
severity, and duration to select the most suitable traffic response plan. It predicts the
duration of the input incident and estimates the impact area extent and the travel delays
that will be caused by the incident in order to select a response plan. Each response plan
includes a number of strategies to manage traffic flow such as diversion traffic volumes,
diversion points, termination points for diversion, diversion routes, VMSs state, and new
timing for traffic signals.

In order to achieve a state-of-the-art traffic management software system, ref. [7]
implemented traffic incident response strategies using a real-time knowledge-based expert
system. The real-time incident response plan generation subsystem provides response
plans that are customised for the characteristics of the given incident. Response plans can
be generated from incident data and can support various actions such as messaging signs
and sending emergency vehicles to the location of the incident. Generating device states to
support a response plan represents a key function of this subsystem. Six types of devices
were involved: lane use signals (LUS), variable message signs (VMS), variable speed limit
signs (VSLS), traffic signals (TS), blankout signs (BOS), and highway advisory radio (HAR).

In addition to this, some of the earlier studies that address traffic incidents, response
plans and strategies, incident impacts, and evaluation of response plans have been reviewed
and are described in Table 1.

Table 1. Examples of some studies related to traffic incidents and response plans.

Reference Description

Designed a simulation and evaluation framework to model an emergency response
[8] system for highway traffic safety and security or for minimising the average
response times associated with different accidents on the road.
Assessed and enhanced traffic incident management techniques by using a
[9] scenario-based assessment methodology involving macroscopic traffic simulations,
traffic performance calculations, and cost-benefit analysis.
Evaluated the impacts of incident management strategies such as ramp metering,

(10] VMS, and VSLS using a large-scale microsimulation model.
Analysed the impact of incidents in an urban traffic system by using flow data
[11]
collected from loop detectors.
[12] Analysed a wide range of traffic incidents and responses for the set of critical
locations on a test network by using VISSIM microsimulation.
[13] Introduced a method for deriving an optimal dispatching strategy for incident

response by integrating GIS, traffic simulation, and optimisation systems.
Introduced a discrete time train and passenger simulation engine for urban railway
[14] networks and a mixed integer programming formulation for the problem of finding
an optimal action plan as a response to an incident.

Examined and improved indicators for better incident prioritisation and

(15] development of rapid incident response plans.
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The existing research efforts regarding real-time generation of traffic incident response
plans as part of traffic incident management systems are somehow limited. In addition,
most of these efforts address the problem without considering the effects of some traffic
incident characteristics, such as incident location, start time, duration, type, and severity,
on the generated response plans. Therefore, the performance and effectiveness of the
existing real-time methods are uncertain. Therefore, our suggested approach for generating
and evaluating traffic incident response plans represents a contribution to address the
limitations of current practices by considering the following:

e  The library of response action templates used to generate the appropriate response
plans has been principally constructed by considering the characteristics of the road
network (e.g., motorway or urban area) of the study area.

e The characteristics of the input traffic incident (i.e., incident type and severity) have
been used to determine which response actions will be included in the response
plan template.

e  The impact of input traffic incident characteristics (i.e., incident location, time, and
duration) has been considered in the response plan application and evaluation process.
Therefore, ranking and suggesting optimal response plans will be largely affected by
the traffic incident characteristics.

3. Approach

The proposed approach uses the anomalies and critical situations detected in the
traffic network as input to generate many response plans aiming to optimise the transport
network. Each response plan contains a set of actions that can adjust supply or/and
demand features of a transport network in an optimal way. In addition, this approach uses
Aimsun Next simulation framework to assess the response plans generated. Therefore,
this approach aims to be enacted after an incident has been identified in the network to
provide capabilities for the generation of appropriate response plans along with their scores.
Each response plan includes a number of measures that aim to alleviate the network-wide
congestion and restore the network conditions to normal. The overview diagram of the
response plans generation and evaluation approach is depicted in Figure 1. It contains two
main components: Response Plans Generation Module (RPG) and Response Plans Scoring

Module (RPS).
Response Plans Incident Notifications:
Generation Module message/dashboard
Scored
RPs Response Plans
Response Plans
Scoring Module Network Statistics
KPIs

Figure 1. Overview of the proposed approach.

3.1. Response Plans Generation Module—RPG

This component is responsible for building and constructing the traffic incident re-
sponse plans when a traffic incident is detected and verified (Figure 1). It has been assumed
that the input traffic incident can be identified through automatic (e.g., via a dedicated
incident detection system) or manual means (e.g., the network operators insert a traffic
incident in the corresponding traffic management system). Figure 1 illustrates that the
Network Monitoring System—NMS—(for example) is responsible for detecting critical net-
work anomalies that require specific remedial actions and response plans. In addition, NMS
is responsible for making the detected incidents (i.e., timestamp, duration, location, type,
and severity) available to the RPG (e.g., via a message or through a dedicated dashboard).
Therefore, the RPG will be triggered by traffic incidents detected and verified by the NMS.
Figure 2 shows an example for the main characteristics of a verified traffic incident. For
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each detected and verified traffic incident, the RPG will generate a collection of response
plans that will assist in the mitigation of the incident’s impact on the network capacity or
demand conditions. It has also been considered in the proposed approach that the types of
input traffic incidents can be categorised into five key categories (Table 2), and the severities
of the input traffic incidents can be categorised into three key categories (Table 3).

{
"incident_id" : 222223,
"incident_location" : [37.956261, 23.886498],
"incident_start" : "02/02/2023 8:40:00",
"incident_end" : "02/02/2023 18:40:00",
"incident_duration” : 36000,
"incident_severity"” : "severe",
"incident_type" : "road accident”,
"incident_status" : "resolved"

}

Figure 2. An example of verified traffic incidents.

Table 2. Types of input traffic incidents.

ID Description Examples
Overturning of a truck, road accident, accident, traffic congestion,

Ul Unplanned: road-based incident broken down vehicle, closgd road, qbstacle on the. roadvyay,
impassable water, pedestrians crossing the road, live animal on
the roadway.

U21  Unplanned: public transport-based incident—road  Disrupted bus service, diverted bus service.

U22  Unplanned: public transport-based incident—rail Metro station closure, broke;n down train, voltage drop in railway
network, obstacle on the railway.

U3 Unplanned: other incidents severe weather conditions, flood, fire, strong wind, tornado.

P Planned incident Sport event, recurring congestion, concert, exhibition,

demonstrations, protests, road work, forecasted extreme weather.

Table 3. Severities of input traffic incidents.

ID Description Examples

M Minor incident Minor, low impact, slight, small, insignificant, trivial, negligible.
] Major incident Major, medium, substantial, great, considerable, significant.

C Critical incident Critical, high, severe, extreme, acute, crucial, serious, strong.

Figure 3 shows the main subcomponents of Response Plans Generation Module (RPG),
including the Response Plans Template Manager (RPTM) and the Response Plans Building
Module (RPBM). Effectively, the library of response action templates (RPTM) must be
constructed in advance and before it can be utilised by the RPBM. Therefore, the RPBM
will use this built library of response action templates every time an input traffic incident
triggers the RPG.

In the proposed approach, a library of pre-defined templates of response actions is
required to facilitate the operation of the RPG and the real-time generation of appropriate
response plans. Additionally, these pre-defined templates need to be categorised according
to the characteristics of potential input traffic incidents to support the process of selecting
the suitable response actions. Each template will specify what required or optional actions
are applicable for each incident and some default values for the initialisation of the response
plan. For example, a template that can be used as a response plan for a bomb threat at
a metro station will have a required action to ‘suspend a specific metro service (or all
services)’. The default initialisation value would be to suspend all services that pass
through the station for which the thread has been made.
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