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Editorial

New Developments in Time Series and Forecasting,
ITISE-2023 †

Olga Valenzuela 1, Fernando Rojas 2, Luis Javier Herrera 2, Hector Pomares 2 and Ignacio Rojas 2,*

1 Department of Applied Mathematics, University of Granada, 18071 Granada, Spain; olgavc@ugr.es
2 Department of Computer Engineering, Automation and Robotics, CITIC-UGR, University of Granada,

18071 Granada, Spain; frojas@ugr.es (F.R.); jherrera@ugr.es (L.J.H.); hector@ugr.es (H.P.)
* Correspondence: irojas@ugr.es
† All papers are presented at the 9th International Conference on Time Series and Forecasting, Gran Canaria,

Spain, 12–14 July 2023.

1. Introduction

The ITISE 2023 (9th International Conference on Time Series and Forecasting) sought
to provide a discussion forum for scientists, engineers, educators and students about the
latest ideas and realizations in the foundations, theory, models and applications for inter-
disciplinary and multidisciplinary research encompassing the disciplines of computer
science, mathematics, statistics, forecaster, econometric, etc., in the field of time series
analysis and forecasting.

ITISE 2023 solicited high-quality original research papers (including significant work-
in-progress) on any aspect of time series analysis and forecasting in order to motivate the
generation and use of knowledge and new computational techniques and methods on
forecasting in a wide range of fields.

As in previous editions, ITISE 2023 was held in Gran Canaria (Spain), with the dates
being 12–14 July 2023.

2. Main Topics of ITISE

As is well known, ITISE aims to provide a friendly discussion forum for scientists,
engineers, educators and students to discuss the latest ideas and achievements in the
fundamentals, theory, models and applications in the field of time series analysis and
forecasting. More specifically, the main topics of ITISE are:

1. Time series analysis and forecasting

• Nonparametric and functional methods;
• Vector processes;
• Probabilistic approaches to modeling macroeconomic uncertainties;
• Uncertainties in forecasting processes;
• Nonstationarity;
• Forecasting with many models. Model integration;
• Forecasting theory and adjustment;
• Ensemble forecasting;
• Forecasting performance evaluation;
• Interval forecasting;
• Data preprocessing methods: data decomposition, seasonal adjustment, singular;
• Spectrum analysis, detrending methods, etc.

2. Econometrics and forecasting

• Econometric models;
• Economic and econometric forecasting;
• Real macroeconomic monitoring and forecasting;

Eng. Proc. 2023, 39, 101. https://doi.org/10.3390/engproc2023039101 https://www.mdpi.com/journal/engproc1
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• Advanced econometric methods.

3. Advanced methods and on-line learning in time series

• Adaptivity for stochastic models;
• On-line machine learning for forecasting;
• Aggregation of predictors;
• Hierarchical forecasting;
• Forecasting with computational intelligence;
• Time series analysis with computational intelligence;
• Integration of system dynamics and forecasting models.

4. High-dimension and complex/big data

• Local vs. global forecasts;
• Dimension reduction techniques;
• Multiscaling;
• Forecasting complex/big data.

5. Forecasting in real problems

• Health forecasting;
• Atmospheric science forecasting;
• Telecommunication forecasting;
• Hydrological forecasting;
• Traffic forecasting;
• Tourism forecasting;
• Marketing forecasting;
• Modelling and forecasting in power markets;
• Energy forecasting;
• Climate forecasting;
• Financial forecasting and risk analysis;
• Forecasting electricity load and prices;
• Forecasting and planning systems.

3. Special Session in ITISE-2023

During ITISE-2023, several Special Sessions were carried out. Special Sessions are a
very useful tool in order to complement the regular program with new and emerging topics
of particular interest for the participating community. Special Sessions that emphasized
multidisciplinary and transversal aspects, as well as cutting-edge topics, were especially
encouraged and welcomed, and in this edition of ITISE-2023, the following were received:

• SS1. Advances in time series analysis and forecasts in Engineering Sciences.

It is well-known that time series analysis is time-consuming when large data sets are
used, and soft computing methods are recommended for obtaining a balance between
the models’ accuracy and speed of solving the problem at hand. Therefore, this Special
Session aimed to present the advances in the fields of time series modeling and forecasting
of large series issued from measurements and experiments in different engineering fields.
Submissions were expected to reflect theoretical methods and experimental works in
statistical analysis and applications to modeling such time series.

Suggested topics of this Special Session include but are not limited to:

- Parametrical versus non-parametric approaches for data series modeling in engineer-
ing sciences;

- Critical evaluation and comparisons of alternative approaches for experimental time
series modeling;

- New techniques for spatial data analysis;
- New software for data analysis—development and applications for solving engineer-

ing problems;
- Soft computing and fuzzy techniques for engineering time series modeling;
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- Environmental time series modeling (precipitation, temperature, pollution).

The participants will be invited to submit their extended articles to the following
journals:

- Advances in Water, Air and Soil Pollution Monitoring, Modeling and Restoration
- Hydrology (MDPI)—indexed within Scopus, ESCI (Web of Science)—tracked for

Impact Factor—CiteScore 3.6—https://www.mdpi.com/journal/hydrology (12 July
2023)

Organizers: Prof. Dr. Hab. Alina Bărbulescu, Transilvania University of Bras, ov,
Romania.

• SS2. Advanced econometric methods for Economic analysis and Finance

This Special Session focused on the application of advanced econometric methods to
economic analysis and finance. Three authors presented in this session. Their presentations
included advanced methods for macroeconomic data decomposition, a microeconometric
assessment of tightening monetary policy impact on firm debt overhang, and a financial
econometric analysis of the relation between the energy sector and the financial markets.

Organizer: Prof. Paolo Canofari, an Associate Professor in Economic Policy at the
Università Politecnica delle Marche (UNIVPM) in Italy.

• SS3. Cryptocurrency time series modelling and forecasting

The cryptocurrency market, or rather more generally the cryptoasset market, is a
field that is rapidly and steadily growing. Similarly, the literature regarding this topic has
also enormously grown over the last few years. What distinguishes this market from the
traditional financial market is that it operates 24/7 and every day, contrarily to the majority
of traditional financial markets that operate within particular hours and only on business
days. Moreover, what we already know about cryptoasset market is that it is characterized
by wide heterogeneity, in terms of different aspects—both from the perspective of the
supply and the demand. Most of the studies and most of the available methodologies for
the analysis of the behavior of cryptoasset prices are focused on the data of daily frequency.
Therefore, the literature using daily cryptoasset data is already quite exhausted. On the
other hand, there are not many studies that make use of high-frequency data. It is important
to distinguish the aggregated high-frequency data (e.g., the data that contain weighted-
average of prices/volumes from multiple major cryptocurrency exchanges, available for
instance on coinpaprika.com up to 5 min frequency) and the tick-to-tick on-exchange data
that are also openly available. Therefore, such availability of high-frequency tick-to-tick
data provides a great opportunity to not only develop the cryptoasset research field but
also the field of high-frequency financial data in general, which has constantly growing
been over the last decade or two.

Therefore, the aim of this session was to discuss the studies that focus on the usage of
high-frequency cryptoasset data, since this field requires more attention in the literature
because of the large gaps up to this point.

Organizer: Prof. Damian Zięba, University of Warsaw, Faculty of Economic Sciences,
Department of Quantitative Finance, Warsaw, Poland.

• SS4. Artificial Intelligence and Sustainability

I encourage you to contribute a research or comprehensive review article for con-
sideration for publication in Sustainability, an international Open Access journal which
provides an advanced forum for research findings in areas related to sustainability and
sustainable development. Sustainability publishes original research articles, review arti-
cles and communications. I am confident you will find that the journal contributes to
enhancing understanding of sustainability and fostering initiatives and applications of
sustainability-based measures and activities.

Organizers: Prof. Ebrahim Ghaderpour, Assistant Professor in Department of Earth
Sciences at Sapienza University of Rome

3
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4. Plenary Talk in ITISE-2023

In this edition of ITISE, we are honored to have hosted the following invited speakers:

1. Prof. Eamonn Keogh, Distinguished Professor, Department of Computer Science and
Engineering University of California Riverside. Title of the presentation: Irrational
Exuberance: Has Deep Learning Contributed Anything to Time Series problems?

2. Prof. Martin Wagner, Professor of Economics at the University of Klagenfurt. Chief
Economic Advisor at the Bank of Slovenia and Fellow of the Macroeconomics and
Economic Policy group at the Institute for Advanced Studies, Vienna. Title of the
presentation: Sources and Channels of Nonlinearities and Instabilities of the Phillips
Curve: Results for the Euro Area and Its Member States

3. Prof. Daniel Peña Sanchez De Rivera, Professor at Universidad Carlos III de Madrid.
Department of Statistics. Madrid (Spain). Title of the presentation: Finding the
Number of Clusters in Time Series

These plenary lectures strengthened the aim of this conference for the diffusion and
discussion of high-quality research from some of the most recognized scientists in their
fields.

5. Peer-Review Statement and MDPI Engineering Proceedings

As in previous editions, for ITISE 2023, a selection of papers were published in
Engineering Proceedings (ISSN2673-4591). The first volume of Engineering Proceedings with
the contributions of the congress was published for ITISE 2021 [1], as well as for ITISE
2022 [2].

In submitting conference proceedings to Engineering Proceedings, the volume editors
of the proceedings certify to the publisher that all papers published in this volume have
been subjected to peer review performed by the volume editors. Reviews are conducted
by expert referees adhering to the professional and scientific standards expected of a pro-
ceedings journal. The type of peer review was single-blind, and the conference submission
management system was Easychair (319 contributions were submitted), presenting in these
proceedings a selection of such contributions which, on average, have been reviewed by at
least two expert reviewers.

Funding: This research received no external funding.

Conflicts of Interest: The editors declare no conflict of interest.
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Abstract: The aim of this study is to develop the inventory planning system of a Portuguese tyre
retailer based on forecasting sales models. Using sales history up to 2020, tyres were grouped into
three levels of sales aggregation and different quantitative forecasting models were applied. The
comparison of these models resorted to various evaluation measures to choose the most suitable
one for each group. The study shows that for items with sales grouped monthly and for items with
sales grouped by semester, Holt’s method had a better performance on determining sales forecasts,
while for tyres with sales grouped quarterly, it was Croston’s method that stood out. The inventory
policy outlined for each group of items reflects the results of the forecasted demand, and the review
period depends on the sales group under analysis. In agreement with previous studies, the usefulness
of statistical methods is corroborated. Additionally, the advantage of combining the said methods
proved helpful, particularly as a starting point for tyre retail inventory planning.

Keywords: iventory; inventory planning; forecasting models; sales forecasting; intermittent demand

1. Introduction

A retailer’s inventory is extremely critical. Low liquidity caused by high inventory
backlog or poor customer experiences ensuing from a shortage of inventory arises from
decisions taken during inventory management [1]. Hence, it is necessary to improve the
levels of inventory held, which can be achieved by forecasting the sales of the items sold or
needed to provide the service.

The European Union represents 20% of the global market of light and commercial
tyres [2]. However, this market is highly sensitive to external factors: namely, the advance-
ment of the automobile industry or improvements in the economy and road transportation.

Mahama-Musah et al. [3] observed that the independent aftermarket (private work-
shops) is most popular for purchasing tyres and that the internet is widely consulted to
search for locations to replace tyres and information about brands, prices, and timings.
Concerning the choice of tyre brand, price and quality are the most common, with this
choice also being highly influenced by the mechanic’s opinion.

In Portugal, tyre retailing is quite fragmented and occurs mainly in small businesses,
and, consequently, there is a high level of competition. Thus, this case study aimed to
develop sales forecast models for tyres sold by a Portuguese retailer so as to improve the
planning system and the inventory policy in place while also maintaining a compromise
between the reduction of inventory related costs and the satisfaction of consumers.

Eng. Proc. 2023, 39, 1. https://doi.org/10.3390/engproc2023039001 https://www.mdpi.com/journal/engproc5
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To date, inventory planning in this retailer only resorts to human judgment without
assistance from any forecasting models. Therefore, the aim was to develop simple models
that will allow a user to forecast the sales of each tyre size so as as to upgrade the company’s
tyre inventory levels and lower the associated costs.

The study focused on applying several quantitative forecasting methods to each tyre
size. Afterwards a comparative analysis was made to select the most adequate size for each
one. The novelty of the study relies on the field of application, bringing the use of simple
and commonly used quantitative forecasting methods, which allows the improvement of
the current tyre inventory levels without much effort due to their easy implementation
either in the usual demand context or in a context of intermittent demand.

This paper is organized as follows. The next section is devoted to a literature review
followed by the presentation of the case study. Afterwards, the practical work carried
out is described, namely, the selection of the data used, the methods followed, the results
obtained, and the main conclusions drawn. Finally, the general conclusions are shown.

2. Literature Review

Inventory management is responsible for ensuring that the right amount of each item
is always in stock and in a cost-effective way. To do so, it resorts to inventory control, which
supports operational decisions on when and how much to replenish for each of the stock
keeping units, as well as the parts and materials used to produce them. The operating costs
involved also include inventory, holding, ordering, and stockout costs [4].

The time to place an order can follow one of three approaches [5,6]:

• Carry out a periodic review (R) and place orders of variable size at regular time
intervals, bringing the inventory to a certain level (S) ((R,S) policy).

• Conduct an ongoing review and place a fixed quantity (S) order as soon as inventory
levels fall below the defined threshold (s) ((s,S) policy).

• Link supply to demand by ordering sufficient stock to meet expected demand in a
specific time period ((R,s,S) policy).

Once the frequency and the size of the orders are decided, aspects such as the average
inventory level, safety inventory, and level of customer service are automatically defined.

The methods developed for making predictions can be divided into two broad groups:
qualitative (by judgment) and quantitative.

The most common judgment forecasting methods include the manager’s opinion, the
panel of executive opinion, the sales force opinion, the market survey to consumers, the
historical analogy, and the Delphi method [5,7].

These methods are valuable when there is little or no historical data or when changes
in the market turn existing data unsuitable for forecasting purposes. Strategies for their
improvement include combining with other judgmental or quantitative estimates [8].

In retail sales forecast, statistical methods are the most utilized—namely, simple
moving averages, exponential smoothing, autoregressive integrated moving averages, and
regression, applying the Box and Jenkins approach type [9–11].

The advantages of exponential smoothing methods are their simplicity, low cost, and
easy implementation. Fildes et al. [12] concluded that the performance of these methods
depends on how the smoothing parameters are estimated and on how they are initialized,
so information should be taken from the time series itself.

Moreover, there are several situations where items in inventory are infrequently
requested and show great variability in demand values, which results in sporadic demand
with a high risk of obsolescence. Simple exponential smoothing (SES) has proven to be a
robust forecasting method and is probably the most used among statistical approaches to
forecast intermittent demand [11,13]. However, Croston [14] observed that SES obtained
negatively biased forecasts immediately before demand occurred and positively afterwards,
which resulted in excessive inventory levels, and thus created a method where the forecast
results from the ratio between the smoothed demand and the smoothed time between
demands, using it for both SES with the same smoothing parameter [13,15,16].
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Syntetos and Boylan [17] revised Croston’s method, having developed a modified
version (Syntetos–Boylan approximation, SBA) that theoretically eliminates the positive
bias of the forecast.

Sbrana [18] has also suggested an intermittent model that considers that a time series
switches between the state of a local level plus a constant and zero, reflecting the intermit-
tency of demand. By doing this, it derives prediction intervals surpassing Croston’s theory
and its lack of an underlying stochastic model.

Nikolopoulos et al. [19] applied the aggregate-disaggregate intermittent demand ap-
proach, based on the theory that forecasts with higher levels of aggregation are more
accurate and less variable. If after aggregation there is no demand equal to zero, any fore-
casting method can be used and the estimates can be disaggregated for a detailed analysis.

Artificial Neural Networks (ANN) are also involved in forecasting intermittent de-
mand as they can model time series without assuming function models a priori [20,21].

The forecasting method to be used depends on several factors, from the forecast time
window to the demand behaviour or its causes. Therefore, it is highly unlikely that a single
model remains the best fit over time. Thus, estimates resulting from different methods
may provide useful information, so combining them can be advantageous, as proven by
Petropoulos et al. [22] and Hibon and Evgeniou [23].

It is also standard to assess the performance of forecasting methods by measuring
their errors. These measures are useful to determine the model that best fits a time series
and help in choosing and optimizing parameters, such as smoothing constants. However,
choosing one measure over others may lead to completely different conclusions, and may
even lead to disregarding one model that might be perfectly suitable for forecasting [24].

Syntetos and Boylan [13] argue that the presence of zeros needs to be considered in in-
termittent demand. So, studying the effect of the forecasts on inventory control parameters
is more adequate, specifically on the resulting inventory and service levels [25,26].

Wallström and Segerstedt [27] compared several forecasting methods to show that a
single error measure is not representative. Among others, they determined the number of
stockouts and introduced the number of periods in inventory (PI) that considers the total
number of periods in which the forecasted units remain in stock. Beyond the error, this also
evaluates the time it takes to correct it.

As stated by several authors [28–30], the better accuracy of one forecasting model over
others does not translate into better efficiency in inventory control, as what is crucial is
how to use the forecast to achieve the targeted level of consumer service or to minimize the
cost. A holistic understanding of the specific (and joint) nature of the inventory forecasting
problem is required as it is furthered [4].

Regarding the forecast of tyre sales, the existing literature is very limited as performing
these has been difficult, to some extent due to the impact that human psychology has on
the decision of purchasing tyres [31]. The models used to this purpose are univariate, and
rely only on past sales and estimates by experts [32].

More recent studies on forecasting retail sales have included macroeconomic factors,
ANN, data mining models, hybrid models, or even extreme learning machine. Some papers
have also combined expert judgement and statistical forecasts [9,32].

3. Data and Methods

This section describes the process of choosing the tyre sizes that will be targeted for
inventory improvement by forecasting their sales volume as well as the methods used.

3.1. Selection of Items for Analysis

The company started selling tyres in May 2011, and by October 2020 had sold a total
of 225 tyre sizes, including tyres for light, commercial, 4 × 4, and heavy vehicles. Currently
there are only 181 of these references in inventory. The sizes corresponding to single orders
from specific customers were also excluded.
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For each of the 181 tyre sizes, monthly sales were aggregated in a total of 114 months.
There were 99 references with highly intermittent sales (less than 20 non-zero observations
over 114 months) and a very low impact on profit, reasons that led to their exclusion
from the analysis. For each of the remaining 82 references, the percentage of months with
non-zero observations was determined.

Items with less than 30% of non-zero observations were aggregated in semesters
(28 references), items ranging from 30% to 50% non-zero observations were trimestral
aggregated (23 references), and items with more than 50% of the months with non-zero
observations were considered in this time unit (31 references).

The advantage of data aggregation is that it broadens the spectrum of forecasting
methods that can be employed, as advocated by Nikolopoulos et al. [19].

3.2. Methods

To predict sales, exponential smoothing methods, such as SES and Holt’s method,
were tested, and so were Croston’s method and SBA. Multiple linear regression (MLR) and
generalized linear models (GLM) were also examined.

A training set was used that included the data, since sales first occurred in February
2020, and so different sales conditions were showcased. The test set comprised data from
March 2020 until February 2021 with the aim of including all 12 months.

3.2.1. Smoothing Methods

The prediction formula for SES is given by:

Pt+1 = αYt + (1− α)Pt, (1)

with Yt representing the sales of the item at period t, Pt+1 the forecast obtained at the next
period and α the smoothing parameter, ranging from 0 to 1. To initialize the method, the
first prediction was considered equal to the first observation [33].

Regarding the smoothing parameter, according to Hyndman and Athanasopoulos [33],
it is more accurate to estimate it from the observed data, so the parameter was obtained by
minimizing the root mean squared error (RMSE) using Microsoft’s Excel Solver.

The application of Holt’s method requires the following equations [34]:

ât = αYt + (1− α)
(

ât−1 + b̂t−1

)
, (2)

b̂t = β(ât + ât−1) + (1− β)b̂t−1, (3)

Pt+h = ât + b̂t × h, (4)

where the first and second equations define the level and slope at each time point, re-
spectively. The smoothing parameters, α and β, range from 0 to 1. The third equation
corresponds to the sales forecast h-step-ahead.

This method also needs to be initialized, both in level and slope, so the average method
was used, considering the recommendation of Fildes et al. [12]. For the tyre sizes where
monthly forecasts were made, the first semester was used to this purpose. The first quarter
was used for quarterly forecasts and two years for half-yearly forecasts.

The smoothing parameters were obtained through the minimization of the RMSE.
In Croston’s method, the forecast is made using the following equations [14]:

Pt+1 =
at

Tt
, (5){

at+1 = αYt + (1− α)at, Yt > 0
at+1 = at, Yt = 0

, (6)

Tt+1 = αqt + (1− α)Tt, (7)
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with Pt being the forecast of the demand at time t, at the correspondent level, Tt the time
between the occurrence of two demands, and qt the number of successive periods since the
last demand occurrence. Thus, Tt is only updated when demand occurs.

Regarding the initialization of the method, a1 corresponds to the first demand occur-
rence Y1 and T1 is equal to Y1 + 1. The parameter α is the smoothing parameter, ranging
from 0 to 1, and was obtained by minimizing the RMSE.

The SBA correction, which multiplies the forecasts resulting from the previous method
(Pt+1) by 1− α

2 , was also tested.

3.2.2. Multiple Linear Regression and Generalized Linear Models

Having detected an apparent increase in tyre purchases in the months before and
when rainfall typically occurs (September, October, November, and December) and in the
months before summer travels (June, July, and August), simple linear regression (SLR)
models were employed with time as the independent variable (t):

Yt = β0 + β1t + εt, (8)

and MLR models, which also considered dummy variables:

Yt = β0 + β1t + β2ct + β3vt + εt, (9)

that considered purchases in the rainy months (ct, where 1 identifies September/October,
October/November, or November/December, and 0 the remaining months) and others that
account for purchases before summer trips (vt, where 1 identifies June/July or July/August
and 0 the remaining months), following Waters [5].

The parameter estimates of the models that minimize the MSE were obtained via SPSS
software, version 27. The addition of the dummy variables to the SLR model increases the
coefficient of determination, R2, but the significant dummy variables are different between
tyre sizes.

The use of these models in forecasting tyre sales should only be undertaken if the
assumptions associated with them are met: namely, the normal distribution, homoscedas-
ticity, and independence of the errors. In cases where these were compromised, GLM with
Poisson and negative binomial distributions were considered due to the discrete nature of
tyre demand. For the above distributions, the link function used is the logarithm [35]:

f (μ) = log(μ). (10)

For a set of covariates, the tyre sales are conditionally independent with one of the
above distributions whose mean, μ, relates with these covariates through the formula:

log(μ) = β0 + β1x1 + β2x2 + β3x3. (11)

Note that these models have a set of premises that need to be validated. The response
variable must be non-negative, its observations independent, and the log mean a linear
function of the covariates. In Poisson’s distribution, equidispersion must also be validated.

3.2.3. Assessment Measures

To compare the accuracy and efficiency of the tested forecasting models, several
measures were determined in accordance with Wallström and Segerstedt’s [27] conclusion.
The first was the RMSE, which measures the deviation of the estimates from the real value,
advocated as appropriate by Bretschneider [36].

9



Eng. Proc. 2023, 39, 1

The average final inventory level, the percentage of shortages (which occurs whenever
the final inventory of the period is equal to or lower than zero,) and PI were also calculated.
The formulas applied were:

RMSE =

√
1
n

n

∑
t=1

(
Yt − Ŷt

)2; (12)

Average Final Inventory: FI = 1
n ∑n

t=1 FIt × 1FIt≥0,

where FIt = FIt−1 + Ŷt −Yt, and FI1 = Ŷ1 −Y1;
(13)

Shortage Percentage: SP =
1
n∑n

t=1 1FIt≤0 × 100%; (14)

Average Period in Inventory: PI = 1
n ∑n

t=1 PIt,

where PIt = PIt−1 + ∑t
i=1
(
Ŷi −Yi

)
, and PI1 = Ŷ1 −Y1.

(15)

Finally, the estimates of the two forecasting methods with lower RMSE were combined
through simple average according to Makridakis and Winkler [37], and following Aiolfi and
Timmermann [38], a weighted combination of the same two methods was also performed
for each tyre size according to the following formula:

Weighted Predictiont =
RMSE2

RMSE1 + RMSE2
Prediction1t +

RMSE1
RMSE1 + RMSE2

Prediction2t (16)

4. Results

This section presents the results obtained, divided into the levels of the aggregation of
the tyre. First, the values determined for a specific tyre size are revealed, and then a global
analysis of the remaining sizes is carried out.

4.1. Sales Grouped by Month

As for tyres with sales grouped monthly, the number of observations stands between
93 and 106, while the percentage of non-zero demand varies from 57% to 100%.

4.1.1. The Case of the 185/55R15 Tyre Size

The 185/55R15 tyre size has a total of 391 units sold, showing sales in 83% of the
months. Table 1 shows the results obtained with each of the methods tested and in relation
to each evaluation measure. The values of the combination of the two methods with the
lowest RMSE value are also presented.

Table 1. Results of the evaluation measures for five forecasting methods for the 185/55R15 tyre size.

Measures SES Holt GLM Croston SBA
Combined Forecast

Simple Average Weighted Average

RMSE 3.039 3.170 2.978 3.252 3.156 3.004 3.004
FI 16.248 10.406 19.535 34.347 12.822 16.248 16.248
SP 7.767% 17.476% 6731% 14.563% 15.534 7.767% 7.767%
PI 187 −1127 −232 −708 −821 −22 −4

The method with the lowest RMSE value is the Poisson regression model, followed by
SES and SBA. In this case, the estimated GLM model (ANOVA p-value < 5%) is:

log(μt) = 1.266 + 0.298ct, (17)

with the independent variable months of October/November (ct) being statistically signifi-
cant, considering a 5% significance level. Time (t) and months of July/August (vt) are not
statistically significant.
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The premises associated with the Poisson model were assessed and validated.
Figures 1 and 2 allow the visualization of the adjusted p-value of the determined

models to the real observations, reflecting some differences, which consequently translate
into different values in the evaluation measures, as shown in Table 1.

Figure 1. Poisson, SES and Holt’s models for the 185/55R15 tyre size.

Figure 2. Intermittent models for the 185/55R15 tyre size.

Regarding the remaining assessment measures, the lowest FI value is obtained with
Holt’s method, but this method shows the highest SP, as seen in Table 1. Poisson’s model,
on the other hand, has the lowest SP, and SES shows the lowest PI value (not considering
the weighted forecast).

Thus, based on Table 1, the model with the appropriated adjustment for the 185/55R15
tyre size results from the weighted combination of two methods with the lowest RMSE
value, SES and GLM, as suggested by Petropoulos et al. [22]. In fact, the weighted model
presents the second smallest value of RMSE and SP, the third smallest FI and the lowest
PI value, being considered suitable to forecast.

Through the analysis of Table 2, one can observe that Holt’s method and SES are the
methods with the lowest value of RMSE when making estimates. Furthermore, the table
shows that the optimal period for reviewing the data is monthly, which is expected since
this item’s sales are high and show variability, requiring constant revision.

Given the above, the most suitable inventory policy for the 185/55R15 tyre size is the
(R,s,S) policy, where the review period (R) must be monthly and the quantity to order (S)
will aim to satisfy the expected demand, which is around 3 units (average S), as shown in
Table 3, considering the final inventory of the previous month and the safety inventory (s).
The latter must be established in two units in order to satisfy unforeseen demand because
of the variability observed in sales, ensuring that it is possible to satisfy one customer’s
needs (in general, two tyres are always supplied at a time).
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Table 2. RMSE values from March 2020 to February 2021, for the 185/55R15 tyre size, without
reviewing the previously obtained model and updating it every 1, 2, 4, and 6 months with real data.

SES Holt GLM Croston SBA

DETERMINED MODEL 3.039 3.170 2.978 3.252 3.156

REVISION

No review 3.109 2.692 3.004 2.842
Monthly 3.109 2.475 3.132 3.141 3.140
2 months 3.109 2.795 3.187 3.226
4 months 3.109 2.934 3.169 3.161
6 months 3.109 2.737 2.955 2.883

Table 3. Determination of the monthly quantity to order (S) for the 185/55R15 tyre size.

Real Sales
Forecast

Holt SES Weighted

MAR/20 0 2 4 3
APR/20 4 2 4 3
MAY/20 2 2 4 3
JUN/20 0 2 4 3
JUL/20 2 2 4 3

AUG/20 4 2 4 3
SEP/20 10 2 4 3
OCT/20 2 3 4 4
NOV/20 0 3 4 4
DEC/20 0 3 4 3
JAN/21 2 2 4 3
FEB/21 4 2 4 3

4.1.2. Global Analysis of Remaining Tyre Sizes

The results of the forecasting methods allow us to conclude that SES is the method
with the lowest RMSE in 48% of tyre sizes, followed by Holt’s method in 26% of the sizes,
as shown in Table 4.

Table 4. Summary of the evaluation measures applied to each forecasting method, considering tyre
sizes with sales grouped monthly.

SES Holt MLR/GLM Croston SBA

LOWEST RMSE 15 (48%) 8 (26%) 2 (6%) 2 (6%) 4 (13%)
2ND LOWEST RMSE 8 (26%) 9 (29%) 0 (0%) 9 (29%) 5 (16%)

SMALLEST FI 6 (19%) 7 (23%) 0 (0%) 6 (19%) 12 (39%)

LARGEST FI 7 (23%) 13 (42%) 0 (0%) 11 (35%) 0 (0%)
LOWER SP 17 (55%) 11 (35%) 1 (3%) 1 (3%) 1 (3%)
HIGHER SP 2 (6%) 4 (13%) 0 (0%) 11 (35%) 14 (45%)
LOWEST PI

(ABSOLUTE VALUE)
7 (23%) 16 (52%) 2 (6%) 2 (6%) 4 (13%)

PI < 0 14 (45%) 17 (55%) 12 (39%) 30 (97%) 30 (97%)

The small presence of MLR and GLM in this general analysis results from the fact that
once the validity of the assumptions of the different models and the statistical significance
of the independent variables was analysed, it was determined that in only two tyre sizes,
one with normal and other with Poisson distribution, can these models be considered valid,
and so they were abandoned for the remaining sizes.

Croston’s method and SBA only performed better in six sizes, which show demand in
less than 70% of the months, and in the remaining four sizes with the same percentage of
demand, SES and Holt’s method show lower RMSE.

According to Table 4, concerning the average inventory, SBA and Holt’s method
present the lowest FI in 39% and 23% of the sizes, respectively. However, Holt’s and
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Croston’s methods show, in 42% and 35% of the analysed sizes, the largest FI. On the other
hand, the highest SP is verified in Croston’s method and SBA (35% and 45%, respectively),
with SES being the method with the most intermediate values of FI and SP.

Observing the PI values, in absolute value, the smallest numbers are found with
Holt’s method in 52% of the sizes. The greatest underestimation of inventory occurs with
Croston’s method and SBA in 97% of the sizes, with SES and Holt’s method showing a
similar percentage of underestimation and overestimation of demand.

When the validated models with the two smallest RMSE are grouped, the combination
of SES and Holt’s method is the winner in 45% of the sizes, followed by Croston’s method
and SBA in 16% of the sizes, according to Table 5.

Table 5. Crossover of the models with the lowest RMSE for tyre sizes with sales grouped monthly.

Holt GLM MLR Croston SBA

SES 14 (45%) 1 (3%) 1 (3%) 3 (10%) 4 (13%)
HOLT 0 (0%) 0 (0%) 3 (10%) 0 (0%)

CROSTON 0 (0%) 0 (0%) 5 (16%)

After obtaining the forecasts by weighting the two methods with the lowest RMSE,
one observes that the resulting model presents the lowest RMSE, average inventory, SP,
and PI values in 97%, 39%, 65%, and 100% of the sizes, respectively.

Once the forecasts from March 2020 to February 2021 were determined, the accuracy
of the forecasting methods regarding the RMSE (and shown in Table 6) was studied.

Table 6. Evaluation of the RMSE value obtained for each model in different review periods, consider-
ing tyre sizes with sales grouped monthly.

Forecast SES Holt MLR/GLM Croston SBA

SAME AS MARCH 2020 10 (32%) 13 (42%) 0 (0%) 3 (10%) 5 (16%)
MONTHLY REVIEW 6 (19%) 22 (71%) 1 (3%) 0 (0%) 2 (6%)
2-MONTH REVIEW 8 (26%) 20 (65%) 0 (0%) 0 (0%) 3 (10%)
4-MONTH REVIEW 13 (42%) 14 (45%) 0 (0%) 1 (3%) 3 (10%)
6-MONTH REVIEW 10 (32%) 16 (52%) 0 (0%) 3 (10%) 2 (6%)

Note that if the forecast calculated for March 2020 does not change during the following
year, the method with the smallest error becomes Holt’s method, with SES being the
second-best option. If the forecasts are revised monthly, Holt’s method remains the one
with the lowest RMSE, as when the revision is carried out every 2, 4, or 6 months. The
second method with the lowest RMSE in all revision periods remains SES.

As for the review period, the lowest RMSE value is obtained when the data is reviewed
monthly (77% of the sizes), followed by the constant forecast equal to March 2020 or revision
every 6 months (10% of the sizes) and the 4-month review (3% of the sizes).

Thus, for tyre sizes with sales grouped by month, one concludes that the smallest error
is achieved by combining the weighted forecasts resulting from SES and Holt’s method,
with monthly data revision.

Table 7 presents the parameters of the (R,2,S) inventory policy specific to three tyre
sizes. It is possible to verify the variability of the sales units foreseen for each month and
between sizes.
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Table 7. (R,2,S) Inventory policy parameters for 175/65R14, 195/65R15 and 385/65R22.5 tyre sizes.

R–Monthly 175/65R14 195/65R15 385/65R22.5

AVERAGE S 13 17 15

W
e

ig
h

te
d

F
o

re
ca

st

20 March 14 17 12
20 April 13 16 12
20 May 13 16 13
20 June 13 16 13
20 July 13 17 14

20 August 14 17 14
20 September 14 18 14

20 October 13 18 15
20 November 13 19 16
20 December 13 17 16

21 January 14 17 18
21 February 13 17 18

4.2. Sales Grouped by Quarter

Considering the tyre sizes with sales grouped quarterly, the number of observations
ranges between 31 and 35, while the percentage of demand different from zero fluctuates
from 54% to 89%.

A similar analysis was carried out for the monthly cases, and the results of the fore-
casting methods show that SES is the method with the lowest RMSE in 30% of the sizes,
followed by Croston’s method in 26% of the sizes.

The MLR and GLM models, except for one tyre size, were abandoned since the
premises of the models were not met.

Regarding the FI, SBA presents the lowest inventory level in 43% of the sizes, contrary
to SES and Croston’s method, with 48% and 35%, respectively, of the largest inventory. The
highest SP happens with Croston’s method and SBA (in 39% of the sizes).

In absolute value, the lowest PI numbers are obtained with Holt’s method. The largest
underestimation of inventory occurs with Croston’s method and SBA.

When combining the validated models with the two smallest RMSE, grouping SES
and Holt’s method show the best values in 43% of the sizes, followed by Croston’s method
and SBA in 39% of the sizes.

After obtaining the forecasts and weighing the two methods with the lowest RMSE,
the resulting model shows the lowest RMSE, FI, SP, and PI values in most tyre sizes.

Once the forecasts from the second quarter of 2020 to the first quarter of 2021 were
determined, one verifies that when keeping the forecast for the second quarter of 2020
constant during the analysis period, the method with the lowest MSE continues to be
SES, followed by Croston’s method. If the forecasts are revised quarterly, SES remains the
method with the minimum error and the second place is divided by Croston’s method and
SBA. However, when the review is performed every two quarters, in 30% of the sizes, SES
obtains the lowest RMSE, as does SBA.

As for the review period, the lowest RMSE value is obtained when there is no revision,
followed by the review every two quarters and, finally, the quarterly review.

Therefore, the weighted combination of SES and Croston’s method appears to be the
most adequate for data grouped quarterly, keeping the forecast constant for one year.

4.3. Sales Grouped by Semester

Concerning sales grouped every six months, the number of observations ranges
between 11 and 19, while the percentage of non-zero demand varies from 57% to 100%.

As in the previous cases, a thorough analysis of the forecasting methods under study
was undertaken. After applying the forecasting methods, Holt’s method reveals the lowest
RMSE in 46% of the tyre sizes, followed by SES in 29% of the sizes.
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Regarding the FI, SBA presents the lowest inventory level in 71% of the sizes, contrary
to SES and Holt’s method, with 39% and 46%, of the largest inventory. However, the highest
SP is also verified with SBA.

Concerning the PI, in absolute value, the lowest numbers are obtained with Holt’s
method, followed by SES and MLR/GLM. The greatest underestimation of inventory
occurs with Croston’s method and SES.

When combining the forecasting models with the two smallest RMSE, the combination
of SES and Holt’s method is preferred in 46% of sizes, followed by SES and Croston’s
method in 14% of sizes.

Having determined the weighted forecasts with the two methods with the lowest
RMSE, the resulting model achieves the lowest RMSE, FI, SP, and PI values in the majority
of the sizes.

After obtaining the forecasts from the second half of 2020 to the first half of 2021, one
notices that when keeping the forecast for the second semester of 2020 constant during the
year, the method with the smallest error becomes SES, followed by Holt’s. If the forecasts
are revised every six months, SES remains the method with the lowest error, with Holt’s
method following.

As for the review period, the lowest RMSE value is obtained when no review is
performed, compared to the biannual review (in 54% and 46% of sizes, respectively). Note
that there are only two forecasts under analysis.

In summary, concerning the tyre sizes with sales grouped by semester, the smallest
RMSE is achieved by combining the weighted forecasts resulting from SES and Holt’s
method. Keeping the forecast constant for one year or revising it every semester presents a
similar error value.

5. Discussion and Conclusions

The importance of having a clearly defined inventory policy in a company is revealed
by the present work. In fact, determining when to place orders and what is the optimal
quantity to order for each item not only improves the use of the retailer’s financial resources,
but also guarantees consumer satisfaction, as it is possible to answer their needs in a faster
and more diversified way.

However, it is not always clear which of the sales forecasting method is the most
suitable—the one that allows to reduce the uncertainty of demand—and it may even be
difficult to find one that can be adjusted.

After testing five forecasting models with 82 tyre sizes, some differences arose accord-
ing to the level of sales aggregation. Specifically, for tyre sizes with sales grouped monthly,
the method considered the most suitable when determining the model was SES, which
was surpassed by Holt’s method after determining the forecasts, which agrees with some
authors about being unrealistic that a single model is predominant over time.

Likewise, it appears that while the second method with the lowest RMSE in the
models determined for tyre sizes with sales grouped quarterly was Holt’s method, once
the forecasts were calculated, it was surpassed by Croston’s method.

It is also determined that the revision periods are different and that the quantities to
order are quite diverse between sizes and, in multiple situations, between months/quarters/
semesters for the same size.

For the most sold tyre sizes (those grouped by month), the review period must be
monthly. For sizes gathered by quarter, the review period should be annual. As for the
tyres grouped by semester, it seems to be more prudent to review sales every semester.

Regarding the quantity to order, and since it was possible to adjust demand forecasting
models to the different tyre sizes, supply must be related to demand—that is, one ought
to order a sufficient quantity in order to meet the expected demand during the revision
period and ensure that there is always a safety inventory to satisfy unexpected demand (at
least, a pair of tyres of each size sold frequently).
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This is defined as an (R,s,S) inventory policy, considered adequate for items with
faster output, but it is also slower, and the model to be used results from the weighted
combination of the forecasts of the two methods that presented the lowest RMSE for each
level of data aggregation.

In summary, for data grouped monthly and semesterly, the forecasts obtained with SES
and Holt’s method should be combined, while for data grouped quarterly, the estimates
resulting from SES and Croston’s method ought to be weighted.

SES seems to be suitable to forecast items with intermittent demand. However, it is
worth mentioning the importance of analysing the models at each review period and of
adjusting accordingly to new information that is acquired. The need for evaluating the
error measures is also evident in order to detect biases as soon as possible.

As for future work, it can be useful to carry out a survey to assess the consumer’s
purchasing behaviour and decision-making process regarding tyres and to collect comple-
mentary information, whether concerning economic aspects or the proximity of competitors,
so as to add practical information and make the forecasting models more accurate.

Furthermore, the application of other forecasting methods, such as neural networks
and bagged forecasts, should be evaluated, analysing the possible benefits of improved
inventory system versus increased complexity in forecasting methods given the retail sector
we are working in.

Consequently, the practical implications of this study ought to be analysed after the
implementation of the proposed inventory plan in the company’s inventory levels and
associated costs.
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Abstract: This article presents a Johansen test assessing the predetermined long-term relationships
of datasets from a photovoltaic (PV) plant to predict the power output of an island zone. The goal
was to use Johansen’s model to predict the PV power generation in the island of Mauritius. In
this article, time series using an on-site measurement dataset have been used to design an original
prediction model, the Johansen model for PV power output. This model is trained to predict random
monthly, weekly, and daily PV power outputs in different seasons and years. The experimental
results demonstrate that the Johansen model is a powerful medium-term predicting tool.

Keywords: predicting; cointegration; Johansen

1. Introduction

Islands close to the Indian Ocean require imports of primary energy resources such
as natural gas, coal, and fossil energy to meet everyday requirements. Therefore, in
response to the severe climate change and global energy crisis, the government of Mauritius
has outlined its intention to oversee and promote solar photovoltaic (PV) technologies
through the local electricity public utility company. However, the accurate prediction and
integration of PV energy must be preceded by better planning and distribution strategies
to ensure the stability of electrical grid energy.

Systems transform solar energy into electric power. Accurate photovoltaic power
generation is linked to the accurate forecasting of solar irradiance. Thus, most research
studies are based on solar irradiance forecasting, and several forecasting methods have been
cited in the literature [1–4], ranging from physical [5,6] to machine learning methods [7,8]
via classical statistical techniques. The latter have been classified as linear stationary
models, which is mainly where Auto-Regressive Moving Average (ARMA) models and
Vector Auto Regressive (VAR) are concerned, or linear non-stationary models, e.g., Auto-
Regressive Integrated Moving Average (ARIMA) [9] techniques, which are stochastic
process combining Auto-Regressive (AR) and Moving Average (MA) components. The
downside of these statistical models is that forecast accuracy decreases with increasing
independent variables such as for the PV power output, which is a function that depends
on various weather parameters. Moreover, the forecast of PV power generation has also
been classified [10–12] in time horizon depending on the needs of the PV production and
electrical transport management. The proposed time horizon is defined as follows:

• Very short-term forecast horizon: a few seconds to one hour; used for electricity
dispatch in real-time and energy smoothing.
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• Short-term forecast: for one or several hours up to the day ahead; guarantees system
commitment and scheduling.

• Medium-term forecast: multiple days to months ahead; ensures power system planning.
• Long-term forecast: months to one or several years; finds and assesses potentially

resourceful sites.

For this research paper, we used a robust statistical cointegration approach, the Jo-
hansen vector error correction model (VECM), to determine long-term equilibrium rela-
tionships. It is important to note that the Johansen approach for cointegration has been a
popular tool in applied economics but it has never been applied to PV systems for forecast-
ing. A unique feature of the resulting model is that it can be applied for the medium-term
horizon time PV power output prediction in an island zone. The measured dataset is
compared to the model one for different seasonal horizon times. The obtained results
prove the model’s efficacy and show promise for application in further studies aiming to
investigate short-term horizon times.

The rest of this paper is organized as follows: Section 2 contains a short historical
overview of the experimental conditions and methods used in our study. Section 3 presents
a brief introduction of the Johansen test. Section 4 presents the obtained results. Finally,
Section 5 provides our conclusions and presents ideas for future studies.

2. Research History

2.1. European Zone

Firstly, we studied a linear relation analysis of time series data collected from a PV
system from the GREEN lab in Metz, France [13]. The PV system is a grid-connected system
equipped with solar irradiance and temperature sensors. Therefore, the power output is
the dependent variable, while the solar irradiance and PV module temperature are the
explanatory variables. We performed time series, correlograms at level, Augmented Dickey–
Fuller (ADF) [14,15] stationarity tests, and residuals analysis such as the Goldfeld–Quandt
(GQ) and Durbin–Watson tests. When outliers were suspected, we applied the Engle–
Granger (EG) method [16,17] to determine the most appropriate model. The determined
power output EG cointegration relationship was then applied to other experimental years
for the Green lab in the European zone and compared to the measured power output data.

2.2. Island Zone

The EG model was applied to a PV system in the Reunion Island in the Indian Ocean,
and results were not very conclusive. Other weather parameters (such as wind, humidity,
dust) must be considered in such zones as they have an impact on the PV power output.
Spurious regression appeared. Consequently, we investigated whether the Johansen VECM
was a model that could be fitted to the zone, as more than two explanatory variables
should be considered. Indeed, the Johansen VECM cointegration test can be considered as
a multivariate generalization of the ADF test, enabling the estimation of all cointegrating
vectors when more than two variables are considered. The PV system in Reunion island is
equipped with solar irradiance, module temperature, and wind and humidity sensors, and
data is recorded at a sample time of 15 min. The Johansen VECM cointegration test has
already been applied to Reunion Island, as reported elsewhere [18]. Johansen cointegration
Trace and Eigen value tests, as well as lag criteria had been carried out to determine the
number of cointegration equations with the corresponding error correction coefficients.
The Wald test was applied to exclude short-term relationships, and white noise tests, such
as the Lagrange multiplier and Jarque–Bera test, were applied to ensure normal residual
distribution. The final cointegration relationship was then validated to determine long-term
horizon times [18].

The obtained resulting Johansen cointegration relationship was applied to a PV plant
in the island of Mauritius in the southwest Indian Ocean close to Reunion island. These
islands have similar weather conditions, and the year is divided in two main seasons:
summer and winter. The summer and the intermediate seasons run from November to
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April, while the winter and the intermediate seasons run from May to October. In this
paper, the used dataset for the island of Mauritius and the Johansen model spans over
a one-year period (in this case, from July 2019 to July 2020 and from October 2021 to
December 2022). The PV technology was silicon polycrystalline with a rated power of
320 Wp (north-facing orientation), and the PV total power was 20 kWp. The recorded data
was filtered so that data between 4:30 P.M. and 7:30 A.M. for the following day and missing
data were removed.

3. Johansen Procedure

If time series are nonstationary, it is not possible to use ordinary least square (OLS) to
estimate their long-run linear relationships because this would lead to spurious regression.
The technique of cointegration was introduced according to which models contained non-
stationary stochastic variables and can be constructed in a way that ensures that the results
are statistically meaningful. Therefore, the cointegration test and a vector error correction
model were established to distinguish between short-term and long-term equilibrium. The
Johansen procedure involves cointegrated variables that are directly constructed based on
maximum likelihood estimation instead of depending on OLS estimation. The Johansen
procedure [19,20] is simply a multivariate generalization of the ADF test and proposes two
different likelihood ratio tests: (a) Trace test, (b) maximum Eigen values test. The Trace
test is the null hypothesis tests of r cointegrating vectors against the alternative hypothesis
of n cointegrating vectors, whereas the maximum eigen-value test is the null hypothesis
tests of r cointegrating vectors against the alternative hypothesis of (r + 1) cointegrating
vectors. A more complete description of the Johansen procedure is given in [18]. Therefore,
the procedure required when conduction a Johansen test can be summarized as follows:

- Perform series stationarity tests to determine the existence of cointegration relation-
ships.

- If the previous step has been followed correctly, then the series are of the same order of
integration, and cointegration is likely; therefore, the VECM model can be estimated.
The lag length should be determined using Akaike and Schwarz’s criteria.

- The Johansen Trace and Eigen value tests should then be performed to determine the
number of cointegration relationships.

- Then, identify the long-term relationships or cointegration relationships between
variables.

- Subsequently, via the maximum likelihood method, the VECM model can be estimated,
and validation tests can be performed for residuals and white noise.

4. Results

4.1. Long-Horizon Term: Yearly

The methodology described in the previous section was applied to develop a long-
term prediction model for a grid-connected PV plant in Reunion island. Hence, the results
reported in this section are based on the Johansen model that was initially trained on
a dataset from 2013. The dataset consisted of a 15 by 15 min series of simultaneous
solar irradiance, wind speed, humidity, and PV system parameters (mainly power output
and module temperature) covering a whole year. The model had been trained [18] and
compared to a dataset from 2014 for validation regarding yearly horizon time.

The considered model was also applied to the island of Mauritius, where the experi-
mental data employed in this current analysis were obtained from a PV plant located on
the rooftop of the University of Mauritius. The experimental conditions were listed in
Section 2.2. Figure 1 illustrates a scatter plot of the measured power output, determined via
the Johansen model, on a yearly basis from July 2019 to July 2020 for each solar day hour
between 09:00 A.M. to 04:00 P.M. The very high linear regression value (96%), reveals that
the on-site measurement of PV power generation and the Johansen model are fundamental
in accurately predicting the PV power output at different horizon times. This is elaborated
in the following sections. Moreover, the model can be applied on a yearly basis for long-
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term horizon predicting, meaning that it can be used for unit commitment, load balancing
and scheduling, and for planning infrastructure.

Figure 1. Validation of Johansen model for one dataset between July 2019 to July 2020 in the island of
Mauritius.

4.2. Long-Horizon Term: Monthly

In the literature, periods of a month to a year are considered as long horizon term.
These predicted horizons are suitable for long-term power generation and feed into power
grids while playing a role in determining seasonal trends. Therefore, taking into consid-
eration the weather conditions described in Section 2.2, we compared the on-site power
output measurements to the Johansen model for different months in different seasons. We
have chosen one particular month for each summer and winter season and two others
for the intermediate season for the years 2019 and 2020. In Figure 2, the left-hand side
plots represent the measured power output and the corresponding Johansen model for
the month of January 2020 in the summer season, July 2019 for the winter season, and the
months of April 2020 and October 2019 for the intermediate season. The high R2 values
of the linear regressions and the fact that most of these values are greater than 92% mean
that there is good agreement between the measured power and the Johansen model. The
right-hand side of Figure 2 are scatter plots representing the predicting power output.
Indeed, we are comparing the results for the same period on the left-hand side but for years
N + 1 or N + 2, as if we were predicting the same corresponding months.

The R2 values are greater than 90%, indicating that the Johansen model is positively
and strongly correlated with on-site measurements. For the island of Mauritius and in
agreement with the local energy supplier, this monthly long horizon term can be essential
for maintaining the solar schedule.

4.3. Medium-Horizon Term: Weekly

Although the prior results seem adequate, weather fluctuations spanning one or few
days may reduce predicting accuracy. Therefore, we decided to extend the study to shorter
periods, that is, weekly medium-horizon term. For this study, we selected random weeks
for each season and the intermediate seasons. The results are given in Figure 3. The left-
hand side are the scattered plots of random weeks for the weeks in 2020 or 2019. For the
summer season, the random week selected was 19 to 25 January 2020. For the intermediate
seasons, the selected weeks were 12 to 18 April 2020 and 10 to 17 September 2019. Finally,
for the winter season, the selected week was 10 to 17 August for 2019. The vertical axis is
the on-site measurements, and the horizontal axis is the Johansen model. The R2 values
of the linear regressions are greater than 95%, showing that the model is well adapted for
predictions. Therefore, we applied the model to the same periods but for the year of 2022,
as if we were led to make predictions for these similar weeks. The scattered plots on the
right-hand side of Figure 3 show the predicting results. The vertical axis is the Johansen
model, and the horizontal axis is the measured power output. Figure 3 shows that the R2
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values are more than 90%, again indicating a good correlation and proving suitable for this
horizon term.

Figure 2. On the left: testing the Johansen model for random months in 2019/2020. On the right:
predicting for the same random months in 2021/2022.
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Figure 3. Left side: testing Johansen model random weeks for year 2019/2020. Right side: predicting
same random weeks for 2022.

4.4. Medium-Horizon Term: Daily

This sub-section is concerned with a daily medium-horizon term, although in the
literature, the daily period is sometimes considered as short-horizon term. We performed
this last experiment by using a dataset consisting of daily 15 by 15 min data from on-site
measurements between 08:00 A.M. to 04:00 P.M. as indicated in Figure 4.
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Figure 4. Left side: testing Johansen model for random days in 2019/2020. Right side: predicting
same random days for 2022.

5. Conclusions

Predicting PV information is crucial for fulfilling energy efficiency requirements,
electricity grid stability, and solar energy management. We focused on the use of a robust
statistical technique in the form of the Johansen VECM to predict PV generation in the
island zone of Mauritius. We proved the efficiency of the Johansen model for PV power
generation by comparing our experimental results to on-site measurements. Results are
not only in agreement with the aforementioned measurements but are also compliant with
respect to the time horizon conditions of grid stability and where PV energy management
as imposed by the local government. Indeed, we showed that the Johansen technique
is a powerful tool for monthly and daily PV medium horizon time prediction. Further
tests are in progress for the forecasting of very short-term horizon times, i.e., hourly to
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every 15 min. However, this method still needs to be improved by considering the climate
vagaries. Therefore, our future work will focus on incorporating artificial intelligence to
optimize the model.
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Abstract: Diphtheria is an infectious disease with a high mortality rate. In Indonesia, the number
of diphtheria cases has remained relatively high in recent years, so efforts to prevent and control
diphtheria are needed. Forecasting of the number of diphtheria cases was carried out in this study
by applying a type-2 fuzzy logic systems method. Forecasting in this study was carried out by
involving the variables of the number of diphtheria sufferers, the percentage of immunization
coverage comprising four immunization types, and population density. Regions are grouped into
three clusters based on the number of cases that have occurred. Each cluster is taken and sampled in
the form of one region to acquire a robust model for other regions. The forecasting results for the
next 24 periods show that the performance of the type-2 fuzzy logic systems method is quite good,
with accuracy values in the Malang area showing an MSE of 8.785 and an SMAPE of 54.91%. In the
Surabaya area, the forecasting accuracy results have an MSE value of 14.940 and an SMAPE of 35.51%.
In the Sumenep area, the forecasting accuracy results show an MSE value of 2.188 and an SMAPE of
67.63%. The results of the forecasting of the number of cases can be used as a guide in planning and
making decisions regarding the prevention and management of diphtheria.

Keywords: forecasting; diphtheria; type-2 fuzzy logic; infectious disease

1. Introduction

Diphtheria is a disease caused by the bacterium Corynebacterium diptheriae [1]. This
disease is classified as a contagious disease and can cause death in sufferers. Diphtheria
can be transmitted directly through physical contact with sufferers or through a patient’s
aerosol fluids [2]. The disease primarily affects the nose, throat, and airways, resulting
in difficulty breathing, fever, and the formation of a thick coating in the throat [1,2]. In
addition, diphtheria is a type of communicable disease that requires surveillance activities
for prevention [3] and control as soon as possible; it is necessary to study how vaccination
affects diphtheria [4].

In recent years, Asia has seen outbreaks and an increase in the prevalence of diph-
theria [5]. According to the WHO, Indonesia is in the top ten countries with the most
diphtheria cases. In terms of case numbers, Indonesia is in third position, after India and
Nepal [6]. In Indonesia, the number of diphtheria cases is high, sometimes leading to
outbreaks. The province with the largest number of sufferers is East Java, where there is a
fairly high mortality rate [7].

The high number of diphtheria cases in Indonesia, especially East Java, requires efforts
to prevent and control diphtheria to reduce the number of diphtheria cases. In order
to carry out good planning in efforts to prevent and control diphtheria, forecasting of
the number of cases is carried out. The results of this forecasting can later be used as
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the basis for decision-making related to efforts to prevent and control diphtheria. So far,
the prevention efforts of the Health Service have come in the form of immunizations to
minimize the number of occurrences of diphtheria. However, increases in numbers of cases
are still common.

So far, there are still very few studies that have predicted the number of diphtheria
cases, especially those involving influential variables. Research related to diphtheria is
more often focused on analyzing the impact of vaccines on public health [4,8]. Analyses
are usually distinguished based on various characteristics. Our past research has tried to
predict the number of diphtheria cases [9], but our best model only involved one variable,
namely the number of cases in the previous period. In fact, research developments state
that the risk of diphtheria can be influenced by various other factors [10].

For this reason, this study will provide forecasts of the number of diphtheria cases
in various regions with different characteristics involving various influential factors, such
as population density and the coverage of various types of vaccination treatments. The
approach used is a fuzzy type-2 approach. This method is considered very effective in
dealing with uncertainties such as linguistic uncertainty [11]. The fuzzy type-2 approach
also has the ability to model problems with more complex situations [11,12]. Type-2 fuzzy
systems can help to reduce the difficulties faced in modeling a system based on rules, and
they make it possible to tune and increase our understanding of rule-based systems [12].
The proposed method is expected to improve system performance [13].

2. Related Works

At this time, many studies related to diphtheria have been carried out, but only a
few are related to case number forecasting. So far, research related to diphtheria has
focused more on analyzing the impact of diphtheria vaccine administration. Related to
research on the factors involved, previous studies have stated that the risk factors that
influence the occurrence of diphtheria cases are demographics [10,14], the administration
of vaccines [1,14,15], and familial wealth [14]. For this reason, this research will forecast
the number of diphtheria cases by involving the variables of various vaccines that have
been obtained, the number of cases in the previous period, and population density. There
is still very little research that predicts the number of diphtheria cases involving popu-
lation density variables and the number of cases in the previous period. So far, research
related to diphtheria has focused more on analyzing the impact of vaccines on public
health [4,8], distinguished by age group [5,15,16], population [14], demographics [10], area
characteristics [17], changes in social behavior [18], and the size of the given country’s
income [19].

Regarding the method used herein to predict the number of diphtheria cases, thus
far, it has rarely been used specifically to research numbers of diphtheria cases; very few
alternative methods have been proposed. Past research has proposed using the radial basis
function network method to predict the number of diphtheria cases, but the best model is
said to involve only the number of cases in the previous period [9]. This is somewhat dif-
ferent from the recent findings previously mentioned. For this reason, in this study, we will
forecast the number of cases using a time series approach. The method used in forecasting is
the type-2 fuzzy logic systems method. This method is also considered excellent in dealing
with complex situations [11,12], and has been widely used for forecasting in various fields.
In previous research, the type-2 fuzzy model has been compared to the artificial neural
network model and the type-1 fuzzy logic systems model in forecasting coal production
capacity; the type-2 fuzzy logic systems model was considered better in terms of stability
and consistency [11]. Other studies have shown a low number of errors in prediction when
using a type-2 fuzzy method. Prediction of clinical data using type-1 fuzzy and type-2 fuzzy
models was carried out in [13]. The study [13] stated that forecasting results produced
using the type-2 fuzzy model were superior to those of the type-1 fuzzy model. Currently,
there are many applications of the fuzzy type-2 model, including decision-making [11],
pattern recognition, classification, and control [12]. However, to the best of the author’s
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knowledge, until now, there has still only been occasional use of the fuzzy type-2 model for
forecasting time series data, particularly cases related to the spread of disease. With that in
mind, this study uses a type-2 fuzzy model to forecast numbers of diphtheria cases.

3. Methodology

3.1. Data

The data to be used in this study include the number of diphtheria sufferers, population
density, and immunization coverage, including the diphtheria-1 immunization (DPT-1),
diphtheria-2 immunization (DPT-2), diphtheria-3 immunization (DPT-3), and diphtheria-4
immunization (DPT-4). The data periods used were monthly, from 2013 to 2018. Data were
obtained from the East Java Provincial Health Office and the East Java Central Bureau of
Statistics. The data obtained are data from all cities/districts in the province of East Java.
District/City data in the following provinces are grouped based on the number of cases.
Group 1 consists of five cities/districts, while Group 2 and Group 3 each have seventeen
cities/districts. The descriptive statistics data used are shown in Table 1. The data in Table 1
indicate that the data are not normally distributed. This can be seen from the skewness
value, which is different from zero. The range of data and the standard deviation are also
very large.

Table 1. Descriptive statistics data.

Minimum Maximum Mean Std. Deviation Skewness
Statistic Statistic Statistic Statistic Statistic

Case_Number 0 17 2.09 2.722 2.304

Population_
Density 529 8232 3127.5 3.543.534 0.711

DPT_1 3.13 17.1 84.352 113.736 2.433

DPT_2 3.23 16.29 83.390 110.404 1.626

DPT_3 3.51 16.35 83.053 116.969 1.931

DPT_4 0 127.02 52.462 1.184.238 7.710

3.2. Methodology

The experimental stages used in this study are shown in Figure 1.

Figure 1. Proposed methodology.

3.2.1. Data Preprocessing

The acquired data still need to be processed, so that they become structured data. Data
that are not in the monthly period format will be made so. Regency/city data are grouped
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based on data on the highest number of sufferers that they have. In addition, the data will
also be divided into training data and testing data, with a ratio of 75:25 [9].

3.2.2. Correlation Test

The correlation test is a statistical method used to determine the relationship between
two or more variables [9]. The variables analyzed are the independent variables and the
dependent variables. In this study, the correlation test was used to see the effect of seven
input variables in the tth period on the output variable, namely the number of diphtheria
sufferers in the (t + 1)th period.

3.2.3. Modeling and Forecasting

Modeling is carried out using type-2 fuzzy logic systems (T2FLS). The characteristics
of the type-2 fuzzy model lie in the membership function [12]. In a type-2 set, the degree
of membership for each element is a fuzzy type-1 set in [0, 1]. Type-2 fuzzy logic has two
membership degrees: primary and secondary membership [11]. In a type-2 fuzzy interval,
there are limits on the membership functions, namely the upper membership function
(UMF) and lower membership function (LMF). The membership function used is of the
Gaussian type. Using the Gaussian primary membership function, the antecedent and
the number of rules in the membership function are expressed in Equation (1); the upper
membership function is defined in Equation (2). The lower membership function is defined
in Equation (3). Furthermore, to generate fuzzy rules from input–output pairs, the lookup
table scheme is used.
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The input and output variables used in modeling are shown in Table 2. Experiments were
carried out in various scenarios, which were combinations of input variables. The scenarios
in this study are shown in Table 3. There are 12 subsequent scenarios denoted by scenarios
A3, A5, A7, B3, and so on, where 3, 5, and 7 show the many linguistic categories of each
group of variables. The distribution of training and testing data used is 75% and 25%,
respectively. Furthermore, an example of the linguistic category 5 membership function is
shown in Table 3.

Table 2. Input and output variables.

Input Variable Output Variable

Number of Diphtheria Sufferers Period t

Number of Diphtheria Sufferers
Period t + 1

Population Density Period t

Diphtheria-1 Immunization (DPT-1) Coverage Period t

Diphtheria-2 Immunization (DPT-2) Coverage Period t

Diphtheria-3 Immunization (DPT-3) Coverage Period t

Next, twelve scenarios will each be applied to the three selected areas, which are the
areas with the highest diphtheria case numbers. These areas are Surabaya City, Malang
Regency, and Sumenep Regency. The selection was based on areas in which the number of
cases had dominated in the previous year.
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Table 3. Input variables combination.

Combination MF Input Variable

A

3

Number of Diphtheria Sufferers Period t5

7

B

3
Number of Diphtheria Sufferers Period t

Population Density Period t
5

7

C

3 Number of Diphtheria Sufferers Period t
Diphtheria-1 Immunization (DPT-1) Coverage Period t
Diphtheria-2 Immunization (DPT-2) Coverage Period t
Diphtheria-3 Immunization (DPT-3) Coverage Period t
Diphtheria-4 Immunization (DPT-4) Coverage Period t

5

7

D

3 Number of Diphtheria Sufferers Period t
Population Density Period t

Diphtheria-1 Immunization (DPT-1) Coverage Period t
Diphtheria-2 Immunization (DPT-2) Coverage Period t
Diphtheria-3 Immunization (DPT-3) Coverage Period t
Diphtheria-4 Immunization (DPT-4) Coverage Period t

5

7

3.2.4. Model Performance Calculations

The model’s performance is found using symmetric mean absolute percentage error
(SMAPE) and mean square error (MSE). The SMAPE is depicted in Equation (4) [9], while
the standard MSE is obtained by using Equation (5), where n shows the number of periods,
Xi is the actual value in period ith, and Fi is the predicted value in ith period.

SMAPE =
100%

n

n

∑
i=1

|Xi − Fi|
|Xi|+|Fi|

(4)

MSE =
1
n

n

∑
i=1

[Xi − Fi]
2 (5)

3.3. Model’s Robustness Test

The model robustness test is used to see how well the model performs in each group
when it is used to forecast data in other regions.

3.4. Case Number Forecasting in the Next Several Periods

The model that has proven to be robust is then used to forecast the number of cases in
the coming period. The Health Service has stated that the forecast that needs to be made
concerns the next 24 months.

4. Results and Discussion

Modeling in each sample area is carried out by involving many variables that are
considered to have an effect on the number of cases of this disease. Tables 4–6 show the
results of the correlation test between the variables involved for Surabaya, Malang, and
Sumenep, respectively.
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Table 4. Correlation test results for independent variables in Surabaya.

Variable Pt+1 Pt DPT-1 DPT-2 DPT-3 DPT-4 K

Pt 0.485 1.000

DPT-1 0.091 0.052 1.000

DPT-2 0.052 −0.003 0.930 1.000

DPT-3 0.042 −0.033 0.894 0.944 1.000

DPT-4 −0.033 −0.080 0.139 0.167 0.150 1.000

K −0.111 −0.165 0.088 0.177 0.148 0.146 1.000

Table 5. Correlation test results for independent variables in Malang.

Variable Pt+1 Pt DPT-1 DPT-2 DPT-3 DPT-4 K

Pt 0.110 1.000

DPT-1 −0.086 −0.114 1.000

DPT-2 −0.035 −0.063 0.959 1.000

DPT-3 −0.023 −0.085 0.947 0.962 1.000

DPT-4 −0.083 −0.140 −0.026 0.028 −0.005 1.000

K 0.959 0.026 −0.200 −0.190 −0.196 0.675 1.000

Table 6. Correlation test results for independent variables in Sumenep.

Variable Pt+1 Pt DPT-1 DPT-2 DPT-3 DPT-4 K

Pt 0.168 1.000

DPT-1 −0.039 0.062 1.000

DPT-2 0.049 0.101 0.877 1.000

DPT-3 0.072 0.112 0.889 0.908 1.000

DPT-4 −0.002 −0.028 −0.125 −0.129 −0.141 1.000

K 0.117 0.066 −0.328 −0.363 −0.371 0.120 1.000

Tables 4–6 shows that the value of the correlation coefficient in the city of Surabaya
ranges from −0.033 to 0.485. The variables that have a negative correlation are the DPT-
4 immunization coverage variable and the population density variable, which means
that when the value of these variables is greater, the value of the number of cases in
the next period will decrease, while the remaining variables have a positive correlation,
which means that changes in the values of these two variables are directly proportional
to changes in the value of case numbers in period of t. In Surabaya city, it was found that
the most influential independent variable was the number of sufferers in the t period, with
a correlation coefficient value of 0.485, which is included in the sufficient criteria [9]. The
other independent variables in the Surabaya city data have a very weak correlation with the
dependent variable. From the analysis of the correlation results in Malang and Sumenep,
it emerges that the variable that has the highest correlation value is also the number of
sufferers in the period t.

The results of determining the range values for each variable, taken from the lowest
and highest values of the training data for each variable, can be seen in Table 7. Meanwhile,
the parameters of each model in each region are listed in Table 8. An example of the formed
rule fragments (“L” is for “Low Number”, “MN” is “Medium Number”, “MA” is “Many”,
“LD” is “Low Density”, “FD” is “Fair Density”, “HD” is “High Density”, “U” is “Uneven”,
“FE” is “Fairly Even”, and “E” is “Even”) is shown in Table 9.
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Table 7. Variable ranges.

Variable
Malang Surabaya Sumenep

Upper
Limit

Lower
Limit

Upper
Limit

Lower
Limit

Upper
Limit

Lower
Limit

Number of Diphtheria
Sufferers Period t 0 6 0 16 0 4

Population Density Period t 706 728 8008 8183 528 540

DPT-1 Immunization
Coverage Period t 6.92 17.1 6.48 14.44 6.7 11.07

DPT-2 Immunization
Coverage Period t 6.97 16.29 6.21 12.17 6.43 11.04

DPT-3 Immunization
Coverage Period t 7.16 16.35 6.17 13.35 6.89 11.75

DPT-4 Immunization
Coverage Period t 0 10.54 0 100 0 127.02

Number of Diphtheria
Sufferers Period t + 1 0 6 0 16 0 4

Table 8. Parameter model C.3 in Sumenep.

Variables MF Label
Standard

Deviation:
Lower

Standard
Deviation:

Upper
Average

Sufferers

Low Number

0.637 0.8493

0

Medium Number 2

Many 4

DPT-1
Immunization

Coverage

Uneven

0.6959 0.9279

6.7

Fairly Even 8.885

Even 11.07

DPT-2
Immunization

Coverage

Uneven

0.7341 0.9788

6.43

Fairly Even 8.73

Even 11.04

DPT-3
Immunization

Coverage

Uneven

0.7739 1.032

6.89

Fairly Even 9.32

Even 11.75

DPT-4
Immunization

Coverage

Uneven

20.23 26.97

0

Fairly Even 63.51

Even 127.02

The results of the model’s performance in the studies of twelve scenarios in the districts
of Malang, Surabaya and Sumenep are shown sequentially in Tables 10–12. In Malang, the
model that has the lowest SMAPE value is the model of scenario C.7. Specifically, C.7 is the
scenario in which all independent variables and seven membership functions are used.

35



Eng. Proc. 2023, 39, 3

Table 9. Model results in Malang, using scenario D.3.

Pt K DPT-1 DPT-2 DPT-3 DPT-4 Pt+1

L LD U U U U

L LD E E E U B

L FD FE U FE U LD

L HD U U U FE LD

MN FD U U U FE LD

MN FD U U U FE B

MN HD U U U FE MN

B LD U U U U MN

B FD U U U U LD

Table 10. Model accuracy in Malang.

MF Model
Train Test

MSE SMAPE MSE SMAPE

3

A.3 2.503 61.9% 8.785 54.91%
B.3 2.643 57.8% 11.674 99.83%
C.3 3.077 63.2% 8.580 67.75%
D.3 3.418 49.8% 7.300 54.37%

5

A.5 2.475 46.4% 6.368 51.56%
B.5 1.645 45.7% 8.129 63.92%
C.5 1.854 43.1% 6.327 49.75%
D.5 1.863 44.2% 5.837 46.78%

7

A.7 2.248 62.1% 9.785 67.70%
B.7 1.411 41.1% 7.579 55.02%
C.7 2.286 44.4% 6.269 45.83%
D.7 3.681 51.92% 5.971 49.52%

Table 11. Model accuracy in Surabaya.

MF Model
Train Test

MSE SMAPE MSE SMAPE

3

A.3 7.705 40.20% 14.940 35.51%
B.3 8.967 64.31% 45.637 99.98%
C.3 6.414 37.28% 20.017 34.48%
D.3 6.309 36.01% 21.039 35.57%

5

A.5 6.633 40.43% 20.037 34.80%
B.5 5.211 32.95% 29.928 52.35%
C.5 9.133 38.85% 13.657 31.02%
D.5 5.967 34.93% 27.693 36.71%

7

A.7 6.296 35.98% 20.401 39.17%
B.7 3.780 30.38% - -
C.7 7.072 36.39% 18.256 34.40%
D.7 4.997 33.43% 25.150 35.67%
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Table 12. Model accuracy in Sumenep.

MF Model
Train Test

MSE SMAPE MSE SMAPE

3

A.3 1.285 76.9% 2.188 67.63%
B.3 0.838 75.4% 2.126 70.87%
C.3 1.130 85.6% 1.980 68.86%
D.3 1.264 84.0% 2.130 78.09%

5

A.5 0.802 86.7% 2.739 84.61%
B.5 0.618 85.7% 2.971 91.27%
C.5 0.586 75.8% 1.985 76.35%
D.5 0.572 77.0% 1.891 71.02%

7

A.7 1.310 90.6% 2.527 84.88%
B.7 0.809 85.5% 3.261 77.18%
C.7 1.078 79.0% 2.545 70.86%
D.7 1.079 90.3% 2.954 75.07%

In the Surabaya city model, the model that has the best accuracy/smallest SMAPE is
the model with scenario C.5, in which the number of sufferers and the coverage of DPT
immunization are the variables used. The best performance in the Surabaya model is 31.02%.
In scenario B.7 of the Surabaya city model, the testing results cannot be obtained. This
is because in scenario B.7, the variables used are the number of sufferers and population
density, where the population density variable shows an upward trend. In scenario B.7, the
standard deviation value used in the model is smaller than in B.5 and B.3, so the model
cannot reach variable values that are far from those of the predetermined range.

In the model for the Sumenep area, the model with the best performance is the model
with scenario A.3. In Table 12, it can be seen that model A.3 has the lowest SMAPE value,
which is equal to 67.63%.

The SMAPE value calculated for each model can be used to determine the best model.
However, it transpires that the model that has the lowest SMAPE score in each city has a
different number of membership functions. In the Malang regency model, the model with
the lowest SMAPE score is that which has a scenario with seven membership functions.
In the Surabaya city model, the model with the lowest SMAPE score is the model with
five membership functions. Finally, in the Sumenep model, the model with the lowest
SMAPE score is the model that has three membership functions. If the models with low
SMAPE scores are used, they may lead to differences in linguistic categories. Therefore,
the selection of the best model to be used in the next process is carried out to equalize the
number of membership functions.

Looking at the graphs of the actual data forecasting results, for the city of Surabaya
and the Malang regency, the forecasting chart that follows the actual data pattern is the
model with a total of three membership functions, while for Sumenep, the model with a
good data pattern is the model with a total of five membership functions. So, the model
chosen for forecasting is the model with a membership function of three, which only uses
the variable of the number of cases.

Next, to find model with the best robustness for each group, the models will be tested
on data from other cities/regencies in the same group. The model robustness test was
carried out in other regions. Comparisons of the actual data with the results of the forecast
by the robustness model in the three regions are shown in Figures 2–4.

Figure 2 shows the results of testing the model on data from other cities/districts. The
trial results of the Surabaya city model using Blitar data graphs show forecast results that
follow a pattern. However, the graph seems to shift. Within the Blitar data, the trend of
increasing in the mid-period is not captured in the forecast results. Both of these trends
occur because of the combination of basic rules used in the model.
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Figure 2. Results of the Surabaya model trial using Blitar data.

Figure 3. Results of the Malang model trial using Batu data.

Figure 4. Results of the Sumenep model trial using Magetan data.
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The results of the trials for the Malang regency and the Sumenep models in Figures 3
and 4 show the same result: the graphs follow a pattern, but there is a ‘delay’ in the pattern.
The reason for this is the same, namely the basic rules used. From the trials conducted, it
can be concluded that the rules cannot be used optimally, because the data do not have a
strong linear correlation; therefore, they are less able to capture patterns.

After we know how the model performs against other data, we may forecast the case
numbers for the next several periods. The forecasting results for the next several periods
using model A.3 in the Malang region are shown in Figure 5. The future forecasting results
for the Malang regency show a straight graph with the same value, without any up or
down pattern. This is due to the rules used in the model.

 
Figure 5. The next period forecasts results in Sumenep.

The actual value used in the January 2019 period is included in the first category,
namely “Low Number”, and according to the rules used, if there is a value that is in the
“Low Number” category, the result is “Low Number”. This is why the value of the forecast-
ing results does not increase or decrease; the value remains in the “Low Number” category.

5. Conclusions

Accurate forecasting of the number of diphtheria cases is very important, because
forecasting numbers are needed as a basis for making decisions regarding preventive
measures. The type-2 fuzzy approach used herein produces different performances when
it involves different independent variables and membership functions. The results of the
correlation test show that not all the independent variables involved have a significant
effect on the forecasting results. The type-2 fuzzy method is more suitable for application to
data that show a strong relationship between variables. Forecasting involving the number
of sufferers in the previous period produces the best forecasting. The relationship between
these variables has an impact on the basic rules generated in the fuzzy model.

Experiments and robustness model tests show that the Malang group model in several
regions produces forecasting results with patterns similar to those of actual data; however,
it experienced time delays. However, specifically in the Batu region, the forecasting results
were less able to follow the actual data pattern, because there are actual data whose values
are outside the range of variables used in the training model. The variable number of
patients in the training model reached a maximum of six, but other regional data have
a value of more than six. This condition means the rules used on the model are unable
to capture patterns. The same is true of the results of the Surabaya group model. The
forecasting results in the Blitar region showed that the increasing trend in the middle of the
period was not captured in the forecasting results. This result was also influenced by the
rules used in the model. The increment value is very high, and lies outside the variable
range; thus, the basic rules do not capture this value. This was a similar result to that
captured using the models of the Sumenep model trials in other regions. The forecasting
results in several test areas, including Magetan, follow the actual data pattern, but with
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delays. The model can effectively capture the value of the increase; this is because the data
value in this district is still within the pool of variable values used in the training model.

The basic rules used greatly affect the forecasting results, as do the values of the upper
limit and lower limit. Determining the value of the upper limit and lower limit for each
range of variables using the min–max method on training data transpired to be less than
optimal. With min–max, the model cannot capture values that are far from the range of
values that existed before. Thus, this method is not suitable for application to data that
shows a trend. In future research, this type-2 fuzzy model will be developed in terms of the
basic rules used. In addition, it is necessary to develop this type-2 fuzzy method so that the
range of variables may be dynamic, and may capture all existing data patterns.
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Abstract: Triangular fuzzy numbers (TFNs) are used to express the weights of criteria and alternatives
to account for the ambiguity and uncertainty inherent to subjective evaluations. However, the
proposed method can easily be extended to other fuzzy settings depending on the uncertainty facing
managers and decision-makers. Triangular fuzzy number (TFN) is a critical component in building
fuzzy models such as fuzzy regression and fuzzy autoregressive. Many symmetrical triangular fuzzy
numbers have been proposed to improve the scale’s linguistic accuracy. Additionally, Sturges’ rule is a
well-known approach to determining criteria or intervals of grouped data. However, some existing
TFN methods are challenging despite being considered in building fuzzy regression models. The
increase in electricity distribution is caused by the number of customers and the amount of installed
capacity factors in Indonesia. The identified factors are uncertainty, inexactness, and random nature.
This paper investigates the residential electricity distribution model using fuzzy regression time series.
In the beginning step, the integration between conventional TFN and Sturges’ rule was proposed
to determine the criteria or scale of linguistic terms. The secondary data was collected from BPS
Indonesia from 2000 to 2021. The dependent variable was denoted as electric power distribution (YRT).
On the other hand, the number of customers and the amount of installed capacity were grouped as
independent variables (XPL and XKT). The results showed that the best forecasting model is an FLR
right upper limit without constant. This proposed model also has higher MAPE accuracy at 1.44%
compared to classical models. Additionally, the proposed triangular fuzzy number could improve the
accuracy of the proposed model significantly. Interestingly, both dependent and independent factors
were initially forecasted using a basic time series model, namely exponential smoothing.

Keywords: fuzzy linear regression; exponential smoothing; triangular fuzzy number; Sturges rule;
electricity power distribution

1. Introduction

The conventional ordinary regression method requires very strict statistical assumptions
such as linearity of variables, no multicollinearity among independent variables, homoskedas-
ticity, reliability of measurement, error should be normally distributed and independently [1].
All assumptions above should be provided completely to attain the best regression model.
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Additionally, the input information related to data quality is a highly indispensable compo-
nent that should be considered for this method. However, this regression method will not be
effective and is not recommended for limited data size and linguistic variables. Based on a
systematic review paper, multiple linear regression, general linear regression, polynomial
regression, exponential regression, and multivariate adaptive regression spline are frequently
implemented for electricity load consumption forecasting models [2].

In previous studies, some non-statistical methods, such as fuzzy regression, fuzzy
autoregressive, general regression neural network, kernel regression with k-nearest neigh-
bors, and fuzzy time series, have been integrated with ordinary regression to handle the
previously-mentioned limitations [3–6]. Its applications are commonly employed for elec-
tricity forecasting [2]. For example, one of them is the integration between fuzzy and
regression methods in handling some issues like linguistic data, small-size data, and nor-
mality data. Fuzzy regression estimates parameters using the fuzzy optimization approach
more effectively than the ordinary least square [7,8]. Some fuzzy regression methods
consider the triangular fuzzy number (TFN) for data pre-processing [9].

In each country, electricity forecasting and its models are the main components to be
managed and projected by state and private companies for efficient operations of power
distribution systems in supporting daily life activities [10,11]. The conventional models
have been discussed and implemented by previous researchers to investigate electricity
power distribution and its factors using conventional regression or time series. However,
the highest forecasting accuracy is an arduous task since various unpredictable factors may
influence electricity power distributions.

Hybrid models have been introduced to improve elements, such as forecasting ac-
curacy and data size. Fuzzy regression is one of the hybrid model types in electricity
forecasting [12–14]. This model deals with the triangular fuzzy number (TFN) of fuzzy
form data and is not strictly vital in terms of statistical assumptions [15–17]. In this paper,
time series analysis is proposed to support fuzzy regression in predicting the value of each
variable (dependent and independent) by following a series of times (yearly data). Because
the fuzzy regression model is suitable for estimating the significant relationship between
dependent and independent variables using fuzzy parameters, it is not a recommended
model to forecast future values of variables, especially time series data. Thus, an exponen-
tial smoothing model is more practical for such forecasting purposes. Essentially, there are
two forecasting phases in this paper.

2. Fundamental Concept

2.1. Triangular Fuzzy Number (TFN)

In 1965, the concepts of fuzzy set and membership function were first proposed by
Zadeh [18–20]. Some basic notions on fuzzy sets and numbers are included below:

Definition 1. Fuzzy sets
A fuzzy set A of a universal set X is defined as follows:

A = {(x, μA(x)) ‖ x ∈ X}

where μA(x) : X → [0, 1] is the membership function of the set A. The membership value μA(x)
indicates the degree of membership of x ∈ X to the set A.

Definition 2. Triangular Fuzzy Number (TFN)
Let a, b and c be real numbers with, a < b < c. Then, the triangular fuzzy number (TFN), A

= (a, b, c) is the fuzzy number (FN) with a membership function [18].

y = m(x) =

⎧⎨⎩
x−a
b−a , x ∈ [a, b]
c−x
c−b , x ∈ [b, c]

0, x < a and x > c
(1)
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Thus, Equation (1) is interpreted as membership functions as shown in Figure 1.

 
Figure 1. Triangular fuzzy number A = (α1, α2, α3).

Based on Equation (1), a TFN can be defined as:

TFN = y = [αl , c, αr] (2)

Based on Equation (2), if the TFN is symmetrical, α2 − α1 = α3 − α2, then y is denoted as

y = [c, α] (3)

where a is a spread of TFN and y is a non-fuzzy number if a = 0.

2.2. Fuzzy Regression Model (FRM)

Fuzzy least square and fuzzy linear regression models have been introduced by Tanaka
in 1982. Both models used fuzzy forms in terms of input, process, and output, respectively.
Mathematically, FRM with and without intercept is written as [21]:

∼
Y =

∼
A0 +

∼
A1X1i + · · ·+

∼
AN XiN =

∼
AX (4)

and ∼
Y =

∼
A1X1i + · · ·+

∼
AN XiN =

∼
AX (5)

From Equations (4) and (5),
∼
A =

(
pj; cj

)
, j = 1, 2, · · · , m, while pj is a mid-value of j

and cj reveals a spread value of j. Both equations are detailed in Table 1.

Table 1. General FRM based on intercept and bound functions.

Bound Function FRM with Intercept FRM without Intercept

Lower bound function Yl
i =

m
∑

j=0
(pj − cj)Xij Yl

i =
m
∑

j=1
(pj − cj)Xij

Mid-value function Yh
i =

m
∑

j=0
pjXij Yh

i =
m
∑

j=1
pjXij

Upper bound function Yu
i =

m
∑

j=0
(pj + cj)Xij Yu

i =
m
∑

j=1
(pj + cj)Xij

Based on Table 1, some extension models have been proposed by previous
researchers [21–23] to handle the limitation and minimize the spread of the triangular
fuzzy number (TFN) from FRM, as presented in Table 2.
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Table 2. Extended FRM based on [11–13].

FRM with Intercept [21] FRM without Intercept [21]

Z = min∑m
j=0 cj

∑m
j=0 pjXij + (1− h)∑m

j=0 cj

∣∣∣Xij

∣∣∣ ≥ Yi + (1− h)ei

∑m
j=0 pjXij + (1− h)∑m

j=0 cj

∣∣∣Xij

∣∣∣ ≤ Yi + (1− h)ei

which cj ≥ 0, p ∈ R; 0 ≤ h ≤ 1

Z = min∑m
j=1 cj

∑m
j=1 pjXij + (1− h)∑m

j=1 cj

∣∣∣Xij

∣∣∣ ≥ Yi + (1− h)ei

∑m
j=1 pjXij + (1− h)∑m

j=1 cj

∣∣∣Xij

∣∣∣ ≤ Yi + (1− h)ei

which cj ≥ 0, p ∈ R; 0 ≤ h ≤ 1

FRM with intercept [22] FRM without intercept [22]

Z = min∑m
j=0 cj∑n

i=0 |X ij

∣∣∣
∑m

j=0 pjXij + (1− h)∑m
j=0 cjXij ≥ Yi + (1− h)ei

∑m
j=0 pjXij + (1− h)∑m

j=0 cjXij ≤ Yi + (1− h)ei

Z = min∑m
j=1 cj∑n

i=1 |X ij

∣∣∣
∑m

j=1 pjXij + (1− h)∑m
j=1 cjXij ≥ Yi + (1− h)ei

∑m
j=1 pjXij + (1− h)∑m

j=1 cjXij ≤ Yi + (1− h)ei

FRM with intercept [23] FRM without intercept [23]

Z =
min
cj

(∑n
i=0 ∑m

j=0 cjXij)

Yi ≤ ∑m
j=0 pjXij + (1− h)∑m

j=0 cjXij.
Yi ≥ ∑m

j=0 pjXij − (1− h)∑m
j=0 cjXij.

Z =
min
cj

(∑n
i=1 ∑m

j=1 cjXij)

Yi ≤ ∑m
j=1 pjXij + (1− h)∑m

j=1 cjXij

Yi ≥ ∑m
j=1 pjXij − (1− h)∑m

j=1 cjXij

From Table 2, the general FRM has been extended in terms of objective and constraint
functions, respectively. All extended models will be used to estimate the significant factors
that contribute to the electricity power distribution for residential sectors in Indonesia from
2000–2016.

2.3. Exponential Smoothing Model (ESM)

In time series data analysis, ESM is widely used for estimating in the light of more
recent in an exponentially decreasing manner. The most recent observation receives the
most weight, α (where 0 < α < 1); the second most recent observation receives less
weight, α(1− α); the observation of two time periods in the past receives even less weight,
α(1− α)2; and so forth. Formally, ESM is written mathematically as below [24,25]:

Ŷt+1 = αYt + (1− α)Ŷt (6)

From Equation (6), Ŷt+1 is a new smoothed value or the forecast value for the next
period, α is the smoothing constant, Yt is a new observation or the actual value of the series
in period t, and Ŷt is the old-smoothed value or the forecast for period t. This model is also
frequently applied to the forecast of electricity load demand data.

3. Forecasting Model for Electricity Power Distribution

In this paper, we considered three phases on electricity power distribution and its
factors were proposed based on three different forecasting models as illustrated in Figure 2.

 

•Parameter 
Estimation using 
Ordinary 
Regression Model 
(ORM)

Phase 1

•Parameter 
Estimation 
using FRM

Phase 2 •Forecasting 
of time series 
variables 
using ESM

Phase 3

Figure 2. Phase on building an electricity forecasting model.
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Based on Figure 2, FRM can be applied if the ORM has been established in the first
phase. All slopes or parameters obtained from the ORM will be used to formulate a fuzzy
linear programming model. From the FRM, some possibilistic models will be obtained,
as described in Table 2, respectively. Measurement error using mean absolute percentage
error (MAPE) through data training-testing will be considered to choose the best FR. At the
end of the process, ESM will be implemented to forecast the electricity power distribution
and its factors for the residential sector by following a series of times (yearly data).

4. Empirical Study

In this section, the implementation of the suggested phases is attempted in two case
studies as follows:

Case study A: Electricity power distribution
Step 1: Build ORM for electricity power distribution using secondary data [26] as

presented in Table 3.

Table 3. ORM for electricity power distribution data.

Assumptions Statistical Test Output

Normality p-value = 0.200 p-value > α, variables are normally distributed.

Linearity Scatterplot Linear trends between dependent and
independent factors occurred.

Autocorrelation p-value = 1.00 p-value > α, no autocorrelation in variable.

Heteroskedastic p-value xPL = 0.00
p-value xKT = 0.35

p-value > α, there is no heteroscedastic occurred
among variables.

Multicollinearity VIF = 22.302 VIF > 10

Step 2: Transform single data into symmetrical TFN forms for electricity power
distribution and its factors using Sturges rule as follows:

• Determine range (R) data for each dependent and independent variable.
• Determine k = 1 + 3.322log (n).
• Determine I = R

k .
• Determine lower and upper limits of intervals.
• Provide a distribution table.

For example, the transformation value of customer numbers is illustrated in Figure 3.

Figure 3. Number of customers in TFN form using Sturges.

Step 3: The estimates of fuzzy parameters presented in Table 4 illustrate the building
of fuzzy optimization.

Table 4 shows the minimization of the spread function (cj) from the mid value (pj)
using fuzzy intervals to left-right constraints.

Step 4: Based on parameters obtained in Step 3, build FRMs as presented in Table 5.
Table 5 shows that the left and right sides have three different FRMs, respectively.

Furthermore, these models will be used for forecasting purposes using training and testing
data in Step 5.

Step 5: Forecast electricity power distribution using all possible FRM as expressed in
Table 6, respectively.

Step 6: Evaluate and validate all possible FRMs using MAPE of training and testing
data, respectively, as presented in Table 7.
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Table 4. Fuzzy parameters estimation.

Side Model h (p0; c0) (p1; c1) (p2; c2)

Left

With
intercept 0.1 (0; 6254.65) (0.0009; 0) (0.4744; 0)

Without
intercept 0.1 - (0.0011; 0) (0.1689; 0.2478)

Right

With
intercept 0.1 (0; 5566.48) (0.0014; 0) (0; 0)

Without
intercept 0.1 - (0.0014; 0) (0; 0.1761)

Table 5. FRM for left and right sides.

Side Bound FRM with Intercept FRM without Intercept

Left
Lower ∼

yRT = (−6254.653) + (0.0009)xPL + (0.4744)xKT
∼
yRT = (0.0011)xPL + (−0.0789)xKT

Middle ∼
yRT = (0.0009)xPL + (0.4744)xKT

∼
yRT = (0.0011)xPL + (0.1689)xKT

Upper ∼
yRT = (6254.653) + (0.0009)xPL + (0.4744)xKT

∼
yRT = (0.0011)x + (0.4167)xKT

Right
Lower ∼

yRT = (−5566.489) + (0.00145)xPL
∼
yRT = (0.00142)xPL + (−0.1761)xKT

Middle ∼
yRT = (0.00145)xPL

∼
yRT = (0.00142)xPL

Upper ∼
yRT = (5566.489) + (0.0014)xPL

∼
yRT = (0.00142)xPL + (0.1761)xKT

Table 6. Forecast values using left-right sides FRM.

Side Year

FRM with Intercept

Lower Forecast
(GWh)

Middle Forecast
(GWh)

Upper Forecast
(GWh)

Left

Training

2000 27,753.59 34,008.25 40,262.90
2001 28,847.35 35,102.00 41,356.66
. . . . . . . . . . . .

2012 56,522.18 62,776.84 69,031.49

Testing
2013 60,169.24 66,423.89 72,678.54
2014 66,913.75 73,168.41 79,423.06
2015 71,008.86 77,263.51 83,518.17

Right

Training

2000 33,288.69 38,855.18 44,421.67
2001 34,896.46 40,462.95 46,029.44
. . . . . . . . . . . .

2012 61,502.51 67,069.00 72,635.49

Testing
2013 67,144.44 72,710.93 78,277.41
2014 71,795.22 77,361.71 82,928.20
2015 76,574.60 82,141.09 87,707.58

Table 7. MAPE training-testing of FRM.

MAPE Training

Side Bound FRM with Intercept FRM without Intercept

Left
Lower 25.21% 87.87%

Mid 10.22% 11.45%
Upper 10.27% 8.49%

Right
Lower 8.17% 10.15%

Mid 10.74% 10.16%
Upper 16.99% 13.73%
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Table 7. Cont.

MAPE Training

Side Bound FRM with Intercept FRM without Intercept

MAPE Testing

Left
Lower 26.71% 85.80%

Mid 15.69% 24.11%
Upper 6.44% 4.50%

Right
Lower 16.35% 25.07%

Mid 7.96% 10.24%
Upper 1.05% 1.44%

Based on Table 6, scatter plots between actual and forecast values are illustrated in
Figure 4.

 

Figure 4. Actual and forecasted values using various FRM.

Step 7: Forecast electricity power distribution for 2016–2021 using the best FRM
model (smallest MAPE) without intercept and exponential smoothing (ES) as presented in
Tables 8 and 9, respectively.

Table 8. Testing data for 2016.

α xPL xKT yRT (FLR) yRT (ES)

0.1 39,323,118 33,265 [49,980.83; 61,696.83] 56,462.07
0.5 53,328,382 51,360 [66,681.89; 84,770.72] 83,418.89
0.9 56,283,050 55,075 [70,223.31; 89,620.56] 88,212.52
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Table 9. Testing data for 2017–2021.

Year Actual Load (GWh) FLR ES

2017 94,457.38 93,788.67 92,600.35
2018 97,832.28 96,988.25 95,566.78
2019 103,733.43 103,300.98 102,342.23
2020 112,155.85 110,256.76 109,432.34
2021 115,370.04 114,399.12 112,578.35

Based on Table 8, electricity power distribution (yRT) is predicted using FRM right
without intercept, as expressed in Table 7. On a regular basis, a regression model is
not directly practical for forecasting purposes. In this case, each variable was gathered
and measured by considering time intervals (yearly time series data). Thus, they should
be predicted separately using time series models such as exponential smoothing (ES).
Additionally, each forecasted value was obtained from the ES model, respectively.

In the final stage, the prediction of power distribution can be substituted into FRM
right model as written in Equation (7):

∼
yRT = (0.00142)xPL + (0.1761)xKT (7)

From this table, the predicted
∼
yRT values were obtained using Equation (7) and ES

model. Actual yRT power distribution was 93,634.63 GWh in 2016. On a note, the predicted
and actual values revealed immense differences because the State Electricity Company of
Indonesia offered a power subsidy for the residential sector for that year. Additionally,
the national championship sports of Indonesia were also conducted in 2016. Therefore,
the electricity distribution exceeded the actual amount. In this case, two forecasting parts,
namely parameter estimation using fuzzy regression and future amount estimation, were al-
ready taken into account using the exponential smoothing technique. Unlike some previous
studies [11–14], the researchers were only concerned with the fuzzy regression part.

The State Electricity Company of Indonesia offers subsidies for their customers every
year. Thus, the proposed model lacks the ability to capture the actual amount. Occasionally,
the difference is also significant between forecasted and actual amounts.

Case study B: Palm oil production
By following the same steps given in Case study A, the comparison between actual and

forecast values can be shown for palm oil data from January–December 2012 in Tables 10–12,
respectively.

Table 10. Forecast values of monthly palm oil production using left-right sides FRM.

Side Month

FRM without Intercept

Lower Forecast
(Ton)

Middle Forecast
(Ton)

Upper Forecast
(Ton)

Left

Training

January 94,798.74 142,018.68 189,209.00
February 103,945.71 151,423.05 198,870.76

. . . . . . . . . . . .
July 107,295.64 160,669.99 214,014.74

Testing
October 91,942.59 141,056.79 190,141.37

November 123,030.85 180,891.52 238,722.57
December 89,362.53 145,768.25 202,144.36

Right

Training

January 110,503.70 142,588.11 188,983.20
February 119,041.69 151,316.91 197,902.81

. . . . . . . . . . . .
July 122,625.62 159,480.26 210,645.57

Testing
October 107,851.67 141,462.56 189,384.12

November 137,206.26 177,686.27 232,476.96
December 105,871.75 145,206.90 198,852.74
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Table 11. MAPE training-testing data with and without intercept using FRM.

Left
Average

Left

Right
Average

RightBound
Lower

Bound
Middle

Bound
Upper

Bound
Lower

Bound
Middle

Bound
Upper

Training With
intercept 32.45% 10.28% 25.95% 22.90% 21.68% 11.22% 36.73% 23.21%

Without
intercept 29.21% 8.86% 37.91% 25.33% 18.86% 8.84% 36.70% 21.46%

Testing With
intercept 23.32% 22.31% 53.57% 33.07% 17.42% 32.06% 67.20% 38.89%

Without
intercept 21.51% 24.77% 61.64% 35.97% 16.17% 25.36% 61.20% 34.24%

Table 12. Testing data for January 2013.

α X1 X2 X3 Y (FLR) Y (ES)

0.1 24,281.6 28,352.1 217.4 [134,795.7; 176,277.5] 153,420.7
0.5 24,220.2 28,398.1 266.0 [135,332.0; 186,087.2] 159,424.9
0.9 26,089.9 28,362.0 245.9 [11,321,307.1; 11,368,226.9] 154,326.2

5. Conclusions

In this paper, the parameters (intercept and slopes) of ordinary regression in building
fuzzy linear regression were implemented. Both parameters were employed for fuzzy
optimization purposes, namely objective function and left-right constraints. Furthermore,
the Sturges rule was used to determine the symmetrical TFN and the number of fuzzy
intervals when the total number of observations was specified.

In application, FRM without intercept was considered to capture the actual electricity
data precisely. Each variable from FRM was predicted using a basic time series technique
known as exponential smoothing. Therefore, two types of forecasting strategies have been
employed to estimate yearly electricity power distribution in Indonesia from 2000 to 2021
and palm oil production. In this paper, we also considered the effectiveness between with
and without intercepts in the forecasting models.
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Abstract: El Niño-Southern Oscillation (ENSO), a natural phenomenon in the Pacific Ocean, is caused
by cyclic changes in sea-surface temperature (SST) and the overlying atmosphere in the tropical
Pacific. The impact of ENSO varies, ranging from slightly warmer or colder temperatures to extreme
weather events such as flash floods, droughts, and hurricanes, affecting various regions around
the globe. Therefore, ENSO forecasting has paramount importance in the atmospheric and oceanic
sciences. The Oceanic Niño Index (ONI), a three-month running mean of SST anomalies over the
east–central equatorial Pacific region, is the commonly used metric for measuring ENSO events.
However, the literature shows that the forecasting accuracy of ONI for lead times exceeding one year
is low. This study aims to improve the forecast accuracy of ONI for up to 18 months lead time by
applying an Adaptive Graph Convolutional Recurrent Neural Network (AGCRNN). The graph-
learning module adaptively learns the spatial structure of features during training, while the graph
convolution in hidden layers of the recurrent neural network captures the temporal relationships of
features with ONI. Experiments conducted on simulation and reanalysis datasets demonstrate that
AGCRNN outperforms state-of-art statistical and eight dynamical models for forecasting ONI with
up to 18 months’ lead time.

Keywords: graph networks; deep learning; climate anomalies; spatial-temporal data mining

1. Introduction

El Niño-Southern Oscillation (ENSO) represents the climate variability in the tropical
Pacific Ocean caused by coupled ocean–atmosphere interactions and is associated with
severe rainfalls, floods, and droughts affecting both tropics and subtropics [1,2]. El Niño in
ENSO refers to the periodic warming of sea-surface temperature (SST) across the central
and east–central Equatorial Pacific Ocean. Southern Oscillation in ENSO refers to the
atmospheric component coupled with sea-surface temperature changes. The warm phase
of ENSO is known as El Niño, and the cold phase of ENSO is known as La Niña.

The commonly used metric for measuring ENSO events is the Oceanic Niño Index
(ONI). This is a three-month running mean of SST anomalies over the east–central equatorial
Pacific region (aka Niño 3.4 region) spanning between 5° N–5° S and 120° W–170° W. An El
Niño event is observed in the Niño 3.4 region if the ONI is +0.5 ◦C or higher, which means
that surface waters in the east–central equatorial Pacific are warmer than average by +0.5 ◦C
or higher for five consecutive months. Conversely, a La Niña event is observed in Nino
3.4 region if the ONI is−0.5 ◦C or lower, which means that surface waters in the east–central
equatorial Pacific are colder than average by −0.5 ◦C or lower for five consecutive months.

ENSO has a profound impact on global climate, with different impacts observed for
the warm (El Niño) and the cold phases (La Niña) of ENSO and the region being con-
sidered [3,4]. For instance, El Niño is typically linked with warm and dry conditions in
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the southeastern areas of Australia, Indonesia, the Philippines, and the central Pacific Is-
lands. Furthermore, prolonged El Niño episodes have caused droughts in India, Indonesia,
and Australia, and flash floods in the southern United States [5]. In contrast, La Niña is
often associated with wetter conditions in eastern Australia and severe rainfall in Indonesia,
the Philippines, and Thailand. Coastal Ecuador and northwestern Peru experience drier
than average conditions during La Niña. The prolonged La Niña episodes have caused
severe rainfall in India, Indonesia, and Australia and droughts in the southern United
States [6]. The impacts differ for the two opposite phases of ENSO and their evolutionary
patterns. For example, the transition from El Niño to La Niña or La Niña to El Niño caused
flash floods in the northeast regions of Asia. Overall, understanding the impact of ENSO
events is essential to predicting weather patterns and mitigating the risk of natural disasters.

The conventional approach to machine learning (ML) involves using the input features
of each observation to predict the output, which, in this case, determines ONI. However,
these features alone are insufficient for spatial–temporal (ST) prediction problems since
time and location are critical factors. In addition, forecasting ONI in a given period requires
multiple data points across the tropical Pacific, not just a single data point. Therefore,
making predictions across the tropical Pacific rather than relying on a single data point is
essential. In this study, we structured input features, such as SST and upper oceanic heat
content at various points across the Pacific region, in a proper spatial–temporal format over
the past three months to forecast ONI for an up to 18-month lead time.

ENSO events occur due to interactions between SST and the overlying atmosphere.
SST is a measurement of the ocean’s surface temperature and is defined only for the
ocean, so SST values are unavailable for land. However, deep learning models such as
convolutional neural networks (CNNs) require an image or grid-like input. To maintain
this grid-like input, missing SST values for land points are estimated using interpolation
methods. Unfortunately, this interpolation approach may result in incorrect predictions
due to errors being introduced in the training data. To address this challenge, we apply
an adaptive graph convolutional recurrent neural network (AGCRNN), a graph-based
approach to handling non-grid input: SST and upper oceanic heat content for the past
three months to forecast ONI with up to 18 months’ lead time.

In a graph network, a node represents a data point, and an edge represents the spatial
connectivity between a pair of data points. An adjacency matrix represents the spatial
distance or proximity between any two nodes, which, in this study, is learned adaptively
from the data during training. Experiments on simulation and reanalysis datasets indicate
that our proposed approach is superior to previous methods in terms of the correlation
coefficient (CC) and coefficient of determination (R2) for all lead times up to 18 months. The
rest of the paper is organized as follows. Section 2 reviews the selected literature on ENSO
forecasting, followed by a description of our dataset, given in Section 3. Section 4 elaborates
on the proposed methodology, and Section 5 discusses the results of the experiments.
Finally, Section 6 concludes the paper with a summary of the findings and directions for
future research.

2. Literature Review

Although not specifically used for forecasting ENSO events, the significance of location
and time in predicting and forecasting geographical phenomena has been underscored in
the literature, both theoretically [7,8] and experimentally [9,10]. The literature on ENSO
forecasting can be broadly classified into dynamical and statistical methods. The dynamical
methods represent the physical processes of ENSO forecasting, such as coupled ocean–
atmosphere interactions using complex numerical equations. These methods require
large-scale computational resources and can take several hours to generate predictions.
In contrast, statistical methods such as ours can extract meaningful patterns from historical
data and require fewer computational resources than dynamical models.
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2.1. Dynamical Methods

Zhang et al. [11] examined the changes in forecasting skills caused by changes in
SST anomalies in the Pacific after the year 2000. The ensemble of SST forecasts from
five dynamical models is evaluated. Another dynamical model, Climate Forecast System
version 2 (CFSv2) [12], forecasts SST at a 9-month lead time by considering the initial
conditions at the 0th, 6th, 12th, and 18th hour of every 5th day from 1982 to 2010. Therefore,
an ensemble of 24 (6 days × 4 timesteps) forecasts for each month is referred to as the
forecast for that month. The CC for a 9-month lead time is 0.34.

2.2. Statistical Methods

Linear models, such as least regression [13] and support vector machine [14,15],
and non-linear models, such as decision trees [16] and random forest [17], are used for
forecasting ENSO events. For example, in [13], the upper oceanic heat content and the
thermocline depth at 20 ◦C isotherm are the variables used for forecasting. Ensemble
learning is applied in both dynamical methods and statistical methods [17]. The three
models used in the ensemble classifier are the artificial neural network, random forest,
and nearest neighbor. The ensemble classifier uses the voting scheme to generate the final
prediction. It correctly predicted 12 out of 13 central Pacific El Nino, 20 out of 20 eastern
Pacific El Nino, 19 out of 26 La Nina, and 63 out of 64 neutral events. In a recent review [18],
the application of machine learning algorithms and their role in improving the prediction
skill of ENSO are discussed.

Recent studies applied artificial neural networks [19–21] convolutional neural net-
works (CNNs) [22–24], and recurrent neural networks [25–27] to ENSO forecasting. For ex-
ample, in [22], CNN outperformed state-of-the-art dynamical models and achieved a CC
of 0.5 for forecasting ONI for lead times of up to 17 months. Furthermore, the enhanced
version of CNN, called all season-CNN (A-CNN), proposed in [23] improves the CC from
0.3 to 0.4 for a lead time of 23 months. A variant of CNN, such as the dense convolu-
tional long short-term memory (DC-LSTM), is used in [28] for forecasting ENSO events.
A dense convolutional layer and a transposed convolutional layer are used to extract the
spatial features from the input, and multi-layer casual L-shaped LSTM is used to capture
the temporal dynamics of SST anomalies. In addition to SST, T300 (vertically averaged
oceanic temperature above 300 m), zonal wind, and meridional wind are used as predictors.
Their results conclude that additional predictors showed no correlation with ENSO events.
Although the performance of DC-LSTM is superior to that of CNN [22], the number of
trainable parameters is relatively higher. Other variants, such as deformable CNN [29] and
residual CNN [30], are also applied to forecast ENSO events.

Graph Neural Networks (GNNs) are the generalized version of CNNs that can handle
non-Euclidean/non-uniform data. GNNs work well for spatial data as they can model the
relationships between variables as graph edges. They are widely used in applications such
as intelligent transportation, earthquake prediction, recommendation systems, and social
media data-mining. However, it is surprising that GNNs are rarely applied in climate
science and weather forecasting. Therefore, this study applies a graph-based approach,
mainly AGCRNN, to forecast ONI for up to 18 months’ lead time. The main difference
between our work and the other graph-based ENSO prediction [27] is that we learn the
graph structure from the dataset during training, rather than learning a predefined graph
structure that can be incomplete and inaccurate. Then, we modify feed-forward connections
in the gated recurrent unit (GRU) with graph convolutions to capture the features’ spatial
structure and temporal relationships with ONI.

3. Data Description

This study uses historical simulation and reanalysis datasets to forecast ONI, which
is a three-month average of SST anomalies over the east–central equatorial Pacific region
ranging from 5° N–5° S to 120° W–170° W. The historical simulation data were collected
from 21 selected Coupled Model Intercomparison Project 5 (CMIP5) models. A single
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ensemble member from each CMIP5 model was chosen for 1860–2001. The reanalysis
datasets were collected from Simple Ocean Data Assimilation (SODA) and Global Ocean
Data Assimilation System (GODAS) for 1871–1973 and 1984–2017, respectively.

The study region contained both ocean and land data points (1728) collected across
0–360° E and 55° S–60° N with a 5° × 5° resolution, as shown in Figure 1. However, since
SST and upper oceanic heat content are defined only for the ocean, we excluded land
data points from our analysis, which resulted in 1345 data points, as shown in Figure 2.
The features used in the study were three months’ SST and upper oceanic heat content
anomalies measured at each point, and output was the ONI for a lead time of up to
18 months.

Figure 1. Data points are separated by 5° across latitude and longitude.

Figure 2. Data points are separated by 5° across latitude and longitude after excluding points on land.

4. Methodology

Data standardization is a common process to standardize features in ML. Since both
features (SST and upper oceanic heat content) have different ranges, we standardize them

56



Eng. Proc. 2023, 39, 5

using the below equation, where x denotes a feature and xi denotes the value of that feature
at a single data point.

x̂i =
xi −mean(x)

standard deviation(x)
(1)

4.1. Problem Statement

Consider a time series X = {X:,1, . . . , X:,t, . . . }, where X:,t = {x1,t, x2,t, . . . xN,t}T ∈ RN×1

represents the observations recorded at N data points for time step t. Our goal is to predict
the future values of the time series based on historical values. We formulated a spatial–
temporal prediction problem to find a function F to forecast the next τ steps based on
previous T historical values:

{X:,t+1, X:,t+2, . . . , X:,t+τ} = Fθ(X;,t, X:,t−1, . . . , Xt−T+1) (2)

where θ denotes model parameters. The spatial correlations between different time se-
ries were formulated as a graph network. In an undirected graph network G(V, E, A),
V1, V2, . . . VN are the nodes of the graph, and E is the set of edges connecting the pairs
of nodes. A node represents a data point based on latitude and longitude, and an edge
represents the spatial connectivity between pair of data points. The adjacency matrix
A ∈ [0, 1] representing the proximity between nodes is an N × N matrix where each
entry Aij is the weighted representation of spatial similarity between nodes Vi and Vj.
If an edge exists between nodes Vi and Vj, then 0 < Aij < 1; otherwise, Aij = 0. Therefore,
the spatial–temporal prediction problem is modified by adding graph network G as follows:

{X:,t+1, X:,t+2, . . . , X:,t+τ} = Fθ(X;,t, X:,t−1, . . . , Xt−τ+1; G) (3)

4.2. Graph Learning Module (GLM)

Graph convolutional networks (GCNs) are applied in many domains, such as traffic
prediction, urban anomaly prediction, recommendation systems, molecular biology, and so-
cial network analysis. A multi-layer GCN with layer-wise propagation is approximated
using the first-order Chebyshev polynomial given by

Hl+1 = σ(D̃− 1
2 ÃD̃− 1

2 HlWl) (4)

Here, Ã = A + IN is the adjacency matrix of the graph G with self-connections, IN is
the identity matrix, D is the degree matrix and D̃ii = ∑j Ãij. Wl is a layer-specific trainable
weight matrix. σ(·) denotes an activation function, such as the ReLU(·) = max(0, ·).
Hl ∈ RN×Dis the output of the lth layer and H(0) = X. More details of the first-order
approximation are given in [31]. Most GCNs for prediction tasks rely on a predefined
graph structure/adjacency matrix (A) computed using node distances or similarities to
perform graph convolutions. Nevertheless, this predefined structure might not encompass
all spatial dependencies, which can introduce bias into the model.

In this study, we used a graph learning module (GLM) to automatically infer the
hidden dependencies from the data. First, the AGLM randomly initializes a learnable
node-embedding matrix (EA ∈ RN×de ) for all nodes, where each row of EA represents
the embedding of a node and de represents the dimension of the node-embedding. Then,
we can infer the spatial dependencies between pairs of nodes by multiplying EA and ET

A.

To reduce the computational cost, we directly generated the Laplacian Matrix D̃− 1
2 ÃD̃− 1

2

using the following equation, where the SoftMax function normalizes the adaptive matrix.

D̃− 1
2 ÃD̃− 1

2 = So f tMax(ReLU(EA.ET
A)) (5)

During training, EA was updated automatically to learn the hidden dependencies
between data points and generate the adaptive matrix for graph convolutions. Finally,
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by incorporating GLM into GCN, we obtained an adaptive graph convolution network
(AGCN), given by the below equation:

Hl+1 = So f tMax(ReLU(EA.ET
A))HlWl (6)

4.3. AGCRNN

The local and global spatial patterns are captured hierarchically using AGCN layers.
However, to capture the temporal relationships, we proposed the use of AGCRNN by
replacing fully connected Gated Recurrent Unit (GRU) layers with AGCN. The equations
for AGCRNN are given by

Ã = So f tMax(ReLU(EET)) (7)

zt = σ(Ã[X:,t, ht−1]Wz + bz) (8)

rt = σ(Ã[X:,t, ht−1]Wr + br) (9)

ĥt = tanh(Ã[X:,t, r	 ht−1]Wĥ + bĥ) (10)

ht = z	 ht−1 + (1− z)	 ĥt (11)

where [·] represents the concatenate operation, X:,t ht are input and output at time step t, 	
represents element wise multiplication, and z and r represent the reset and update gate, respec-
tively. The trainable parameters of AGCRNN are embedding matrix E, weights WZ, Wr, Wĥ,
and bias bZ, br, bĥ. All parameters are trained using the backpropagation algorithm.

4.4. Implementation Details

The AGCRNN architecture comprises an embedding layer, two AGCRNN layers,
and a convolutional layer. The node-embedding layer takes the randomly initialized
graph as input and assigns each node a low-dimensional embedding vector. Additionally,
the node embeddings capture information about each node’s features and relationships
with other nodes in the graph. The AGCRNN layers perform graph convolution on the node
embeddings and dynamically adjust the graph structure during the convolution operation,
enabling the network to learn the spatial structure of SST and upper-ocean heat content and
their temporal relationships with ONI. Finally, a single convolutional filter with a kernel size
of (nodes × hidden dimension of the previous layer) maps the output of the last AGCRNN
layer to generate output. The AGCRNN’s network parameters are an embedding vector of
size 10 and hidden layer of size 64. We optimized the AGCRNN using the Adam optimizer
with a learning rate of 0.001 for a maximum of 100 epochs. Additionally, we implemented
an early-stopping algorithm that halts training if the validation loss does not improve in
the last 15 epochs. All parameters were selected through hyperparameter-tuning on the
validation set.

For CMIP5 and SODA datasets, 60% of the data are used for training, 20% for vali-
dation, and 20% for testing. For the GODAS dataset, due to the relatively low number of
samples (which might lead to overfitting), we followed the same procedure as detailed
in [23]. Therefore, we used CMIP5, SODA, and GODAS for training, validation, and testing.

4.5. Model Evaluation

The performance of AGCRNN was compared with CNN [22] and eight dynamical
models. Unfortunately, the results for the dynamical models are only available from 1984
to 2017. Therefore, for CMIP5 and SODA datasets, we compared the performance of
AGCRNN with CNN alone, and for the GODAS dataset, we compared AGCRNN with
CNN and dynamical models. Notably, only AGCRNN and CNN models were implemented
in this study, while the results of the dynamical models are borrowed from [22].
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We deployed two widely used regression metrics—correlation coefficient (CC) and
coefficient of determination (R2)—to compare the performance of the predictive models.
CC measures the strength of the relationship between actual and predicted values, while
R2 provides the variation in the actual values explained by the predictions. CC2 = R2 only
if the prediction model is a linear regression and the mean of the predicted values equals
the mean of the actual values. The mathematical formulation of these metrics is given
by the following equations, where yi and pi denote the values of observed and predicted
output for data point i and ȳ and p̄ indicate the mean of the output variable y and predicted
variable p, respectively.

R2 = 1− ∑i(pi − ȳ)2

∑i(yi − ȳ)2 (12)

CC =
∑i(pi − p̄)(yi − ȳ)

∑i(pi − p̄)2 ∑i(yi − ȳ)2 (13)

5. Results and Discussion

5.1. CMIP5 Dataset

In Figure 3, we compare the performance of CNN and AGCRNN for forecasting
ONI using the CMIP5 dataset. Our proposed model outperforms CNN for all lead times,
with a CC of greater than 0.9 for up to five months compared to CNN’s performance of up
to only two months. The rapid decrease in CNN’s performance after five months is due to
its poor handling of irregular data, such as the missing land points in our dataset, which
CNN fills with an average value. This approach can lead to a significant loss of information
and bias in the model. In contrast, our proposed model is specifically designed to handle
irregular data and uses graph-based operations to process the data effectively. Overall,
these results highlight the advantages of our proposed AGCRNN model over CNN for
forecasting ONI in the CMIP5 dataset.

Figure 3. Correlation Coefficient (CC) of CNN and AGCRNN in forecasting ONI for CMIP5 dataset.

In Table 1, we also compare the R2 values of our model with CNN. Once again, our
AGCRNN model outperforms CNN for all lead times, maintaining an R2 value of 0.5 for
up to 13 months’ lead time.

Table 1. Coefficient of determination (R2) of CNN and AGCRNN in forecasting ONI for CMIP5 dataset.

Lead Time in Months

Model 1 2 3 4 5 6 7 8 9

CNN 0.86 0.81 0.79 0.70 0.65 0.61 0.55 0.53 0.51
AGCRNN 0.97 0.93 0.90 0.85 0.81 0.78 0.73 0.69 0.65

10 11 12 13 14 15 16 17 18

CNN 0.46 0.42 0.41 0.37 0.33 0.32 0.30 0.25 0.21
AGCRNN 0.61 0.58 0.55 0.50 0.49 0.48 0.47 0.45 0.42
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5.2. SODA Dataset

Figure 4 compares the performance of AGCRNN and CNN for forecasting ONI using
the SODA dataset. Our proposed model outperforms CNN for all lead times. However,
the CC of both models on the SODA dataset is poorer than that of the CMIP5 dataset. This
can be attributed to the smaller sample size of the SODA dataset, making models more
susceptible to overfitting.

To further evaluate both models, we compare their R2 values in Table 2. Both models
perform similarly in terms of R2, indicating that a complex network structure does not
improve the model performance for smaller datasets. Based on the results from both
datasets, we conclude that the performance of AGCRNN improves for larger datasets.
In other words, the ACGRNN’s performance is proportional to the sample size, as is the
case for most deep-learning models.

Figure 4. Correlation Coefficient (CC) of CNN and AGCRNN in forecasting ONI for SODA dataset.

Table 2. Coefficient of determination (R2) of CNN and AGCRNN in forecasting ONI for SODA dataset.

Lead Time in Months

Model 1 2 3 4 5 6 7 8 9

CNN 0.72 0.64 0.60 0.55 0.47 0.42 0.41 0.45 0.42
AGCRNN 0.81 0.67 0.65 0.67 0.51 0.55 0.48 0.46 0.43

10 11 12 13 14 15 16 17 18

CNN 0.36 0.34 0.28 0.18 0.18 0.17 0.15 0.16 0.09
AGCRNN 0.38 0.36 0.32 0.19 0.20 0.19 0.18 0.19 0.12

5.3. GODAS Dataset

Figure 5 shows the CC of statistical models (AGCRNN and CCN) and dynamical
models (all other models) when forecasting ONI for various lead times using the GODAS
dataset from 1984 to 2017. Among all models, AGCRNN exhibits the highest forecast skill
for all lead times, surpassing both CNN and all other state-of-the-art dynamical models.
CNN is the second-best performer, followed by SINTEX-F. AGCRNN achieves a CC of
0.68 for an 18-month lead time, while CNN and SINTEX-F, the leading statistical and
dynamical models, achieve 0.48 and 0.345, respectively. Consequently, we can conclude
that AGCRNN can provide accurate ONI forecasts for up to 18 months of lead time. This
superior performance of AGCRNN can be attributed to its proper representation of input
features and adaptive graph structure, which capture the spatial structure of features and
their temporal relationships with ONI.

Table 3 compares the R2 values of statistical models since only CC values are available
for dynamical models. The R2 values of AGCRNN are close to those of CNN for lead times
up to 11 months. However, a substantial difference in R2 values for higher lead times
indicates that AGCRNN outperforms CNN in ONI forecasting.
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Figure 5. Correlation Coefficient (CC) of statistical models (CNN and AGCRNN) versus dynamical
models for GODAS dataset.

Table 3. Coefficient of determination (R2) of CNN and AGCRNN in forecasting ONI for GODAS dataset.

Lead Time in Months

Model 1 2 3 4 5 6 7 8 9

CNN 0.92 0.89 0.83 0.76 0.71 0.67 0.63 0.59 0.55
AGCRNN 0.94 0.90 0.86 0.82 0.78 0.73 0.69 0.66 0.63

10 11 12 13 14 15 16 17 18

CNN 0.52 0.48 0.46 0.43 0.38 0.36 0.35 0.31 0.28
AGCRNN 0.61 0.58 0.57 0.54 0.52 0.50 0.47 0.46 0.45

6. Conclusions and Future Directions

This study uses an adaptive graph convolutional recurrent neural network (AGCRNN),
a graph-based approach for forecasting ONI for up to 18 months’ lead time. Experiments on
reanalysis and simulation datasets demonstrate that AGCRNN outperforms CNN [18] and
eight dynamical models for all lead times. Specifically, for the 1984–2017 evaluation period,
AGCRNN achieves a CC of 0.68 for an 18-month lead time, while CNN and SINTEX-F,
the leading statistical and dynamical models, achieve 0.48 and 0.345, respectively.

Our future work involves including other variables, such as southern oscillation index,
warm water volume, and thermocline depth, as features, along with SST and upper ocean
heat content. We also plan to explore better GCN architectures to understand the spatial
structure of these features and their temporal relationships with ENSO.
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Abstract: The study proposes an ensemble spatiotemporal methodology for short-term rainfall
forecasting using several data mining techniques. Initially, Spatial Kriging and CNN methods
were employed to generate two spatial predictor variables. The three days prior values of these two
predictors and of other selected weather-related variables were fed into six cost-sensitive classification
models, SVM, Naïve Bayes, MLP, LSTM, Logistic Regression, and Random Forest, to forecast rainfall
occurrence. The outperformed models, SVM, Logistic Regression, Random Forest, and LSTM, were
extracted to apply Synthetic Minority Oversampling Technique to further address the class imbalance
problem. The Random Forest method showed the highest test accuracy of 0.87 and the highest
precision, recall and an F1-score of 0.88.

Keywords: deep learning; spatial kriging; ensemble; cost-sensitive; data mining; imbalance learning

1. Introduction

Rainfall is identified as one of the most chaotic and dynamic phenomena that varies
spatiotemporally [1]. Heavy and extreme rainfall creates a serious threat to human lives
and properties through severe flooding. Therefore, an accurate rainfall nowcasting is of
great significance in preventing devastating consequences.

The data mining techniques optimally capture the hidden spatiotemporal patterns
among largely available weather-related data [2]. Many researchers achieved high predic-
tion accuracy in rainfall classification using techniques such as Random Forest, Artificial
Neural Network (ANN), K—Nearest Neighbour (KNN) and Support Vector Machine
(SVM). As a recent trend, deep learning methods such as Convolutional Neural Network
(CNN) and Long-Short-Term-Memory (LSTM) are employed to explore the meteorological
big data due to its promising technical advantages and performance [3]. The study per-
formed in [4] used K-means clustering to predict rainfall states. The identified clusters were
used as predictands for training the Classification and Regression Tree (CART) model with
five climate input variables and obtained a satisfactory value of goodness-of-fit. Another
study performed CART and C4.5 models with thirteen input variables to predict the chance
of rain and gained average accuracies of 99.2% (CART) and 99.3% (C4.5) [5]. Moreover, [6]
modeled weekly rainfall with weather variables using ANN and produced higher predic-
tion accuracy than multiple linear regression model. The summer precipitation patterns
over eastern China were modeled using multinomial logistic regression (MLR) by [7] and
gained a prediction accuracy range of (60–70%). Authors of [8] compared several machine
learning models in classifying month of a year as dry or wet. The rainfall classification
carried out by [9] concluded that Decision Trees and Random Forests could perform well
even with a low proportion of training data. A similar study conducted by [10] extracted
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the Adaboost algorithm, which produced F1-score of 0.9726. Authors of [11] carried out
rainfall classification addressing the class imbalance through over and under-sampling
techniques, and the results indicated varying performance with different inputs generated
by resampling techniques.

Our study employed several cost-sensitive machine learning models, including Penal-
ized SVM and Complement Naïve Bayes followed by a resampling technique to address the
natural rarity of extreme rainfall events. Prior to that two spatial input variables were gen-
erated by modeling satellite data with deep learning method (CNN) and rainfall at nearby
rain gauging stations with Spatial Kriging. Therefore, the study focused on three solutions
proposed by the literature [12] for imbalance learning. Moreover, we have performed a
comparative study between machine learning and deep learning models suggested by
many researchers [11,12].

The next section describes the materials and methods used during the study while
Sections 3 and 4 line up the results and discussion, and conclusions, respectively.

2. Materials and Methods

2.1. Description of Data

The weather data was obtained from the Meteorology Department of Sri Lanka based
on the Kalu River basin over the period from 2015 to 2019. It includes daily data on
28 variables including rainfall at target rain gauging station (Rathnapura), rainfall of six
nearby gauging stations, relative humidity, mean sea level pressure, wind speed, tempera-
ture, sunshine hours, evaporation, and Southern Oscillation Index. Additionally, the study
collected daily satellite images (with a size of 500 × 512 pixels) covering the river basin
from China Meteorological Administration National Satellite Meteorological Center for the
same time period.

2.2. Methods

The main objective of the study is to forecast rainfall occurrences from highly im-
balanced spatiotemporal time series data by using machine learning and deep learning
methods. Initially, the rainfall classes needed to be identified. Therefore, with the cutoff
levels established by Meteorology Department of Sri Lanka and a comparison of flood
occurrence with respect to rainfall at Rathnapura, the rainfall values were categorized into
three classes, ‘No rainfall’, ‘Normal rainfall’, and ‘Extreme rainfall’. Following the norm of
the Department of Meteorology, Sri Lanka, the cutoff level for extreme events was set at
110 mm of rainfall. Then, the methodology illustrated in Figure 1 was carried out.

 

Figure 1. Ensemble Spatiotemporal Data Mining Approach.
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The Spatial Kriging was applied to predict current day (t) rainfall at Rathnapura using
current day rainfall values of six nearby stations to incorporate spatial correlation between
nearby stations and target station to final model. The previous day (t − 1) satellite image
was modeled to predict the current day (t) rainfall class through CNN model. Then, the
predicted rainfall class of the day t with the predicted rainfall value of the same day were
brought as predictor variables to the final dataset along with other selected variables. The
values of these predictor variables of last three consecutive days (t, t − 1, t − 2) were fed
into six classifiers from different model families (Linear Classifier, Ensemble, and deep and
sequential learning) for forecasting next day (t + 1) actual rainfall class of target variable or
the response variable.

2.2.1. Spatial Kriging

Let the rainfall value in Rathnapura on a particular day j be yj. In Spatial Kriging
estimates of yj, ŷj is modeled through the rainfall values of m neighboring sample locations
Xi, i.e., Z(Xi). It gives an optimal linear combination of Z(Xi) with weights wi, which are
taken according to covariance values [13].

ŷj = k +
n

∑
i=1

wiZ(Xi) = k + wTZ (1)

2.2.2. Multi-Layer Perceptron (MLP)

MLP is a feed forward neural network that consists of three types of layers, the input
layer, hidden layer (s), and output layer [14]. Let us consider a MLP model (see Figure 2)
with one hidden layer.

 
Figure 2. A multilayer perceptron model with one hidden layer.

Here, the Xj is the input to the jth neuron of the input layer, the wij
(1) is the weight of

the link connecting jth neuron of the input layer to ith neuron of the hidden layer, bi is the
bias associated with the ith neuron of the hidden layer, and ∅(1) is the activation function
associated with the hidden layer. Then, the net output from ith neuron of the hidden layer
is given by hi (see Equation (2)). wij

(2) is the weight of the link connecting ith neuron of the
hidden layer to jth neuron of the output layer, bj is the bias associated with the jth neuron
of the output layer, and ∅(2) is the activation function associated with the output layer.
In this case, j = 1. The output of that jth neuron of the output layer (or, in our case, the
final rainfall prediction at Rathnapura by MLP) will be ŷj [15]. Since the network is fully
connected, each unit has its own bias, and there is a weight for every pair of units in two
consecutive layers. Then, the MLP network computations can be written as:

hi = ∅(1)
(
∑i w(1)

ij Xj + bi

)
Here, i = 1, 2, 3, 4 (2)
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ŷj = ∅(2)
(
∑i w(2)

ij hi + bj

)
Here, i = 1, 2, 3, 4 (3)

2.2.3. Long Short-Term Memory (LSTM)

LSTM has four neural network layers interacting in a very special way. Its memory
cell consists of a forget gate, input gate, and output gate [16].

As shown in Figure 3, the output of the last moment and current input value are fed
into the forget gate to obtain the following output at the forget gate.

ft = σ
(

w f .[ht−1, xt] + b f

)
(4)

where ft ∈ (0, 1), w f —weight at forget gate, b f —bias at forget gate, xt− current input
value, ht−1—output at previous moment. Then, the same previous output and current
input value are inputted to the input gate, and the output value and candidate cell state at
the input gate are calculated as below.

it = σ(wi .[ht−1, xt] + bi) (5)

C̃t = tanh(wc .[ht−1, xt] + bc) (6)

where it ∈ (0, 1), wi—weight at input gate, bi—bias at input gate, wc—weight at candi-
date input gate, bc—bias at candidate input gate. Update the current cell state using the
following formulae.

Ct = ft ∗ Ct−1 + it ∗ C̃t (7)

 

Figure 3. LSTM structure diagram (Adapted with permission from Ref. [17]. 2020, Wenjie Lu et al.).

The ht−1 and xt are then fed into output gate at time t and obtain output Ot at output
gate as follows. Here, wo—weight at output gate and bo—bias at input gate.

Ot = σ(wo .[ht−1, xt] + bo) (8)

Finally, the output of the LSTM was obtained using the current cell state and output at
the output gate using the following formulae.

ht = Ot ∗ tanh(Ct) (9)

2.2.4. Convolutional Neural Network (CNN)

CNN is very popular for image processing and computer vision. It consists of three
layers as seen in Figure 4. Convolution layer performs linear convolution operation, and
the features of the data are extracted. Since the feature dimensions are very high, a pooling
layer is added after the convolution layer. To make a final forecast, a fully connected (FC)
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layer (or dense layer) is added, and inputs to this layer are the flattened features resulted
from convolutional and pooling layers [18,19].

 

Figure 4. The architecture of CNN.

2.2.5. Random Forest (RF)

RF is known as a supervised ensemble learning method. The method constructs a
multitude of decision trees with controlled variation at the training phase. Then, using
bagging, each tree in the ensemble is constructed (with sample with replacement) from
training data. In the classification problem, each tree in ensemble is a base classifier to
identify the class of the unlabeled observation. Through voting of each classifier for their
predicted classes, the final class is obtained computing the majority votes [20,21].

2.2.6. Support Vector Machine (SVM)

SVM classifier finds a hyperplane to segregate the nodes for classification. The follow-
ing optimization problem is solved when deriving the optimal hyperplane which separates
two classes.

Minimize
w, b,ε j

1
2

wTw + C ∑
j

ε j (10)

Subject to yj

(
wTΦ

(
Xj
)
+ b
)
≥ 1− ε j (11)

ε j ≥ 0 (12)

where yj is the class label, w is the weights vector, Xj is the input feature vector, Φ is the
transformation function, ε j is the degree of misclassification corresponding to Xj, C is the
regularization parameter and b is the bias.

The optimal hyperplane (a maximum marginal hyperplane (MMH)) is learnt by
training the samples using several kernel functions such as linear, radial basis function
(rbf) and polynomial (poly) [22]. The Penalized SVM (PSVM or Cost-sensitive SVM) is a
modification of SVM that weighs the margin proportional to the class importance which
can be applied to an imbalanced dataset [23,24].

2.2.7. Naïve Bayes (NB)

The Naïve Bayes Algorithm is based on the Bayes Theorem of probability.

Pr(C|X) =
Pr(X|C)Pr(C)

Pr(X)
(13)
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where, Pr(C|X): The posterior probability of the class of interest given predictor, Pr(C):
The prior probability of the class of interest, Pr(X|C): The probability of predictor given
class C, and Pr(X): The prior probability of predictor.

NB method calculates the probability of an observation belonging to a certain class.
The Complement Naïve Bayes (CNB) method computes the probability of the observation
belonging to all the classes. Thus, CNB is more suitable in dealing with imbalanced
datasets [25].

2.2.8. Multinomial Logistic Regression (MLR)

Multinomial Logistic Regression is the generalization of Logistic regression which
allows more than two categories of output variable. It also obtains maximum likelihood
estimation to evaluate the probability of categorical membership [26]. The formula of MLR
is as follows:

log

[
Pri(Y)
Prj(Y)

]
= αi + βT

i X (14)

where Pri(Y) is the probability of Y in ith class, Prj(Y) is the probability of Y in jth class, αi

is the intercept, βT
i is the vector of covariates for the ith class of the output variable Y, and

X is the input feature vector [27].

2.3. Imbalanced Learning

The data mining techniques will produce biased classification if the dataset is imbal-
anced [11]. Moreover, it can lead to a problem in ignoring the minority class entirely in the
case where the predictions on the minority class are most important. This is a major issue
found in rainfall forecasting. Certain methodologies can deal with the class imbalance of
the data.

2.3.1. Cost—Sensitive Learning

This tactic uses penalized learning algorithms which give higher misclassification
costs (or weights) for instances of the minority class and lower misclassification costs for
the majority class [12,24].

2.3.2. Resampling Techniques

The resampling techniques are applied to obtain more balanced datasets. In this study,
Synthetic Minority Oversampling Technique (SMOTE) which synthesizes new samples
from the minority class was applied.

2.4. Model Evaluation

The metrics, Accuracy, Precision, Recall and F1-Score were used to evaluate the
classification models, and the Spatial Kriging model results were evaluated using Mean
Absolute Error (MAE), Root Mean Squared Error (RMSE), and R2 value.

Firstly, the cost-sensitive approach was followed in rainfall class prediction. Through
the model evaluation results, the best set of models were chosen to apply the resampling
technique. The final evaluation based on resampling was taken into consideration in
selecting the best model for rainfall classification. Before applying the classification models,
all the input variables were normalized. The machine learning and deep learning algorithms
were run in Python.

3. Results and Discussion

As mentioned previously, initially the Spatial Kriging method was applied to find the
daily rainfall prediction at Rathnapura gauging station.

The results shown in Table 1 indicate that the Spatial Kriging model fitted using the
rainfall values of nearby stations cannot be solely used to explain the variation of the
rainfall at target station, yet, they have an influence on the target station’s rainfall.
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Table 1. Performance of Spatial Kriging method.

Metric RMSE MAE R2

Error 16.2 6.64 30.3%

Then, the previous day’s (t − 1) satellite image was modeled with the current day’s
(t) rainfall occurrence in Rathnapura using the CNN model. The best model parameters
obtained via 60 trials of training the models CNN, MLP and LSTM are presented in Table 2.

Table 2. Parameter specification of CNN, MLP and LSTM models.

Parameters CNN MLP LSTM

Activation function Softmax Softmax Softmax
Epochs 50 50 50
Number of hidden layers 7 2 1
Number of neurons in final
dense function 3 3 3

Batch size 72 72 72
Kernel size (3,3) - -
Learning rate 0.01 0.01 0.01
Optimizer Adam Adam Adam

Loss Function Categorical Cross
Entropy

Categorical Cross
Entropy

Categorical Cross
Entropy

The CNN model showed 64.9% of Accuracy and Recall with 59.7% of Precision and
52.8% of F1-Score. The results also suggest the same conclusion produced by the Spatial
Kriging method.

However, applying Spatial Kriging reduced the dimensions (number of input vari-
ables) of the final model. This method along with satellite images analysis are set to
incorporate the spatial variation of the rainfall data to the final model.

The predictions obtained from the above two spatial models were incorporated as new
predictor variables to the final dataset. Then, there were 23 predictor variables. The values
of the past three days (t, t − 1, t − 2 on (2)) spatial correlation between nearby stations
and target station to final model. t − 2) of each predictor variables were modeled with the
next day (t + 1) actual rainfall class since through a preliminary data analysis we could
identify that the past three days rainfall values have much impact on the next day (t + 1)
rainfall occurrence.

To address the class imbalance, cost-sensitive models were applied. The entire data set
was split as 80% for training and 20% for testing. For the training set, Repeated Stratified
5—Fold Cross Validation (which repeats the cross-validation procedure multiple times)
was applied to further address the class imbalance problem. Tables 3 and 4 show model
performance.

Table 3. The performance of cost-sensitive models in training sets.

Metric

Cost-Sensitive Model

PSVM
(Kernel = rbf)

PSVM
(Kernel = Poly)

CNB MLR RF MLP LSTM

Accuracy 0.75 0.73 0.71 0.74 0.73 0.73 0.73
Recall 0.75 0.74 0.72 0.74 0.74 0.74 0.74
Precision 0.75 0.73 0.71 0.74 0.73 0.73 0.73
F1-Score 0.75 0.73 0.71 0.73 0.73 0.73 0.73
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Table 4. The performance of cost-sensitive models in test set.

Metric

Cost-Sensitive Model

PSVM
(Kernel = rbf)

PSVM
(Kernel = poly)

CNB MLR RF MLP LSTM

Accuracy 0.71 0.77 0.68 0.81 0.76 0.70 0.71
Precision 0.72 0.75 0.75 0.79 0.75 0.72 0.75
Recall 0.71 0.77 0.68 0.81 0.76 0.70 0.71
F1-Score 0.72 0.76 0.71 0.78 0.75 0.71 0.73

The training and testing performances indicate that cost-sensitive SVM, Random
Forest, Multinomial Logistic Regression, and LSTM models have performed better in terms
of metrics, especially precision, recall, and F1-score, which are more suitable in evaluating
class-imbalanced problems [28]. The selected models depict more than 70% Accuracy,
Precision, Recall, and F1-Score.

Then, for the selected models, the SMOTE resampling technique was applied. The
performance was evaluated after refitting the balanced dataset using the selected best set
of models. The following Tables 5 and 6 illustrate the final performance results.

Table 5. The performance of cost-sensitive resampled models in training set.

Metric

Cost-Sensitive Resampled Model

PSVM
(Kernel = rbf)

PSVM
(Kernel = Poly)

MLR RF LSTM

Accuracy 0.82 0.83 0.80 0.87 0.77
Precision 0.82 0.82 0.79 0.87 0.78
Recall 0.82 0.83 0.80 0.87 0.79
F1-Score 0.82 0.83 0.80 0.87 0.77

Table 6. The performance of cost-sensitive resampled models in test set.

Metric

Cost-Sensitive Resampled Model

PSVM
(Kernel = rbf)

PSVM
(Kernel = Poly)

MLR RF LSTM

Accuracy 0.82 0.82 0.79 0.87 0.78
Precision 0.82 0.83 0.79 0.88 0.79
Recall 0.82 0.83 0.80 0.88 0.79
F1-Score 0.82 0.83 0.79 0.88 0.78

It can be observed that after two operations, the performance of all selected models
has improved. Out of them, the Random Forest method gives the best and consistent
performance in both the training set and in the final evaluation (in test set) of the selected
models (nearly 88% of Accuracy, Precision, Recall, and F1-Score).

Overall, the study results indicate the importance of incorporating spatial variation
of the rainfall data in predicting future events and highlight the effectiveness of step-wise
imbalance learning to obtain consistent and more accurate predictions which could not be
attained in some previous studies.

4. Conclusions

In this study, we proposed a novel ensemble spatiotemporal data mining approach to
forecast rainfall occurrence at the Rathnapura gauging station. Spatial Kriging and a Deep
Learning model (CNN) were employed to capture the spatial variation over the selected
grid. The temporal variation of the rainfall data was brought to the model by modeling
with the three past consecutive days’ values of the variables. Five cost-sensitive models
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were further improved to address the imbalanced problem found in rainfall classes through
a resampling technique. The final performance summary emphasizes the outperformance
of the cost-sensitive resampled Random Forest method (nearly 88% of accuracy, precision,
recall, and F1-score) in forecasting future rainfall occurrences.

During the study, we found the complexity of working with high number of predictor
variables. Therefore, our future studies are expected to enhance further by focusing on
feature selection and application of dimension reduction prior to the model application.
Collecting data for an extended period (e.g., 30 years) and selecting novel approaches will
also be taken into consideration when dealing with highly imbalanced rainfall data.
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Abstract: In Brazil, Law n. 9394/96 ensures rights such as the identification of talented students in
order to offer specialized educational attention; in this sense, the Protocol for Screening of Musical
Abilities was elaborated with 54 items and its complementary instruments (scales and questionnaires)
in order to collaborate with the survey of students with indicators of musical talent. This work,
therefore, aims to present the instruments and the evidence of effectiveness and usability found
in a preliminarily manner. It is an investigation in progress and incorporates experimental psycho-
metric (elaboration of scales) and psycho-physical (peer comparison method) methods. In total,
800 individuals, including children from six to eleven years old, their guardians (family members)
and teachers, took part in the research. The results have indicated that participants with higher scores
remain with the same indices in the later stage of evaluation; however, only from the statistical tests
intended for validation, standardization and reliability, as well as exploratory factor analysis will it
be possible to attest the validity, standardization of scores and prepare the final version for wide use
of the instruments.

Keywords: music aptitude; measurement; screening

1. Introduction

The Brazilian legislation Law n. 9394/96, states that talented students are part of the
Special Education audience and that rights and resources are ensured for them, such as:
identification, specialized educational assistance, permission to leave school, supplemen-
tation and curriculum planning, as well as acceleration. These legal rights extend from
kindergarten to Higher Education, and they are considered in all areas of human, academic
and creative knowledge, including for Arts such as Music [1]. After all, talent can manifest
itself in different individuals and in any period of life, regardless of socioeconomic and
cultural level [2].

In the last Brazilian school census, in 2022, released by the National Institute of Educa-
tional Studies and Research Anísio Teixeira (INEP), the total enrolled students identified
as talented were 26,589 (regular classes) and 226 (special classes), and in the State of São
Paulo, the locus of this research, the numbers were 2918 (regular classes) and 9 (special
classes). From these indices, it is possible to conclude the small number of students that
are identified and referred to educational care in a country such as Brazil, a country with
a continental dimension and a significant number of inhabitants. The studies by Rangni,
Rossi and Koga [3] and, mainly, those by Koga and Rangni [4], showed the neglection of
talented Brazilian students, especially in the area of Music, with evidence also of a lack of
instruments available for selection on the poll.
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Some initiatives are widely known, including Carl Seashore’s aptitude and musi-
cal talent test, and Edwin E. Gordon’s tracking instruments, among others, as summa-
rized by Gagné and McPherson [5]. Recently, the battery of scales and questionnaires by
Haroutounian [6]; the Spanish scale for probing aptitude and musical talent by Hernández
and Pérez [7] and the scale by Mullensiefen, Gingras, Musil and Stewart [8] have been
recognized. Although these instrumental survey possibilities exist, they have not been
validated for a Brazilian cultural diversity. It should be noted that this cultural structure
relies on the miscegenation of many peoples, especially making it difficult to culturally
validate instruments [9]. It is in this context that Koga [9] elaborated the Musical Abilities
Screening Protocol (PSHM) and complementary instruments in order to track possible
cases of musical talent in Brazilian schools and in other realities.

It is inferred that musical talent is a complex and abstract phenomenon with multiple
variables, such as aptitude (eminent musical potential or intelligence) [6], motivation,
rhythmic and aesthetic sense, imagination and creativity (giftedness) [10], audiation and
musical memory [11], precocious musicality [12] and personality and over-excitability [13].
Moreover, for Gagné and McPherson [5] aptitude is synonymous with the concept of
endowment, and for Haroutounian [6], Kirnarskaya [10] and Gordon [11] it is an important
basis or variable, but not the only one, used to infer the presence of musical talent in
a preliminary way. This route was chosen because it unites the cognitive system with the
affective and creative one through the internal, symbolic or abstract representations of
Music, which generate emotional meaning in the search for meaning when composing or
performing a piece [14], with the dialectical and mediated interactions of these variables
making a composer or interpreter unique or original [14].

Under these aspects, the following question arises: What evidence about the effective-
ness of the PSHM and complementary instruments is already observed in relation to the
survey of the presence of musical talent, based on the musical aptitude indices? What are
the steps required to be completed for validity, standardization and normalization?

The objective outlined was to present the PSHM and its complementary instruments
and the preliminary evidence of effectiveness.

1.1. Method

This is ongoing research which is based on the psychometric model “Item Response
Theory” (validity of tests) and psychophysics (peer comparison method). Aptitude is
considered a measurable construct through performance of the individual in certain tasks
(items); thus, performance is treated as an effect and the construct (latent trait) as the cause
in which individuals with more aptitude are more likely to present high performance in
a set of items. It is worth mentioning that only the PSHM is based on psychophysics, as it
deals with pairs of sound items [15,16].

A sample of approximately 800 individuals (students from six to eleven years old),
teachers/adults and legal guardians/adults) from public, private, indigenous schools
and institutions dedicated to serving talented students identified in Brazil and Mexico
participated in the research.

The PSHM and other instruments were applied in two scenarios, the first with all
students (PSHM and complementary instruments), and the second with those who had
higher, medium and lower levels of musical aptitude, via random sampling; the students
were to be evaluated musically and confirmation of musicality indices given (consecrated
validated instruments and observations in musical activities). The research has ethical
approval CAEE: 5 2224021.0.0000.5504.

Figure 1 outlines the research design, data collection and analysis procedure.
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Figure 1. Research design and analytical procedures for validation.

Data collection was carried out during the year 2022, post-pandemic. In the first stage,
pairs of sounds were presented to the participants, and they had five seconds to respond.
At the end, they filled out a questionnaire with questions to mark, two of which were
dissertations. Teachers and family members also completed the musical evaluation, with
the teachers completing it in the classroom and family members taking it home and
returning the results the next day. The interviews with teachers and students were audio-
recorded. Due to the existence of bilingual schools, immigration, indigenous peoples and
participation of Mexican students, the musical evaluation has versions in English, Spanish
and Portuguese as well as guidance for translation (carried out at the time of the survey by
indigenous teachers) in Guarany and Terena indigenous languages.

Each school received a researcher for an average of two to six days to carry out the
musical aptitude survey. Completing the musical evaluation took an average of 50 min
with students and 20 min with teachers. Figures 2 and 3 exemplify data collection in
educational institutions. Figure 2 illustrates students responding in person and, in Figure 3,
three participants responding virtually (completed directly on the PSHM platform after
sending the access link).

Data analysis and validation of the PSHM toolkit are currently underway. The next
steps include item analysis, internal consistency analysis (correlation), exploratory factor
analysis, establishing cutoff scores in the psychometric test through distribution curve anal-
ysis, reliability assessment, and other procedures as guided by Pasquali [15] and Vieira [16].
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Figure 2. Data collection in a public school (Brazil).

Figure 3. Data collection in a private school (Brazil).

1.2. Results and Discussion

The PSHM and complementary instruments could be given to groups and individuals,
as was the case for headphones or amplified boxes for sound reproduction. There was
no need for soundproofing; however, if it would have helped with the quality of the
results, it was available to give. Tabulation was standard and by age group. There is
the extraction of raw data and its conversion into scores. The complete material of the
PSHM was developed to carry out an initial identification or screening, that is, there was
a need for evaluation procedures as a way of confirming the individual’s condition. In
addition, it was essential to plan the intervention or musical enrichment later [9]. The
structure of the PSHM and complementary materials followed the same method as the
musical evaluations of Haroutounian [6], Hernández and Pérez [7], Kirnarskaya [10] and
Gordon [11]. Figure 4 contemplates the description of the structure of the instruments; for
more details, see Koga [9].
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Figure 4. Complete PSHM structure and complementary instruments.

The PSHM and complementary instruments were restricted to school spaces. In the
case of the online version, it could be carried out in computer labs or classrooms, and
navigation in the system was intuitive and simple (self-application). Additionally, they
had resources adapted for people with disabilities. The application worked on electronic
devices—computers, tablets and cell phones—and responses were marked individually.
Figure 5 illustrates the system design.

 

Figure 5. Design of the Professora Fabi system (teacher Fabi), which hosts the PSHM and its complemen-
tary instruments and was created by Rafael Pereira with the contribution of a Theme Selection design.
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The printed version follows the same standards as the online version, with changes in
manual filling out. Figure 6 exposes the printed format.

Figure 6. Printed design.

Since the construction reported in Koga [9] and Koga and Rangni [3], the PSHM and
complementary instruments have shown satisfactory indices (p ≤ 0.05 in the chi-square
test) in their measurements. The authors point out that there was a significant correlation
between the items and dimensions (p ≤ 0.05 in Kendell’s W). Differences were observed
between schools which had Music as a subject and those without. To exemplify: in the
Mann–Whitney statistical test, p = 0.0479 was obtained, considered statistically significant
for the 1st years; p = 0.0031, very significant for the 2nd years; p = 0.0001, considered
extremely significant for the 3rd years; p = 0.0487, significant for the 4th year; and p = 0.0040,
very significant for the 5th year. Finally, the exploratory factor analysis among public
schools (without Music as a subject and private schools with the subject) showed different
factor distributions. Private school students generalize more about musical elements, which
is why they presented only one factor (analytical ear), and public school students presented
two factors (expressive ear and rhythmic sense), indicating a more specific perception of
musical elements. In this sense, scores are assigned differently, as guided by Pasquali [15].
Based on the studies by Kirnarskaya [9] and Gordon [10], students considered superior in
the PSHM and complementary instruments are those who present, in the private network,
an architectural ear (score equal to or greater than 80) and, in the private network public,
an analytical ear (score equal to or greater than 70).

Although these results were promising, as pointed out by Koga and Rangni [3],
the binomial study (items less than and equal to p ≤ 0.05) carried out by the authors
showed a discrepancy among the items (some very easy and others difficult) and the
amount of items, making it necessary to expand the study. Pasquali [15] and authors of
international scales [6,7,11] demonstrate the importance of validation and the search for
reliability as a way of adjusting the instrument to calibrate its measurement sensitivity.
Kirnarskaya [10] emphasizes the importance of psychometric instruments in the musical
evaluation process and how accuracy benefits the correct indication of possible cases of
talent. Haroutounian [6] and Gordon [11] point out that these are processes that decide the
type of educational attention, which is the culmination and reason why survey procedures
and evaluations are carried out.

Even though the tabulation of data is in progress, an improvement in the usability and
completion of the instruments has preliminarily been observed based on the sample of the
first and second stages, it was necessary to determine whether the participants experienced
fatigue while performing the musical tracking task. Pasquali [15] recommends that scales
should have a maximum of 30 items. Regarding usability with children and young people,
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there are instruments such as those developed by Haroutounian [6], Hernández and
Pérez [7], Kirnarskaya [10], and Gordon [11], which demonstrate practicality for both
administrators and participants. These instruments are quick to apply. However, the
limitation is that they are designed specifically for music specialists, thus their use is
restricted. In contrast, PSHM can be used by multiple educators. Additionally, after
comparing the results, it will be possible to improve the cut-off scores of the items, including
the score that will be assigned to indigenous schools [15]. Abramo and Natalie-Abramo [13]
alert us to the specificities in the musicality of individuals, as well as the possibilities of
manifestation of musical talent, which is why the cut-off notes or scores need to pass
through the appropriate statistical tests, such as, for example, using linear transformations
and even score matching [15]. Perception itself is also a challenge; after all, what are at stake
are the elaboration and presentation of the stimulus and the individual’s response, which
passes through the sieve of understanding and sound representation in the brain [16].

Furthermore, with the tabulation of raw data completed, it will be possible to analyze
whether the distribution will be normal or not, thus allowing us to collaborate in decision
making regarding the use of parametric or non-parametric statistical tests. Based on studies
by Gordon [11] and observing the scale by Hernández and Pérez [7], both paths allow
for validation.

When analyzing the students who participated in the first and second stages, the
following observations can be made: those who obtained results above 70 (indicative of
average/superior auditory aptitude) were considered superior; those who scored between
31 and 69 were considered to have average musical aptitude; participants who scored below
30 were considered to have below-average scores; individuals who performed similarly in
both stages were considered to have more reliable results [15].

With the data analysis completed and adjustments made, the instruments will be made
available for use in Brazil and abroad.

1.3. Final Considerations

Limitations have occurred when carrying out the construction of the PSHM; however,
for Brazilian cultural–musical diversity, it has been shown to be effective in a way that it
will make it possible to know the aptitude and signs of musical talent for several cultures.
The PSHM and complementary instruments, until the moment of data analysis, show
evidence of contribution to the identification of children with musical aptitude and who
may be referred to specialized Music Education. Collaborative work between teachers
and specialist musicians is suggested. It is expected, through future research, to expand
the sample of participants to contemplate other cultural realities and age groups, as well
as to refine the capacity of these instruments in carrying out the musical aptitude survey,
in addition to reaching reliable estimation indices, inferring the reliability and allowing
score standards.
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Abstract: As the global environmental crisis grows in scale and complexity, land protection experts
and policy makers are increasingly called upon to make decisions, despite high levels of uncertainty,
limited resources and insufficient or, conversely, available but unintegrated data. Efforts to protect
biodiversity at the national and, especially, the local level, which aim to achieve sustainable develop-
ment in territories and local communities, require the incorporation of social, economic and political
considerations to ensure that participatory planning of strategies is adopted and undertaken. With
this issue in mind, the geographical focus chosen for this contribution is the territory of the Valley
of Roses located in the southern area of Morocco. From a methodological point of view, this paper
will address the state of the existing literature on sustainable development and the good practices
implemented in studied territories. The final objective, which is related to the application and res-
olution of real problems, concerns, on the one hand, the possibility of valorizing the material and
immaterial cultural heritage of the area and, on the other hand, identifying the steps to be taken as
part of a long-term vision aimed at identifying concrete actions for the valorization and development
of the area.

Keywords: sustainable development; scenario analysis; southern Morocco; backcasting real problems;
territorial planning

1. Introduction

The data concerning the southern area of Morocco are alarming [1]. The difficult condi-
tions that the populations living on the border endure, which are caused by the inexorably
advancing desert [2,3], are endangering the permanence of local people. These communi-
ties have lived for hundreds of years in areas that are particularly disadvantaged in terms
of water, climate and material conditions, with these areas being dense with ancient and
largely preserved cultures. In addition to the well-known and adverse climatic conditions,
which put a strain on residents’ lives, there are the precarious economic conditions that
constitute the most pressing threat to individuals who are tied to those lands, as well as to
the ways of life of peoples who want to live a dignified existence in their places of origin.
The analyzed areas, which are still being investigated through interdisciplinary research
projects organized by the National Research Council [4–6], are located inland, being de-
fined as peripheral [7] from the country’s most important centers of activity and economy;
being a local resident is characterized by belonging to a settlement system that exists along
three valleys.

The local people, who settled there over time and who have lived there permanently
for over a century, can now also count, from a hydrological point of view, on the presence
of three ‘ouadi’, which create a complex of oases of extreme charm and low environmental
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impact. In this context, particular attention was dedicated to the area defined and recog-
nised as the ‘Valley of Roses’, where there are rose cultivations, particularly of the Damask
variety, whose potential is yet to be fully exploited. Moreover, the fact that the Valley of
Roses belongs to the Unesco Mab Biosphere Reserve called ‘Oasis du Sud Marocain’1 is
not insignificant. The techniques used and the products obtained, i.e., the methods used
to build and maintain the oases;, as well as the procedures used to create houses, i.e., the
kasbah, the ksour, the agadir, the ighrem and the links, be they material and immaterial, all
have a very low environmental impact, thus constituting a model of good practice for the
entire world to follow to create a truly ‘sustainable’ human habitat.

By themselves, these characteristics, in our opinion, are sufficient to make the ‘oasis–
city system’ of southern Morocco worth promoting, studying, disseminating and enhancing.
Many attempts were and are being made by the Moroccan Government to revive the
fortunes of these lands, though, so far, the results have been less than encouraging. With
this paper, in which the results of studies and exchanges of ideas, research and opinions,
many of which are now decades old,2 are illustrated in synthesis, the aim is to contribute
to defining, as best as possible, the reality about which we are talking by highlighting its
great potential and the problems of the system, as well as analysing, valuing and fielding
existing and future opportunities. A further objective is to contribute to the composition of
one or more scenarios aimed at supporting decision makers and managers in the planning
of cities and territories.

2. Method and Scenario Analysis into Regional Area: The Territorial Approach

This study was based on a territorial approach [8], which we believed could provide a
“global” vision for the area in question, offering, at the same time, a basis upon which to
define a local action plan that is representative of the area’s characteristics. In particular,
the methodology used envisaged that, once the “case study territory” was selected, its
profile would be defined by assessing its “territorial capital” [9], thus producing a sort
of “diagnosis” capable of offering indications for a suitable local development strategy.
The choice of the territorial approach is linked to the importance of local resources used
to achieve sustainable development, albeit without neglecting the contribution of ancient
know-how rooted in the territory that, once reintroduced and professionalized, could
create new activities and added value. These endogenous resources could be physical,
environmental, cultural, human, economic and financial, as well as institutional and
administrative, in nature. In other words, territorial capital corresponds to the elements
that constitute the territory’s wealth and can be summarized as follows:

- physical resources, in particular natural resources, facilities and infrastructure, and
historical, architectural, urban and landscape heritage, as well as and their management;

- human resources (residents in the area, such as people who move there and people who
leave it, i.e., demographic characteristics and the social structure of the population);

- activities (enterprises and the related industry sector, their weight within the sector,
size, geographical concentration, etc.) and employment;

- know-how and skills in the area, culture and identity (the values generally shared by the
players in the territory, their interests, attitudes, forms of recognition, customs, etc.);

- the level of “governance” (local institutions and administrations, rules, collective
operators, relationships between these stakeholders, the degree of autonomy in man-
aging development, including financial resources and forms of consultation and
participation, etc.);

- the area’s image and perception (both among the inhabitants themselves and exter-
nally), communication within the area and relationships with the outside world (in
particular, the area’s positioning in the various markets, contacts with other areas,
exchange networks, etc.).

These elements could constitute strengths or limitations depending on the aspects
considered and represent a complex whole that is part of a wider spatio-temporal logic.
The concept of ‘territorial capital’ was used in a dynamic sense because the territory itself
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represents an entity with multiple facets, which evolves and is the result of a link between
past, present and future. Constantly evolving, it is enriched and defined ever-more precisely
thanks to elements drawn from the past (history), the future (the development project),
the territory’s internal components (interactions between the various players, institutions,
local networks, etc.) and its relations with the outside world (exchanges with markets,
institutions and external networks). Consequently, the ‘territorial’ approach enabled local
players to define a development policy based on the realities, advantages (strengths),
limitations (weaknesses), needs and opportunities of a given area, as identified through the
analyses conducted.

Among the methodological approaches used to analyze territorial capital and, thus,
proceed to the elaboration of a territory’s development project, the initial diagnosis, in
this case study, was an essential step required to ensure the success of the development
approach, especially in the case of rural territories in inland and fragile areas, such as those
analysed in Morocco. Moreover, by examining the existing links between sectors of activity,
operators and areas, the initial diagnosis could lead local stakeholders to discover various,
often unexpected, ways to revitalize their territory. At the same time, the analysis of alter-
native scenarios provided indications of long-term risks and opportunities, highlighting
various possible paths. The participation of representatives of numerous local interests
remained essential at subsequent stages. The use of participatory methods (animation,
information, training, “sweeping” research into potential projects, etc.), even as soon as
the initial diagnosis was drawn up, could foster a feeling of ownership of the approach to
the development process and, subsequently, the achievement of a consensus regarding the
measures to be implemented. The territorial approach, moreover, proposed a new concept
regarding the population’s relationship with the development project by encouraging local
involvement, consultation and participation.

3. The Case Study: “The Roses Valley”

There is no lack of existing literature that consider the analysed area from landscape
and social–economic perspectives [10]. The area is much studied [11] and was the sub-
ject, along with the entire province, of plans and programmes issued by the Moroccan
Government [12] that attempted to revive the fortunes of a particularly peripheral region
with little economic activity [13].

3.1. The Ribbon Oases

The study area is part of one of the largest and most important UNESCO Man and
Biosphere (MaB) reserves in Africa—the ‘Oasis du Sud Marocain’3—which extends over a
sizeable area of approximately 7 million hectares (Table 1), where there is a wide range of
bioclimatic zones, such as the Mediterranean wetlands and the hyper-arid Sahara.4

Table 1. Zoning and dimensions of UNESCO Mab site ‘Oasis de Sud Marocain’, designated in 2000.
Source: MaB UNESCO ‘Oasis de Sud Marocain’.

Map Surface ha Core Area(s) ha Buffer Zone(s) ha Transition Zone(s) ha

7,185,371 908,581 4,619,230 1,657,560

The Reserve is the main place of endemism in North Africa, as well as hosting the
majority of Moroccan species, such as 63% of birds, 60% of reptiles and 66% of mammals
present in the country. Its highly effective oasis system protects the land from desertification
and nurtures a very rich biodiversity. A skillful combination of crop-based production sys-
tems and sheep and goat breeding ensures high prolificacy, even in difficult environments.
The cultivation systems practised are generally organised in three layers (date palm, fruit
trees and crops below) or, in some cases, only in two layers, without the date palm. Ecolog-
ically, the oases are threatened by salinity and siltation. These forms of degradation are
exacerbated by the harshness of the climate, water scarcity, a lack of control over irrigation,
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the grazing of spontaneous vegetation and the excessive removal of woody vegetation in
pastoral areas.

Over the years, the oases were subjected to increasingly severe droughts and affected
by bayoud disease,5 as well as strong migration flows. The combined action of all of these
factors gradually transformed a natural area into a heavily anthropised zone. Date palms
also form the basic agronomic structure of Moroccan oases, in particular by creating a
microclimate that is indispensable for the good development of crops growing at the below
level. All of these crops condition the economy of the oases and the stability of the popula-
tions living there. Date palm cultivation, which constitutes one of the main agricultural
economies in the area, occupied a large area for a long time, though the area occupied by
palm groves has shrunk considerably since the beginning of the century. A Ministry of
Agriculture study [14] details the regional distribution of the national phoenicultural her-
itage, highlighting its concentration in three main areas: Ouarzazate (41%), Tafilalet (28%)
and Skoura (20%). The problem of siltation has become a threat and, since the 1970s, has
also progressively endangered homes, farmland, irrigation canals and road infrastructure
in palm groves. These worrying events, combined with the poor economic diversification
of the oases, pose a serious threat to these areas, a threat that risks generating long-term
exclusion problems in these areas of strong identity-based and geostrategic importance
for Morocco.

In this context, the “Roses Valley” is part of a millenary historical system that is a
fragment of the caravan routes that both crossed the area studied longitudinally north–
south and transversely west–east. The north–south axis connected the Mediterranean
with the city of Timbuktu [15] in Mali,6 while the west–east transverse axis connected
the Atlantic and all of the coastal centres with the Arabian Peninsula, which is the site of
Mecca and the main centre of pilgrimage for Muslims. Over the centuries, along these
caravan routes, many Berber tribes, through skillful use of the scarce water resources, along
the Ouedas created a continuous set of oases that follow one another, forming a ‘ribbon’
to make it possible, in a suitable habitat for permanent settlement. This succession of
oases forms a narrow band of varying size, never exceeding 10 kilometres, but winding
for hundreds of miles, along which the Berber tribes settled. In part of this ribbon system,
two valleys along the Dadès and M’Gouna oases show the conspicuous presence of rows
of Damascene roses and a considerable number of kasbah, ksour and granaries that con-
stitute a material heritage of considerable historical, architectural, landscape, urban and
environmental interest.

3.2. The Kelaat M’Gouna Urban Area

The nearest population centres to the area are Agadir, which is an important port
on the southern coast of Morocco, and Marrakesh, which is a famous southern Moroccan
city with a history as a capital. The connection between Marrakesh and Kelaat M’Gouna
is via national road No. 10, which crosses the “Tizi ‘n Tichka pass” (at an altitude of
2260 m). The M’Gouna Valley, known as the ‘Valley of Roses’, is about 30 kilometres long
and stretches at the foot of the Ighil M’Goun massif in the middle of the central High
Atlas mountain range, which reaches altitudes of over four thousand metres (4071 m). The
main centre of the area is Kelaat M’Gouna, which rises at the confluence of the Dadès
and the ouadi Asif M’Goun. It is only a few kilometres, about 20, away from the other
centre of interest for the roses: Boumalne Dadès. Kelaat M’Gouna is a town in the province
of Tinghir Drâa–Tafilalet [16,17]. Like the major cities of southern Morocco, it is made
up of several neighbourhoods, forming a polynuclear settlement that administratively
gravitates around a more densely urbanised central area. In particular, the central part of
the city is formed of the following districts: Ait Aissi, R’kon, Elkelaa, Zawiyt nAguerd, Ait
Baamran, Hay Annahda, Ait Boubker, Mirna and Taltnamart. Moreover, not physically
distant from the central area are many douars (rural villages) that surround the town but
are not administratively part of the municipality of Kelaat M’Gouna (Figure 1).
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Figure 1. Map of Valley of Roses. Legend: pink square locates the Valley of Roses; the red circle
highlights centre of Kelaat M’Gouna, purple circles highlight the kasbah; green oval highlights
granary; light blue line locates course of Dades river (Cartographic base: Army Map Service U.S.
Army, Washington D.C., 1943, Southern Morocco 1: 125,000 Aine Toumert sheet; cartographic
elaboration performed by Antonio Bertini).

These villages include Aït Sidi Boubker, Ifri, Zawiyt Elbir, Amdnagh, Sarghin, Timskelt,
Ait Boukidour, Tazzakht, Tawrirt and Tasswit. School facilities are also located in the central
part of the city. In addition to primary schools, there are three high schools: Al Woroud
(Roses), which is named after the roses of the Dades Valley, M’gGun and an Moulay
Baamrane. There are two main souk (market) days in this city: Tuesdays involve the
livestock trade, and Wednesdays involve the sale of food and other goods. Regardig
secondary activities, there is a factory for the distillation of roses and the production of rose
water (eau de rose), essential oils and cosmetic products. The route through the valley is
dotted with traditional adobe kasbah that, once renovated, are available as small hotels
along the road between Kelaat M’Gouna and Bou Thrarar. Due to its particularly lively
nature, Kelaat M’Gouna is a very important economic and social centre for the entire
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region. According to the most recent ‘Recensement Général de la Population et de l’Habitat
(RGPH)’ study, which dates back to 2014, the urban area has a population of 16,956. The
old part of the city is also characterised by typical constructions in pisé, i.e., the traditional
technique of southern Morocco, with kasbah being of particular architectural interest as
they constitute one of the most important elements on which to focus this programme,
as well as to plan and manage a sustainable development of the territory in a touristic
key. In this direction, there are a number of good practices already implemented in the
Dades and Draa valleys, where a considerable number of “land architectures” of historical
and environmental interest are concentrated [18–21], from which we can draw ideas and
methods that were previously successfully tested.

3.3. The Roses Garden of Kelaat M’Gouna

The cultivation of roses is spread over two areas: the first areas begins about
10 km from the village of Kelaat M’Gouna and extends for 10 km, ending near Boumalne
Dades, while the second cultivation area begins in Kelaat M’Gouna and continues along
a provincial road that climbs northwards, ultimately reaching the village of Bou Tharar,
representing about 30 uninterrupted kilometres of rose gardens along the edges of the
ouadi. The inhabitants practice subsistence farming in these locations, using small plots
of land, that is based mainly on the cultivation of wheat, alfalfa for livestock and fruit
trees. Birch trees are also planted, which are used as construction timber. These plots of
land are watered by many irrigation canals. All strips of land are bordered by hedges of
wild Damask roses, specifically of the botanical species ‘Rosa damascena’, which provide
excellent protection from ruminants; thus, without the rose hedges, ruminants could ruin
the cultivated fields. One of the first functions given to rose bushes by the Berbers was
creating a separation barrier more than two metres high (a height sufficient to prevent goats
from eating crops) between plots of land.

It was in the 1930s that the French realised the commercial value of these fragrant
flowers and specifically started to cultivate them. To obtain the best olfactory yield, the rose
petals are harvested in the absence of sunlight, i.e. at sunrise or sunset. After sorting, the
rose buds are dried for two days on the earthen roofs of the kasbah. The very dry climate,
which is characteristic of these altitudes, allows for excellent drying of the flowers. The
cultivation of roses, together with other activities in the area, is of great importance to the
local populations, since even if it is seasonal and not adequately paid, it constitutes one of
their main sources of income. Cultivation takes place around the city of M’Gouna, while
30% of the processing of roses into finished and derived products takes place in Kelaat
M’Gouna, Marrakech, Casablanca and Fez.

4. Results and Discussion

The territorial approach pursued in the study of the Valley of Roses highlighted the
issues related to the development model pursued so far in this area. The latter model is
essentially based, on one hand, on the desire to relaunch and promote ‘inland tourism’
that is linked to the richness of the landscape and cultural heritage and, on the other
hand, on the production and processing of roses. These types of tourism, being valorised
as local identity products (and as such labelled PDO-Protected Designation of Origin in
2014), are considered capable of acting as a flywheel in the complex articulation of the
relationship between the dynamics of the production process and the relaunch of rural
tourism in the area. In this regard, however, the SWOT analysis (Table 2) conducted on
the potentialities and limitations detected in the area allowed a better definition of these
scenarios; these definitions are useful for the elaboration not only of the initial diagnosis,
but also, in particular, of sustainable development projects that are more in line with the
needs of the territory and the communities living there.
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Table 2. Swot Analysis of Valley of Roses.

Strengths Weaknesses

Biosphere Reserve
Raw earth constructions, i.e., kasbah, igherem and entire
neighbourhoods (ksars)
Local handicrafts
Tourist equipment
Rural tourism
Rose picking
Rose processing
Rose processing techniques
Identity and typical landscape in the area
Climatic conditions suitable for diversifying tourism
Distance from the polluted urban environment
Healthy environment
Well-maintained oases
Date production
Wrought iron craftsmanship
Identity-based production—mantice
Identity-based production—rural ceramics
Identity-based production—Weaving
Identity-based production—shoemaking
Identity-based production—daggers (typical of and exclusive to
Kelaat M’Gouna)

Kettara in desiccation
Peripherals
Reduced agricultural production and date production
Few economic activities
Low employment rates in general, and high youth employment
in particular
Low attractiveness for residents
Low attractiveness for tourists and travellers
Most economic activities and, to a large extent, those related to
the tourism industry are in the hands of external companies,
which have little involvement in local communities
Income from tourism activities contributes little to improving
the living standards of local communities
A lack of ecological education that can make people understand
that the old way of life is better than the contemporary one
Innovative and non-traditional techniques are problematic
because they do not use natural products that stem from the
production of rose by-products
The world’s largest solar power plant located just 10 km from
Ouarzazate, inaugurated in 2016, does not power the Draa
Tafilalet region

Opportunities
World Heritage Earthen Architecture Programme (WHEAP) [22]
Federation Interprofessionelle Marocainede la Rose a Parfume
New Development Model (NMD)
New Action Plan for the tourism sector for the period 2023–2026
with an allocation of 6.1 billion Moroccan dinars (the tourism
sector has a new action plan, with a new strategic roadmap for
the period 2023–2026. More than DH 6.1 billion will be allocated
to the implementation of this roadmap. For the implementation
of this roadmap is scheduled to take 4 years. The plan aims to
attract 17.5 million tourists in 2026, after reaching 11 million last
year. The plan has multipe specific aims: (1) to reach USD
120 billion in foreign exchange earnings; and (2) to create
200,000 new direct and indirect jobs by 2026. To achieve these
objectives, the sector will have to achieve the following aims:
(a) creating a new diversified structure of the tourism offer;
(b) strengthening air connections; (c) supporting and promoting
e-marketing; (d) diversifying the cultural and free-time offers;
(e) redeveloping the existing hotel heritage and creating new
hotel facilities; (f) strengthening human capital via an attractive
training framework (Joint Note No. 42-INAC-HCP—April
2023).)
Développement Rural et des Eaux et Forêts à la zone d’action de
ORMVA Tafilalet, 2020

Threats
Architectural and natural heritage under threat
Desertification
Drying out of khettara irrigation systems
Palm disease (BAYARD)
Migration processes of local populations
Falsification in the production of rose derivatives
Lack of brand protection for the processing and production
chains of rose derivatives

Source: own elaboration.

More specifically, reflecting on the link between the development of rural tourism
and the valorization of rose products, one element that emerged from the survey is the
lack of co-ordination between the stakeholders involved at various levels (local, regional,
national) in the two key sectors of the local economy (tourism and roses). Tourism remains
a priority, as does the need for better economic structuring of the rose chain, in particular
at the level of the marketing derived products, such as essential rose oil that is destined for
the foreign market and, therefore, has a strong added value. In this regard, the New Model
of Development (NMD),7 which was recently promoted by the government, suggests
strengthening integration and territorial dynamics using the financial, human and natural
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resources available in the area. In particular, it aims to develop new ways of governing
the territory in favor of State–Region complementarity, the development of integrated
economic ecosystems, the valorization of living space and the conservation of natural
resources [23].

5. Conclusions

The scenario identified in order to compose a framework of possible interventions in
the area was intended to balance the potential and needs for valorizations in both the ‘rose
route’ and ‘kasbah’ route tourist basins and create a model of sustainable balance for areas
with particularly harsh climates for human beings [24]. It is a model that was proposed
precisely to create a contrast with those more recurrent and in vogue in recent decades
in the Arab world, particularly in the Arabian Peninsula (Dubai, Kuwait, etc.), where the
relationship between man and nature is being irreparably devastated.

The Valley of Roses’ natural and cultural capital offers strong potential for the national
and international tourism sector, particularly cultural tourism or wellness tourism, along-
side niches in sports tourism and eco-tourism. Its diversified natural capital, its historical
and cultural heritage, the hospitality of its population, its culinary expertise and its safe
and secure environment are all assets that make it a popular tourist destination. Proximity,
particularly to a European market that will be increasingly sensitive to the environmental
impacts of and low-carbon footprint travel, further strengthens its potential. However, in
line with the recommendations of the “New Development Model”, to fully harness this
potential, it is necessary to develop a diversified tourism offer that highlights the country’s
cultural and heritage assets and promotes them fully in all territories, as well as enhancing
tourist entertainment. To achieve these objectives, close co-ordination among all sectors in-
volved is necessary, in particular agriculture (for eco-tourism, gites, natural parks), culture
(for the enhancement of tangible and intangible heritage), health (for wellness tourism) and
sport (for activities with a high potential for exposure, such as surfing, mountaineering,
etc.). This viewpoint calls for a systemic and partner-based approach, which embraces the
growing complexity and interdependence of issues and decompartmentalizes the barriers
to allow all potential to be unleashed through co-construction. This systemic approach
necessarily entails the acceptance of a new mode of governance, setting up the conditions
for cross-functionality and co-ordination (information sharing, multi-stakeholder imple-
mentation bodies, etc.). In this regard, one of the methodological trajectories to be pursued
next is backcasting (especially participatory backcasting, with broad stakeholder involve-
ment), which is an innovative planning methodology that gained ground in recent years,
particularly in sustainability studies, but whose use as a strategic tool to arrive at a shared
local development project is yet to be sufficiently tested. In contrast to forecasting scenarios,
the main characteristic of backcasting scenarios is that they do not deal with forecasts of
how the future might evolve, but focus on the definition of a desirable future and the
development of strategies required to achieve it. This methodology requires backcasting
from the end point to the current situation, making it possible to determine the feasibility
of that future and the definition of what is needed to achieve the set goals. In particular, as
stated by Robinson [25], backcasting aims to suggest the implications of different future
situations, which are not chosen based on their probability, but based on other criteria, such
as social or environmental desirability criteria, and emphasises the importance of a clear
relationship between goal setting and planning. Ultimately, backcasting studies concern
social interaction processes involving various stakeholders; thus, the pluralistic character of
a society cannot be overlooked. The results of such studies also highlight the advantage of
fostering a social learning process, precisely because of the interaction between the different
subjects involved, who may change their views in this process of exchange with others to
develop a shared vision and actions. Participation also makes it possible to give a voice to
all citizens and make them responsible for the projects that affect them, thus fostering their
success. In the light of these reflections, therefore, the continuation of this line of research
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envisages the use of participatory backcasting to support the elaboration, by local actors, of
a systemic and shared sustainable development vision.
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Notes

1 The Biosphere Reserve ‘Oasis du Sud Marocain was designated in 2000. It has rich agronomic diversity, including vast areas with
date palms, acacia forests and other high-altitude forests covered with Juniperus thurifera, J. phoenicea and Quercus rotundiforia,
among other species. In particular, the area is home to dorcas gazelles, gazelles de cuvier (Gazella cuvieri), barbarian sheep
(Ammotragus lervia), ubara otards (Chlamydotis undelata) and cobras (Naja haje). The population of the Oasis du Sud Marocain
has lived in this area for thousands of years. Most of their economic activities come from agriculture, particularly the production
of cereals, potatoes, olives and, above all, dates, which are the backbone of the local economy. Recently, the cultivation and
processing of new products, such as apples, roses and henna, significantly increased the farmers’ incomes.

2 Project “Moroccan migration to Italy in time of global economic crisis” in partnership with Moulay Ismail University, Department
of Sociology, Faculty of Arts and Humanities, Meknes, Morocco on the basis of the Bilateral Agreement for Scientific and
Technological Cooperation CNR-Italy/CNRST-Morocco 2012–2013.

3 https://en.unesco.org/biosphere/arab-states/oasis-sud-marocain (accessed on 16 March 2023).
4 The region is classified by UNESCO as being part of the Biosphere Reserve of the Southern Moroccan Oases ReBOSuM. The

ecological, environmental and socio-economic importance of the region faces several challenges, as anthropogenic impacts on the
oasis ecosystem are changing the trajectory of ecosystem services.

5 Bayoud disease is an epiphytic fungal disease of date palms. The disease was first reported in Morocco in 1870. The term ‘bayoud’
is derived from the Arabic abiadh (‘white’) and refers to the whitish colouring of diseased fronds.

6 Timbuctu (Tumbuktu), originating as a cultural centre, became a trading centre in the 15th century. Caravan routes connected it
to Sudan, Egypt, Tunis and Morocco. It cultivated trade relations with Italy and, in particular, with Florence.

7 https://www.hcp.ma/Developpement-regional_r614.html (accessed on 28 March 2023).
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Abstract: In this paper, we use the time-frequency wavelet estimators to analyze the robustness of
Okun’s Law in the European Union across time and within various economic cycles. We extend
the Okun’s Law literature as we focus on Europe, directly estimating the time-frequency varying
Okun’s coefficient. We observe that Okun’s coefficient in Europe is unstable at short run (infra and
annual cycles). The strength of Okun’s Law is time dependent at short run as linkages between
growth and unemployment are stronger only during crisis times. Such instability is explained as
unemployment predominates growth, leading to a positive coefficient and weaker strength. However,
as the frequencies increase, the coefficient is more stable over time and the strength is higher and
homogenous over time.

Keywords: Okun’s Law; time-frequency estimator; wavelets transform; unemployment; growth

1. Introduction

Okun’s Law [1] established a negative relationship between unemployment rate
variations and the output gap. This relationship estimates that 1% variation in the real
output from the potential leads to a 0.33% change in the unemployment rate from the
natural rate. For the US, Okun’s Law studies estimated that each 1% deviation in real output
leads to an unemployment reduction of 0.4% or a heuristic value of 0.5%. Okun’s Law is a
pilar of macroeconomics policy tools due to its ability to easily examine unemployment
dynamics according to basic economics conditions (crisis time or expansion period).

The stability of the Okun parameter across time is discussed in the literature focusing
on macroeconomic aspects explaining, or not, the effect of structural breaks on the Okun’s
Law results. Okun’s coefficient can be considered as stable over time for various countries
while different values are noted across countries [2,3]. The stability hypothesis of the
Okun parameter is also supported [4,5] as no significant differences were found between
parameters estimated over different periods (before and after 1984—Great Moderation).
However, some studies highlight an unstable Okun parameter value across time [6–11].
The unemployment rate seems react more to real output changes during recessions than
in expansion periods or subject to structural breaks [10,12–14]. Changes in the Okun
coefficients have been observed during the Great Moderation [15,16] and in the 2001
recession [17]. The question of the Okun coefficient stability is still debated today; for
example, some authors continue to estimate a static parameter to study the relationships [18]
or simply use the intuitive value of 0.5 [19].

Recent studies highlight additional weaknesses of Okun’s Law. For instance, the
estimation is not conditional on the frequency, here associated to the period of the business
cycles [20,21]. Previous literature indicates that the Okun’s Law debate on stability is
related to the different kinds of cycles considered in the studies. Then, Okun’s Law can
be stable for some cycles (frequencies) while being unstable for others depending on the
speed of recovery and the strength of a shock/recession. The output growth volatility
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transfer from short run cycles (1–4 years) to long run cycles (8–16 years) during the Great
Moderation period has been observed [22,23]. These results can explain some variability in
Okun’s coefficients across time while supporting the frequency hypothesis. Relevant results
were found using time-frequency analysis with a continuous wavelet coherence phase [20].
The Okun coefficient is time-frequency varying but not asymmetric as the value is not
dependent on crisis and expansion periods. At the same time, the heuristic value of 0.5% is
observed at specific frequencies. Using phase analysis, it has been found that output (and
growth) is predominantly variable of the relation. The time-frequency variation of Okun’s
coefficient and the output gaps leads on unemployment are also supported [21]. However,
few papers have analyzed Okun’s Law in Europe, assuming that results observed for the US
are applicable to European situations. But the European business cycles and labor market
are different, potentially leading to different results for Europe. Since the 2008–2009 crisis,
unemployment has been a persistent and structural issue in many European countries
(especially in Mediterranean countries such as France, Spain, and Italy).

Time-frequency analysis is then suitable to study the relationship between variables,
particularly the coherence and phase. Multiple studies focus on the application of wavelets
in finance to highlight linkages between commodities, stock indices, and financial as-
sets [24–28] to outline risk transmission mechanisms or contagion effects between major
stock indices. The notion of wavelet gain is developed [20,29] in order to assess the abso-
lute value of a parameter’s regression model (applied for the Okun framework, among
others) and analyze the phase to assess the sign and the lead–lag relationship. In parallel,
the concept of wavelet gain is extended by time-frequency estimators [30,31] to directly
estimate the beta at each time and frequency with its sign (positive or negative).

In this paper, we use the time-frequency wavelet estimators to analyze Okun’s Law
in the European Union. We extend the Okun’s Law literature as we focus on Europe and
estimate the time-frequency varying Okun’s coefficient. We first present the technical
improvement of wavelet time-frequency estimators, and we then discuss and analyze
the results.

2. Materials and Methods

Wavelets are an extension of the spectral analysis of time series, allowing the decompo-
sition of a chronic in the time-frequency space [32–37]. We distinguish two forms of wavelet
decomposition processes: the discrete process, called maximal overlap discrete wavelets
transform (MODWT); and the continuous process, called continuous wavelet transform
(CWT). The main difference between MODWT and CWT is the type of wavelets used, the
accuracy in the frequency scale, and the computational time. MODWT is based on a dyadic
scale decomposition in which frequency components are ranked into wavelet frequency
bands of a length equal to a multiple of 2 only. The CWT is finer and can more accurately
distinguish between frequencies. In addition, CWT provides cross-transformation of two
variables useful to analysis interaction and between them across time and frequencies.

The CWT is based on a wavelet mother ψ(t) serving as a filter to extract information
from a time series x(t) of length N. This function will be shifted by a time parameter and
dilated by s, a frequency scale parameter, generating the wavelet family ψτ,s(t) composed
by “wavelet daughters” representing each version of ψ(t) according to τ and s.

ψτ,s(t) =
1√

s
ψ

(
t− τ

s

)
(1)

The initial chronic x(t) will be projected in the ψτ,s(t) generating the wavelet coeffi-
cients, W(s, τ). These coefficients represent the variations in x(t) around an area around
t∓ τ with a frequential length s.

W(s, τ) =
∫ +∞

−∞
x(t)

1√
s

ψ∗
(

t− τ

s

)
dt (2)
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where ψ∗
( t−τ

s
)

is the complex conjugate of ψτ,s(t).
Then, the CWT of x(t) generates multiple sub-chronics of the same length, N, at each

frequency scale. The inverse process, called inverse continuous wavelet transform (ICWT),
allows the reconstruction of the initial x(t) from all of the wavelet coefficients.

x(t) =
1

Cψ

∫ +∞

−∞

∫ +∞

−∞
ψτ,s(t)W(s, τ)

dτds
s2 (3)

The previous equation of ICWT assumes that the expression Cψ is non-null and less
than +∞. This condition ensures the condition of the existence or admissibility of the
wavelet mother [37]:

Cψ =
∫ +∞

0

∣∣∣Ψ̂( f )
∣∣∣2

f
d f < +∞ (4)

where f is the frequency and Ψ̂( f ) is the Fourier transform of the wavelet mother.
This condition indicates and is respected when the wavelet mother is a zero-mean

and square norm function, then the variance of x(t) is preserved during the process of
decomposition and reconstruction. In this paper, we use the complex Morlet wavelet ψM(t)
as it provides a good balance between time and frequency representations.

ψM(t) = π−1/4ei f0te(−
t2
2 ) (5)

where i2 = −1 and f0, the non-dimensional frequency, equals 6 to satisfy the condition
on Cψ.

From a CWT based on the Morlet wavelets, we define the notion of wavelet coherence,
which is similar to the squared correlation and useful to visualize co-movement between
two chronics, x(t) and y(t) [38]. The two time series are decomposed by CWT providing
their respective wavelet coefficients Wx(s, τ); Wy(s, τ). So, we can compute time-frequency
covariance called cross-wavelet decomposition:

SWxy(s, τ): SWxy(s, τ) = Wx(s, τ)W∗
y (s, τ) (6)

W∗
y (s, τ) is the complex-conjugate of Wy(s, τ).

The formula of the wavelet coherence, WQ(s, τ), between x(t) and y(t) is like the R2

one in terms of the ratio of covariance and variance products.

WQ(s, τ) =

∣∣G(s−1.SWxy(s, τ)
)∣∣2

G
(

s−1.|Wx(s, τ)|2
)

.G
(

s−1.
∣∣Wy(s, τ)

∣∣2) (7)

G is a smoothing time-frequency operator.
Time-frequency smoothing is required because the coherence coefficients are com-

plex [39]. The coherence coefficient WQ(s, τ) is between 0 and 1 at each time t and frequency
scale s.

The wavelet phase difference (or simply phase) is a complementary notion to the
coherence as it contains information on the leadership and sign of the relationship between
x(t) and y(t). The phase difference function, θx,y(s, τ), is the arctangent of the ratio of the
imaginary part and real part of the cross-transform SWxy(s, τ):

θx,y(s, τ) = arctan

(

(
SWxy(s, τ)

)
�
(
SWxy(s, τ)

)) (8)

According to the value of the phase difference between −π and π, we can study the
sign and the leadership of the relationship between x(t) and y(t) as follows:
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- θx,y(s, τ) ∈
[
0, π2
]
: x(t) and y(t) move together in phase so they are positively

correlated. In this case, x(t) leads y(t).
- θx,y(s, τ) ∈

[
π
2 ,π
]
: x(t) and y(t) move together in anti-phase so they are negatively

correlated. In this case, y(t) leads x(t).
- θx,y(s, τ) ∈

[
−π

2 , 0
]

: x(t) and y(t) move together in phase so they are positively
correlated. In this case, y(t) leads x(t).

- θx,y(s, τ) ∈
[
−π ,−π

2
]
: x(t) and y(t) move together in anti-phase so they are nega-

tively correlated. In this case, x(t) leads y(t).

We define the time-frequency estimator as follows:

βs,τ = ϑs,τ ∗WQ(s, τ)
1
2 ∗

G
(

s−1.
∣∣Wy(s, τ)

∣∣2) 1
2

G
(

s−1.|Wx(s, τ)|2
) 1

2
(9)

where ϑs,τ is a phase parameter providing the sign of the correlation ([30,31] ϑ = 1 when
chronics are in phase

∣∣θx,y (s, τ)
∣∣ ∈ [

0, π2
]

and ϑ = −1 when chronics are in anti-phase∣∣θx,y (s, τ)
∣∣ ∈ [π2 ,π

]
..

We use official data for the European Union quarterly real GDP (Y) and unemployment
rate (U) for 2001—Q1 to 2019—Q4. Previously, we computed the GDP growth (ΔYt) and
unemployment rate variations ΔUt to estimate the first difference Okun’s Law equation:

ΔUt = α + βΔYt + εt (10)

The wavelet coherence indicates the strength (R2) of Okun’s Law while the phase
shows which variable leads the relationships. Equation (10) in the time-frequency space
is then:

ΔUt,s = α + βs,τ ΔYt,s + εt,s (11)

Finally, we apply the time-frequency estimators’ formula (Equation (9)), and we study
the time and frequency dynamic of the Okun coefficient.

3. Results and Discussion

Figure 1 shows the coherence, phase difference, and time frequency varying Okun
coefficient results. Figure 1a is a 2D presentation of the time-frequency coherence (R2

coefficients) associated with the phase difference represented by arrows. The color code
shows the value of the coherence, with red for high coherence and blue for low coherence
between the two variables. The direction of the arrows indicates both the sign of the
relationship—negative by arrows pointing left and positive by arrows pointing right—and
the variable leader. Figure 1b shows a 3D representation of the coherence between the two
variables. The analysis of the leader variable is more easily performed from a representation
of the phase for a given frequency, which is performed hereafter. The frequency unit is the
period related to the cycle. Then, period 2 represents a cycle of 6 months (two quarters),
period 4 represents a cycle of 1 year (four quarters), etc.

The coherence is strong at high-frequencies between periods 2 and 4 (here, the short-
run horizon) only during 2007–2010 (Global Financial Crisis and 2009 Recession). In the
long term, for cycles of more than three years, the coherence is very high across time and
seems independent of crisis and expansion periods. We can thus conclude that the intensity
of the Okun relationship is dependent of the European economic condition (recession
expansion) for short cycles (less than 1 year) but remains homogeneous in the longer term.
These results are consistent with current literature mainly focused on the US economy as
we confirm the frequency hypothesis of Okun’s Law. However, we note that the strength
of Okun’s Law is more dependent on short run economics situations, especially crisis
times, in Europe than in the US. Then, we notify a frequency asymmetric relation. Okun’s
Law is consistent and relevant in the long run but sensitive to economic conditions in the
short term.
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(c) 

Figure 1. (a) Two-dimensional representation of wavelet coherence and phase between growth and
unemployment rate variations; (b) three-dimensional representation of wavelet coherence; (c) three-
dimensional representation of time-frequency varying the Okun coefficient. Corresponding color
legends describing coefficents values are put on each figure.

In addition, the estimation of the Okun coefficient in the time-frequency space extends
our interpretation. Figure 1c shows that the Okun coefficient is not stable around the
commonly acceptable value of −0.5. Then, the coefficient is more erratic and volatile,
especially in the very short term. However, in the long run, the coefficient seems to be more
stable as the strength of the relation increases. We also note an unusual result with positive
Okun coefficients while a negative one is expected.

In the short term for cycles between 6 months and less than 1 year in length, the
coherence is relatively high and the Okun coefficients are decreased and negative from
2001 to Q1 of 2005, reaching its lowest value at −0.9. Growth is the predominant variable,
but after 2005 the coefficient is increasing to stabilize around −0.3 until 2010. Here; we
note that unemployment leads growth. During the European debt crisis (2011–2012), the
Okun coefficient increased to 0 and the coherence sharply decreased to 0. From 2014
to Q1 of 2016, the coherence slowly increases while being non-significant and the Okun
coefficient returns to the negative zone at−0.8. Note that unemployment still predominates
growth. However, from Q1 of 2016 to mid-2018, the coherence sharply increases and growth
leads unemployment, as expected by Okun’s Law. Afterward, we note a positive Okun
coefficient with unemployment as the leading variable. For cycles between 1 and 3 years
in length, the results show that Okun’s Law is relevant only during crisis times from
2007 to 2012 with growth as the predominant variable. The Okun coefficient is stable at
around −0.27. As previously observed, the coherence is non-significant after the debt
crisis and sharply decreases as unemployment dominates growth. It seems that when
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unemployment predominates growth, coherence tends to decrease sharply and the Okun
coefficient (usually negative) increases, frequently exceeding zero. For long run cycles
with a period above 3 years, we note a stable and negative Okun coefficient around [−0.37,
−0.3] with growth as the predominant variable. However, since mid-2015, there has been
a slow decline in coherence, a slow increase in the Okun coefficient, and a more frequent
predominance of unemployment over growth.

The leadership of unemployment indicates standard unilateral causal representation
from growth to unemployment of Okun’s Law is not fully observed, supposing a feedback
relationship. This unusual aspect is observed over all business cycles, regardless of the
frequencies, and coincides with a decline in the strength of Okun’s Law and its coefficient
(turning from negative to positive). The literature mainly focusing on the US economy
indicates that this fact is only concentrated on specific frequencies.

We find that, for Europe, the unemployment changes play a greater role especially
after the 2008 crash and debt crisis (2011–2012). Consequently, unemployment changes
lead over growth, reducing the strength of Okun’s Law, and then tends to affect the
coefficient, equating to or exceeding zero more frequently than in the USA. Such results can
be explained by the structural unemployment rate being more important in Europe than in
the US, for which the labor market is more liquid. Many European countries (for example,
France, Spain, and Italy) have suffered high unemployment rate since the 2008–2009 crisis.

4. Conclusions

In this article, we discuss the strength of Okun’s Law for Europe as well as the stability
of its coefficient across time and frequencies. We use a wavelet approach distinguishing
Okun’s relationship with various economic cycles of different amplitudes. The literature
recommends the estimation of the gain in wavelets (the absolute value of the parameter), but
our results propose the direct estimation of the time-frequency varying Okun’s coefficient.

We find that the value of Okun’s coefficient and the coherence are then unstable in
the short run as unemployment variations more frequently lead growth for infra-annual
or annual cycles. However, we assume that the short-run coefficient is relatively stable
and negative across time and frequencies in crisis times only (for example, the 2008 crash
and debt crisis). In this context, growth is predominant over unemployment, satisfying the
Okun’s Law specification. However, when unemployment leads the relation, the coefficient
tends to be equal to zero or positive while the coherence declines. This fact is observed
for relatively quiet periods or post-crisis periods. We note that the coefficient gradually
stabilizes in value as the frequencies increase (i.e., for long-run cycles). For cycles of more
than 3 years, the coefficient is stable and insensitive to economic conditions. Okun’s Law is
then more relevant for long-run cycle than for short-run cycles in Europe.

Compared with the US, the European Okun’s Law is frequency asymmetric as the
coefficient is dependent on crises in the short term but not in the long run. This result
is consistent with a previous one indicating that the short-run Okun’s Law is less robust
across time than the long-run one. In addition, the standard value of −0.5 is discussed
for Europe as the long-run coefficient is close to −0.3, the initial value provided by Okun.
This result suggests that the structural unemployment in Europe is stronger and then less
affected by economic growth than in the US. This conclusion is also consistent with phase
analysis showing a more frequent leadership of unemployment in Europe than commonly
observed in the literature for the US.
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Abstract: El Niño-Southern Oscillation (ENSO) is caused by periodic fluctuations in sea surface
temperature and overlying air pressure across the Equatorial Pacific region. ENSO has a global
impact on weather patterns and can cause severe weather events, such as heat waves, floods, and
droughts, affecting regions far beyond the tropics. Therefore, forecasting ENSO with longer lead
times is of great importance. This study utilizes Long Short-Term Memory (LSTM) network to predict
ENSO events in the coming year based on environmental variables from previous years, including
sea-surface temperature, sea level pressure, zonal wind, meridional wind, and zonal wind flux. These
environmental variables are collected only inside certain spatial and temporal windows and used to
forecast ENSO events. Furthermore, this study investigates how the size of these spatial and temporal
windows influences the generalization accuracy of forecasting ENSO events. The size of spatial
and temporal windows is optimized based on the generalization accuracy of the LSTM network in
forecasting ENSO events. Our results indicated that the accuracy of the ENSO forecast is significantly
sensitive to the extent of spatial and temporal windows. Specifically, increasing the temporal window
size from one to nine years and the spatial window from 0 to 17.7 geographical degrees resulted in
generalization accuracies, ranging from 40.1% to 83% in forecasting Central Pacific ENSO and 39.2%
to 65% in forecasting Eastern Pacific ENSO.

Keywords: climate anomalies; machine learning; spatial–temporal data mining; deep learning; ENSO
events

1. Introduction

El Niño-Southern Oscillation (ENSO) refers to the cyclic variations in sea-surface tem-
perature (SST) and air pressure in the overlying atmosphere in the Equatorial Pacific Ocean.
It has two phases—El Niño and La Niña—characterized by warm and cold conditions.
El Niño events bring above-average SST in the central and east-central Equatorial Pacific.
These conditions typically result in warmer temperatures over the western and northern
United States and wetter than average conditions over the US Gulf Coast and Florida
during winter. Conversely, La Niña events cause below-average SST in the east-central
Equatorial Pacific. During La Niña, winter temperatures are warmer in the southeast and
colder than average in the northwestern regions of the United States. Approximately every
four years, the SST of the tropical Pacific becomes exceedingly warm, leading to abnormal
global climate patterns [1].

The National Oceanic and Atmospheric Administration (NOAA) uses the Oceanic
Niño Index (ONI) to identify ENSO events. ONI determines ENSO events by averaging
the SST anomalies for three consecutive months in the Niño 3.4 region (5° S–5° N, 170° W–
120° W). An ONI greater than 0.5 °C for five consecutive months indicates El Niño, while
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an ONI less than −0.5 °C for five consecutive months indicates La Niña. Studies have
shown that ENSO events concentrated in the Central Pacific (CP) and Eastern Pacific (EP)
regions differ, not only in the SST anomaly patterns but also in the oceanic surface currents
and their impact on the global climate [2,3].

EP El Niño has a larger SST anomaly centered at 120° W than CP El Niño (also known
as El Niño Modoki). In contrast, CP El Niño has a weaker SST anomaly and tends to
shift westwards (150° W) during its mature phase [4]. EP La Niña and CP La Niña show
differences in the physical mechanism of SST anomaly development [5,6], tropical climate
responses, and global environmental impact [2]. Forecasting the type of ENSO events could
help prepare for their global repercussions.

State-of-the-art research has applied both dynamical and statistical models to forecast
ENSO events. Dynamical models utilize physical laws to conserve the ocean, land, and
atmosphere and their interactions to predict ENSO events, while statistical models rely
on statistical learning patterns from historical data [7]. While dynamical models require
scientists to develop specific mathematical and physical laws to model the relationship
between different parameters and ENSO events, statistical models learn those relationships
automatically from historical data. The downside is that statistical models, especially deep
learning models, do not provide a clear and easy-to-understand mathematical representa-
tion of the patterns they have learned. A Long Short-Term Memory (LSTM) network is a
recurrent neural network (RNN) tailored for sequential prediction problems with the help
of memory gates. This study applies the LSTM network for forecasting ENSO events, given
its proven capability in effectively capturing the non-linear complexities of multi-variate
time series [8–10].

The first step of this study is to optimize the size of spatial and temporal windows,
where environmental features related to forecasting ENSO events are extracted. The
environmental features include SST, sea level pressure (SLP), zonal wind (ZW), meridional
wind (MW), and zonal wind flux (WF). Next, the environmental features, extracted from
varying spatial and temporal window sizes, are fed to an LSTM network to forecast ENSO
events in the next year to determine which window size results in the highest generalization
accuracy. It was shown that the generalization accuracy significantly depends on the spatial
and temporal window sizes.

The remainder of this paper is organized as follows. Section 2 reviews select literature
in ENSO forecasting. Section 3 describes the data collection and preprocessing. Section 4
outlines the methodology to optimize the size of spatial and temporal windows, and
Section 5 discusses the experimental results. Section 6 concludes the paper with a summary
of findings and future directions.

2. Literature Review

While ENSO events have been forecasted using statistical [11–13] and dynamical
models [14,15] in the literature, this section focuses on reviewing statistical methods since
our proposed model is also statistical.

Early studies utilized Artificial Neural Networks (ANNs) with the leading empirical
orthogonal functions of wind stress or SLP as input [16]. These studies yielded a correla-
tion coefficient (CC) of 0.6 for the prediction period of 1980–1990 and 0.1 for 1950–1970.
Baawain et al. [17] used a multi-layer perceptron to predict ENSO events with a one-year
lead time. Ham et al. [18] employed transfer learning to train a Convolutional Neural
Network (CNN) on both Coupled Model Intercomparison Project Phase 5 (CMIP5) data
and reanalysis data for the training period (1871–1973). Their results showed that the
correlation coefficient (CC) of the observed and forecasted Niño 3.4 index is above 0.5 for
a lead time of 17 months. Martínez-Alvarado et al. [19] used Support Vector Regressor
(SVR) and Bayesian neural networks to forecast the tropical SST anomalies for a lead time
of up to 15 months. The results demonstrated that the Bayesian neural network model
outperformed the SVR. Noteboom et al. [20] proposed a hybrid model using autoregressive
integrated moving average and ANN to predict ENSO events with a one-year lead time.
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Guo et al. [21] proposed a hybrid neural network model that combines ensemble empirical
mode decomposition with a CNN and LSTM network. Finally, Peter et al. [22] attempted to
forecast ENSO events using Gaussian density neural networks and quantile regression neu-
ral network ensembles. These models can assess the predictive uncertainty of the forecast
by predicting a Gaussian distribution and the quantiles of the forecasts, respectively.

Several studies have explored the effectiveness of combining statistical and dynamical
models for forecasting ENSO events. Hong et al. [23] developed a dynamical-statistical
forecast model for predicting SST anomalies, which achieved a CC of 0.8 for a lead time of
12 months. Meanwhile, Zhang et al. [24] used Bayesian model averaging (BMA) to combine
the results of three statistical and one dynamical model to forecast ONI. They applied
an expectation-maximization algorithm to derive the maximum likelihood estimation
for model parameters. Their combined statistical–dynamical model outperformed either
statistical or dynamical models when used alone. Finally, Ha et al. [25] proposed an
encoder–decoder structure for predicting river flow using ENSO. They achieved an R2

of 0.8 with the CLSTM encoder–decoder and an LSTM network in forecasting Yangtze
River flow.

Although not specifically in forecasting ENSO events, the significance of location
and time in predicting and forecasting geographical phenomena has been underscored
in the literature both theoretically [26,27] and experimentally [28,29]. Here we aim to
explore how the extent of spatial and temporal windows, where the environmental features
for forecasting ENSO events are extracted, influences the generalization accuracy of an
LSTM network.

3. Data Description

Our data consists of seven environmental variables: SST, SLP, ZW, MW, WF, CP’s ONI,
and EP’s ONI, recorded at 4697 geographical locations (Figure 1) between 1949 and 2014.
These variables were obtained from the following sources:

• SST data in °C was retrieved from NOAA extended reconstructed SST version 3b.
The spatial resolution is 1° × 1°. Since this resolution differs from other variables, we
used geographical interpolation to convert it to a 2.5° × 2.5° resolution, consistent with
the rest of the variables. Additionally, 25% of SST values are missing in this dataset.
Therefore, we replaced the missing values of SST with the mean value across the entire
region, which is zero.

• SLP in Hecto Pascals was obtained from National Centre for Environmental Climate
Prediction (NCEP) reanalysis version 1 [30]. The spatial resolution is 2.5° × 2.5°.

• The horizontal (ZW) and vertical wind (MW) components at 10m depth were obtained
from NCEP reanalysis version 1. The spatial resolution is 2.5° × 2.5°.

• The horizontal wind flux (WF) was obtained from NCEP reanalysis version 1. The
spatial resolution is 2.5° × 2.5°.

• Details on calculating CP and EP indices from Niño indices are available in [31].

The environmental variables in the dataset represent the three-month averages over
December, January, and February. For instance, the SLP data referring to the time 1949-01-01
in the dataset is the average of SLP over December 1948, January 1949, and February 1949.

The continuous values of CP’s ONI and EP’s ONI are transformed into three categories,
El Niño where ONI is greater than +0.5, La Niña where ONI is less than −0.5, and Neutral
where ONI is between −0.5 and +0.5. There are 24 neutral, 22 El Niño, and 20 La Niña
events that occurred in CP, and 34 neutral, 18 La Niña, and 14 El Niño events that occurred
in EP between 1949 and 2014. We aim to forecast the ONI class in the next year based on SST,
SLP, ZW, MW, and WF from previous years, making this a three-way classification problem.

Feature standardization is a prerequisite for machine learning and deep learning
models. Therefore, all variables are standardized to have a zero mean and unit variance.
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Figure 1. Data points are separated by 2.5° across latitude and longitude.

4. Methodology

An important property of spatial–temporal phenomena is that samples are not inde-
pendent but rather spatially and temporally auto-correlated. Spatial (temporal) autocorre-
lation refers to the phenomenon where samples recorded at nearby locations (time) display
similar patterns to those recorded further apart. As a result, careful consideration should
be given to the spatial–temporal autocorrelation among observations when designing a
prediction model.

Every spatial–temporal observation (sti) contains the values of a set of variables at a
specific location (s) and time (t). Therefore, a spatial–temporal dataset contains recorded
values of features at different locations and times. We define spatial–temporal forecast here
as predicting the value of a variable at time t and location s based on the variable’s value and
other contributing variables at different locations and previous time stamps. The question
we are posing is at what locations (how far from the point where the forecast is being made)
and at how many previous timestamps the values of those variables would positively
contribute to forecasting the target variable. We refer to the size of the geographical
neighborhood as the spatial window size and the number of time stamps going back as the
temporal window size. We will measure the forecast generalization accuracy at varying
spatial and temporal window sizes. The optimal window sizes are those resulting in the
highest generalization accuracy.

4.1. Temporal Window

A temporal window is the number of previous timesteps the environment variable’s
values would contribute to forecasting the target variable. For example, a temporal window
of one year means environmental variables, SST, SLP, ZW, MW, and WF, recorded from one
year ago are used to forecast the occurrence of El Niño, La Niña, or a neutral event in the
current year. Similarly, a temporal window of two years means environmental variables
recorded from the past two years are used to forecast the occurrence of El Niño, La Niña,
or a neutral event in the current year. Figure 2 illustrates the use of a two-year temporal
window for forecasting ENSO events. The temporal window size is optimized based on
the generalization accuracy of the LSTM network in forecasting ENSO events.

Figure 2. A temporal window with a size of two years.
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4.2. Spatial Window

A spatial window is a distance in geographical degrees from the point where the
forecast is being made. The values of the environmental variables that fall within the spatial
window would contribute to forecasting the target variable. The spatial window size
varies from one point to a circle of radius nr, where r =

√
2.52 + 2.52 = 3.54 geographical

degrees. The coefficient n is treated as a hyperparameter and optimized during training.
For example, when the spatial window size is zero, the values of environmental variables
SST, SLP, ZW, MW, and WF, recorded only at the forecast point (Figure 3a), are used for
forecasting ENSO events in the following year. On the other hand, if the spatial window
size is r, the values of those variables recorded at the forecast point and within a distance
of 3.54 geographical degrees (Figure 3b) are employed for forecasting ENSO events in
the following year. Similarly, a spatial window of size 2r encompasses the values of
the environmental variables recorded at the forecasting point and within the distance of
7.08 geographical degrees (Figure 3c) for forecasting ENSO events in the following year.

Figure 3. Varying spatial window sizes: (a) spatial window is one point, (b) spatial window is a circle
with a radius of 3.54 =

√
2.52 + 2.52 geographical degrees, and (c) spatial window is a circle with a

radius of 7.08 geographical degrees.

4.3. LSTM

LSTM overcomes the limitations of traditional RNNs in capturing long-term temporal
dependencies in sequential data. Unlike standard RNN, which suffers from the vanishing
gradient problem, LSTM uses a gating mechanism to regulate the flow of information
through the network. The main component of an LSTM unit is the memory cell, which
serves as a storage unit to retain information for longer durations. The memory cell has
three gates, input, forget, and output. These gates regulate the flow of information into
and outside of the cell, allowing the LSTM to retain or discard information. The input
gate decides how much information should be added to the memory cell, while the forget
gate decides what information to discard from the memory cell. The output gate regulates
the amount of information to be outputted from the memory cell to the next time step or
the final prediction. This gating mechanism allows LSTM to capture long-term temporal
dependencies from the sequential data. The mathematical equations for information flow
in LSTM are given in [32].

The LSTM network consists of an input layer, an LSTM layer, and an output layer.
The LSTM layer consists of 32 memory units, ReLU activation, and a dropout of 0.2.
Dropout [33] is used as regularization to drop a fraction of randomly selected memory
units in the LSTM layer. This means that the information passing through these units is not
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considered in the forward pass and is not updated during backpropagation, allowing the
network to learn robust and generalized data representations. The output layer is a fully
connected dense layer with three units, where each unit represents each class. SoftMax is
the activation function used in the output layer to generate the probability of each class,
and the class with the highest probability is chosen as the target class. The loss function
employed in the LSTM network is categorical cross-entropy, and the network is optimized
using Adam with a learning rate of 0.001. The model is trained for 100 epochs, and an
early stopping algorithm [34] is implemented if the validation loss does not improve for
10 epochs. The network parameters of LSTM are determined by hyperparameter tuning.
Notably, adding more LSTM layers to the network led to overfitting.

4.4. Benchmark Models and Evaluation Metrics

To evaluate the performance of the LSTM, we employ Multi-Layer Perceptron (MLP),
Random Forest (RF), and CLSTM encoder–LSTM decoder [25] as baselines. The MLP
consists of an input layer, two fully connected hidden layers, and an output layer. Two
hidden layers comprise 100 units each and ReLU activation. The output layer has three
units representing three classes. SoftMax is the activation used in the output layer to
generate a probability for each class, and the class with the highest probability is selected
as the target class. The loss function employed in the MLP is categorical cross-entropy, and
the network is optimized using Adam with a learning rate of 0.001. The model is trained
for 100 epochs, and early stopping is implemented if the validation loss does not improve
for 10 epochs. The maximum number of features required for splitting in the RF varies
with the spatial window size. The number of trees in the RF is 50. We followed the same
architecture shown in [25] for the CLSTM encoder–LSTM decoder.

We split the data into 80% for training and 20% for testing. Five-fold cross-validation
is implemented on the training dataset to determine the optimal spatial and temporal
window sizes and for hyperparameter tuning.

All experiments are evaluated using the F1 score, which measures the model’s accuracy
on a dataset. F1 score is the harmonic mean of precision and recall and is calculated as
follows. F1 score reaches its best value at one and worst value at zero. The best value for
the F1 score is achieved for perfect precision (100%) and recall (100%).

F1 =
∑M

i=1 F1(wi)

M
(1)

F1(wi) =
2× precision(wi)× recall(wi)

precision(wi) + recall(wi)
(2)

Precision(wi) =
TP(wi)

TP(wi) + FP(wi)
(3)

Recall(wi) =
TP(wi)

TP(wi) + FN(wi)
(4)

Here, TP(wi), TN(wi), FP(wi), and FN(wi) denotes true positives, true negatives,
false positives, and false negatives for class wi and M denotes the number of classes. True
positives and true negatives are the test samples that are correctly classified, and false
positives and false negatives are the test samples that LSTM wrongly classifies.

5. Results and Discussions

Figures 4 and 5 present the results of five-fold cross-validation accuracies, expressed
as percentages of F1 scores, for predicting ENSO events in CP and EP regions, respectively.
Figure 4 indicates that increasing the temporal window from 1 year to 9 years results in
an improvement in accuracy of approximately 50%, with the highest accuracy observed at
7 years. Similarly, when varying the spatial window from 0 to 5r, the accuracy increases
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until 2r and decreases from 2r to 5r. The combination of spatial window size at 2r (7.08 geo-
graphical degrees) and temporal window size of 7 years yields the highest cross-validation
accuracy and, therefore, is optimal.

Figure 4. Five-fold cross validation accuracy (F1 score) in forecasting El Niño and La Niña in CP
using LSTM for various spatial and temporal window sizes (values shown in percentage).

Figure 5. Five-fold cross validation accuracy (F1 score) in forecasting El Niño and La Niña in EP
using LSTM for various spatial and temporal window sizes (values shown in percentage).

For the EP region, the five-fold cross-validation accuracy improves as the temporal
window increases from 1 year to 7 years, as depicted in Figure 5. However, when the
temporal window is increased from 7 years to 9 years, the accuracy declines. Similarly,
regardless of the temporal window size, an increase in the spatial window size from 0 to
5r leads to a rise in accuracy until 2r and a drop in accuracy from 2r to 5r. The optimal
spatial and temporal window sizes for the EP region are the same as those for the CP region,
a spatial window size of 2r (7.08 geographical degrees) and a temporal window size of
7 years, respectively.

The performance of different models in forecasting ENSO events for a one-year lead
time is compared in Table 1. The results indicate that LSTM performs better than the other
three baseline models, achieving F1 scores of 0.83 and 0.65 for the CP and EP regions,
respectively. The second best-performing models are the CLSTM encoder–LSTM decoder
and RF, which exhibit similar accuracies for both regions. The inferior performance of the
CLSTM encoder–decoder LSTM model, when compared to LSTM, can be attributed to the
flattening of the encoder output, resulting in the loss of spatial structure in environmental
variables and their temporal relationships with ENSO events. On the other hand, the
limitations of RF lie in its inability to capture the temporal dependencies between environ-
mental variables and ENSO. The MLP performs poorly compared to other models, as it
cannot handle the spatial and temporal relationships between environmental variables and
ENSO. In summary, LSTM, with optimized spatial and temporal windows, demonstrates
its superiority over other baseline models. Specifically, LSTM outperforms RF and CLSTM
encoder–decoder LSTM by 1.3 and 1.08 times, respectively, in forecasting ENSO events in
the CP and EP regions.
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Table 1. Comparison of different models in forecasting ENSO events (measured in terms of F1 score).

MLP RF CLSTM Encoder-Decoder LSTM LSTM (Ours)

CP 0.60 0.62 0.63 0.83
EP 0.56 0.58 0.60 0.65

Table 2 presents the precision, recall, and F1 scores for each type of ENSO event, pro-
viding insight into the performance of LSTM. Higher precision indicates that the classifier
misclassified fewer negative samples as positive samples, and a higher recall indicates
that the classifier misclassified fewer positive samples as negative samples. Notably, the
recall values for ENSO events in both CP and EP exceed the precision values, indicating
that LSTM is suitable for ENSO event forecasting. Further investigation reveals that most
misclassified ENSO events have ONI values close to ±0.5.

Table 2. Highest accuracies in forecasting El Niño and La Niña in CP and EP using LSTM with spatial
window of 7.08 geographical degrees and temporal window of 7 years.

CP EP

Precision Recall F1 Precision Recall F1

El Niño 1.00 1.00 1.00 0.5 1.00 0.66
La Niña 0.71 0.83 0.77 0.60 0.60 0.60
Neutral 0.80 0.66 0.72 0.78 0.64 0.70

Additionally, the proposed model successfully identifies one of the strongest El Niño
events from 1997 to 1998. It is worth mentioning that the F1 score of LSTM for EP is slightly
reduced compared to CP due to the high-class imbalance ratio, which was not addressed in
this study. The experimental results highlight that varying spatial and temporal window
sizes, ranging from 0 to 17.7 degrees and 1 year to 9 years, yield forecasting accuracy
ranging from 40.1% to 83% for CP and from 39.2% to 65% for EP regions.

6. Conclusions and Future Directions

Our findings demonstrated that the accuracy of forecasting CP (or EP) ENSO events
in the coming year could be improved by up to 40% (or 25%) by optimizing the spatial and
temporal extent of the environmental variables (i.e., SST, SLP, ZW, MW, and WF) which are
used as features in deep learning. Furthermore, it was shown that these optimal spatial and
temporal window sizes are 7.08 geographical degrees and 7 years. In our future work, we
explore the impact of including additional climate features, such as warm water volume
and upper ocean heat content, on the ENSO forecast accuracy of an LSTM. We will also
focus on integrating dynamic models into deep learning and studying their impact on
forecast accuracies.
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Abstract: Accurate precipitation forecasting is essential for emergency management, aviation, and
marine agencies to prepare for potential weather impacts. However, traditional radar echo extrap-
olation has limitations in capturing sudden weather changes caused by convective systems. Deep
learning models, an alternative to radar echo extrapolation, have shown promise in precipitation
nowcasting. However, the quality of the forecasted radar images deteriorates as the forecast lead
time increases due to mean absolute error (MAE, a.k.a L1) or mean squared error (MSE, a.k.a L2),
which do not consider the perceptual quality of the image, such as the sharpness of the edges, texture,
and contrast. To improve the quality of the forecasted radar images, we propose using the Structural
Similarity (SSIM) metric as a regularization term for the Conditional Generative Adversarial Network
(CGAN) objective function. Our experiments on satellite images over the region 83° W–76.5° W
and 33° S–40° S in 2020 show that the CGAN model trained with both L1 and SSIM regularization
outperforms CGAN models trained with only L1, L2, or SSIM regularizations alone. Moreover,
the forecast accuracy of CGAN is compared with other state-of-the-art models, such as U-Net and
Persistence. Persistence assumes that rainfall remains constant for the next few hours, resulting in
higher forecast accuracies for shorter lead times (i.e., <2 h) measured by the critical success index
(CSI), probability of detection (POD), and Heidtke skill score (HSS). In contrast, CGAN trained with
L1 and SSIM regularization achieves higher CSI, POD, and HSS for lead times greater than 2 h and
higher SSIM for all lead times.

Keywords: weather prediction; precipitation prediction; deep learning; rainfall forecasting

1. Introduction

In recent years, rapid climate change and global warming have led to catastrophic
weather events, such as heavy rainfall and flash floods in various parts of the world [1].
Heavy rains, followed by strong winds, can cause significant economic and social losses.
“Precipitation nowcasting” refers to forecasting rainfall intensity in a region over a relatively
short period (between 0 and 4 h). Precipitation nowcasting provides multiple sectors,
including emergency management services, flood warning systems, and flight and ma-
rine operations, with warnings before heavy rainfalls. Additionally, short-term weather
forecasts are critical for outdoor activities, such as construction, roadworks, sports, and
community gatherings.

Deep Learning (DL) has revolutionized the field of computer vision due to its ability
to capture semantic information from images and videos [2]. Despite the promising
performance of current state-of-the-art models in predicting future radar echoes, the quality
of the predictions generated by these models is poor, often referred to as blurry predictions
in the literature [3,4]. For instance, using Mean Squared Error (MSE, a.k.a L2) or Mean
Absolute Error (MAE, a.k.a L1) losses in image-to-image prediction problems produces
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low-quality images due to uniform distribution assumption, which is not valid for multi-
modal data distribution. In addition, both L1 and L2 losses force the model to generate a
mean prediction of all possible outcomes, thereby losing sharp details such as edges and
color transitions between pixels.

The main contribution of this study is to improve the quality of forecasted images by
introducing an image quality metric, Structural Similarity (SSIM), as a regularization term
for the objective function of the Conditional Generative Adversarial Network (CGAN).
The SSIM is a visual image quality metric that measures structural changes such as local
structure, luminosity, and contrast between the ground truth and generated images. This
study conducts several experiments to demonstrate the superiority of the SSIM regular-
ization over other pixel-wise regularization approaches, such as L1 and L2, measured in
terms of the critical success index (CSI), false alarm ratio (FAR), Heidtke Skill Score (HSS),
probability of detection (POD), and SSIM.

The rest of the paper is organized as follows. Section 2 reviews the relevant literature
on precipitation nowcasting. Section 3 describes the data and preprocessing, followed by
the proposed methodology in Section 4. Finally, Section 5 discusses the experimental results,
and Section 6 concludes the paper with a summary of findings and future directions.

2. Literature Review

Both theoretical [5,6] and practical [7–11] application of ML in forecasting and predict-
ing spatial–temporal phenomena has been underscored in the literature. Random forest
and decision tree performed better in rainfall forecasting for shorter lead times [12,13].
Prudden et al. [14] comprehensively reviewed existing methods in radar-based nowcast-
ing. This study sheds light on the limitations of optical flow-based and persistence-based
methods and the scope of ML methods in precipitation nowcasting.

DL models are widely used in precipitation nowcasting. U-Net is a convolutional
neural network (CNN) commonly used for precipitation nowcasting [15]. A Small Attention
U-Net (SmaAt-UNet) was developed by adding an attention module and depth-wise
convolutions to the original U-Net architecture [16]. Although SmaAt-UNet performs the
same as U-Net, the number of trainable parameters is reduced to one-quarter. RainNet,
another member of the U-Net family, is inspired by SegNet and used in radar-based
nowcasting [17]. The attention mechanism in deep learning has shown promising results in
computer vision. Yan et al. [18] proposed multi-head attention in a dual-channel network to
highlight the critical areas of precipitation. Results indicate that the addition of multi-head
attention and residual connections to the CNN can precisely extract the local and global
spatial features of the radar image.

Some studies have used ConvLSTM for precipitation nowcasting [19–21]. Shi et al. pro-
posed two DL models, Trajectory Gated Recurrent Unit (TrajGRU) [22] and ConvLSTM [23],
for precipitation nowcasting. TrajGRU overcomes the location invariance problem in Con-
vLSTM using fewer training parameters. Most recent studies have applied generative
adversarial networks (GANs) [24] for weather forecasting [25]. For instance, Choi and
Kim [26] trained Radar CGAN on radar images with a spatial resolution of 128 × 128 km
and a temporal resolution of 10 min. They showed that Rad-CGAN outperforms U-Net and
ConvLSTM in terms of CSI. Few studies use satellite images for precipitation nowcasting.
Hayatbini et al. [27] used satellite images and applied CGANs to generate forecasts over
the contiguous United States for up to four hours of lead times. Their model outperformed
Precipitation Estimation from Remotely Sensed Information using Artificial Neural Net-
works for Cloud Classification System (PERSIAN-CSS) in terms of CSI, POD, FAR, MSE,
bias, and correlation coefficient. Despite the use of advanced DL models, such as U-Net,
and GANs in precipitation nowcasting, the predicted images often turn out to be blurry
due to the L1 or L2 losses [3,4].
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3. Data Description

The dataset used in this study was collected from the National Aeronautics and Space
Administration’s (NASA’s) Integrated Multi-Satellite Retrievals for Global Precipitation
Measurement (IMERG) algorithm [28], which provides precipitation estimates with a
spatial resolution of 0.1° × 0.1° (10 km × 10 km) all over the globe. We used half-hourly
final IMERG data from 1 January 2020–31 December 2020, positioned over the east coast
of the United States (−83° W–76.5° W, 33° S–40° S) with a spatial resolution of 0.1° × 0.1°
(10 km × 10 km) and precipitationCal as the variable of interest.

Our dataset is multidimensional, with latitude, longitude, and timestamp as dimen-
sions. Our program reads through the dataset for each timestamp and constructs a two-
dimensional matrix (also called a rain map) based on latitude and longitude. A rain map
represents the snapshot of the precipitation collected over the study region. The rain maps
have a dimension of 64 × 64, with each pixel representing average rainfall in the last 30 min
over 10 km × 10 km. Most rain maps contain pixels with low or no rain, so we created
two balanced datasets, Dataset-A and Dataset-B, by ensuring that each rain map has a
minimum number of rainy pixels, following a similar approach to that shown in [24].
Dataset-A contains at least 50% of pixels with rain, while Dataset-B contains at least 20%.
Both datasets have gaps in the timestamps because the rain maps that do not qualify for
the threshold were dismissed. We handle the gaps in both datasets by creating an empty
set and adding samples to it sequentially until the first gap is identified. We follow the
same process through the end of the dataset, generating several small subsets. Finally, we
treat each subset as a separate dataset and create input and output sequences. The input to
the model is a sequence of four rain maps (past 2 h) stacked along the channel dimension,
and the output from the model is a single rain map at a lead time of 30 min, 1 h, 2 h, or 4 h.
Therefore, the input and output dimensions are (64 × 64 × 4) and (64 × 64 × 1), respectively.

Dataset-A and Dataset-B are balanced datasets containing 944 and 3736 samples,
respectively. Although they have fewer samples than the original dataset (17,548), they are
suitable for this study to predict rainfall. Therefore, we evaluate our proposed model on
these two datasets. In the results section of this paper, we provide a detailed comparison of
CGAN’s performance on both datasets.

4. Methodology

4.1. Problem Statement

The radar echo extrapolation task can be viewed as a sequence-to-sequence prediction
problem as it considers the historical radar echo maps to forecast future radar echo maps.
The radar echo map/rain map at any time t is a tensor χ of shape A × B, where A and
B represent a rain map’s height (rows) and width (columns). In this study, A = B = 64.
The sequence of tensors from t = 1 to T is obtained by collecting rain maps at fixed time
intervals over T. Therefore, the spatial–temporal prediction problem can be obtained by
finding a function F to forecast a rain map at l time steps ahead given the sequence of j rain
maps, as shown below:

χt+1 = Fθ(χt−j+1 . . . χt) (1)

where θ denotes model parameters. In this study, the temporal interval between rain maps
is 30 min. The size of the rain map is 64 × 64, the value of j is empirically chosen to be 4,
and l is varied up to 8. For example, when j = 4 and l = 8, the past two hours of rain maps
are used to forecast a rain map after four hours.

4.2. Conditional Generative Adversarial Network (CGAN)

This study applies CGANs for precipitation nowcasting. GANs are generative models
that learn a mapping from a random noise vector z to output image y, G: z → y [29].
In contrast, CGANs learn a conditional generative model, i.e., instead, CGANs learn a
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mapping from both an auxiliary information x and noise random vector z to output image
y, G: {x, z} → y [30]. The following equation gives the objective function of CGAN:

G∗ = arg min
G

max
D

LCGAN (2)

where the generator (G) tries to minimize the objective against its opponent discriminator
(D), whereas D tries to maximizes the objective against its adversary G, and the loss function
of CGAN denoted as LCGAN is given by

LCGAN = Ey[log D(y)] +Ex,z[log(1− D(x, G(x, z))]. (3)

The use of pixel-wise loss functions such as L1 or L2 in the objective function of CGAN
is common in precipitation nowcasting literature [25–27]. This allows the generator to
produce images with pixel values close to the ground truth. However, a common limitation
of L1 or L2 loss functions is blurriness in the forecasts. This is because L1 or L2 loss functions
assume that noise is independent of the local image characteristics, whereas the sensitivity
of the Human Visual System (HVS) depends on the structural changes such as local contrast,
luminance, and structure. Other studies [4] support this argument, suggesting that L1 or
L2 loss functions assume global similarity but do not capture local structures or intricate
characteristics of the HVS, such as edges and color transitions between pixels.

4.3. CGAN with SSIM Regularization

To improve the quality of forecasted images, this study introduces the SSIM loss as a
regularization to the objective function of CGAN, which is given by the below equation.

G∗ = arg min
G

max
D

Ey[log D(y)] + Ex,z[log(1− D(x, G(x, z)))] + λ[1− 1
M

M

∑
k=1

SSIM(yk, yk
′)]. (4)

where SSIM(yk, yk
′) is the SSIM of the kth kernel window of the output image (y) and

generated image (y′), respectively, and M is the number of kernels. The penalty factor λ is
set empirically. When λ is set to zero, CGAN is trained using only the adversarial loss. If λ
is set to one, both the adversarial loss and SSIM loss are used in equal proportions during
training. However, if λ is set to a much larger value, the training of CGAN is primarily
optimized to minimize errors caused by the loss of structural information.

The Structural Similarity (SSIM) [31] is a perceptual metric that measures the quality
of an image. Unlike other metrics, SSIM requires both a reference image and a processed
image to calculate the similarity between the two. We use the following formula to compute
the SSIM value for two equal sized windows i and j of reference and processed image. For
simplicity, we use the notations i and j instead of yk and yk

′.

SSIM(i, j) =
(2μiμj + C1)(2σij + C2)

(μ2
i + μ2

j + C1)(σ
2
i + σ2

j + C2)
(5)

where the symbols μi, μj, σi, and σj represent the mean and standard deviation of pixel
values within windows i and j, respectively. The symbol σij represents the covariance
between the pixel values of windows i and j. The constants C1 and C2 are given by (k1L)2

and (k2L)2, respectively, where k1 and k2 are default values of 0.01 and 0.03, and L is the
dynamic range of pixels, which is 2Numbero f bits − 1.

Studies show that training deep learning models with a combined SSIM loss function
and pixel-wise losses such as L1 or L2 loss can improve the quality of forecasts for image-
to-image translation problems [32,33]. This is because L1 or L2 loss functions preserve
colors and luminance (local structure), whereas the SSIM loss function preserves contrast.
Therefore, we analyze the performance of CGAN by training the generator using different
combinations of SSIM and L1 or L2 loss functions. Excluding random noise (z) from
Equation (4), the generator can still learn a mapping from x to y, but it is highly sensitive
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to randomness because slight changes in x can significantly vary y. Our experimental
results found that the noise vector z has no impact on generator training because the same
results were produced with and without the noise vector. Therefore, we ignore the noise
vector z from the generator and instead use dropout as noise in the layers of the generator
during training and testing [30]. In pix2pix CGAN, U-Net is used for the generator and
Patch-GAN is used for the discriminator. It is worth noting that we utilized the pix2pix
version of CGAN [30], but with a slightly modified U-Net generator designed to fit the size
of our input image (64 × 64). Adam is the optimizer used with a learning rate of 0.0002,
and momentum parameters are 0.5 and 0.99. We determined the optimal hyperparameter
values for epochs, batch size, and penalty factor (λ) through hyperparameter tuning on
the validation set. The resulting values are as follows: 100 epochs, a batch size of 16, and
a penalty factor of 100. The patch size of the discriminator (a.k.a discriminator receptive
field) is set to 1 × 1 (PixelGAN).

4.4. Baselines (U-Net and Persistence)

To compare the performance of CGAN, we utilized two state-of-the-art baselines:
U-Net and Persistence. The architecture used for U-Net is identical to that of the CGAN
generator. We optimized U-Net for 100 epochs using Adam with a learning rate of 0.001 and
implemented an early stopping algorithm that halts the training process if the validation
loss fails to improve in the last ten epochs. We performed several experiments to train
U-Net using all combinations of loss functions for a fair comparison. However, due to space
constraints, we only reported the best values in Figure 1. Another commonly used baseline
in nowcasting is Persistence. It assumes that rainfall after a few hours is the same as the
present rainfall. Unfortunately, this baseline is challenging to surpass because it aligns with
the fact that weather does not change much in the span of few hours. In other words, there
is a possibility that rainfall remains the same during the observed and forecasted periods.

4.5. Evaluation Metrics

We evaluate all models in this study using several metrics, including CSI, FAR, POD,
HSS, and SSIM. To accomplish this, we begin by rescaling the pixel values of both the
predicted and ground truth images. Then, we convert these values to binary values using a
rainfall rate of 0.5 mm/h as a threshold, as outlined in previous research [19,23]. The SSIM
equation is already shown in Equation (5), while the mathematical formulas for the other
metrics are given in [21].

5. Results and Discussions

Table 1 shows the test accuracy of CGAN on Dataset-A for various regularizations. The
values highlighted in the bold indicate the best values for that lead time. It is noticeable that
the accuracy of CGAN decreases as the lead time increases, regardless of the regularization
used. However, CGAN trained using L1 and SSIM regularization outperformed other
regularizations in all metrics except POD. In other words, CGAN trained with L1 and
SSIM regularization has better CSI, FAR, HSS, and SSIM for all lead times than CGAN
trained with other regularizations. The CGAN model trained with the L2 regularization
has higher POD than models trained with other regularizations. This is unsurprising, as the
L2 regularization minimizes the mean square of pixel differences between observed and
forecasted images, resulting in pixel values closer to the average and fewer false negatives.
However, the FAR of the L2 regularization is higher than other regularizations as it predicts
the majority of non-rainy pixels as rainy pixels. Moreover, the CSI and HSS of the L2
regularization are lower than other regularizations due to more false positives. Lastly, the
SSIM of the CGAN model trained with the L2 regularization is less than models trained
with the SSIM regularization because L2 estimates rainfall intensity globally, while SSIM
estimates it locally. The model trained with L1 and SSIM regularization has less FAR than
other regularizations for all lead times. Additionally, the HSS of the CGAN model trained
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with L1 and SSIM regularization for a lead time of four hours is 0.25, which means the
CGAN model is 25% better than the random forecast.

Table 1. Test accuracy of CGAN on Dataset-A for different regularizations (the values in the bold
indicate the best values for that lead time).

Metric Regularization
Lead Time in Hours

0.5 1 2 4

CSI

L1 0.481 0.574 0.546 0.442

L2 0.562 0.575 0.547 0.481

SSIM 0.650 0.613 0.556 0.497

L2 + SSIM 0.677 0.624 0.559 0.495

L1 + L2 + SSIM 0.711 0.637 0.557 0.496

L1 + SSIM 0.713 0.642 0.598 0.505

POD

L1 0.811 0.775 0.724 0.634

L2 0.932 0.886 0.855 0.851

SSIM 0.917 0.880 0.839 0.837

L2 + SSIM 0.900 0.875 0.836 0.809

L1 + L2 + SSIM 0.822 0.785 0.738 0.652

L1 + SSIM 0.829 0.786 0.749 0.660

FAR

L1 0.186 0.238 0.308 0.405

L2 0.411 0.371 0.406 0.455

SSIM 0.303 0.332 0.369 0.446

L2 + SSIM 0.265 0.312 0.368 0.442

L1 + L2 + SSIM 0.163 0.229 0.305 0.406

L1 + SSIM 0.160 0.221 0.300 0.404

HSS

L1 0.455 0.578 0.443 0.239

L2 0.397 0.438 0.337 0.186

SSIM 0.454 0.510 0.399 0.212

L2 + SSIM 0.452 0.537 0.402 0.219

L1 + L2 + SSIM 0.702 0.596 0.455 0.249

L1 + SSIM 0.704 0.605 0.463 0.251

SSIM

L1 0.848 0.831 0.808 0.775

L2 0.835 0.810 0.780 0.748

SSIM 0.880 0.849 0.825 0.801

L2 + SSIM 0.880 0.847 0.826 0.803

L1 + L2 + SSIM 0.880 0.849 0.826 0.804

L1 + SSIM 0.880 0.849 0.826 0.806

Table 2 shows the test accuracy of CGAN on Dataset-B for various regularizations. The
values highlighted in the bold indicate the best values for that lead time. For Dataset-B, we
observe similar results as Dataset-A. That is, the forecast accuracy of CGAN decreases as
lead time increases, regardless of the choice of the regularization. In other words, as the lead
time increases, CSI, POD, SSIM, and HSS gradually decrease while FAR rises. Furthermore,
the forecast accuracy of CGAN improves when trained with combined regularization. As a
result, for all lead times, models trained with combined regularization have a lower FAR
than models trained with a single regularization. The CGAN model’s CSI, POD, and FAR
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on Dataset-B are less than those on Dataset-A for all lead times because Dataset-B has
fewer rainy pixels. However, the SSIM values for Dataset-B are higher and vary slightly
across lead times because 80% of pixels contain no rain. The HSS scores for both datasets
are greater than 0.5 for lead times up to 2 h, suggesting that our proposed model is 50%
better than the random model. Overall, the CGAN model trained with L1 and SSIM
regularization performs well for four out of five metrics for both datasets. These results
demonstrate that combining adversarial loss with L1 and SSIM regularization can produce
quality predictions similar to previous studies [32].

Table 2. Test accuracy of CGAN on Dataset-B for different regularizations (the values in the bold
indicate the best values for that lead time).

Metric Regularization
Lead Time in Hours

0.5 1 2 4

CSI

L1 0.607 0.522 0.409 0.310

L2 0.484 0.453 0.382 0.281

SSIM 0.587 0.512 0.409 0.306

L2 + SSIM 0.559 0.512 0.413 0.292

L1 + L2 + SSIM 0.623 0.525 0.415 0.311

L1 + SSIM 0.624 0.564 0.428 0.335

POD

L1 0.753 0.668 0.566 0.421

L2 0.858 0.852 0.822 0.708

SSIM 0.857 0.785 0.713 0.632

L2 + SSIM 0.863 0.764 0.681 0.601

L1 + L2 + SSIM 0.766 0.702 0.598 0.452

L1 + SSIM 0.750 0.696 0.571 0.451

FAR

L1 0.234 0.297 0.406 0.549

L2 0.470 0.531 0.542 0.602

SSIM 0.347 0.422 0.504 0.592

L2 + SSIM 0.377 0.425 0.505 0.589

L1 + L2 + SSIM 0.235 0.305 0.422 0.565

L1 + SSIM 0.202 0.235 0.354 0.403

HSS

L1 0.676 0.581 0.429 0.218

L2 0.498 0.418 0.333 0.182

SSIM 0.593 0.521 0.385 0.206

L2 + SSIM 0.602 0.548 0.402 0.221

L1 + L2 + SSIM 0.691 0.582 0.433 0.211

L1 + SSIM 0.696 0.618 0.442 0.212

SSIM

L1 0.933 0.912 0.914 0.905

L2 0.928 0.924 0.913 0.905

SSIM 0.942 0.922 0.918 0.902

L2 + SSIM 0.946 0.921 0.916 0.903

L1 + L2 + SSIM 0.945 0.921 0.918 0.902

L1 + SSIM 0.948 0.926 0.918 0.906

Figure 1 depicts the input and forecasted images generated using different regular-
ization terms on Dataset-A, specifically for a four-hour lead time. Both L1 and L2 losses
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accurately identified the rain location but lost intricate details such as sharp edges, es-
pecially for pixels with low rainfall. On the other hand, SSIM loss preserved color and
brightness but fell short in predicting intensity in some pixels if used alone instead of com-
bining L1 or L2 regularization. Finally, the combination of L1 and SSIM regularization looks
close to the target, whereas adding L2 to the SSIM regularization generated smooth edges.

Figure 1. Input and forecasted images for various regularization terms on Dataset-A for 4 h of
lead time.

We compare the forecast accuracy of CGAN with the baselines U-Net and Persistence.
As mentioned earlier, U-Net is also evaluated using different regularizations, but only
the best values are reported in Figure 2 for space constraints. Figure 2a provides the test
accuracy of models on Dataset-A. Notably, the reported results for CGAN are based on
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the L1 + SSIM regularization. Persistence shows a high POD, U-Net has a low FAR, and
CGAN has a high SSIM on average. Persistence performs slightly better than CGAN in
CSI, POD, and HSS for shorter lead times (up to one hour) because precipitation does not
vary significantly in one hour, making it challenging to outperform Persistence. However,
our CGAN model outperforms U-Net and Persistence in three out of five metrics for lead
times greater than one hour. Additionally, CGAN and Persistence beat U-Net for all lead
times in all metrics except FAR. Overall, CGAN scored 8, Persistence scored 7, and U-Net
scored 5 out of 20 (five metrics × four lead times), demonstrating the capability of CGAN
and the SSIM regularization.

Figure 2b compares the test accuracy of models on Dataset-B. These results follow the
same trend as Figure 2a. Overall, Persistence has a high POD, and CGAN has a low FAR
and high SSIM. Furthermore, CGAN and Persistence outperform U-Net for almost all lead
times and across all metrics. CGAN scored 12, and Persistence scored eight out of 20 (five
metrics × four lead times), highlighting the capability of CGAN and SSIM regularization
for precipitation nowcasting. An important observation from Figure 2a,b is that the POD
(recall) for Dataset-B is lower than for Dataset-A at all lead times because of the fewer rainy
pixels in Dataset-B than Dataset-A. This biases the CGAN model to forecast the majority
of the pixels as no rain, indicating that CGAN can achieve higher accuracy in forecasting
precipitation for longer lead times if more samples from the positive class (rainy pixels)
are available.

Figure 2. Test accuracy of models trained with L1 and SSIM regularization for (a) Dataset-A,
(b) Dataset-B measured using CSI, POD, FAR, HSS, and SSIM.
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6. Conclusions and Future Directions

This study demonstrates that using SSIM and mean absolute error (MAE, also known
as L1) regularization in CGAN’s objective function can result in higher-quality predicted
images, as measured by CSI, POD, FAR, HSS, and SSIM. Although the CSI, POD, and HSS
for Dataset-B are lower than those for Dataset-A due to the smaller number of rainy pixels
in Dataset-B, the proposed model can achieve higher forecast accuracy for larger datasets
with more positive samples.

To evaluate the effectiveness of CGAN, we compared it with other baselines such as
U-Net and Persistence. Persistence assumes that rainfall remains constant after a few hours,
making it a difficult baseline to outperform in weather prediction, particularly for shorter
lead times. Therefore, for up to one hour lead times, the CSI, POD, and HSS of Persistence
are greater than those of CGAN and U-Net. However, for two hours and longer lead
times, CGAN outperformed Persistence in terms of CSI, POD, and SSIM, demonstrating the
superiority of CGAN and SSIM regularization in rainfall forecasting for longer lead times.
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Abstract: The forecasting of a signal that locally satisfies linear recurrence relations (LRRs) with
slowly changing coefficients is considered. A method that estimates the local LRRs using the subspace-
based method, predicts their coefficients and constructs a forecast using the LRR with the predicted
coefficients is proposed. This method is implemented for time series that have the form of a noisy
sum of sine waves with modulated frequencies. Linear and sinusoidal frequency modulations are
considered. The application of the algorithm is demonstrated with numerical examples.

Keywords: time series; signal; forecasting; singular spectrum analysis; linear recurrence relation

1. Introduction

Let us consider the problem of forecasting time series using singular spectrum anal-
ysis (SSA) [1–6]. The theory of SSA is quite well-developed; there are many papers with
applications of SSA to real-life time series (see, for example, [6] and [7] (Section 1.7) with
short reviews). SSA does not require a time-series model to construct the decomposition
into interpretable components such as the trend, periodicities, and noise. However, for
prediction in SSA, it is assumed that the signal (the deterministic component of the time
series) SN = (s1, . . . , sN) satisfies some model, in particular, a linear recurrence relation
(LRR) with constant coefficients (maybe, approximately):

si+d =
d

∑
k=1

aksi+d−k for i = 1, . . . , N − d. (1)

This assumption is valid for signals in the form of a sum of products of polynomial,
exponential, and sinusoidal time series, in particular, a sum of exponentially modulated
periodic components. SSA also works for the case of trend extraction and the general case
of amplitude-modulated harmonics, where the model is satisfied approximately. However,
SSA is not applicable if the signal locally satisfies a changing LRR. An example of such
a signal is sinusoidal frequency-modulated time series. This paper aims to construct a
method for the prediction of time series locally governed by changing LRRs, staying within
the framework of SSA.

Let us consider the model of time series in the form of a noisy signal, where the signal
is locally governed by LRRs with slowly time-varying coefficients. A local version of SSA
has already been considered earlier for signal estimation [8]. However, it results in different
approximations of the segments of the time series and the prediction can be performed
based on the last segment only. In this paper, a local modification of the recurrent SSA
prediction, based on the construction of a prediction of the coefficients of the local LRRs,
is proposed. This modification was applied to time series in which the signal is a sum of
sinusoids with time-varying frequencies having non-intersecting frequency ranges, where
the instantaneous frequency of each summand is slowly varying.
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2. Basic Notions

2.1. Linear Recurrence Relations

Let us introduce several definitions. By time series of length N we mean a sequence of
real numbers XN = (x1, . . . , xN) ∈ RN . Consider a time series in the form of the sum of a
signal and noise XN = SN + RN and state the problem of signal forecasting.

A time series SN satisfies a linear recurrence relation (LRR) of order d if there exists a
sequence {ai}d

i=1 such that ad �= 0 and (1) takes place.
A time series governed by an LRR satisfies a set of LRRs, one of which has minimal

order; we will call it minimal LRR. Among the set of the governing LRRs, there is the
so-called min-norm LRR with the minimum norm of coefficients, which suppresses noise
in the best way [5] and is used for the recurrent SSA forecasting.

The characteristic polynomial of LRR (1) is defined as

Pd(μ) = μd −
d

∑
k=1

akμd−k.

The roots of the characteristic polynomial of the minimal LRR are called signal roots. The
characteristic polynomial corresponding to an LRR governing the signal includes the signal
roots, among others.

Remark 1. Since Pm(μ) =
m
∏

k=1
(μ − μk) = μm −

m
∑

k=1
akμm−k, the roots of the characteristic

polynomial provides the LRR coefficients, and vice versa.

The following result [9] together with Remark 1 shows how to find the roots of the

governing minimal LRR si+r =
r
∑

k=1
aksi+r−k using the common term of the time series SN .

Let μ1, . . . , μp be the roots of the LRR characteristic polynomial with multiplicities k1, . . . , kp.

The time series SN satisfies the LRR if and only if sn =
p
∑

m=1

(
km−1

∑
j=0

cm jnj

)
μn

m, where cm j ∈ C

depends on s1, . . . , sr.

Example 1. Consider the time series SN = (s1, . . . , sN) with sn = A cos(2πωn + φ), ω ∈(
0, 1

2

)
. Since A cos(2πωn + φ) = Ae−iφe−i·2πωn/2 + Aeiφei·2πωn/2, we have μ1 = e−i·2πω,

μ2 = ei·2πω. Therefore, the characteristic polynomial is Pr(μ) = (μ − μ1)(μ − μ2) = (μ −
e−i·2πωn)(μ− ei·2πωn) = μ2 − 2μ cos 2πω + 1. Thus, a1 = 2 cos 2πω, a2 = −1 and si+2 =
2si+1 cos 2πω − si.

Remark 2. The method for constructing the min-norm LRR of a given order with the given signal
roots is described in [10]. This method will be used in the algorithm proposed in Section 3.2.

2.2. Harmonic Signal with Time-Varying Frequency: Instantaneous Frequency

In this paper, the basic form of signals will be the discrete-time version of

s(t) =
p

∑
i=1

cos(2πωi(t) + φi), (2)

where ωi(t), i = 1, . . . , p, are slowly changing functions. Note that if ωi(t) are linear
functions, the signal satisfies an LRR; see [4] (Section 2.2) and Remark 1.

Let s(t) = cos(2πψ(t) + φ). The instantaneous frequency of the signal s(t) is defined
as ωins(t) = ψ′(t). The instantaneous period is the function Tins(t) = 1

ωins(t)
. If ωins(a) = 0

for some a, we put Tins(a) = +∞. The frequency range of the signal SN is the range
ωins([1, N]), that is, the image of [1, N].
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Example 2. For the signal s(t) = cos
(

2π
( t

100
)2
)

, the instantaneous frequency ωins(t) = t
5000

is a linear function; the frequency range equals ωins([1, N]) =
[

1
5000 , N

5000

]
. For the signal s(t) =

cos
( 2π

20
(
t + 5 sin 2πt

100
))

, the instantaneous frequency equals ωins(t) = 1
20
(
1 + 5·2π

100 cos 2πt
100
)

and
is a periodic function with period equal to T = 100; the frequency range is

ωins([1, N]) ⊂
[

1
20

(
1− π

10

)
,

1
20

(
1 +

π

10

)]
.

We assume that on short segments of time, the signals considered in Example 2 are
well-enough approximated by a sinusoid with a frequency equal to the instantaneous
frequency in the middle of the segment. This assumption will be used for the construction
of the signal-forecasting algorithm.

2.3. SSA, Signal Subspace and Recurrent SSA Forecasting

In the version for signal extraction, SSA has two parameters, the window length L,
1 < L < N, where N is the time-series length, and the number of elementary components
r. At the first step of SSA, the trajectory matrix of size L × K, where K = N − L + 1, is
constructed and then decomposed into elementary components using the SVD. The leading r
SVD components are used for the estimation of the signal and the signal subspace basis, which
is used for constructing the forecasting LRR. Here is the scheme of the method given in [6]:

X
T−−→
L

X =

⎛⎝ x1 x2 ... xK
x2 x3 ... xK+1
...

...
. . .

...
xL xL+1 ... xN

⎞⎠ SVD:(
√

λm ,Um ,Vm), Πr−−−−−−−−−−−−−→
r

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Lr = span(U1, . . . , Ur)

is the signal space;
Πr is the projector on Lr;
Ŝ = ∑r

m=1 Um(XT Um)T = ΠrX.

ΠH−−→ S̃ =

⎛⎜⎝
s̃1 s̃2 ... s̃K
s̃2 s̃3 ... s̃K+1
...

...
. . .

...
s̃L s̃L+1 ... s̃N

⎞⎟⎠ T −1
−−→ S̃.

Thus, a concise form of the SSA algorithm for signal extraction is

S̃ = T −1 ◦ΠH ◦Πr ◦ T (X),

where ΠH is the projector to the set of Hankel matrices, that is, the set of trajectory matrices.
The L-rank of a time series is the rank of its trajectory matrix T (X), or, equivalently,

the dimension of the column space of T (X). For infinite time series and L > r, the rank is
equal to the order of the minimal LRR governing the time series. For example, the rank of
the signal S∞ = (s1, s2, . . .) with the common term sn = A cos(2πωn + φ) and ω ∈

(
0, 1

2

)
equals two.

The construction of the forecasting min-norm LRR of order L− 1 based on the SSA
decomposition follows the formula for the LRR coefficients R [4] (Equation (2.1)):

R =
1

1− ν2

r

∑
i=1

πiUi =: (aL−1, . . . , a1), (3)

where Ui ∈ RL−1 is the vector Ui without the last coordinate, which is denoted by πi. The
forecast is constructed as s̃N+1 = ∑L−1

i=1 ais̃N+1−i.
In addition to forecasting, the SSA decomposition allows one to estimate the signal

roots. Let us describe the ESPRIT (see [7] (Algorithm 3.3) and [11]) for signal-root estimation.
We define U := [U1 : . . . : Ur], U the matrix U without the first row and U the matrix U

without the last row. The ESPRIT estimates of the signal roots {μk}r
k=1 are the eigenvalues

of a matrix that is an approximate solution of the equation UD = U; e.g., D = (UTU)−1UTU

for the LS-ESPRIT version.
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3. Signal Forecasting by Forecasting of Local LRRs

3.1. General Model of Signals

Let us describe a general model of time series, for which the developed approach to
forecasting will be applied. Consider the signal SN and take some natural Z, 1 < Z < N.
For a time series Y, we denote YA,B the series (yA, . . . , yB).

The signal model is

sn =
p

∑
j=1

ρn
j (n) cos(2πψj(n) + ϕj), (4)

where we assume that

1. For the time series S, on its sequential segments Si,i+Z−1 of length Z,
i = 1, . . . , N − Z + 1, every summand in (4) is well-approximated by a series in the
form sapprox

n = ρn
j (n0) cos(2πωj,0 · n + φ), where ωj,0 = ψ′j(n0) and n0 = n0(i) is the

middle point of the segment.
2. The series ρj(n) and ψ′j(n) behave regularly in n, 0 < ψ′j(n) < 0.5 and there exist

methods that can forecast such kinds of series.

To construct a forecast sN+1 one needs to find the instantaneous frequencies at the
point N + 1.

3.2. Algorithm LocLRR SSA Forecast

Hereinafter, we will consider the model XN = SN + RN , where SN = (s1, . . . , sN)
satisfies the conditions described above and RN is white Gaussian noise with zero mean
and standard deviation σ. Let Z(i) = Xi,i+Z−1, i = 1, . . . , W, where W = N − Z + 1.
The estimates of instantaneous roots, frequencies, moduli and LRR coefficients will be
enumerated according to the middle of the local segment. In particular, denote {a(i)k }r

k=1
the coefficients of the minimal LRR that approximates the local segment of the series
Si−[Z/2],i+[Z/2]−1 with the center in si.

The local segment of length Z has the structure depicted in Figure 1, where the middle
of Z(i0) is N + 1.

Time1 i i +
[

Z
2

]
Z(i)

i + Z− 1 N − Z + 1

Z(N−Z+1)

N

N −
[

Z
2

]
+ 1

Z(i0)

N +
[

Z
2

]

Figure 1. Scheme of moving segments.

3.2.1. Scheme

In the scheme below, we consider j = 1, . . . , p′, where p′ is the number of signal roots
with nonnegative imaginary parts (note that signal roots with negative imaginary parts are
conjugate to signal roots with positive imaginary parts):

XN {ρ
(i+[Z/2])
j }W

i=1
FOR MODs−−−−−−→ {ρ̃

(N+l)
j }M

l=1
↓ Z ↑ ↓

{Z(i)}W
i=1

ESPRIT−−−−→
L,r

{μ
(i+[Z/2])
j }W

i=1 {μ̃
(N+l)
j }M

l=1 → {R̃N+l}M
l=1.

↓ ↑
{ω

(i+[Z/2])
j }W

i=1
FOR ARGs−−−−−−→ {ω̃

(N+l)
j }M

l=1

Here {R̃N+l}M
l=1, where R̃k = (ãr, . . . , ã1) is the sequence of coefficients of the fore-

casting minimal LRRs. If the required length m of the forecasting LRRs is larger than r,
then we lengthen each R̃N+l , l = 1, . . . , M, to R̃(m)

N+l of the min-norm LRR of order m; see
Remark 2.
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The result is a sequence of coefficients of the forecasting min-norm LRRs {R̃(m)
N+l}M

l=1
of order m. To obtain the results, the series of moduli and frequencies should be forecasted
using some algorithms FOR MODs and FOR ARGs for each j.

After the sequence of coefficients is constructed, the forecasting values S̃N+1,N+M =
(yN+1, . . . , yN+M) are taken from the time series

yn =

⎧⎨⎩s̃n, n = 1, . . . , N,
m
∑

k=1
ã(n)k yn−k, n = N + 1, . . . , N + M,

where s̃n, n = 1, . . . , N, is the signal estimate obtained using SSA.

3.2.2. Algorithm in Detail

Let us formally describe the algorithm for forecasting the minimal LRRs (Algorithm 1).

Algorithm 1: LocLRR SSA Forecast
Input:
• time series XN = (x1, . . . , xN),
• forecast length M,
• local segment length Z,
• window length L,
• number r of leading eigentriples of the trajectory matrices of the local segments

that are used to find the estimates of the signal roots,
• length m of the forecasting LRRs,
• algorithm for forecasting the root moduli FOR MODs,
• algorithm for forecasting the instantaneous frequencies FOR ARGs.

Steps:

1. For each segment Z(i), i = 1, . . . , W, where W = N − Z + 1, estimate the signal

roots {μ
(i+[Z/2])
j }r

j=1 of the approximating series using ESPRIT with window
length L and signal rank r. Suppose that the estimates of the roots form complex-conjugate
pairs. Choose the roots with positive argument

{μ
(i+[Z/2])
j }p

j=1, i = 1, . . . , W, p = r
2 .

2. Arrange the first set of roots {μ
(1+[Z/2])
j }p

j=1 in descending argument order.

3. Order the sets of roots {μ
(i+[Z/2])
j }p

j=1, i = 2, . . . , W, so that the sum
p

∑
j=1

∣∣∣μ(i+[Z/2])
j − μ

(i+[Z/2]−1)
j

∣∣∣
is minimal among all possible permutations of {μ

(i+[Z/2])
j }p

j=1.

4. For each i = 1, . . . , W and j = 1, . . . , p, calculate the moduli ρ
(i+[Z/2])
j = |μ(i+[Z/2])

j | and the

frequencies ω
(i+[Z/2])
j =

Arg μ
(i+[Z/2])
j

2π . For j = 1, . . . , p, set the series

P(j) =
(

ρ
(1+[Z/2])
j , . . . , ρ

(N−[Z/2]+1)
j

)
and Ω(j) =

(
ω
(1+[Z/2])
j , . . . , ω

(N−[Z/2]+1)
j

)
.

5. Using the algorithms FOR MODs and FOR ARGs, for each j = 1, . . . , p, construct

the forecast
(

ρ̃
(N+1)
j , . . . , ρ̃

(N+M)
j

)
of the series P(j) and the forecast

(
ω̃
(N+1)
j , . . . , ω̃

(N+M)
j

)
of Ω(j), respectively.

6. Using the obtained forecasts of frequencies and moduli, calculate the roots

μ̃
(n)
j = ρ̃

(n)
j exp(i 2πω̃

(n)
j ), n = N + 1, . . . , N + M, j = 1, . . . , p, supplement them

by their complex conjugates and then, using the relation between characteristic
polynomials and LRRs (see Remark 1), find the sequence {R̃N+j}M

j=1 of the LRR

coefficients, R̃N+j =
(

ã(N+j)
r , . . . , ã(N+j)

1

)
.

Output: The sequence {R̃N+l}M
l=1 of coefficients of minimal LRRs of order r approximately

governing the future signal segments Sl+N−[Z/2]−1,l+N+[Z/2].
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Remark 3. If real-valued roots are obtained on some segments of Z(i), i = 1, . . . , W, we replace
the values of the roots with missing values. That is, for i = 1, . . . , W and j = 1, . . . , r such that
μ
(i)
j ∈ R we put μ

(i)
j := NA (not available). Possible gaps in the series of frequency estimates can

be filled in; e.g., one can fill them with the iterative gap-filling method [12]; see also the description
of the igapfill algorithm in [7] (Algorithm 3.7).

An appropriate choice of the algorithms FOR MODs and FOR ARGs depends on the
form of the frequency modulation.

Finally, each LRR of {R̃N+j}M
j=1 is enlarged to a min-norm LRR of length m with

coefficients {R̃(m)
N+l}M

l=1 (see Remark 2) and this enlarged LRR is used for the prediction
of sN+l .

4. Examples

4.1. Description

In this section, we demonstrate the forecasting using the LocLRR SSA Forecast algo-
rithm. The following types of time series were considered.

4.1.1. Sinusoid with Linearly Modulated Frequency

The signal has the form

s(t) = cos(2π(at)2), a �= 0.

The instantaneous frequency is ωins(t) = 2a2t; the frequency range is ωins([1, N]) =[
2a2, 2a2N

]
. We will consider such values of the parameter a and series length N at which

the frequency range ωins([1, N]) ⊂ (0, 0.5). Since the instantaneous frequency is a linear
function, we will take the linear-regression-prediction algorithm as FOR ARGs.

4.1.2. Sinusoid with Sinusoidal Frequency

The signal is

s(t) = cos(2πωext(t + b sin 2πωintt)), b > 0,

ωext, ωint ∈ (0, 0.5), where ωint is much smaller than ωext. The instantaneous frequency
equals ωins(t) = ωext(1 + 2πωintb cos 2πωintt); the frequency range is ωins([1, N]) =
[ωext(1− 2πωintb), ωext(1 + 2πωintb)]. We will consider values of signal parameters and
series lengths such that ωins([1, N]) ⊂ (0, 0.5). The rank of the time series of the series ΩN
of instantaneous frequencies with terms ωn = ωins(n), n = 1, . . . , N, is equal to 3. There-
fore, we take the recurrent SSA forecasting algorithm with r = 3 as FOR ARGs; the window
length L is chosen to be half of the length of the frequency-estimation series following the
general recommendations.

Since we do not consider time-varying amplitude modulation in the examples, we
take the forecast of moduli series using the average value over local intervals as algorithm
FOR MODs.

4.1.3. Sum of Sinusoids

The signal is

s(t) =
p1

∑
j=1

cos(2π(ajt)2) +
p2

∑
k=1

cos
(

2πωext
k

(
t + bk sin 2πωint

k t
))

, (5)

aj �= 0, j = 1, . . . , p1, ωext
k , ωint

k ∈ (0, 0.5), bk > 0, k = 1, . . . , p2. We will consider the signal
parameters and the time-series length N such that the frequency ranges of the summands
are not mutually intersected and the frequency range of each summand belongs to the
interval (0, 0.5).
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The frequencies corresponding to the signal summands of s(t) will be forecasted
either with linear regression or with SSA, based on the type of obtained estimates of the
instantaneous frequencies on the local segments. The moduli will be predicted using the
average of the estimates over the local segments.

In numerical examples, we will consider the signal parameters such that the instan-
taneous frequencies are slow-varying functions. Since the examples under consideration
satisfy the general time-series model (Section 3.1), the LocLRR SSA-forecast algorithm can
be used for forecasting.

In real-life problems, the value of the optimal LRR order m can be chosen based on the
training data. In the model examples, the value of the optimal LRR order m will be chosen
by trying all possible values of m in the range from r to Z and comparing the mean squared
errors (MSE) of the predictions.

The following approach was used for choosing the length Z of local segments. We take
such a value of the parameter Z that most of the local segments Z(i), i = 1, . . . , W, contain
at least 2–3 instantaneous periods of each summand of the signal satisfying model (5). For
small Z, we obtain estimates of the instantaneous frequency with large variability, whereas
for large Z, we have a considerable bias. The necessary condition for appropriate values of
Z is that there are no (or a few) segments providing real-valued roots.

4.2. Numerical Experiments

Consider the following numerical examples:

• Sinusoid with linearly modulated frequency,

sn = cos
(

2π
( n

100

)2
)

(denoted by cos(n2));
• Sinusoid with sinusoidal frequency modulation,

sn = cos
(

2π

20

(
n + 5 sin

2πn
100

))
(denoted by cos sin(n));

• Sum of sinusoids with linear and sinusoidal frequency modulations,

sn = cos
(

2π
( n

100

)2
)
+ cos

(
2π

10

(
n + sin

2πn
100

))
(6)

(denoted by cos(n2) + cos sin(n));
• Sum of two sinusoids with sinusoidal frequency modulation,

sn = cos
(

2π

20

(
n + sin

2πn
100

))
+ cos

(
2π

10

(
n + 2 sin

2πn
140

))
(denoted by cos sin(n) + cos sin(n)).

We compare the proposed LocLRR SSA-forecast algorithm (denoted by “alg”) with
two simple methods:

• Forecasting by constant, which forecasts by zero, since we consider time series with
zero average (denoted by ‘by 0’).

• Forecasting using the last local segment, which is performed with the min-norm LRR
computed using the roots of the last local segment Z(N−Z+1) = (xN−Z+1, . . . , xN)
(denoted by ‘last’).
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Let us consider accuracies of M = 30 step ahead forecasts for time series of length
N = 300. For each example, the prediction is performed for the pure signal and the noisy
signal, where the noise is white Gaussian with standard deviation σ = 0.25. In the noisy
case, a sample of size P = 100 is used for the estimation of accuracy.

Let {X(i)
N }P

i=1 be the time-series sample. The prediction error is estimated as RMSE =√
1
P

P
∑

i=1
MSE(S̃(i)N+1,N+M, SN+1,N+M).

The results are shown in Table 1, where the best results are highlighted in bold.
They confirm the advantage of the proposed method over the simple methods under
consideration.

Table 1. RMSE of forecasts; ‘alg’ is the proposed algorithm; m is the optimal length of the forecast-
ing LRRs.

Signal SN σ by 0
Last Alg

RMSE m RMSE m

cos(n2)
0 0.689 0.717 2 0.014 3

0.25 0.733 0.754 5 0.135 11

cos sin(n)
0 0.698 0.309 2 0.097 2

0.25 0.741 0.438 5 0.232 6

cos(n2) + cos sin(n)
0 1.060 0.880 6 0.184 4

0.25 1.089 0.958 10 0.295 12

cos sin(n) + cos sin(n)
0 0.873 0.587 4 0.191 5

0.25 0.908 0.656 28 0.291 15

4.3. Detailed Example

To demonstrate the approach more clearly, let us consider the example (6) without
noise; see Figure 2. Take Z = 61, L = 30, r = 4.

The results of forecasting the signal root corresponding to the first summand are
shown in Figure 3, and the results of forecasting the signal root corresponding to the second
summand can be seen in Figure 4. The frequency ranges of modulations in the summands
are approximately [0, 0.06] and [0.094, 0.106], respectively. The forecasts are depicted in
Figure 5 (forecasting with the last segment) and Figure 6 (forecasting with the proposed
algorithm). Since there is no noise, the optimal LRR length m is small; here, m = 4.

Figure 2. Initial signal sn = cos
(

2π
( n

100
)2
)
+ cos

(
2π
10

(
n + sin 2πn

100

))
.
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Figure 3. Forecasting the series of linear instantaneous frequencies for the summand cos
(

2π
( n

100
)2
)

.

Figure 4. Forecasting the series of sinusoidal instantaneous frequencies for the summand

cos
(

2π
10

(
n + sin 2πn

100

))
.

Figure 5. Forecasting using the last local segment, RMSE = 0.88. A shift is clearly seen.

Figure 6. Forecasting using LocLRR SSA forecast, RMSE = 0.2. There is no shift.
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5. Conclusions

In this paper, we proposed a method for forecasting time series that extends the capabili-
ties of SSA and allows one to predict time series in which the signal just locally satisfies LRRs.
A regular behaviour of the coefficients of the governed LRRs was assumed. In [6] (page 9),
it was stated for the considered type of time series that “[t]he problem is how to forecast
the extracted signal, since its local estimates may have different structures on different time
intervals. Indeed, by using local versions of SSA, we do not obtain a common nonlinear
model but instead we have a set of local linear models”. In this paper, we proposed an
answer to the problem of prediction of local structures of time series for some class of signals.

We constructed an algorithm for predicting local structures of time series that are the
sum of frequency-modulated sinusoids and showed that the proposed forecasting method
gives reasonable results for the cases of linear and sinusoidal frequency modulations.

Certainly, the considered comparison with a couple of simple methods is not enough;
a more extensive comparison should be performed in the future. However, the results of
this work show that the proposed approach based on the prediction of the coefficients of
LRRs is promising.
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Abstract: Traffic incidents usually have negative effects on transportation systems such as delays
and traffic jams. Therefore, a traffic incident response plan can guide management actors and
operators to take action effectively and timely after traffic incidents. In this paper, an approach has
been proposed to generate and evaluate traffic incident response plans automatically when a traffic
incident is detected. In this approach, a library of response action templates has been constructed
beforehand to be used in the real-time generation process of a response plan template. According
to the type and severity of the detected and confirmed traffic incident, a combination of relevant
response action templates will provide a set of response plans. In addition, we have developed a
simulation model for the study area by using Aimsun Next software (version 20.0.3), developed by
Aimsun, to evaluate the performance of the generated response plans. Therefore, the simulation
outcomes determine the rank of the generated response plans including the optimal response plans.
The proposed approach considers the characteristics of input traffic incidents and transport road
networks to generate response plans. Furthermore, the choice of the optimal response plan considers
the characteristics of the input traffic incident. The implementation results show that the generated
response plans can enhance and improve the overall network performance and conditions efficiently.
In addition, the response plan ranking is considered to be a supportive tool in the network operators’
decision-making process in terms of the optimal response plan to be implemented or propagated.

Keywords: road traffic incident; traffic management system; response plan; response action; road
traffic simulation; simulation network statistics

1. Introduction

Traffic incidents may cause property damage, injuries, and fatalities. Furthermore,
they can quickly lead to congestion and associated travel delay, increased pollutant emis-
sions, and wasted fuel. An incident represents any unpredictable occurrence that disrupts
traffic flow and reduces roadway capacity such as a broken-down vehicle, accidents and
collisions, fires, or hazardous material spills. Traffic management represents a crucial
tool in minimizing the impact of incidents and the negative consequences on network
safety and efficiency [1]. Moreover, traffic incident management represents an important
component of intelligent transportation systems for reducing the durations and impacts of
traffic incidents through systematic, coordinated, and pre-planned use of human resources
and equipment [2]. Therefore, once an incident is detected and confirmed, the incident
response management system must operate in order to maintain a reasonable level of safety
for all road users, preserve and protect human life, and minimise travel delay [3].

Generally, a traffic incident response plan can be defined as a preprepared artificial doc-
ument containing some guidance and instructions for responders and traffic network actors
in order to make a decision rapidly, accurately, and orderly during incident response [4].
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Therefore, road users must be supplied with timely, useful, and accurate information to
minimise the traffic impact of an incident (e.g., advise them to avoid the problem area by
using variable message signs—VMS). In addition, the traffic management operator must
review and approve the response plan before sending the messages (e.g., encouraging
diversion) out to the signs [3]. An emergency response plan may include the following
elements: traffic diversion, traffic flow regulation, and the dynamic dissemination of infor-
mation (e.g., traffic conditions, traffic speeds, routing, and changes in roadway geometry)
to road users [1].

Emerging situations on the different transportation services (e.g., traffic incident) can
be defined and will delineate scenarios by using various predictive analysis and anomaly
detection algorithms. For each scenario, different response plans can be generated in a
dynamic manner. Response plans may contain multiple device level mitigation measures
ranging from a “light” response to a “severe” response, and it is expected that the “intensity”
of the response plans depends on or is proportional to the severity of the traffic incident.
The mitigation measures within each response can be different, and the response variables
can be configured according to the severity of the traffic incident. Each response plan
can be evaluated with the use of simulations, or data-driven analytics, and the results of
the evaluations can be presented to the network’s operators for further arbitration and
decision-making.

In this paper, we describe an automated approach for generating and evaluating traffic
incident response plans that is being developed in the context of FRONTIER, an EU funded
research project. The proposed approach involves two main components: the Response
Plans Generation Module (RPG) and the Response Plans Scoring Module (RPS). The first
component will generate a list of response plans based on the scenarios that may be enacted
on the network. Essentially, each response plan represents a configuration of a pre-defined
template that includes a sequence of network management actions such as the opening
and closing of road lanes, variable speed limiting, and traffic redirection. However, the
second component, RPS, measures and assesses the impact of each response plan on the
network performance (e.g., traffic flow, speed, density, and travel time). This response
plan evaluation may support the decision-making process that needs to be done at some
point by traffic management and network’s operators. We have developed and calibrated a
simulation model for the study area using Aimsun Next software to be used for simulating
and assessing the impact of different response actions of each response plan generated.

The remainder of this paper is organised as follows. In Section 2, we discuss related
work, and in Section 3, we present the proposed approach and describe the details of its
elements. Then, in Section 4, we discuss the implementation of the proposed approach,
describe some example experiments, and demonstrate the results of these experiments.
Finally, in Section 5, we conclude with a summary of the current status and future work
regarding the proposed methodology.

2. Related Work

Traffic incident response plans guide traffic management actors and operators to take
actions effectively and timely after traffic incidents. Considering and using such response
plans will alleviate traffic congestion, save many losses, and increase safety.

An innovative real-time incident management platform has been introduced in [5] to
detect and then classify incidents into two types, recurrent and non-recurrent, based on
their frequency and characteristics. When an accident is detected and confirmed by the
system, the platform triggers either a data-driven machine learning module (if the incident
is recurrent) or traffic simulation modules (if the incident is non-recurrent). Therefore, for
the non-recurrent incidents, the process of choosing the most appropriate response plan
will mainly depend on the simulation output.

In another study, a real-time management system for traffic incident response plans
has been developed in [4] in order to automatically and timely generate and manage traffic
incident response plans. Three indicators were used to measure the system performance:
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precision, P; recall, R; and indicator, F. The method contains four procedures: case repre-
sentation, case retrieval, case revision, and case learning. Therefore, when a traffic incident
is verified, the response plans database will be triggered by the emergency management
centre to generate response plans.

Additionally, a traffic management system has been proposed in [6] at a traffic control
centre to support traffic management authorities in the traffic flow management task in
Beijing. The system consists of a traffic modelling system, a traffic plan builder, and a traffic
plan selector. It generates optimum traffic response plans based on traffic incidents, and for
a given traffic incident, the traffic operations are analysed and simulated to provide the
quantitative evaluation results for these alternatives. A traffic plan builder provides several
features to help the operator to select the needed traffic measures (traffic diversion, entry
gating, of promoting traffic flows of diversion routes) in response to a specific incident and
automatically suggests the corresponding traffic control aspects.

To minimise an incidents impact (i.e., congestion, queues, and travel delays) on
traffic, [1] designed a system to support traffic control operators when they select traffic
incident response measures. The system uses a set of parameters such as demand, incident
severity, and duration to select the most suitable traffic response plan. It predicts the
duration of the input incident and estimates the impact area extent and the travel delays
that will be caused by the incident in order to select a response plan. Each response plan
includes a number of strategies to manage traffic flow such as diversion traffic volumes,
diversion points, termination points for diversion, diversion routes, VMSs state, and new
timing for traffic signals.

In order to achieve a state-of-the-art traffic management software system, ref. [7]
implemented traffic incident response strategies using a real-time knowledge-based expert
system. The real-time incident response plan generation subsystem provides response
plans that are customised for the characteristics of the given incident. Response plans can
be generated from incident data and can support various actions such as messaging signs
and sending emergency vehicles to the location of the incident. Generating device states to
support a response plan represents a key function of this subsystem. Six types of devices
were involved: lane use signals (LUS), variable message signs (VMS), variable speed limit
signs (VSLS), traffic signals (TS), blankout signs (BOS), and highway advisory radio (HAR).

In addition to this, some of the earlier studies that address traffic incidents, response
plans and strategies, incident impacts, and evaluation of response plans have been reviewed
and are described in Table 1.

Table 1. Examples of some studies related to traffic incidents and response plans.

Reference Description

[8]
Designed a simulation and evaluation framework to model an emergency response
system for highway traffic safety and security or for minimising the average
response times associated with different accidents on the road.

[9]
Assessed and enhanced traffic incident management techniques by using a
scenario-based assessment methodology involving macroscopic traffic simulations,
traffic performance calculations, and cost–benefit analysis.

[10] Evaluated the impacts of incident management strategies such as ramp metering,
VMS, and VSLS using a large-scale microsimulation model.

[11] Analysed the impact of incidents in an urban traffic system by using flow data
collected from loop detectors.

[12] Analysed a wide range of traffic incidents and responses for the set of critical
locations on a test network by using VISSIM microsimulation.

[13] Introduced a method for deriving an optimal dispatching strategy for incident
response by integrating GIS, traffic simulation, and optimisation systems.

[14]
Introduced a discrete time train and passenger simulation engine for urban railway
networks and a mixed integer programming formulation for the problem of finding
an optimal action plan as a response to an incident.

[15] Examined and improved indicators for better incident prioritisation and
development of rapid incident response plans.
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The existing research efforts regarding real-time generation of traffic incident response
plans as part of traffic incident management systems are somehow limited. In addition,
most of these efforts address the problem without considering the effects of some traffic
incident characteristics, such as incident location, start time, duration, type, and severity,
on the generated response plans. Therefore, the performance and effectiveness of the
existing real-time methods are uncertain. Therefore, our suggested approach for generating
and evaluating traffic incident response plans represents a contribution to address the
limitations of current practices by considering the following:

• The library of response action templates used to generate the appropriate response
plans has been principally constructed by considering the characteristics of the road
network (e.g., motorway or urban area) of the study area.

• The characteristics of the input traffic incident (i.e., incident type and severity) have
been used to determine which response actions will be included in the response
plan template.

• The impact of input traffic incident characteristics (i.e., incident location, time, and
duration) has been considered in the response plan application and evaluation process.
Therefore, ranking and suggesting optimal response plans will be largely affected by
the traffic incident characteristics.

3. Approach

The proposed approach uses the anomalies and critical situations detected in the
traffic network as input to generate many response plans aiming to optimise the transport
network. Each response plan contains a set of actions that can adjust supply or/and
demand features of a transport network in an optimal way. In addition, this approach uses
Aimsun Next simulation framework to assess the response plans generated. Therefore,
this approach aims to be enacted after an incident has been identified in the network to
provide capabilities for the generation of appropriate response plans along with their scores.
Each response plan includes a number of measures that aim to alleviate the network-wide
congestion and restore the network conditions to normal. The overview diagram of the
response plans generation and evaluation approach is depicted in Figure 1. It contains two
main components: Response Plans Generation Module (RPG) and Response Plans Scoring
Module (RPS).

Figure 1. Overview of the proposed approach.

3.1. Response Plans Generation Module—RPG

This component is responsible for building and constructing the traffic incident re-
sponse plans when a traffic incident is detected and verified (Figure 1). It has been assumed
that the input traffic incident can be identified through automatic (e.g., via a dedicated
incident detection system) or manual means (e.g., the network operators insert a traffic
incident in the corresponding traffic management system). Figure 1 illustrates that the
Network Monitoring System—NMS—(for example) is responsible for detecting critical net-
work anomalies that require specific remedial actions and response plans. In addition, NMS
is responsible for making the detected incidents (i.e., timestamp, duration, location, type,
and severity) available to the RPG (e.g., via a message or through a dedicated dashboard).
Therefore, the RPG will be triggered by traffic incidents detected and verified by the NMS.
Figure 2 shows an example for the main characteristics of a verified traffic incident. For
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each detected and verified traffic incident, the RPG will generate a collection of response
plans that will assist in the mitigation of the incident’s impact on the network capacity or
demand conditions. It has also been considered in the proposed approach that the types of
input traffic incidents can be categorised into five key categories (Table 2), and the severities
of the input traffic incidents can be categorised into three key categories (Table 3).

Figure 2. An example of verified traffic incidents.

Table 2. Types of input traffic incidents.

ID Description Examples

U1 Unplanned: road-based incident

Overturning of a truck, road accident, accident, traffic congestion,
broken down vehicle, closed road, obstacle on the roadway,
impassable water, pedestrians crossing the road, live animal on
the roadway.

U21 Unplanned: public transport-based incident—road Disrupted bus service, diverted bus service.

U22 Unplanned: public transport-based incident—rail Metro station closure, broken down train, voltage drop in railway
network, obstacle on the railway.

U3 Unplanned: other incidents severe weather conditions, flood, fire, strong wind, tornado.

P Planned incident Sport event, recurring congestion, concert, exhibition,
demonstrations, protests, road work, forecasted extreme weather.

Table 3. Severities of input traffic incidents.

ID Description Examples

M Minor incident Minor, low impact, slight, small, insignificant, trivial, negligible.
J Major incident Major, medium, substantial, great, considerable, significant.
C Critical incident Critical, high, severe, extreme, acute, crucial, serious, strong.

Figure 3 shows the main subcomponents of Response Plans Generation Module (RPG),
including the Response Plans Template Manager (RPTM) and the Response Plans Building
Module (RPBM). Effectively, the library of response action templates (RPTM) must be
constructed in advance and before it can be utilised by the RPBM. Therefore, the RPBM
will use this built library of response action templates every time an input traffic incident
triggers the RPG.

In the proposed approach, a library of pre-defined templates of response actions is
required to facilitate the operation of the RPG and the real-time generation of appropriate
response plans. Additionally, these pre-defined templates need to be categorised according
to the characteristics of potential input traffic incidents to support the process of selecting
the suitable response actions. Each template will specify what required or optional actions
are applicable for each incident and some default values for the initialisation of the response
plan. For example, a template that can be used as a response plan for a bomb threat at
a metro station will have a required action to ‘suspend a specific metro service (or all
services)’. The default initialisation value would be to suspend all services that pass
through the station for which the thread has been made.
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Figure 3. Operational workflow of the response plans generation and evaluation approach.

3.1.1. Response Plans Template Manager—RPTM

This subcomponent is responsible for creating a library of categorised templates
of response actions that mainly construct the templates of response plans as a basis for
generating traffic incident response plans. In the proposed approach, constructing this
library considered the literature review of the related studies and the response logic (i.e.,
traffic management systems) of network operators in the study area, which is the Athens
Airport—Metamorfosis corridor. The response logic algorithms and heuristics express
the qualitative knowledge for the handling of traffic incidents by each actor. Therefore,
the traffic management procedures of network operators (Attiki Odos, Attiko Metro, and
OASA) of the Athens corridor have been considered and utilised for developing and
constructing the mentioned library of categorised response action templates. As a result
of extensive consideration of the related literature and the concept of operation for the
different network operators, twenty-nine abstract response action templates have been
identified. These templates include informative, executable, and simulatable response
actions. Despite the templates having a unified format, the values of their variables may
differ from one response action template to another.

Each response action template is labelled by both of the related incident types (i.e.,
U1, U21, U22, U3, and/or P in Table 2) and the related incident severities (i.e., M, J,
and/or C in Table 3). These categorised templates of response actions are stored in a
dedicated data storage (or a file system) to be accessed and used by the Response Plans
Building Module—RPBM. Table 4 represents some examples of these identified templates
of response actions. As mentioned above, constructing the library of response action
templates needs to be accomplished just once for a given study area before the approach
can deal with any input traffic incident and generate the appropriate response plans (RPBM
in Figure 3).

Table 4. Examples of identified response action templates.

ID Response Action Name
Type Severity

U1 U21 U22 U3 P M J C

2 Inform and advise the road users via a specific VMS
(i.e., to redirect or change mode).

8 Close an upstream corridor/motorway entrance.
10 Close some or all lanes of a section/road.
15 Send more staff to a metro station for assistance.
23 Temporary alteration and redirection of a bus service route.

3.1.2. Response Plans Building Module—RPBM

This subcomponent is responsible for generating a set of response plans for each
detected and verified traffic incident. According to the type and severity of the input
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incident, this subcomponent picks up the relevant templates of response actions (that
were constructed earlier and stored in the data storage) to build a response plan template.
Therefore, the generated response plan template represents a combination of all relevant
response action templates, and each response plan represents a configuration of this created
response plan template. Response Plans Template Manager—RPTM—identified all possible
configurations for each template of response actions and possible values of its variables
according to the incident severity. Therefore, the number of possible configurations for a
response plan template determines the number of response plans that can be generated
for a given traffic incident. Having the input traffic incident shown in Figure 2, the RPBM
generates the response plan template demonstrated in Table 5. This template includes
21 templates of response actions that can provide 128 response plans (combinations of all
possible values of variables).

Table 5. The generated response plan template for the traffic incident in Figure 2.

ID Response Action Values Simulation

1 Providing information to the road users via media and
call centre.

2 Inform and advise the road users via a specific VMS (i.e., to
redirect or change mode).

3 Inform and advise metro/train passengers via a specific
VMS at metro stations.

4 Inform and advise passengers via app & DMS at bus stops
and in-vehicle screens.

5 Contact the traffic police and exchange information.
6 Activate a VSLS in a specific road/location.

7 Divert/redirect traffic from a specific corridor/road to
other major arterials. 75, 90

8 Close an upstream corridor/motorway entrance.

9 Temporary application of variable speed limiting at
specific roads/sections. 75, 90

10 Close some or all lanes of a section/road.
11 Open the toll in a specific interchange.
12 Apply dynamic toll pricing. 60, 80
13 Divert/redirect some road users to a P&R station/facility. 5
14 Send patrols, ambulance, and traffic police for assistance.
17 Increase the frequency of a metro service. 50, 100
18 Increase the frequency of a bus service. 50, 100
19 Deployment of an on-demand bus service. 5
21 Divert/redirect m% of traffic/users to bus services. 3, 4
22 Divert/redirect n% of traffic/users to metro/train services. 3, 4

23 Temporary alternation and redirection of a bus
service route.

29 Control of a specific signalised intersection.

3.2. Response Plans Scoring Module—RPS

This component is responsible for assessing and evaluating the impact of the response
plans generated by the RPG component. It uses the simulation framework (i.e., Aimsun
Next) to calculate Key Performance Indicators (KPIs) for each response plan. For a given
response plan, the RPS calculates and compares two scenarios: the baseline scenario, where
only the actions representing the traffic incident (e.g., closing two lanes) are considered and
simulated, and the response scenario, where all actions representing both the traffic incident
and response plan are considered and simulated. Therefore, Aimsun Next framework
simulates these scenarios for each response plan and produces relevant KPIs. The latter are
used to assess the traffic conditions both at baseline conditions, as well as assess generated
response plans. A list with all possible KPIs is specified within the online Aimsun Next
manual [16]. Therefore, amongst the types of output that the Aimsun Next can provide,
statistical data is of special relevance and, more specifically, a selection of relevant KPIs will
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be consumed by the RPS. Such KPIs may, but are not limited to, include delay time, density,
flow, speed, mean queue, and travel time.

It has been assumed that some of the response actions that construct the generated
response plan can be simulated (tic sign in Table 5) while other actions are either non-
simulatable (e.g., contact the traffic police and exchange information) or have a trivial effect
on the simulation outcomes (e.g., deployment of an on-demand bus service). Considering
the response plan template in Table 5, sixteen response plans can be simulated and evalu-
ated (a combination of actions 7, 9, 21, and 22). Here, the baseline scenario represents the
simulation of action 10 while the response scenario represents the simulation of actions 7, 8,
9, 10, 13, 21, and 22.

As a result, these calculated KPIs may be used to rank the response plans generated
for a given traffic incident. This ranking of response plans can support the stakeholders or
network operators to select and follow the optimal response plan. Alternatively, these KPIs
can be used by another component or service (recommendation system in Figures 1 and 3)
that can further analyse and process these KPIs along with other aspects of the response
plans (e.g., safety, environmental impact, and passengers’ satisfaction) to more precisely
suggest and recommend the optimal response plan.

4. Results and Discussion

The proposed approach is being implemented using a micro-services architecture in
order to ensure that it can be integrated with other potential components and secure the
interoperability of the suite of integrated services. Various traffic conditions, strategies, and
mechanisms have been used with Aimsun Next software to simulate different traffic re-
sponse actions (defined as simulatable actions) of response plans. At this stage, this mainly
includes lane closure, speed reduction, forced turn, and demand reduction. Therefore, the
simulatable response actions of a given response plan have been represented within the
simulation network and model using the python scripting approach that is offered and
supported by Aimsun Next software.

We have tested the proposed approach through a number of experiments in order to
investigate its efficiency and performance. Various input traffic incidents (with different
types and severities) have been applied in these experiments to demonstrate the details of
the generated response plans. Furthermore, the impact of the generated response plans
on the network performance has been assessed by using Aimsun Next software and a
network simulation model for the Athens Attiki Odos corridor, which we have developed
and calibrated.

After constructing the library of response action templates, the response plan template
(e.g., Table 5) and all generated response plans represent the main outcome of the proposed
approach. However, the results of simulating these generated response plans represent their
evaluation (or rank), which needs to be considered in the process of selecting the optimal
response plan. Figure 4 shows the results of simulating the generated response plans from
Table 5. Each variable value (e.g., the most top left circle on the blue polyline—speed) for
each response plan (e.g., speed for response plan 1) represents the percentage by which this
variable value has been changed from the baseline scenario (do-nothing) to the response
scenario (response plan application). For example, the most top left circle indicates that
the application of the first response plan (RP1) will increase the traffic speed by 38.30%
compared to the “do-nothing” or baseline scenario. Figure 4 shows that almost all of the
variables seem to be rather invariant across the different response plans. This is because
the differences among the generated response plans are trivial and each response plan
generated is similar to another one after slightly tweaking the value of one variable related
to one of this response plan’s actions. For example, the difference between RP1 and RP2 is
that the variable value of response action 21 is 3 in RP1 while it is 4 in RP2. Therefore, these
minor differences among response plans show just a slight change in the simulation results.
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Figure 4. The results of simulating the generated response plans (Section 3.2).

Table 6 represents the aggregated results for all response plans generated and sim-
ulated when five different traffic incidents are used as input to the proposed approach.
For instance, the incident 3: U1-C in this table represents the aggregated results shown in
Figure 4, as the “Speed” value represents the average value of the 16 values depicted on
the top blue polyline in Figure 4.

Table 6. The results of the proposed approach using five input traffic incidents.

Incident Speed Flow Density Delay Time Travel Time Mean Queue

1: U22-C −5.67 5.45 −12.80 −39.04 −7.03 −42.69
2: P-C −10.18 1.66 −20.64 −17.52 −10.58 −25.12

3: U1-C 38.82 −13.27 −58.90 −71.44 −40.20 −88.75
4: U3-C 11.19 3.47 −29.02 −27.90 −11.80 −57.73

5: P-J −4.00 4.33 −16.34 −18.16 −10.00 −24.75

To find the optimal response plans out of the different response plans generated for a
particular traffic incident (e.g., 16 response plans in Figure 4), a particular ranking approach
can be used. In addition, such ranking methods may consider various characteristics
or attributes of the generated response plans (e.g., network performance, environmental
aspects, easiness to apply, and user satisfaction). For instance, if only the simulation results
and network statistics (i.e., Speed, Flow, Density, Delay Time, Travel Time, and Mean
Queue) have been considered and have the same weight, the response plans in Figure 4
can be ranked from the optimal one as follows: 12, 16, 4, 8, 10, 11, 2, 3, 14, 15, 6, 7, 9,
13, 1, 5. However, alterative ranking methods can be investigated and implemented by
selecting and considering some of these network variables along with other characteristics
of response plans.

The proposed approach generated and evaluated different response plans for each
input traffic incident. Moreover, the assessment process of the generated response plans
revealed that application of these generated response plans improves the network perfor-
mance and conditions. Table 6 shows that the delay time and travel time have decreased
significantly for all tested incidents as a result of using the proposed approach for generat-
ing the related response plans.
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5. Conclusions

In this paper, we presented an automated approach for generating and evaluating
traffic incident response plans. Firstly, a library of response action templates had been
constructed, taking into account the characteristics of the road network of study area
that was the Athens Attiki Odos corridor. For a given traffic incident, the approach
used the constructed library of response actions to build a response plan template and,
therefore, generate a set of response plans according to the incident characteristics. Aimsun
Next software and a developed simulation model for the Athens corridor had been used
to evaluate the generated response plans. Effectively, the outcomes of simulating and
evaluating response plans reflected the different characteristics of the input traffic incident.
Thus, the implementation of the generated response plans demonstrated how the network
performance and conditions had been generally improved when compared to the baseline
(do-nothing) scenario. In a later stage, the evaluated response plans had been ranked to
define the optimal response plans to be considered and propagated by the network traffic
management operators. However, future research directions can involve:

• The integration of the proposed solution as a part of traffic management system,
acquiring some feedback, and improving the performance of the approach.

• The development of a general approach for generating and evaluating traffic incident
response plans that considers all types of road networks through extending the library
of response actions and utilising additional traffic incident characteristics to define the
response plan template.

• The improvements of modelling and the representation of different response actions
in the simulation framework to correctly measure the impact of real response plans on
the network performance.

• The investigation of ranking methods for the generated response plans by considering
the outcomes of implementing different response plans and their potential impact on
users’ satisfaction, network performance, and environment.

Author Contributions: Conceptualisation and methodology, A.A. and P.G.; software, A.A and P.G.;
validation, A.A. and P.G.; writing—original draft preparation, A.A. and P.G.; writing—review and
editing, A.A. and P.G.; visualisation, A.A. All authors have read and agreed to the published version
of the manuscript.

Funding: This research is part of the Project “FRONTIER” (next generation traffic management for
empowering CAVs integration, cross-stakeholders collaboration and proactive multi-modal network
optimization). This project has received funding from the European Union’s Horizon 2020 research
and innovation programme under grant agreement No. 955317. This publication only reflects the
authors’ view, and the European Union is not liable for any use that may be made of the information
contained therein.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data are available on request from the corresponding author.

Conflicts of Interest: The authors have no conflict of interest to declare that are relevant to the content
of this paper.

References

1. Mitrovich, S.; Valenti, G.; Mancini, M. A decision support system (DSS) for traffic incident management in roadway tunnel
infrastructure. In Proceedings of the 34th European Transport Conference, Strasbourg, France, 18–20 September 2006; p. 240.

2. Ma, Y.; Zhang, W.; Lu, J.; Yuan, L. Automated generation of traffic incident response plan based on case-based reasoning and
Bayesian theory. Discret. Dyn. Nat. Soc. 2014, 2014, 920301. [CrossRef]

3. Korpal, P.R. Incident management: The key to successful traffic management in Toronto. ITE J. 1992, 62, 58–61.
4. Ma, Y.; Zhang, W.; Xie, J.; Lu, J. Application of real-time automated traffic incident response plan management system: A web

structure for the regional highway net-work in China. Adv. Mech. Eng. 2014, 6, 489623. [CrossRef]

144



Eng. Proc. 2023, 39, 13
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Abstract: The purpose of this paper is to identify econometric models likely to highlight the impact of
the COVID-19 pandemic on the financial markets. The Markov-switching “GARCH and EGARCH”
models are suitable for analyzing and forecasting the series of daily returns of the major global
stock indices (i.e., SSE, S&P500, FTSE100, DAX, CAC40, and NIKKEI225) during the pre-COVID-19
period, from 1 June to 30 November 2019, and the post-COVID-19 period, from 31 December 2019,
to 1 June 2020. The Markov-switching “GARCH and EGARCH” models allow good modeling of
the conditional variance. The estimated conditional variance values by these models highlight the
increase in volatility for the stock markets in our sample, during the post-COVID-19 period compared
to that pre-COVID-19, with a peak in volatility in “early January 2020” for the Chinese stock market
and in “March 2020” for the other five stock markets (i.e., New York, Paris, Frankfurt, London, and
Tokyo). The stock exchange of Frankfurt has shown great resilience compared to other international
stock exchanges (i.e., the stock exchanges in Paris, London, and New York). The modeling of the
impact of the COVID-19 pandemic on the financial markets by the Markov-switching “GARCH
and EGARCH” models makes it possible to simultaneously take into consideration the nonlinearity
at the level of the mean and the variance, and to obtain the results of the transition probabilities,
the unconditional probabilities and the conditional anticipated durations during the pre-COVID-19
period and the post-COVID-19 period.

Keywords: financial markets; Markov-switching GARCH models; COVID-19 pandemic; volatility

1. Introduction

The prices of the main international financial market portfolios experienced a plunge
in March 2020 due to the COVID-19 pandemic. Pandemics can also have a substantial
impact on financial systems due to their enormous economic costs [1]. It is true that the
previous literature remains limited as to how pandemics affect financial markets. However,
some research has advanced the impact of the COVID-19 pandemic on financial volatility [2–4].
It should be noted that other forms of natural disasters, such as earthquakes and volcanoes;
air disasters; as well as acts of terrorism, have a negative impact on financial markets [1,5–9].
Since the appearance of the first case of COVID-19 in Wuhan in December 2019, the virus
has quickly spread to all corners of the world. On 11 March 2020, when it has already
affected more than 100,000 people and killed thousands of people in over 100 countries, the
World Health Organization (WHO) declared the coronavirus epidemic (COVID-19) as a
global pandemic. The global spread of COVID-19, which has saturated healthcare systems,
has forced societies and economies to shut down, causing social and economic disruption.
The negative repercussions of the COVID-19 pandemic on foreign trade, tourism, transport,
and industry were evident [10]. Its economic consequences are likely to exceed those of the
global financial crisis of 2007–2009. In fact, in its April 2020 report, the International Mone-
tary Fund forecasts a global growth rate of −3% in 2020, which is lower than the lowest rate
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of −1.7% recorded in 2009 during the global financial crisis of 2007–2009 [11]. The negative,
substantial, and sudden impact of the COVID-19 pandemic on major stock markets was evi-
dent in March 2020 [1,10,12,13]. Indeed, the price of the S&P 500 stock index, which reached
a high value of 3386.15 points on 19 February 2020, experienced, after almost a month, a
decline of around 34% and recorded a low value of 2237.40 points on 23 March 2020. The
price of FTSE 100 also registered a decline of about 30% for a single month and fell from
7403.9 points on 16 February 2020 to 5190.8 points on 15 March 2020. Likewise, the price of
CAC 40 fell from 6111.24 points on 19 February 2020 to 3754.84 points on 18 March 2020, a
drop of around 39% for a single month. The literature explains financial volatility through
factors related to economic conditions, institutional problems, market uncertainty, good or
bad announcements, and economic policy uncertainty [10,14–23]. There is a fair amount of
research that has focused on estimating and forecasting the economic and financial costs of
pandemics [1]. For example, the study of the economic costs of the HIV pandemic [24], the
impact of the HIV pandemic on development [25], the costs of growing global obesity and
diabetes [26], the work on forecasting the economic costs for possible future pandemics
which has highlighted the importance of good health system management to address the
people affected and tackling outbreaks as well as the negative impact of social distancing
on economic activity [27], with the study indicating the need to prepare for pandemics and
estimating the value of the annual losses due to a possible pandemic at around 500 billion
US dollars, or 0.6% of global income [28]-currently considered to be underestimated [1]-the
work highlighting the need for economic risk management versus potential probability
future pandemics [29,30]. The objective of this paper is, therefore, to identify economet-
ric models likely to model the processes of the series of daily returns of the main world
stock market indices: SSE, S&P500, FTSE 100, DAX, CAC40, and NIKKEI 225, during the
pre-COVID-19 period, from 1 June to 30 November 2019, and the post-COVID-19 period,
from 31 December 2019 to 1 June 2020, in order to highlight the substantial impact of the
COVID-19 pandemic on the financial markets. Since these series experience phases of calm
or low volatility and phases of crisis or high volatility, the Markov-switching “GARCH and
EGARCH” models constitute the econometric methods adequate to model their volatility
during the period pre-COVID-19 and the post-COVID-19 one [31–36].

2. Results and Concluding Remarks

Both the graphical examination of our variables of interest and the unit root tests, i.e.,
the increased Dickey–Fuller, Phillips–Perron, and KPSS (Kwiatkovski, Phillips, Schmidt
and Shin), show that the daily prices of the main world stock indices: SSE, S&P500, FTSE
100, DAX, CAC40, NIKKEI 225 are not stationary, while the series of daily returns of
the same indices: RSSE, RS&P500, RFTSE 100, RDAX, RCAC40 and RNIKKEI 225, are
stationary, during the pre-COVID-19 period and the post-COVID-19 one.

Tables 1–4 below present the results of the estimation of the Markov-switching
“GARCH and EGARCH” models during the pre-COVID-19 and post-COVID-19 periods.

Given the results of the individual significance test of the coefficients, the information
criteria (i.e., Bayesian Information Criteria (BIC)), and the Log-likelihood (Log(L)), the
models suitable for modeling conditional volatility are, on the one hand, the Markov-
switching EGARCH model, with normal distribution, for the RS&P500, RSSE, RDAX,
RFTSE, and RNIKKEI series, the Markov-switching EGARCH model, with a generalized
distribution of errors, for the RCAC series, during the pre-COVID-19 period; and, on the
other hand, the Markov-switching EGARCH models, with normal distribution, for the
RS&P500, RCAC, RFTSE, and RNIKKEI series, the Markov-switching EGARCH model,
with a Student distribution, for the RDAX series, and the Markov-switching GARCH model,
with normal distribution, for the RSSE series, during the post-COVID-19 period. Figure 1
below illustrates the graphical representations of the conditional volatilities estimated by
the models indicated above, during the pre-COVID-19 period and the post-COVID-19 one,
for the six series of our interest: RS&P500, RSSE, RDAX, RCAC, RFTSE, and RNIKKEI.
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(A) 

 
(B) 

  

                    

Figure 1. Conditional volatility during the pre-COVID-19 and post-COVID-19 period. (A) Pre-
COVID-19 period from 1 June to 30 November 2019. (B) Post-COVID-19 period from 31 December
2019 to 1 June 2020.

From this figure, we see that the extent (maximum-minimum) is very large during
the post-COVID-19 period compared to the pre-COVID-19 period. Apart from the stock
market of the epicenter country of the COVID-19 pandemic (the Chinese stock market), for
which conditional volatility (denoted “volsse”) reached its peak in “late December-early
January” during the post-COVID-19 period, volatilities conditions of the other five stock
markets (the New York, Paris, Frankfurt, London, and Tokyo stock exchanges) reached
their climax in March 2020. This finding clearly illustrates the increase in volatility in the
main stock markets due to the pandemic of COVID-19.

The indicators of central tendency and position (the first quartile, the median, the third
quartile, the arithmetic mean), the minimum value, the maximum value, and the dispersion
indicators (the standard deviation, the coefficient of variation, and the interquartile range)
of conditional volatility (Tables 5 and 6) increased during the post-COVID-19 period
compared to the pre-COVID-19 period. This increase clearly illustrates the increase in
volatility in major stock markets due to the COVID-19 pandemic.
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Table 5. Statistical indicators of conditional volatility during the pre-COVID-19 period.

Min. 1st Qu. Median Mean 3rd Qu. Max. Std. Dev.
Interquartile
Coefficient

S&P 5.134 7.262 9.663 11.77 14.275 33.858 6.263305 0.725758046

SSE 6.156 12.171 13.616 13.218 14.766 16.375 2.089393 0.190584606

DAX 3.962 8.628 12.042 12.961 17.328 25.193 5.18288 0.72247135

CAC 3.682 9.25 12.389 13.273 16.346 29.703 5.59991 0.572766164

FTSE 5.849 10.977 11.667 11.963 12.457 21.238 2.40386 0.126853518

NIKKEI 2.672 8.664 11.171 11.195 14.086 18.974 3.578993 0.485363889

Table 6. Statistical indicators of conditional volatility during the post-COVID-19 period.

Min. 1st Qu. Median Mean 3rd Qu. Max. Std. Dev.
Interquartile
Coefficient

S&P 4.89529 13.23112 27.1176 42.77574 62.66145 172.00951 39.30484 1.822813597

SSE 16.12 16.9 19.17 40.42 26.43 1569 157.4888 0.497130934

DAX 13.31 19.29 37.62 40.35 52.3 103.76 23.27155 0.877458799

CAC 7.773 17.917 34.91 38.874 49.572 114.521 25.16885 0.906760241

FTSE 8.316 17.32 31.563 34.389 45.535 90.947 20.76365 0.893926433

NIKKEI 10.06 21.05 27.23 32.47 39.47 85 17.08098 0.676459787

According to the values of the transition probability P21, we see that the chances of
passing from the state of crisis at t-1 to the state of stability at t have greatly decreased,
during the post-COVID-19 period compared to that pre-COVID-19, for all stock markets in
our sample (Tables 7 and 8). For example, this probability goes, between the pre-COVID-19
and post-COVID-19 period, from 0.355 to 0.0004 for the stock exchange of London, from
0.4064 to 0.0404 for the stock exchange of Tokyo, and from 0.0826 to 0.0004 for the stock
exchange of Paris. It should be noted that the stock exchange of Frankfurt recorded the
smallest decrease in this probability between the pre-COVID-19 and the post-COVID-19
period, a drop from 0.0865 to 0.0285. Based on the values of the unconditional probability
in the stable state π1 and the unconditional probability in the crisis state π2, we see that
the COVID-19 pandemic has had a negative impact on the stock exchanges of New York,
Paris, and London. In other words, the proportion of observations that should be in a
state of crisis (π2) increased significantly, during the post-COVID-19 period compared
to the pre-COVID-19 period, for these three stock exchanges. Between the pre-COVID-
19 and post-COVID-19 period, this proportion rose from 19.35% to 98.57% for the stock
exchange of London, from 38.59% to 98.57% for the stock exchange of Paris, and from
26.84% to 58.43% for the stock exchange of New York. In return, the stock exchange of
Frankfurt showed great resilience, compared to other international stock exchanges, with
the recording of a very low value of the unconditional probability of the state of crisis π2
and a very high value of the unconditional probability of the state of stability π1, during
the post-COVID-19 period compared to the pre-COVID-19 period. In fact, the proportion
of observations that should be in the state of crisis increased from 38.59%, during the
pre-COVID-19 period, to 2.73%, during the post-COVID-19 period, for this stock exchange.
It should also be noted that, to a lesser extent, the stock exchange of Tokyo has also shown
a certain resilience, with a decrease in the proportion of observations that should be in the
state of crisis during the post-COVID-19 period compared to the pre-COVID-19, or 31.64%
against 55.16%. These latest results are supported by the variations in the values of the
expected duration conditional on the state of crisis and the expected duration conditional
on the state of stability, namely: the significant increase in the expected period of high
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volatility (1/1− P22) during the post-COVID-19 period compared to that pre-COVID-19
for the stock exchanges of Paris, London, and New York, as well as the significant increase
in the expected period of low volatility (1/1 − P11) during the post-COVID-19 period
compared to that pre-COVID-19 for the stock exchange of Frankfurt. On the one hand,
we can expect a period of high volatility equal to 2500 days, or 1.6 years, during the post-
COVID-19 period against a period of high volatility equal, respectively, to almost 12 days
and 3 days during the pre-COVID-19 period for stock exchanges in Paris and London. On
the other hand, we can expect a period of high volatility equal to only 35 days during the
post-COVID-19 period against a period of high volatility equal to almost 11 days during
the pre-COVID-19 period for the stock exchange of Frankfurt. The resilience of this stock
exchange in relation to the COVID-19 pandemic is illustrated by the expected period of
low volatility equal to 1250 days, or 0.8 years, during the post-COVID-19 period, against
an expected period of low volatility equal to 27 days, during the pre-COVID-19 period,
for the German stock market.

Table 7. Transition probabilities, unconditional probabilities, and conditional anticipated duration
(the pre-COVID-19 period).

Transition Probabilities, Unconditional
Probabilities and Conditional

Anticipated Duration
RS&P500 RSSE RDAX RCAC RFTSE RNIKKEI225

P11 0.9708 0.5745 0.9635 0.9481 0.9148 0.5

P22 = 1− P21 0.9204 0 0.9135 0.9174 0.645 0.5936

P12 = 1− P11 0.0292 0.4255 0.0365 0.0519 0.0852 0.5

P21 0.0796 1 0.0865 0.0826 0.355 0.4064

π1 = 1−P22
2−P22−P11

0.7316 0.7015 0.7033 0.6141 0,8065 0.4484

π2 = 1−P11
2−P22−P11

0.2684 0.2985 0.2967 0.3859 0.1935 0.5516

Conditional anticipated duration on the
state of crisis = 1/1− P22

12.5628 1.0000 11.5607 12.1065 2.8169 2.4606

Conditional anticipated duration on the
state of stability = 1/1− P11

34.2466 2.3502 27.3973 19.2678 11.7371 2.0000

Table 8. Transition probabilities, unconditional probabilities, and conditional anticipated duration
(the post-COVID-19 period).

Transition probabilities, Unconditional
Probabilities, and Conditional

Anticipated Duration
RS&P500 RSSE RDAX RCAC RFTSE RNIKKEI225

P11 0.9747 0.9624 0.9992 0.9724 0.9724 0.9813

P22 = 1− P21 0.982 0.9013 0.9715 0.9996 0.9996 0.9596

P12 = 1− P11 0.0253 0.0376 0.0008 0.0276 0.0276 0.0187

P21 0.018 0.0987 0.0285 0.0004 0.0004 0.0404

π1 = 1−P22
2−P22−P11

0.4157 0.7241 0.9727 0.0143 0.0143 0.6836

π2 = 1−P11
2−P22−P11

0.5843 0.2759 0.0273 0.9857 0.9857 0.3164

Conditional anticipated duration on the
state of crisis = 1/1− P22

55.5556 10.1317 35.0877 2500.0000 2500.0000 24.7525

Conditional anticipated duration on the
state of stability = 1/1− P11

39.5257 26.5957 1250.0000 36.2319 36.2319 53.4759
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Abstract: This paper proposes a refinement of the multivariate diffusion UCTT model to explore
the energy transition in the US commercial sector. The model analyzes the electricity market’s
interdependencies between coal, gas, and biomass, allowing a deeper understanding of the system.
In addition, the comparison with the industrial sector electric system provides a valuable indication
of how the US commercial sector has solid grounds for a more ready and suitable environment to
accelerate the energy transition.
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1. Introduction

An extensive structural transformation in energy systems is denoted by the term en-
ergy transition.This transition is often referred to as the decarbonization of the energy sector
and aims to shift the system to renewable energy technologies (RETs), implying a change
from centralized to decentralized energy production [1]. According to the International
Renewable Energy Agency [2], the use of appropriate technology and regulations in all sec-
tors, including real estate, may potentially reduce carbon emissions from the energy sector
by 90%. In recent years, many studies have been conducted on the causal relationships
between green energy consumption and economic growth in the US [3–6], emphasizing
how institutional and political policies have impacted on the diffusion of US renewable
energy and the decrease in fossil fuels [7]. In this context, the US commercial real estate
industry has made significant strides in energy efficiency [8] and sustainability [9] using
green energy sources. Many policies and initiatives have been put in place to encourage and
facilitate the adoption of more environmentally friendly practices in this sector [10–12]. In
this context, the Energy Performance of Buildings Directive requires all new real estate con-
struction beginning after 2021 to adhere to the “virtually zero-energy buildings” standard
in order to combat the property industry’s GHG emissions’ slow decline [13]. Incentives,
technological advancements, and cost reductions all contribute to reducing barriers that
hinder renewable energy development [14], paving the way to continue expanding the
use of green energy in the future [15]. Energy efficiency and sustainability are becoming
increasingly valued in the commercial sector not only for the environmental benefit aspects
but also for investing in energy-efficient technologies, and infrastructure is becoming a
sliding door for constructors and property managers to increase the market value of their
properties [16].

Based on these premises, this project aims to analyze in depth how the energy transi-
tion path is developing in the commercial real estate sector. This study compares this green
energy diffusion scenario with the one of another exemplary and significant US sector, the
industrial one, focusing on examining the relationships between renewable and carbon
fossil energy diffusion. Energy policies for the commercial and industrial sectors in the US
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are similar in many ways, as both sectors are subject to the same national- and state-level
policies regarding energy efficiency and sustainability [17]. However, the specifics of these
policies and regulations may differ based on several factors, such as the scale, energy
intensity, and operational differences between the two sectors [18].

In the literature, diffusion models have been extremely valuable for defining and
forecasting the development of an energy source, considering it as a technology that must
be accepted in a market [19]. This well-established area of study [19–23] allows for analysis
of the temporal dynamics of energy sources in order to comprehend the intricate dynamics
of energy systems. Understanding how products or technologies compete or collaborate
is essential for describing the trend of diffusion processes. Depending on the situation,
the presence of competition can act both as a barrier to the growth of the innovation
under consideration and as a stimulus for its development [24]. From this perspective,
this project studies and compares commercial and industrial sectors’ energy transitions
in order to comprehend the intricate dynamics of energy systems through a refinement
of the UCTT multivariate diffusion model presented in [25]. This paper examines the
temporal diffusion of coal, gas, and biomass in the two sectors to identify peculiarities,
similarities, and differences that characterize each energy system since the development and
diffusion among different sectors can play a role in establishing technological innovation
systems [26].

The rest of this paper is organized as follows. Section 2 clarifies the methodological
approach based on the UCTT model refinement and presents the data of interest. In
Section 3, the model is applied to the commercial and industrial sector cases, and the main
outcomes are illustrated. Section 4 is left for concluding discussion about the findings.
Furthermore, Appendix A reports a detailed explanation of the refinement method applied,
while Appendix B discusses similarities and differences between the old and new UCTT
model versions.

2. Materials and Methods

The data on the energy transition in the US commercial and industrial sectors were
retrieved from the US Energy Information Administration [27] and refer to the energy
consumption (billion Btus) for electricity generation and useful thermal output from 2003
to 2021 (2003, from which biomass data are available, is considered the starting date, even
if the data for the other energy sources are available from 2001). The analysis focuses on
three primary energy sources: coal (coal, petroleum liquids, petroleum coke), gas (natural
gas), and biomass (wood waste biomass, landfill gas, biogenic municipal solid waste, other
waste biomass). Figure 1 illustrates the observed time series for each sector separately.

Grounded on the diffusion model literature, the analysis has been implemented
through a refinement of the synchronic form of the ODE multivariate diffusion model
called Unbalanced Competition for Three Technologies (UCTT) [25] (for the industrial case,
the constraint assumption (ζ = ρ + ξ) has been considered on the model). The model
is a system of differential equations in which z′i(t), i = 1, 2, 3 reflects the instantaneous
consumption of the first, second, and third technologies, respectively, and zi(t), i = 1, 2, 3
indicates the cumulative consumption of each technology i.

z′1(t) = m{[p1d + (q1d + ζ)
z1(t)

m
+ q1d

z2(t) + z3(t)
m

]}[1− z(t)
m

]

z′2(t) = m{[p2d + q2d
z2(t)

m
+ (q2d − ρ)

z1(t) + z3(t)
m

]}[1− z(t)
m

]

z′3(t) = m{[p3d + q3d
z3(t)

m
+ (q3d − ξ)

z1(t) + z2(t)
m

]}[1− z(t)
m

]

m = m1d + m2d + m3d
z(t) = z1(t) + z2(t) + z3(t)

(1)
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Figure 1. Observed time series of energy consumption for electricity generation and useful thermal
output of coal, gas, and biomass in the US commercial and industrial sectors (2003–2021).

The description of the parameters is summarized in Table 1 (see [25] for a more
extensive discussion of the model’s parameters). The crucial feature of this model is
its ability to capture and compare the interplay of different energy sources using the
same modeling approach, testing the nature and significance of the relationship between
technologies that may be in competition (when the cross-influence parameter estimate is
negative) or collaboration (when this parameter estimate is positive).

Table 1. Description of the UCTT model’s parameters.

m = m1d + m2d + m3d Market potential:
max. consumption level in that market for the analyzed technologies

p1d, p2d, p3d Seed coefficient of each technology:
initial dissemination of the technology

q1d + ζ, q2d, q3d Internal influence of each technology:
technology-specific growth after the innovation phase

q1d, q2d − ρ, q3d − ξ Cross-influence of each technologies:
competitors’ effect on the considered technology

The refinement proposed in this paper has been implemented on the z(t)i components.
The previous version of the model presented in [25] considered z(t)i to be the observed
cumulative series of each i series in the phase where all the three sources compete in the
market, assuming an initial condition of z(0)i = 0. Instead, following the lead of [28],
in this work, the model implementation has been progressed by introducing an initial
condition in which the first value z(0)i of the cumulative series z(t)i has to be ideally as
close as possible to the cumulative historical value of the series examined at the time before
the competition begins. From the standpoint of the multivariate diffusion model world,
this new assumption plays a crucial role in introducing additional knowledge on the life
cycle of the energy sources. This is fundamental for better estimating the parameters that
reflect the scale of the process and identifying more precisely the factors that determine
the trends during the competition phase. So, in this analysis, these initial conditions have
been introduced to this new version of the UCTT model, considerably changing the z(t)i
values. Consequently, the mid values that are initialized as the Bass model market potential
of each z(t)i are also different from the previous version of the model (see [29] for a detailed
description of the parameter).
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The data analyzed are accessible from 2001 (coal and gas) and 2003 (biomass); however,
it is known that these sources were employed for generation power prior to these dates [30].
To take into account this crucial information and set up the initial condition of the model,
the series of US total electricity generation (billion Btus) from 1985 to 2021 has been
utilized to calculate an estimation of the initial value z(0)i for the three series analyzed
(source: BP Statistical Review of World Energy [31]). Since the BP series includes all energy
sources, the average proportion of electricity generated via each of the three series of
interest has been calculated from 2001 (or 2003, respectively) to 2021. Based on these
averages, approximations of the series from 1985 to 2001 (or 2003, respectively) have been
generated. The initial condition of each source was set as the cumulative value of the new
approximated series in 2002 (for coal and gas, the values of 2001 and 2002 were retrieved
for the EIA’s available ones to be more precise in the z(0)i definition). The specification of
the method utilized to calculate the estimation of the initial value z(0)i and illustrations of
the approximative historical series for both sectors are reported in Appendix A.

3. Model Application and Results

Figure 2 shows that the model can account for the energy transitions in both sectors.
The models present a satisfactory result in terms of the goodness-of-fit and significance
of parameters (see Tables A1 and A2 in Appendix B), and the relationships between the
three competitors take a clear meaning. Critical parameter estimates are summarized in
Table 2 and denote that coal and gas have similar parameter estimation values, whereas
the different patterns for biomass emphasize a distinct evolution of the energy transition
in the two sectors. The estimates for coal’s internal influence are positive and relatively
weak (in the commercial case, the parameter ζ is not significant, which is a reasonable
outcome given its stable trend in the last years evaluated) and the cross-influence ones
are negative and powerless, which is coherent with the declining direction of both series
determined by the contenders’ competition and coal’s own weak strength on the market
due to the more intense restrictions on its utilization. The gas results highlight solid internal
growth and a significant competition. Competitors (especially biomass) seem to be able
to wield a mighty competitive force; in the commercial sector, this is more emphasized by
the highest value of cross-influence, which reflects the gas series trend decline in the last
years observed. Besides this competition, the strong and positive internal coefficients show
the importance of this energy source in both markets. For the green energy source, the
sectors present different results. The negative internal influence estimate for the industrial
one contemplates the difficulty of developing the consumption of green energy sources,
which is fluctuating around an evident stable trend. The collaborative support highlighted
from the cross-influence corresponds to the necessary push promoted by competitors, who,
by reducing their use, force the continued pursuit of green source development. On the
contrary, the commercial sector presents a strong internal influence, emphasizing the force
of the incentives promoted to stimulate renewable diffusion and a negative cross-influence
driven by the strong gas development within the market, which has limited biomass
expansion.

Table 2. UCTT internal and cross-influence parameter estimates by sector.

Influence Commercial Industrial

Coal Internal 0.0514 0.0737
Cross −0.0234 −0.0291

Gas Internal 0.7508 0.2801
Cross −0.5212 −0.1553

Biomass Internal 2.0332 −0.1861
Cross −0.5675 0.1466
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Figure 2. Observed and predicted time series of energy consumption for electricity generation
and useful thermal output of coal, gas, and biomass in the US commercial and industrial sectors
(2003–2021).

4. Discussion

The efficacy and distributional implications of policies and initiatives on the energy
transition of the US commercial sector are still broadly open questions to date. Answering
these questions with sound analyses is crucial to the future design of policies as well as the
implementation of ESG regulations by private-sector operators. The analysis conducted in
this paper does not consider specific policy implementation; still, it may provide a useful
means to describe and explore, in a relatively simplified way, the dynamics occurring
between the studied critical energy sources in the US commercial sector.

The UCTT model indicated that the grounds for the energy transition in the US
commercial sector are strong: biomass is growing and sustained by a widespread internal
belief towards sustainability pursuits. Still, it also suggested a significantly negative effect
played by gas and coal, limiting their expansion due to their higher efficiency to date and
presence in the market. On the contrary, the model identifies a negative internal component
in the industrial sector that outlines biomass consumption’s complex and slow diffusion. It
also accounts for a positive influence of competitors that describes the need to make up
for reducing fossil fuel consumption to undergo the tight CO2 emission levels and pursue
environmental policies.

From this perspective, how different policies may affect the relationships among
energy sources in this market remains an open question. According to [7], renewable
energy policies are important tools in stimulating the deployment capacity of green energy
sources for electricity, although their effectiveness varies depending on the type of policy
instrument. From this standpoint, a possible future development benefit from diffusion
models is to study each individual policy’s impact within the relationships identified by
the UCTT model; this could be a first step toward a more quantitative analysis of policy
effects on the energy transition.

In conclusion, compared to the industrial sector, the US commercial sector has a more
ready and suitable environment to accelerate the energy transition to renewables. In the
industrial sector, progress is occurring slowly; more excellent material and energy efficiency,
a more rapid uptake of renewable fuels, and a faster development and deployment of low-
carbon production processes are all critical requirements. Instead, the commercial sector’s
trend towards adopting green energy solutions is expected to persist as policy initiatives,
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private sector action, and market forces continue to decrease the cost of renewable energy
technologies and improve sustainability and energy efficiency in the real estate market.
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Appendix A

This appendix illustrates the approximate reconstruction of the coal, gas, and biomass
time series in both the commercial and industrial sectors. As mentioned in Section 2, the
series of US total electricity generation (TOT) [31] from 1985 to 2021 has been utilized
to calculate an estimate of the initial conditions z(0)i for the three series analyzed in
both sectors considered. This series aggregates all the US electricity generation, without
distinctions of sectors or technology types.

For each technology series in each sector (TECi), the approximate series from 1985 to
2001 has been reconstructed with the basic method described below (for simplicity, the year
2001 is used to define the time division between approximate and observed series, but for
biomass it is implied to be 2003 instead of 2001: see Section 2 for details).

- Calculate the average of the observed yearly proportion:

AVi = mean( TEC(j)i
TOT(j) ), for j = 2001, . . . , 2021.

- Calculate the yearly approximate series:
TEC(j)i = TOT(j) ∗ AVi, for j = 1985, . . . , 2001.

It is recognized that the approximate series obtained with this basic method are
different from the real ones; still, since the real series are not available, this study aims to
provide only an estimate of the cumulative series before 2001, and this method has been
considered a sufficient starting point. Especially for the coal series, it is known from the
literature that the series should be characterized by a strong decreasing trend instead of
the flat ones presented in the graphs below. Still, though the scope of this work is not to
replicate the real series of coal, gas, and biomass in the two sectors, this reconstruction has
been used as an instrument to estimate the values to initialize the initial conditions of the
model (this approximate reconstruction could be improved through a more sophisticated
method, but this is not the focus of this work. Some tests were run by changing the initial
conditions, and the model returned similar estimates that do not modify the interpretation
of the results of this paper).
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Figure A1. Approximate reconstruction through the basic method described in Appendix A of coal,
gas, and biomass time series for the US commercial sector.

Figure A2. Approximate reconstruction through the basic method described in Appendix A of coal,
gas, and biomass time series for the US industrial sector.

Appendix B

The parameter estimate results from the new versions of the UCTT model implemen-
tation on the data analyzed are reported in this Appendix.
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Table A1. Parameter estimates of new version of the UCTT model for the commercial sector.

Estimate Std.Error Lower Upper p-Value

md 6,973,179 91,091 6,794,644 7,151,714 0.0000
p1d 0.0156 0.0017 0.0123 0.0190 0.0000
p2d −0.0539 0.0042 −0.0622 −0.0456 0.0000
p3d −0.0132 0.0022 −0.0175 −0.0089 0.0000
q1d −0.0234 0.0123 −0.0476 0.0008 0.0642
q2d 0.7508 0.0674 0.6188 0.8828 0.0000
q3d 2.0332 0.4549 1.1416 2.9247 0.0000
ζ 0.0748 0.0569 −0.0366 0.1862 0.1950
ρ 1.2720 0.1317 1.0139 1.5301 0.0000
ξ 2.6007 0.5979 1.4288 3.7726 0.0001

Table A2. Parameter estimates of the new version of the constrained UCTT model for the industrial sector.

Estimate Std.Error Lower Upper p-Value

md 187,205,020 40,593,547 107,643,130 266,766,910 0.0000
p1d 0.0075 0.0018 0.0040 0.0110 0.0001
p2d 0.0012 0.0018 −0.0024 0.0047 0.5270
p3d 0.0034 0.0013 0.0009 0.0060 0.0107
q1d −0.0291 0.0099 −0.0485 −0.0096 0.0051
q2d 0.2801 0.0960 0.0919 0.4683 0.0054
q3d −0.1861 0.0753 −0.3336 −0.0385 0.0170
ρ 0.4354 0.1489 0.1437 0.7272 0.0052
ξ −0.3327 0.1362 −0.5996 −0.0658 0.0183
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Abstract: The accurate long-term forecasting of solar activity is crucial in the current era of space
explorations and in the study of planetary climate evolution. With timescales of about 11 years, these
forecasts deal with the prediction of the very general features of a solar cycle such as its amplitude,
peak time and period. Solar radio indices, continuously measured by a network of ground-based
solar radio telescopes, are among the most commonly used descriptors to characterise the solar
activity level. They can act as proxies for the strength of ionising radiations, such as solar ultraviolet
and X-ray emissions, which directly affect the atmospheric density. In a preliminary comparative
study of a selection of univariate deep-learning methods targeting medium-term forecasts of the
F10.7 index, we noticed that the performance of all the considered models tends to degrade with
increasing timescales and that this effect is smoother when a multi-attention module is included in
the used neural network architecture. In this work, we present a multivariate approach based on the
combination of fast iterative filtering (FIF) algorithm, long-short term memory (LSTM) network and
multi-attention module, trained for the present solar cycle forecasting. Several solar radio flux time
series, namely F3.2, F8, F10.7, F15, F30, are fed into the neural network to forecast the F10.7 index. The
results are compared with the official solar cycle forecasting released by the Solar Cycle Prediction
Panel representing NOAA, NASA and the International Space Environmental Services (ISES) to
highlight possible discrepancies.

Keywords: solar activity forecasting; solar radio index; deep learning; multivariate prediction; time
series forecasting; multi-attention; LSTM; FIF

1. Introduction

The Sun is a moderately active G2V-type star, whose current age is 4.6 billion years.
Its magnetic activity follows a quasi-periodic variation of about 11 years, after which
the magnetic field completely flips. Over this time period, the number of sunspots that
appear on the photosphere increases and decreases in a cyclic way, generating the so-called
solar cycle, which is responsible for driving the short-to-long-term fluctuations in solar
activity. Short-term solar variability includes transient events such as radiation outbursts,
highly energetic particles and plasmoids, which characterise space weather (SWx) and
can influence currently operating space-reliant technologies, planetary atmospheres and
magnetospheres within a few days. The dynamo mechanism that works in the solar interior
drives the long-term fluctuations in solar output that determine the space climate, which
can impact planetary climate over decadal or longer timescales [1].

In this work, we focus on the prediction of the activity level over a period of 11 years
corresponding to one solar cycle. The result can be used as input to various atmospheric

Eng. Proc. 2023, 39, 16. https://doi.org/10.3390/engproc2023039016 https://www.mdpi.com/journal/engproc167



Eng. Proc. 2023, 39, 16

models that characterise the physical state of the Earth’s upper atmosphere, such as the
thermosphere and ionosphere, and are used for satellite orbit determination, re-entry
services, collision avoidance manoeuvres and modelling of the evolution of space debris [2].
Variations in the thermospheric density, in fact, cause variations in the atmospheric drag
affecting orbiting satellites, which need to be carefully taken into account when planning
spacecraft operations. Moreover, the abundance in the heliosphere of highly energetic
particles, known as galactic cosmic rays, shows a periodicity that anticorrelates with solar
activity. Cosmic rays constitute a hazard to space instruments and human missions. Hence,
an increase in the precision at which we can predict their occurrence is critical.

Historically, long-term forecasts of solar activity have been based on the solar sunspot
number (SSN), the weighted sum of the numbers of sunspots and sunspot groups on the
solar disk at one time, present in records since 1600. They are good descriptors of almost
all other features on the Sun, including active regions, plages, flares, prominences, and, to
some extent, changes in the evolution of coronal and solar wind features [3]. Recent studies
have started to consider solar radio emission at 10.7 centimetres as an alternative index to
describe the solar variability. The F10.7 index is the integrated emission from the whole
solar disk at the radio wavelength of 10.7 cm (2800 MHz). It results from thermal ionisa-
tion at the boundary between the photosphere and the chromosphere and from magnetic
resonance above sunspots and plages [4]. In general, it is used as a proxy for the full-disk
flux at the ultraviolet (UV), extreme ultraviolet (EUV), X-ray, Ca II and Mg II wavelengths,
and for the total solar irradiance. Records of its values have been consistently measured
by ground-based radio telescopes in Canada since 1947, on a day-by-day basis, in any
weather condition. Penticton Radio Observatory in British Columbia provides a number
of other radio indexes with the same cadence and duration as the F10.7, namely F3.2, F8,
F15 and F30, recorded since 1957. They represent the solar flux emissions at different
wavelengths measured in solar flux units, where 1 sfu = 10−22 Wm−2Hz−1. Radio waves
at different frequencies are emitted at different heights in the solar chromosphere and low
corona by plasma layers that have decreasing electron density with increasing altitude:
short-wavelength emissions originated at lower altitudes, whereas long-wavelength ones
originated at higher altitudes. Hence, we considered exploiting the “tomography” of the
solar plasma layers to enhance the performances in solar activity forecasts with a multivari-
ate approach. The majority of models adopted in the space weather framework so far to
forecast the short-term trend of empirical time series such as the F10.7 index are statistical
models and only a minority of the studies rely on machine learning and deep learning
approaches. This number is even smaller if we consider the investigations performed to
predict the solar cycle amplitude based on deep learning neural networks [5–9]. In this
case, the focus is mainly on the application of classical methods such as support vector
regression or single-layer feed-forward neural networks. Since the F10.7 time series is
non-linear and non-stationary, we propose a viable approach to cope with its complexity,
which decomposes the signal into simpler components and then predicts each of them
separately. Decomposition methods, coupled with LSTM neural network, offer a significant
enhancement in the field of time series prediction, allowing for a reduction in the chaotic
characteristics of the original data. We use the fast iterative filtering (FIF) algorithm [10],
which is a robust and stable decomposition signal technique that is suitable for analysing
non-linear and non-stationary data, to identify each oscillation component, and discard
the short-term ones. The LSTM network is then trained on the decomposed functions that
are more correlated with the F10.7 timeseries to predict the solar cycle F10.7 values. In this
work, we also adopt the attention-based architecture, which represents one of the main
frontiers in deep learning and, to the best of our knowledge, has never been applied for
time series forecasting in the space weather context. The attention module is an evolution
of the encoder–decoder model, which has been developed to improve performance when
using long input sequences.

The remainder of the paper is organized as follows. Our proposed multi-variate
model for the solar cycle F10.7 prediction is illustrated in Section 2. Section 3 presents our
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25th solar cycle predictions and discussion. Our results will be compared with the official
forecasts given by the NOAA Space Weather Prediction Center to verify if they can be
considered a good alternative to reproducing long-term variations in solar activity. Finally
the conclusion of the paper is given in Section 4.

2. Deep Learning LSTM-Based Method for Long-Term F10.7 Time Series Forecasting

In this work we propose a long short-term emory (LSTM) neural network based on the
Mmulti-attention architecture for multivariate time series data predictions of the 25th solar
cycle. Our deep learning LSTM-based model has four processes, as shown in Figure 1.

Figure 1. Model flow chart.

The data preparation and processing will be discussed in detail in Section 2.1. This
part is fundamental to preparing the dataset that will be used as input to the LSTM-based
neural networks. The prediction module is responsible for analyzing and predicting data
based on the input data set and the attention value processed by the attention mechanism,
which calculates the distribution of weights of each sequence. The output is the long-term
F10.7 forecasting. The basics of the LSTM and multi-attention network that were used to
develop the proposed model are revised, respectively in the Sections 2.2 and 2.3, while the
model architecture will be described in Section 2.4.

2.1. Data Description and Preparation

The multivariate data set used in our paper incorporates six features: five solar radio
fluxes and the International Sunspot Number from 2 November 1951 to 14 March 2023 (see
Figure 2).

Figure 2. Solar Radio Fluxes and Sunspot Number (SSN) time series from 2 November 1951 to
14 March 2023. Data are given by LASP Interactive Solar IRradiance Datacenter (LISIRD) portal.
F3.2, F8, F10.7, F15 and F30 refer, respectively, to the Solar Radio Index at 3.2, 8, 10.7, 15 and 30 cm,
expressed in solar flux units (SFUs).

These data were obtained thanks to the LASP Interactive Solar IRradiance Datacenter
(LISIRD) portal [11]. The service aims to facilitate solar and heliophysics studies by allowing
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the researcher to easily discover, visualize, and download data from a variety of space
missions and ground-based facilities: the extensiveness of the provided/gathered data sets
and the completeness of their description (metadata), along with the plotting capabilities
and a very intuitive interface, make it a very powerful resource. The service is maintained
by the Laboratory for Atmospheric and Space Physics (LASP) of the University of Colorado,
Boulder [12].

Solar radio data are obtained from an external service, the Collecte Localisation Satel-
lites (CLS), that focuses on modelling the upper atmosphere to predict low Earth satellite
orbits [13]. Five different wavelengths are available and sourced by the radio telescopes
situated in Toyokawa, Nobeyama, Ottawa and Penticton (see the list below for details) [13].

• F30: 30 cm radio flux from Toyokawa (historical data) and Nobeyama (recent data)
• F15: 15 cm radio flux from Toyokawa (historical data) and Nobeyama (recent data)
• F10.7: 10.7 cm radio flux from Ottawa (historical data) and Penticton (recent data)
• F8: 8 cm radio flux from Toyokawa (historical data) and Nobeyama (recent data)
• F3.2: 3.2 cm radio flux from Toyokawa (historical data) and Nobeyama (recent data)

Given the geographical position of the observatories, data were recorded at different
times, namely: 03:00 UT Nobeyama and Toyokawa; 17:00 UT Ottawa (until 31 May 1991);
20:00 UT Penticton (since 1 June 1991). CLS performs the initial processing of the data to
fill any potential gaps using an expectation-maximization algorithm and to replace values
with the residual error above a certain threshold with one calculated via an auto-regressive
model [13]. It also allows for data adjusted at 1AU to be selected, which is more convenient
for the satellites’ orbit prediction model. For our study, we relied on the CLs process to
prepare the data set, did not attempt to resample the data to a common time grid and
considered the adjusted values. The sunspot number time series is derived externally from
the sunspot index and long-term solar observations (SILSO) world data Center [14] of the
Royal Observatory Belgium in Brussels.

In order to improve the F10.7 long-term prediction capability of our model by reducing
the complexity of the original signal, each data set was decomposed using the fast iterative
filter (FIF) technique [10]. This decomposition approach decomposes the original signal
into components, called intrinsic mode components (IMCs), which are basically oscillatory
functions associated with intrinsic variations at various time scales and derived without
leaving the time domain. The results of the FIF decomposition of F30 and SSN time-series
are given as examples in Figure 3 and Figure 4, respectively.

In general lower-order IMCs show a chaotic and random signal behaviour with
noise contribution while higher-order IMCs contain lower-frequency components and
seem to reproduce oscillations at typical physical time scales, such as the Schwabe cycle
(11 years). In order to identify the IMC that follows the Schwabe cycle trend, Pearson’s-
based correlation analysis was applied to each IMC of the analysed indexes and the original
F10.7 signal. The results of the correlation analysis for F30 and SSN indexes are given in
the correlation matrices depicted in Figure 5 (panels a and c, respectively). The IMC of
any index with the highest correlation coefficient with the F10.7 time series (plotted in
the panels b and d in Figure 5) was treated as a separate time series mediated over a time
period of two weeks and given as an input to the multivariate LSTM network to forecast
the F10.7 values. The decision to average the data over a bi-weekly interval comes from the
need to balance computer performances with accurate long-term predictions.
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Figure 3. FIF decomposition technique results applied to the F30 radio index. A set of four IMCs,
together with the F30 original signal, is plotted.

Figure 4. FIF decomposition technique results applied to the SSN index. A set of five IMCs, together
with the SNN original signal, is plotted.
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(a) (b)

(c) (d)

Figure 5. (a) Correlation coefficients between IMCs and F10.7 for F30 index. (b) IMC with the highest
correlation coefficient with respect to F10.7 for F30 index. (c) Correlation coefficients between IMCs
and F10.7 for SNN index. (d) IMC with the highest correlation coefficient with respect to F10.7 for
SSN index.

2.2. LSTM Model

The LSTM networks belong to the family of Recurrent Neural Networks (RNNs) and they
have the ability to process entire sequences of data without the memory loss that exists in
classic RNN models. They are specifically designed to overcome the long-term dependency
problem of the classic RNN models due to the exploding and vanishing gradient. The
LSTM model is characterized by a chain-like structure (see Figure 6)—similar to the RNN
architecture—of repeating memory modules, known as LSTM cells, with specific features to
judge whether the information provided to the network is useful.

Figure 6. The repeating module in an LSTM contains four interacting layers: a sigmoid forget gate
layer ft to decide what information we are going to throw away from the cell state; a sigmoid layer
it called input gate layer decides which values we will update; a tanh layer creates a vector of new
candidate values, Ct, that could be added to the state. In the next step, we will combine these two to
create an update to the state, the output gate layer ot [15].

In each memory module, a cell state Ct at the time t controls the network information
using its three gates: the forget, input and output gates. The input gate decides which
values in input will use to modify the internal status of the cell. The output gate calculates a
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vector used to update the memory cell based on the other gates. The forget gate determines
a vector used to choose which values of the precedent state should be maintained in the
current one.

2.3. Multi-Attention Module

The attention-based architecture was first described and used in [16] and is a technique
that mimics human cognitive attention. The attention mechanism is particularly useful to
process multiple time series data, since it can reduce the effect of irrelevant information on
the results and enhance the influence of related information by assigning different weights
and improve prediction results’ accuracy. In this way, it is able to keep track of long-term
dependencies in data sequences and reduce the computational effort compared to recurrent
or convolutional layers. It can be described as a function that maps a query vector with
a set of key-value vector pairs to generate an output. The query vector represents the
current state of the model, the keys are used to calculate the similarity scores with the
query, and the values vector represents the different features in the input vector. In this
work, we specifically used the multi-head-attention (MHA) mechanism, which permits
the different heads to focus on different correlations in data and enhance different values
in the sequence. Instead of using a single attention function across all the input, it runs
the attention algorithm several times in parallel with different learned weights. The
independent outputs of each attention module are then concatenated to obtain the final
weights. This mechanism can attend to parts of the sequence differently (e.g., longer-term
dependencies versus shorter-term dependencies).

2.4. Proposed Multi-Head Attention LSTM Model Architecture

The model architecture used in this work (Figure 7) consists of a three LSTM layers
of 12 nodes each, an attention layer with eight heads and, finally, a dense layer, i.e., a
layer that is connected deeply, in which each neuron receives input from all neurons of its
previous layer. All models were implemented using Python programming language and
the Tensorflow library dedicated to multiple machine learning tasks, with Keras as neural
network library. In order to validate the forecasting results, we used 80% of the total values
as the training set while the remaining 20% served as a validation data set. After training
and testing, we used the trained LSTM model to predict F10.7 values and then compared
these predicted results with the actual data. In this work, we used the root mean squared
error (RMSE), namely the degree of deviation between predicted and observed values, as a
performance evaluation metric, defined as follows:

RMSE =

√√√√ 1
N

N

∑
i=1

(
y′i − yi)2, (1)

where yi and y′i are the ith observed and predicted values, respectively, and N is the number
of data points in the testing time series. Figure 8a shows the RMSE of the model at different
lead time forecasts. The model performance shows a very stable behaviour in lag size
with an RMSE value (see Figure 8a) not exceeding 25%, which proves the overall model
prediction effectiveness. As an example, the actual and predicted values of F10.7 index
corresponding to a lead time of 80 weeks are plotted in Figure 8b. Our model tends to
smooth the prediction curve due to the peculiarity of the attention module to discard less
relevant features of the time series and highlight the global trend.

Figure 7. Multi-Head Attention LSTM Model structure diagram.
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(a) (b)

Figure 8. (a) Performance evaluation of the model at different lead times; (b) Observed and predicted
F10.7 values for 80 weeks ahead.

3. Experimental Results and Discussion

The forecasting result of F10.7 index for the solar cycle 25 are given in Figure 9. In
order to characterize the amplitude and peak time of the predicted solar cycle, we fitted the
shape of the predicted curve with a function with four free parameters proposed by [17]
and [18] of the form

f (t) = a(t− t0)
3/exp [(t− t0)

2/b2]− c, (2)

where parameter a represents the amplitude and is directly related to the rate of rise from
minimum; b is related to the time in months from minimum to maximum; c gives the
asymmetry of the cycle; and t0 denotes the starting time. This well-known function
reproduces both the rise and decay part of the solar cycle and has a more rapid decline
after maximum. The curve fitting is given in Figure 10 with the following optimal values:
a = 124.33712279, t0 = 16.79123391, b = 32.81850839, c = 0.6408711. From the fitted curve,
we derived that the predicted F10.7 maximum amplitude for the solar cycle 25 is about
145 ± 25, peaking in November 2023.

Figure 9. The forecast of F10.7 index for the solar cycle 25 (red). The Observed values for the previous
solar cyles are shown in blue.
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Figure 10. Fitting curve on predicted F10.7 values from 2019 and 2030.

We compared our solar cycle 25 forecasting with the official predictions released by
the Solar Cycle 25 Prediction Panel and the International Space Environmental Services
(ISES) in 2019 April [19]. The Solar Cycle 25 Prediction Panel is an international group
of experts co-chaired by the National Aeronautics and Space Administration (NASA),
National Oceanic and Atmospheric Administration (NOAA), and International Space
Environmental Services (ISES), whose objective is to predict the amplitude of solar cycle
25. These predictions are a synthesis of a variety of prediction methods coming from
the scientific community ranging from physical models, precursor methods to statistical
inference, machine learning, and other techniques. The Prediction Panel predicted that
solar cycle 25 will be similar to solar cycle 24 and will reach a maximum in July 2025 [20]
with a peak F10.7 value of 135 ± 10 SFU,(see Figure 11). This prediction is in line with the
current general agreement in the scientific literature, which holds that solar cycle 25 will be
weaker than average, even if observed values from 2020 to 2022, the first three years of the
cycle, are significantly higher than the predicted values. It is evident that our predictions
are consistent with the official ones in the peak F10.7 value but our model predicts the 25th
solar cycle maximum about 20 months before.

Figure 11. ISES Solar Cycle F10.7 cm Radio Flux Progression, [20].
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4. Conclusions

In this paper, we present a multivariate deep-learning-based model for solar activity
prediction based on a combination of decomposition algorithm, long short-term memory
(LSTM) network and multi-attention module. One of the added values of this work consists
of the original use of the multi-attention architecture, which has never been used before
in this specific field. The study proved the prediction capability of the model using the
RMSE evaluation metrics, showing a stable behaviour with increasing forecasting horizon.
After the model test analysis presented in this work, we applied our prediction model to
Solar cycle 25 forecasting: the peak amplitude of F10.7 is expected to be 145 SFU, while the
occurrence of the solar maximum is foreseen by the end of 2023. Our results are in agree-
ment with other studies, such as the forecasting released by the Solar Cycle 25 Prediction
Panel, as regards the peak value, but its occurrence is predicted earlier than other forecasts.
Future studies could include investigating the impact of other multivariate features such as
solar and geomagnetic index on model performance and prediction accuracy.
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Abstract: The concept of risk assessment is an important tool in the asset integrity management
of power distribution systems. This manuscript presents a risk-based asset integrity management
(RBAIM) methodology for the optimization of power distribution assets using a time series analysis
approach. This approach deals with time series forecasting on risk assessment for low-voltage-level
(400/230 V) failures using the Python programming language and considering historical low-voltage
(LV) fuse failure data from a case study over 44 months, starting from 2019. The proposed approach
is deployed in a power distribution utility located in a densely populated area of Colombo district,
Sri Lanka. The authors proposed a methodical approach for the identification of priority components
for asset maintenance and repair ranking based on the risk index percentage value to enhance the
predictiveness of potential defects and estimate the risk of potential failures. The results show that
the proposed time series forecasting methodology for RBAIM is useful for power distribution utility
asset owner organizations for continuous monitoring, the evaluation of asset conditions, and the
implementation of proper maintenance and repair strategies to enable assets to perform at their
optimal level. The proposed RBAIM methodology enables practicing engineers to assure the asset
integrity of power distribution utilities.

Keywords: asset integrity management; low voltage failures; power distribution systems; RBAIM;
risk assessment; time series forecasting

1. Introduction

The asset integrity management (AIM) of power distribution systems is a challenging
task of balancing inputs from stakeholders, such as owners, local authorities, regulatory
bodies, and customers, with the decision criteria ranging from strategic to operational
levels [1,2]. The necessity of effective and efficient decision-making further magnifies the
complexity of AIM, depending on different planning horizons, such as the short, medium
and long term [1,2]. In this study, AIM is defined as “the means of ensuring that the
people, systems processes and resources which deliver the integrity, are in place, in use
and fit for purpose over the whole life cycle of the asset. Whole life cycle comprises:
design, construction, installation, commissioning, and operation” [3,4]. Decision-making,
design, and maintenance strategies under uncertainty, whilst meeting different stakeholder
requirements, are a crucial part of power distribution systems’ AIM [1,2]. Asset integrity
assurance (i.e., using an inspection and maintenance management process) with a limited
annual budget requires effective and efficient prioritization of associated factors [5]. Hence,
in order to overcome those challenges, methodical approaches for AIM are required.
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Power distribution infrastructure is composed of a significant number of geograph-
ically dispersed components, including static components such as transformers, fuses,
towers, poles, and power cables with rotary components such as load break switches,
sectioning switches, transformer tap changers, etc. [5,6]. Hence, the main challenge faced
by power distribution utilities is to maintain the integrity of the assets’ complex and com-
prehensive infrastructure [7]. The risk of failure of those components due to degradation,
external issues, manufacturing defects, etc. can reduce the integrity of the power distri-
bution network and can also be disastrous for the power distribution utility, especially in
highly populated areas [2,8,9]. Risk assessment is a vital tool in the asset and operational
management of power distribution assets [1,10]. Historical failure analysis of those compo-
nents is essential for power distribution system AIM to achieve high quality and reliability,
while managing costs, ensuring safety, and avoiding environmental hazards [2,11]. Hence,
risk-based asset integrity management (RBAIM) is required for the optimization of power
distribution assets.

Time series analysis of power distribution systems’ processes involves careful inves-
tigation of recorded data over time [12,13]. However, in the literature, most of the time
series analysis and forecasting methods that have been discussed mainly concern electricity
power distribution demand and energy forecasting [13–15]. Little research is available on
time series analysis for historical failure data of power distribution system components in
the literature on RBAIM [15–18]. Hence, the authors have observed that historical failure
data of power distribution system components can be analyzed using time series analysis
to make predictions for decision-making and scarce resource utilization. Therefore, devel-
oping a step-by-step methodology involving time series analysis and the concept of risk
to facilitate the decision-making process to provide a solution to fill the gaps that exist in
failure analysis is required for RBAIM.

This manuscript aims to develop a novel RBAIM approach for low-voltage (400/230 V)
failures of power distribution systems, selecting failures of low-voltage (LV) fuses, applied
to a regional section of a Sri Lankan power distribution utility. A Python program-based
time analysis methodology has been deployed for an RBAIM approach. The proposed
methodology involves a methodical approach to the identification and documentation of
LV failures, the recognition of maintenance ranking based on risk indexes, resulting in
the prioritization of AIM for optimum resource and spare part utilization. Hence, this
paper suggests an interesting and unique time series prediction approach, providing a
practical and systematic contribution to the related literature. Initially, the study’s research
background, the case study methodology and development are presented, considering LV
failures against a quality of power supply to consumer consequence, which is represented
by a reliability index called a system average interruption duration index (SAIDI) of power
distribution systems. After that, the results, discussions, and conclusion from the case
study are presented, including proposals for future research at the end of the manuscript.

2. Research Background

2.1. Assets, Risk, Maintenance Management, AIM, and RBAIM

The assets of electricity distribution infrastructure require inspection and maintenance
to achieve goals, such as optimal allocation of yearly budget, resources, and risk-based
performance assessment, which should be aligned with organizational objectives to make
data-driven decisions [19,20]. The Publicly Available Specification (PAS) 55 standard,
published by the British Standards Institution in 2004, necessitates the integration of orga-
nizational processes and practices to manage assets, performances, risks, and expenditures
over the life cycle to achieve the organization’s strategic plans in a sustainable and optimal
way [4,19,21]. Using ISO 55001 Asset Management Systems, organizations can manage
assets more effectively throughout the life cycle, whilst managing, improving, and imple-
menting significant assets [22]. Furthermore, ISO 31000 provides a methodical approach to
risk management through identifying risks, evaluating the probability of risk occurrence,
and determining the severity of the problems caused by an event [19,23]. In addition,
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ISO 9001 (2015) indicates the identification of relevant risks, controlling throughout the
design with the use of a quality management system [9,24].

It is necessary to identify risks within the business process in order to implement appro-
priate measures to mitigate them [19,25,26]. Risk can be defined qualitatively/quantitatively
as the product of the probability of an event and its consequences [19,20,26]. Risk man-
agement involves risk assessment and evaluation for decision-making [19,20]. For power
distribution utilities, widely accepted business values are quality of supply (in terms of
loss of electricity to consumer minutes), safety (in terms of injuries to personnel and third
parties), financial impact (in terms of cost of damage to the organization), image (in terms
of reputation), and compliancy (in terms of regulations and legislations) [8,10,19].

The maintenance perspective can be divided into two main categories, namely, reactive
and proactive maintenance [19]. The supporting pillars for maintenance management
involve process, quality, information and communication technology (ICT), as well as
knowledge management [19,20]. With AIM, a set of systematic and proactive strategies
can be used to enable industrial assets to operate efficiently and safely during their life
cycle [3,4]. Hence, in order to achieve optimal AIM methodology, a RBAIM is required as a
systematic approach to managing the physical assets of an organization, with a focus on
minimizing risk and maximizing the reliability and safety of those assets.

2.2. Time Series Analysis and Forecasting

Many industries use time series forecasting for demand prediction, resource allocation,
predictive maintenance, financial performance, and various other applications [27,28]. Time
series forecasting is defined as a technique to predict future occurrences after analyzing
past trend data [18,27,29]. In this context, models are used to fit historical data to predict
future values [18,29]. Time series forecasting is a data-driven approach, which facilitates
effective and efficient planning [27]. Therefore, time series forecasting can be used for an
RBAIM approach to identify, assess, and manage the risks associated with physical assets.

The time series analysis approach starts with examining the historical data to check for
trends, seasonal patterns, cyclical patterns, and regularity effects [27,29]. The methods used
for time series analysis and forecasting include moving average (involves calculating the
average of the last n observations), exponential smoothing (involves assigning exponentially
decreasing weights to older observations), AutoRegressive Integrated Moving Average
(ARIMA—involves modeling the dependence between observation and a number of lagged
observations), Seasonal AutoRegressive Integrated Moving Average (SARIMA—involves
seasonality of time series data), and machine learning methods (involve algorithms such as
artificial neural networks) [18,27]. Accordingly, the proposed RBAIM methodology uses
ARIMA as a time series forecasting methodology.

The steps in time analysis and forecasting can vary, depending on the method being
used and the specific problem being solved [18]. A general outline of the steps for time
series analysis and forecasting includes data preparation; exploratory data analysis, which
involves visualizing data; summarizing statistical properties; checking for stationarity,
using either an Augmented Dickey–Fuller (ADF) test, a Kwiatkowski–Phillips–Schmidt–
Shin (KPSS) test or a Phillips–Perron (PP) test; appropriate preprocessing steps, such
as differencing or log transformation, which should be carried out if the data set is not
stationary; appropriate model selection; model fitting, evaluation, and forecasting for future
values of the time series; and model refinement [18,27].

3. Case Study Methodology and Development

3.1. Use of Case Study Methodology

A case study research methodology is adopted in this research. This involves scrutiniz-
ing a particular case to obtain deeper understanding of a particular phenomenon [30]. This
methodology involves steps such as defining the research question, selecting the case(s),
data collection, data analysis, reporting, and interpretation [30]. The different approaches
to case study methodology include the inductive approach (using data and observations to
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generate theories and explanations), the deductive approach (using theories and hypothe-
ses via observation and data), and the abductive approach (using observations to come
up with tentative explanations and testing, refining those via additional data collection
and analysis) [30]. In this case study, an abductive approach is used, as historical time
series data are used for tentative explanations and testing, with further refining of data
for forecasting.

3.2. The Case Study Background

The power distribution network of the Dehiwala area of the Ceylon Electricity Board
(CEB), Sri Lanka, has been selected for the application of the proposed time series forecast-
ing case study on RBAIM for LV fuse failures of power distribution systems. The Dehiwala
area has been selected as a representative area for the study, as it has a similar electricity
infrastructure to other CEB areas with comparatively higher consumer density, higher
consumer expectations, and a high industrial work capacity [9,10,16].

Through analysis of historical LV failure data for the overhead power distribution lines
of the case study region, the general reasons for LV failures have been observed to be LV fuse
failures, breakdown at the distribution transformer (DT), neutral leakage, and LV issues.
The study is based on LV fuse failures, which constitute the most frequently occurring LV
failure reason of all LV failures. LV fuses are used to protect the LV distribution network [31].

Although the risk of impact of LV fuse failures is comparatively low compared to
medium-voltage (MV) failures (i.e., the failures at the ranges of 33/11 kV), a single LV
failure causes power loss to a set of consumers in the same LV feeder, as depicted in
Figure 1. Hence, an LV fuse failure results in a significant impact to a group of consumers,
compared to a single consumer service connection level failure, which has an impact on
only one consumer. Furthermore, LV fuse failures from 1 May 2019 to 31 December 2022
are observed and recorded for 11 kV/0.4 kV DTs of capacities 100 kVA, 160 kVA, 250 kVA,
400 kVA, 630 kVA, and 800 kVA in the selected power distribution area of the selected case
study organization for the proposed RBAIM approach.

Figure 1. Typical arrangement of power distribution system in CEB [31].

3.2.1. LV Fuses

High rupturing capacity (HRC)-type current-limiting fuses of 160 A, with knife edge
type as per IEC 60269, are used by CEB as LV fuses in their power distribution networks [31].
Figure 2 shows a picture of a typical HRC fuse used by CEB.

Figure 2. 160 A LV fuse used by CEB [31].
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3.2.2. Probability of LV Failure

The probability of failure (PoF) of LV fuses for a particular DT capacity is obtained
using Equation (1) given below:

PoF =
number of LV fuse failures in the DT category per day

total number of DTs in the category
(1)

3.2.3. SAIDI and Consequence of Failure (CoF)

In order to measure the quality of the power system performance, reliability indexes
are incorporated [32]. In this study, SAIDI is used as a measure of consequence for quality
of power supply to consumers. For this research, SAIDI is defined as the average duration
of LV fuse failure interruptions per consumer on a daily basis for different capacities of
DTs. The failure rate is denoted by λi, the number of customers is given by Ni, and SAIDI
is given using Equation (2), as below:

SAIDI =

total duration of customer interruptions
per day due to LV fuse failures

per DT category
total number of customers served in the same DT category

=
∑ λiNi
∑ Ni

(2)

3.2.4. Risk Index Determination

An index of risk has been calculated for historical LV fuse failure data as PoF and
SAIDI as CoF, in relation to the selected case study organization; this is given under
Equation (3) below:

Risk index = PoF × CoF (3)

3.3. Development of Time Series Analysis Forecasting Based on RBAIM Methodology

The steps in RBAIM shall include asset identification with categorization; assess-
ment of risk associated with each asset, based on PoF and CoF; development of a risk
management plan, outlining the measures to manage or mitigate the identified risks; imple-
mentation of the risk management plan, establishing appropriate processes and procedures
for AIM; monitoring and review of the risk management plan; and continuous review and
improvement of the risk assessment process.

In this study, RBAIM using time series forecasting for LV fuses of power distribution
systems has been investigated. Figure 3 shows the basic flow chart used for the time series
forecasting for LV fuse failure data.

Figure 3. Basic flow chart used for the RBAIM for LV fuse failures and SAIDI.
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In accordance with Figure 3, the recording of LV fuse failures was carried out to
calculate the probability of LV failures. Then, daily SAIDI data for each DT category with
respect to LV fuse failures were calculated. After that, daily percentage indexes of risk
were calculated for each DT category, as per Equations (1)–(3) for the selected duration of
44 months. Then, time series forecasting for test data and predictions for real future based
on risk index percentage values were carried out for each category of DTs.

Detailed Mathematic Modeling

Initially, historical data collection of daily LV fuse failures for 44 months were recorded
for 11 kV/0.4 kV 100 kVA, 160 kVA, 250 kVA, 400 kVA, 630 kVA, and 800 kVA DT categories.
Then, SAIDI data were calculated for each DT category of LV fuse failures. Risk index
percentages were calculated, using PoF as LV fuse failure and CoF as SAIDI, and recorded
in Comma Separated Values (CSV) files. After that, risk index percentage datasets were
visualized and decomposed to check for any time series patterns, trends, and seasonality
that might affect the performance of the time series model [33–35].

In the next step, stationary tests for the risk index percentage data sets were carried
out, using the Augmented Dickey–Fuller (ADF) test. For ADF, the null hypothesis is non-
stationarity, and the alternative hypothesis is stationarity [29,36]. The null hypothesis is not
rejected if the ADF statistic is less negative than the critical value, indicating that the time
series is non-stationary [29,36]. Then, the null hypothesis is rejected if the ADF statistic is
more negative than the critical value, indicating that the time series is stationary [29,36].

In this study, all ADF test results have shown that the test statistic is less than the
critical value for different confidence intervals. This confirms that all six categories of
risk index percentage data sets are stationary. If the time series data are found to be
non-stationary, it shall be transformed to stationarity using differencing, detrending, or
de-seasonalizing methods.

Autoregressive Integrated Moving Average (ARIMA) with optimal set of performance
parameters has been used to forecast the risk index percentages of LV fuse failures and
SAIDI of all categories of DTs. ARIMA is a popular and powerful time series model which
can capture the linear patterns in time series data [29,36]. The general form of ARIMA
model is ARIMA(p,d,q), where p gives the order of the autoregressive component (AR),
d gives the degree of differencing required to make the time series stationary (I), and q is
the order of the moving average component (MA). In the AR component of ARIMA, the
current value of the time series depends linearly on the past values up to lag p and is given
in the following equation [29,36]:

y(t) =∝ +∑p
i=1 ϕiy(t− i) + εt (4)

In Equation (4), y(t) gives the current values of the time series, ∝ denotes a constant,
ϕi are the autoregressive coefficients that represent the linear relationship between the
current value and its past values up to lag p, and εt denotes the error term [29,36]. The MA
component of ARIMA assumes that the current values of the time series depend linearly
on the past errors up to lag q, and it is given in the following equation [29,36]:

y(t) = μ+ ∑q
i=1 θiεt− i + et (5)

In Equation (5), μ gives the mean of the time series, θi indicates the moving average
coefficients that represent the linear relationship between the current values and the past
errors up to lag q, εt is the current error term, and et is the white noise error term that is
independent of εt [29,36]. The differencing component (I) of ARIMA indicates the time
series stationarity through taking the first difference or a higher order difference, and it is
given via the following equation [26,33]:

y(t)′ = (y(t)− y(t− 1)) or y(t)′′ =
(

y(t)′ − y
(
t′ − 1

)
(6)
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In equation (6), y(t)′ and y(t)′′ are the first and second differences of the time series,
respectively. After determining the suitable ARIMA model for all the categories of data
sets, model diagnostics for all data sets were carried out to evaluate the fit of the ARIMA
model with the observed time series data, checking whether the model assumptions were
met or violated [33–35]. Accordingly, residual analysis, autocorrelation, and partial auto-
correlation suggested that model residuals are normally distributed for all the determined
ARIMA models.

Time series forecasting was carried out for one year, from 1 January 2022 to 31 De-
cember 2022, and the forecasted values were compared with the real values to check the
accuracy of the predictions. In the last step, the risk index percentages were forecast for
the real future from 31 December 2022 to 100 steps ahead, and the resulting CSV files
were obtained. The resulting mean squared error (MSE) and root mean squared error
(RMSE) values for risk index percentages of all categories of DTs were recorded. Figure 4
indicates the risk-based time series forecasting flow chart used for the Python program for
the RBAIM approach.

Figure 4. Flow chart for risk-based time series forecasting using Python program.

4. Data Collection and Analysis

As per Figure 4, calculated DT category-wise risk index percentages for historical LV
fuse failure data and corresponding SAIDI data for 44 months were calculated, and the
resulting risk index percentages values were recorded in CSV files. The resulting risk index
data sets were examined to check for any time series patterns. Then, stationarity tests were
carried out for all DT categories [33–35].

The resulting one-step-ahead forecasts compared with real data for one year duration
and real future predictions for 100 steps ahead from 1 January 2023 are given in Figures 5–10
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for each category of DT for risk index percentages calculated using LV fuse failures and
corresponding SAIDI data.

  

(a) (b) 

Figure 5. Observed values compared to (a) one-step-ahead forecast and (b) 100-steps-ahead real
future forecast of risk index percentages of LV fuse failures and SAIDI for 11 kV/0.4 kV DT rating
100 kVA.

  

(a) (b) 

Figure 6. Observed values compared to (a) one-step-ahead forecast and (b) 100-steps-ahead real
future forecast of risk index percentages of LV fuse failures and SAIDI for 11 kV/0.4 kV DT rating
160 kVA.

  

(a) (b) 

Figure 7. Observed values compared to (a) one-step-ahead forecast and (b) 100-steps-ahead real
future forecast of risk index percentages of LV fuses failures and SAIDI for 11 kV/0.4 kV DT rating
250 kVA.
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(a) (b) 

Figure 8. Observed values compared to (a) one-step-ahead forecast and (b) 100-steps-ahead real
future forecast of risk index percentages of LV fuse failures and SAIDI for 11 kV/0.4 kV DT rating
400 kVA.

  

(a) (b) 

Figure 9. Observed values compared to (a) one-step-ahead forecast and (b) 100-steps-ahead real
future forecast of risk index percentages of LV fuse failures and SAIDI for 11 kV/0.4 kV DT rating
630 kVA.

  

(a) (b) 

Figure 10. Observed values compared to (a) one-step-ahead forecast and (b) 100-steps-ahead real
future forecast of risk index percentages of LV fuse failures and SAIDI for 11 kV/0.4 kV DT rating
800 kVA.

5. Results and Discussion

Overall, Figures 5a, 6a, 7a, 8a, 9a and 10a show that the one-step-ahead forecasts
approximately align with the true values for all 11 kV/0.4 kV DT 100 kVA, 160 kVA,
250 kVA, 400 kVA, 630 kVA and 800 kVA categories of LV fuse failure and SAIDI-based
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risk index percentage data sets, respectively. The second (b) diagrams in all Figures 5–10
show the real future predictions for 100 steps ahead for risk index percentages of all types
of DT categories. The resulting average risk index percentage values are recorded in CSV
files, and the data extracted from the Python program for real future forecasts are given
in Table 1 for LV fuse failures and SAIDI data of all categories of DTs. Table 1 shows that
11 kV/0.4 kV 630 kVA DT has the highest risk of LV fuse failure and SAIDI consequence.,
Accordingly, resources and maintenance costs are to be allocated mainly for the DTs of
that category. Furthermore, DTs of 11 kV/0.4 kV 250 kVA & 400 kVA have more or less
resulting risk index percentage values, so resources shall be allocated similarly for those
two categories. For other categories of DTs, asset managers can allocate resources according
to risk index percentage predictions, as given in Table 1.

Table 1. Risk index prediction results.

11 kV/0.4 kV DT Category of
LV Fuses

The Average Risk Index
Prediction Values

Risk Rank

100 kVA 0.8968 3 (moderate)

160 kVA 0.5102 2 (low)

250 kVA 5.0452 4 (high)

400 kVA 5.2839 4 (high)

630 kVA 20.8804 5 (very high)

800 kVA 0.0011 1 (very low)

The resulting mean squared error (MSE) and root mean squared error (RMSE) predic-
tions for risk index percentages of LV fuse failures of DT categories are given in Table 2. In
general, lower values of MSE and RMSE are desirable for accurate predictions. Therefore,
the values obtained for MSE and RMSE given in Table 2 are satisfactory for the desired
predictive accuracy for time series forecasts for the RBAIM model.

Table 2. Forecasted MSE and RMSE values.

Transformer Category of
LV Fuses

Mean Squared Error (MSE)
of the Forecast

Root Mean Squared Error
(RMSE) of the Forecast

100 kVA 0.02 0.14
160 kVA 0.02 0.13
250 kVA 1.85 1.36
400 kVA 1.06 1.03
630 kVA 0.97 0.98
800 kVA 0.0 0.0

According to the RBAIM approach, the development and implementation of the risk
management plan for the identified risk index percentage predictions for each DT category
and the continuous improvement of the risk assessment process shall be carried out by the
organization’s asset management professionals.

6. Conclusions and Recommendations

In this study, a time series forecasting approach for RBAIM has been developed, using
the Python programming language, for a power distribution utility located in a densely
populated area of Colombo, Sri Lanka. The established model involves historical LV fuse
failure data of different categories of DTs and corresponding SAIDI values to provide
risk-based predictions. Daily SAIDI values have been used as a measure of consequence for
the probability of LV fuse failures. The methodology can be adopted for failures of other
physical assets in a power distribution system. The ultimate goal of RBAIM is to prevent
catastrophic failures that can have severe consequences, such as loss of power supply,
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environmental damage, danger to personnel, and financial losses. Hence, this research
provides an RBAIM methodology with the support of data-driven decision-making for
predictive maintenance and prioritization of scarce resources and spare parts utilization
through analyzing PoF, using LV fuse failures, and CoF, using SAIDI.

Since time series analysis and forecasting can be used to make predictions about vari-
ous types of data, the resulting forecasts are not always accurate, and this can be influenced
by a variety of factors such as changes in the underlying data or unanticipated events.

Further research shall be carried out to investigate how to incorporate the time-
dependent nature of a system’s reliability for assuring asset integrity in power distribution
systems, with the support of a machine learning approach. Particularly, the risk of impact on
MV failures and with mean time to repair (MTTR) consequences for risk index assessment
of power distribution systems for proper resource utilization and decision-making for
predictive maintenance will be studied using a similar case study approach in the future.
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Abstract: Forecasting imbalance volumes are of great importance for the different actors in electricity
markets. From a transmission system operator (TSO) perspective, balancing supply and demand in
real-time is one of the main operational tasks to ensure the safe and reliable operation of the power
system, while market participants also use forecasting tools to enhance their participation strategy
in electricity wholesale markets. Over the last few years, the increasing integration of renewable
energy sources into the power system has created additional complexity for the problem of accurately
determining the imbalance volume. In the present work, a case study of the Greek balancing market
is presented and analysed. Different algorithms and a set of external predictors are adopted both
from the market and operational perspective and compared for two different forecasting horizons.

Keywords: system imbalance; electricity markets; time-series forecasting; machine learning; imbal-
ance forecasting

1. Introduction

Over the last several years, the increasing penetration of renewable generation into
the energy mix has significantly changed system operations. The intermittency introduced
in the system creates more frequent deviations between supply and demand, which are
defined as system imbalances. In power systems, system imbalances can occur due to
a number of factors, including fluctuations in demand and supply, generation outages,
transmission constraints and strategic bidding. Demand fluctuations can be caused either
by seasonal changes and weather conditions or by load operational constraints, while
supply fluctuations are mostly due to generation constraints and commercial considerations,
and, recently, due to the volatility in weather-dependent, energy-limited power sources
(e.g., wind, solar, etc.). Generation outages of dispatchable power sources can also be a
great source of system imbalances since they usually cover a considerable part of system
demand. An indicative recent example came from France in 2022, in which the unscheduled
nuclear power plant outages caused imbalances not only in the French network, but also in
neighbouring countries (e.g., Belgium), due to the interconnection between the neighboring
countries [1].

Finally, the transmission constraints constitute a structural—yet important—limitation
of the power system. For example, if there is an over-generation situation in one region but
the transmission lines are congested or at capacity, the excess energy may not be able to
be transferred to another region where the demand is high. The over-generation disrupts
the net position of the local area, which ideally should be kept constant. This can lead to
an over-generation situation in one region and an under-generation situation in another,
causing local imbalances. System operators are responsible for alleviating this problem
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in the spot energy markets by mainly redispatching generation to where it is needed,
which is a decision that is economically not optimal and creates security challenges in
some cases. Recently, measures such as dispatching economic demand response programs
(managing electricity demand), and using storage plants, either as standalone systems
or in combination with renewable assets (i.e., in hybrid configurations), have also been
applied. In the longer timeframe, imbalances due to grid constraints can be managed by
investing in transmission system upgrades (increasing the system capacity). For example,
in Greece, the transmission system operator (TSO) has massively invested in transmission
grid upgrades in order to increase its capacity and improve system reliability; significant
RES developments are expected to be integrated into the network in forthcoming years [2].

In this paper, we propose a new methodology for predicting power system imbalances,
a key factor in system reliability and energy market mechanics. The literature in the field is
limited and only a few relevant publications can be found, in contrast to those addressing
classical problems of load [3], RES [4] and DAM price forecast [5,6]. Nevertheless, the
problem has started to attract increasing attention in the last few years, mostly due to the
massive penetration of green energy technologies into the grid. Elia, the Belgian TSO, has
recently published a methodology for the deterministic and probabilistic prediction of
system imbalance [7]. The deterministic model is a standard linear regression with external
predictors, while the probabilistic model is implemented using binomial logistic regression.
A forecast is then produced and updated on a minute basis for the current and the following
quarter-hour. In [8], one of the first studies in the field of system imbalance forecasting
was presented, focusing on statistical techniques for the prediction process. Classical time
series models (e.g., ARIMA, exponential smoothing) were employed. The presented results
were of mixed promise, mainly due to the non-stationarity of the balancing data and
short-term operational issues, and possibly also due to energy market conditions, such
as market strategic bidding. Furthermore, [8] employed a novel data-mining technique
to showcase the additional benefits when combined with classical algorithms. In [9], the
most important predictors for the prediction of system imbalance in the Czech power
system were presented. The predictors were divided into demand and supply variables,
while the behavior of the market participants was also modelled. The results of the
proposed model were compared to an ARIMA benchmark model. In [10], a random forest
regressor for the prediction of the Spanish system’s imbalance was presented. The analysis
highlighted the benefits of an ensembling technique for system imbalance prediction, but
the limited period for data analysis should also be noted. Finally, the study presented
in [11] is particularly relevant as intra-hour forecasting was developed for the case of the
Norwegian TSO, Statnett. The imbalance forecasting tool developed relies on quantile
regression forests producing probabilistic outputs. The tool was compared to the business-
as-usual approach of TSO (Planning Table) and provided significant enhancements. Apart
from some theoretical analysis for the Greek case that can be found in [12,13], in which
the current status and future challenges of the market are addressed, to the best of our
knowledge, this work is the first that deals directly with the prediction of system imbalance
in the Greek market. In [14], an approach for the probabilistic dimensioning of frequency
restoration reserves was developed and compared to static dimensioning of the Greek
electricity market. The main purpose of this paper is to develop a forecasting methodology
for the accurate prediction of system imbalance leading to improved system reliability,
decreased energy procurement costs and optimal activation of the balancing reserves.

This paper is organized as follows: In Section 2, a short description of the Greek
electricity market is provided, while in Section 3, the proposed methodology is presented.
In Section 4, a statistical analysis focusing on data from the Greek case study is conducted
and the results obtained are given in Section 5. Finally, in Section 6, some useful conclusions
are drawn, focusing on comparison of the different models.
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2. The Greek Electricity Market

In Figure 1, an overview of the electricity markets in Greece is presented. Implemen-
tation of the Target Model in Greece was launched on 1 November 2020, consistent with
EU policy rules (Third Energy Package, Directive 2009/72/EC [15]). The framework for
the Target Model includes the forward market (FM), the day-ahead market (DAM), the
intra-day market (IDM) and the balancing market (BM).

Figure 1. Overview of electricity markets.

The Hellenic Energy Exchange (HEnEx) is responsible for the operation of the FM,
DAM and IDM, while the BM is operated by the Greek TSO (called the Independent
Power Transmission Operator or IPTO). The forward market settlements deal with settling
future contracts which determine the quantity and price of energy; FM transactions can
be executed either over the counter or through the organized energy exchange and can be
settled in a cash settlement or via physical delivery. The FM is an important market for
hedging market risks and ensuring successful participation in sequential energy markets;
market participants can mitigate their exposure to price volatility in the spot markets. In
the DAM, transactions with physical delivery on a specific day D are settled. Participants
(both from the supply and demand sides) submit their purchase/sale offers on the previous
calendar day (D-1) for physical delivery at each market time unit. Finally, the latest market
in the time sequence operated by HEnEX is the IDM where participants may change their
positions, taking into account the latest market, weather and operational conditions, and
submit offers to buy and/or sell on the same day D. The IDM, where energy is traded
continuously, is a particularly useful market for RES participants as they can correct their
DAM positions by taking into account the latest weather and market conditions to manage
their deviations and risk exposure.

Since system imbalance predictions are directly connected to the BM operation, we
briefly present a description of the BM. The purpose of the BM is to correct the imbalances
between production and demand in real-time, maintain an uninterrupted supply of energy
with predicted quality characteristics, while considering the participants’ market schedule
commitments in the previous markets. The BM is divided into the balancing power market,
the balancing energy market and the discrepancy clearing process. In the Hellenic BM,
the model of the central distribution (central dispatch) of the units is adopted by the
TSO through the execution of a security-constrained unit commitment-based integrated
scheduling process (ISP), which co-optimizes energy and ancillary service offers in 30 min
intervals. Ancillary services are settled based on the ISP process results, while the balancing
energy is settled in the subsequent real-time balancing market, which is executed every
15 min by deploying the commitment schedule of units from the ISP. BM participants are
characterized as representatives of the balancing responsible parties and/or the balancing
service providers. The balancing service providers, as part of their participation in the
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BM, may submit the following offers: (a) upward and downward frequency conservation
reserve (FCR) offers; (b) upward and downward automatic frequency restoration reserve
(aFRR) offers; (c) upward and downward manual frequency restoration reserve (mFRR)
offers; and (d) upward and downward balancing energy offers.

3. The Proposed Forecasting Methodology

3.1. Architecture of the Forecasting Solution

In Figure 2, the detailed architecture of the proposed solution is illustrated. For the
analysis, a set of external predictors are included, which are used to predict the output of
the response variable. In our study, the predictors are divided into the following groups:

• System data (system demand, RES forecast, RES actual production).
• Market data (DAM price, lagged DAM price, lagged values of system imbalance).
• Social indicators (hour index, quarter index, business day, etc.).

Figure 2. Architecture of the proposed forecasting solution for system imbalance prediction.

These predictors are selected due to their high predictive power in system imbalance
forecasting. They not only capture the key drivers, which affect the supply and demand
dynamics within the system, but also reflect information on the market side. Firstly, the
module receives the forecasted system data values both for the generation and demand
resources. The forecasted data is then compared with the actual values, and the respective
forecast error is calculated. Then, a fast Fourier transformation (FFT) is applied to modify
the sampling rate of the errors, leading to time-series data of 15 min resolution; this
resolution has the desired granularity for the determination of system imbalance volumes.

The set of external predictors is not limited to the system data. Market data are
also included and have been proven to be of great importance. To be more specific, the
DAM price can provide useful insights since it is directly related to the market and system
conditions (e.g., energy mix, RES penetration, peak load, etc.). Additionally, since there is a
significant correlation of the real-time system imbalance with the past system imbalance
values, the most critical system imbalance lags are also included.

Finally, in the model, some social indicator indices are also included to incorporate
information related to seasonalities, which can greatly affect the accuracy of the algorithms.

3.2. Fourier Transform Resampling

As already mentioned in the methodology section, the granularity of the balancing
market data differs from the granularity of the system data (system demand and RES).
Therefore, a resampling technique is applied to the system data to align the granularity of
both sets of data (i.e., increase the sampling rate of the system data) in order to be used in
the forecasting model.
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In this study, the fast Fourier transform is used for the resampling process. The three
key steps of the FFT analysis which are implemented are explained below:

1. Transform the original signal to the frequency domain using the FFT:

X(k) = ∑N−1
n=0 x(n)e−j2πkn/N ,

where N is the number of samples in x(n).
2. Modify the frequency components to achieve the desired sampling rate. In this

case, hourly frequency data are transformed to 15 min data by zero-padding the
frequency components:

X′(k) =
[
X(k) 0 0 . . . 0

]
,

where the number of zeros is equal to the desired increase in the number of samples.
3. Transform the modified frequency components back to the time domain using the

inverse FFT:

x′(n) = 1
N ∑N−1

k=0 X′(k)ej2πkn/N .

In Figure 3, the FFT results for an indicative period are illustrated, in which the original
1 h resolution time series is transformed into 15 min resolution data.

(a) (b)

Figure 3. FFT resampling. (a) System load (b) RES (wind and solar).

3.3. Models and Metrics for System Imbalance Forecasting

In this study, three (3) different algorithms were tested for system imbalance forecast-
ing: multivariate linear regression (LR), random forest (RF) and long short-term memory
(LSTM). All the algorithms produce deterministic values of system imbalance and were
tested both for 15-minute- and 1-hour-ahead forecasting horizons. The specific algorithms
have been extensively studied in the literature, and were, therefore, also selected to be
examined for the Greek balancing market. In all, the algorithm selection covers a wide
range of predictive models, ranging from relatively simple linear models to more sophisti-
cated and complex non-linear models. In multivariate linear regression, a linear statistical
relationship between the dependent variable (system imbalance) and the set of independent
variables (market data, system data, social indicators) is assumed. The other two algorithms
considered in the study can both capture non-linear relationships between the predictors,
but differ significantly in terms of producing the forecast. Specifically, in RF a large number
of decision trees is combined to make the prediction, each trained on a random subset of
the data and using a random subset of the available features. This significantly reduces
the risk of overfitting, which happens quite often in ML algorithms. RF is a particularly
useful prediction algorithm when dealing with datasets with complex interactions between
the variables. Lastly, LSTM is a particular type of recurrent neural network (RNN), which
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is suited for processing sequences of data (e.g., time series). The memory cells allow an
LSTM network to capture long-term dependencies in sequential data and, thus, reveal
dependencies which are not captured by the standard models.

The employed metrics in this study for evaluating the performance of the forecasting
algorithms were the R-squared (R2), the root mean square error (RMSE), and the mean
absolute error (MAE). The R2 measures the proportion of the dependent variable’s variance
which is explained by the independent variables in a regression model. The RMSE mea-
sures the standard deviation of the residuals (prediction errors), while the MAE measures
the average of the absolute differences between the actual values and the forecasted values.
The units for both the RMSE and MAE are the same as the unit of the data in the target
variable, while the R2 may not have a unit of measurement, but ranges from 0 to 1. Higher
R2 values indicate a better fit of the model to the data. The mathematical formulations of
the metrics are given below:

R2 = 1− ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − ȳ)2 (1)

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)2 (2)

MAE =
1
n

n

∑
i=1

|yi − ŷi| (3)

where yi denotes the true value, ŷi shows the predicted value, and n indicates the number
of fitted points.

4. Statistical Analysis of the Greek Case Study

The balancing market data considered in this study covered the first period of op-
eration of the balancing market platform in Greece. The market data were downloaded
from the IPTO’s web portal [16], while the system data were extracted from ENTSOE’s
transparency platform [17]. The examined period was from 13 February 2021 until 13
November 2022. The data from November 2020 (starting date of the BM platform) until
the starting date of our analysis data were disregarded since this was considered a trial
period for all the participants, potentially leading to erroneous conclusions in our analysis.
In Table 1, some statistical insights on the system imbalance in 2021 and 2022 are given,
while in Figure 4, the respective plot for the whole period is illustrated.

Figure 4. System imbalance in the Greek power system for the period February 2021–November 2022.
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Table 1. Key statistics on the Greek system imbalance (MWh).

2021 2022

Average 11.42 6.64
Standard Deviation 80.99 76.28

25th Quantile −39.20 −41.31
50th Quantile 10.10 3.61
75th Quantile 59.86 51.51

In Figure 5, the autocorrelation and partial autocorrelation plot of the Greek system
imbalances are presented. The red dashed line depicts the 95% confidence interval. The
autocorrelation shows the correlation of the system imbalance variable at time t with the
corresponding values at time t-k, while the partial autocorrelation measures the correlation
between the system imbalance variable and the indicated lag without accounting for the
effect of the intermediate lags. In our case, the system’s imbalance volume is highly
correlated with the first five lags, as illustrated by the partial autocorrelation plot. To
this end, the first five lags should be added as external variables and will have a high
predictive influence on the results (when applicable). Artificially generated data, which
are deducted from these lags, are also suggested to be included (e.g., the average value
of the first five lags). Finally, in Figure 6, the correlations of the system imbalance with
the system load error, wind production error and solar production error are depicted. The
error is defined as the difference between the forecasted values and the actual values, as
defined in the Methodology section in Figure 2. It is clear that the correlation was the
highest in the case of the wind production error (ρxy = 0.5), indicating that the system
imbalance moves in the same direction as the error, but with lower magnitude. The
respective Pearson coefficients for the load and solar error were lower, for ρxy = −0.34 and
ρxy = 0.21, respectively. Finally, the 95% confidence interval for the correlation coefficients
were calculated: [0.49, 0.51] for the wind production error, [−0.35, −0.33] for the load error,
and [0.2, 0.22] for the solar production error [18]. The extensive size of the examined dataset,
consisting of approximately 65.000 recordings, guarantees the robustness of the calculated
correlation coefficients.

(a) (b)

Figure 5. (a) Autocorrelation and (b) partial autocorrelation for the first 50 lags of system imbalance
(the red dashed line indicates the 95% confidence interval).

197



Eng. Proc. 2023, 39, 18

(a) (b) (c)

Figure 6. Correlation between system imbalance and (a) system load error, (b) wind production error,
(c) solar production error.

5. Forecasting Results

For the evaluation of the different forecasting algorithms and the hyperparameter
tuning of the model parameters, a time-series cross-validation methodology was employed.
For cross-validation, the original dataset was split into training, validation and test sets,
enabling evaluation of the model performance in a more robust way.

Two forecasting horizons were considered in the analysis: 15-minute- and 1-hour-ahead
forecasts. In Table 2, the regression metrics for the three developed models are compared.

Table 2. Evaluation metrics of the forecasting algorithms.

R2 (-) RMSE (MWh) MAE (MWh)

15 min forecast
Linear Regression 0.77 33.23 24.41

Random Forest 0.84 26.93 19.63
LSTM 0.83 28.12 20.64

1 h forecast
Linear Regression 0.68 39.64 29.75

Random Forest 0.72 36.53 27.01
LSTM 0.66 40.04 30.27

The results indicate that the random forest model was the optimal selection for both
the forecasting horizons. Specifically, for a 1 h forecasting horizon, random forest was
more accurate by 7% compared to linear regression and by 9% compared to LSTM. In
the case of the 15 min forecasting horizon, the improvement was even higher, leading to
a 4.2% accuracy increase compared to LSTM and an almost 18% increase compared to
linear regression.

There are several reasons for the the predictive accuracy of the random forest algorithm
in system imbalance forecasting. The non-linearities which exist between the system data
(demand and RES production) and the target variable can be more accurately captured in
the ensembling method that the random forest methodology relies on. Additionally, there
is greater resilience to outliers, which can have a large effect on the parameter estimates,
and are prevalent in the first months of the training data. In terms of data requirements, the
random forest methodology can perform significantly better compared to neural network
approaches (e.g., LSTM), which usually require a larger amount of training data. The
analysis data covers a small period of time since the balancing market in Greece is a
relatively new market, thus limiting the accuracy of the LSTM methodology. Finally, the
training time of the algorithms should also be accounted for as an important parameter
since the application requires real-time operating actions by the TSO for the activation of
balancing reserves. The training time of the random forest methodology was about 18 s,
while the corresponding time for the LSTM methodology accounts was 156 s.

In Figure 7, a plot showcasing the results for the last day of the test set is presented.
The specific day is presented as the volume of the system imbalance is within the indicative
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range for the whole period. The trend is captured by all the forecasting algorithms; the
random forest methodology appears to have the smallest deviations in the extreme values,
which are also reflected in the presented metric results. In any case, the results of this
study can provide useful insights into the system imbalance forecasting problem and
offer credence to the argument that it can be used as a complementary tool in the TSO’s
operational processes.

Figure 7. Forecasting results for system imbalance (13 November 2022).

6. Conclusions

In the paper, a forecasting tool for the prediction of system imbalance in the Greek
power system has been presented, developed and analyzed in detail. The forecasting tool
is comprised of a list of external system and market predictors. Three different algorithms
have been compared for two different forecasting horizons. In both cases, the random forest
algorithm proved to be the most accurate and computationally more efficient compared to
the linear regression and standard neural network methodologies. Especially for the short
time horizon of the study (15 min), the improvement achieved by the random forest model
was considerably higher compared to the 1 h forecasting horizon.

Nevertheless, it is clear that system imbalance prediction is comprised of many differ-
ent parts and prediction requires information from various sources. The error coming from
the system data cannot fully explain the imbalances, and additional explanatory variables
should be included to improve the accuracy of the algorithm (e.g., strategic bidding, opera-
tional, commercial and transmission constraints, outages modelling, etc.). The resulting
data provide strong credence to the claim that the proposed methodology can significantly
improve the system imbalance prediction process of a TSO and contribute efficiently to
least-cost energy procurement and more economical dispatch of the balancing reserves.
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Abbreviations

The following abbreviations are used in this manuscript:

TSO Transmission System Operator
RES Renewable Energy Sources
DAM Day-Ahead Market
ARIMA Autoregressive Integrated Moving Average
IDM Intra-Day Market
BM Balancing Market
HEnEx Hellenic Energy Exchange
IPTO Independent Power Transmission Operator
ISP Integrated Scheduling Process
FCR Frequency Conservation Reserve
FRR Frequency Restoration Reserve
FFT Fast Fourier Transformation
LR Linear Regression
RF Random Forest
LSTM Long Short-Term Memory
RNN Recurrent Neural Network
R2 R-squared
RMSE Root Mean Squared Error
MAE Mean Absolute Error
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Abstract: Energy is the key driver of economic growth; however, the economic leadership position of
G7 countries and the rising global manufacturing hub status of the ASEAN-5 countries have yet to
achieve the Sustainable Development Goals. Thus, this paper aims to examine the effects of real GDP
per capita, urban population, the number of individuals using the internet, carbon dioxide emissions,
total trade and net foreign direct investment (FDI) inflows on the renewable energy consumption
(REC) of G7 and ASEAN-5 countries from 1990 to 2021 yearly data. Using Studenmund’s and Gujarati
and Porter’s procedures of the panel data model, the panel fixed-effect econometric modelling held
the best outcome for both G7’s and ASEAN-5 countries’ REC models. Based on the findings, urban
population highly and positively affects REC in G7 countries. However, there is also a positive
and strong relationship between net FDI inflows and REC in ASEAN-5 countries. The empirical
findings prove the importance of macroeconomic, socioeconomic and environmental variables for
the outcomes of REC policies across both developed and developing countries.

Keywords: sustainable development; SDG7; renewable energy consumption; G7 and ASEAN-5
countries; panel data analysis

1. Introduction

Renewable energy (RE) is defined as energy derived from sources that replenish
naturally but are limited in flow [1], such as geothermal, solar, hydroelectric, wind and
biomass fuels (i.e., biomass waste, biofuels and wood). RE has received increasing attention
globally due to its important role in reducing greenhouse gas emissions, energy imports and
fossil fuel use, which are crucial to delay climate change. As the key driver of development,
the sustainable use of energy is important to ensure that the investments, innovations
and growth of economies allow the current and future generations to continue flourishing
without affecting growth momentums in accordance with Sustainable Development Goal
(SDG) 7: “Ensure Access to Affordable, Reliable, Sustainable and Modern Energy for All”.

In the literature, substantial studies have been performed to identify the factors
influencing the sustainable development of renewable energy consumption (REC), which
can be broadly categorized into macroeconomic, socioeconomic and environmental. Since
there are diverse variables in each category and different methods to estimate each variable,
this produces a significant research gap, which should be addressed by narrowing the
geographical scope of the research, expanding the variables used and include forecasting
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methods to forecast the REC rate of our target countries. This research examines the effects
of real GDP per capita, urban population, the number of individual using the internet,
carbon dioxide emissions, total trade and net foreign direct investment (FDI) inflows on
the renewable energy consumption (REC) of G7 and ASEAN-5 countries using the panel
data model.

The G7 is an informal block of the seven of the world’s industrialized countries that
convenes annually to discuss global issues, such as economic governance, international
security and energy (Council on Foreign Relations, 2022). These countries are the United
States, Canada, France, Germany, Italy, Japan and the United Kingdom, whose collective
gross domestic product (GDP) contributes to about 45% of the global economy as of 2019.
In contrast, ASEAN-5 is a formally instituted economic block of the top five strongest-
performing ASEAN countries, which are Indonesia, Malaysia, the Philippines, Singapore
and Thailand, and was established on 8 August 1967 as the Association of Southeast Asian
Nations (ASEAN) [2].

In comparison with the ASEAN-5 countries, the development of RE in the G7 countries
is significantly more sophisticated and began earlier, starting from hydroelectricity and
biomass fuels. As technology progressed, G7′s RE expanded into solar, wind and geother-
mal energies, although nuclear energy remained a mainstay in Japan. As for ASEAN-5, RE
technology is significantly less-developed, and only Thailand, Indonesia and the Philip-
pines can actively expand their hydro, solar, tidal and geothermal powers due to their
geographical advantages [3–5]. In contrast, RE development and usage in Malaysia and
Singapore is significantly lesser due to limitations in land mass and terrain construction.
For example, Malaysia was heavily reliant on petroleum products until the 1980s, then
natural gas usage picked up to replace petroleum products until the 2000s, which was then
overtaken by coal and coke from 2000 onwards. Meanwhile, for Singapore, REC is nearly
negligible—even at present, the island nation is 95% powered by natural gas despite efforts
to transition to solar energy [6].

Figure 1 compares the REC of G7 and ASEAN-5 countries as a percentage share of total
final energy consumption from 2016 to 2021. The REC of all G7 countries remained fairly
constant in the previous 5 years due to disruptions caused by the COVID-19 virus where
countries were unable to expend surplus capital to improve their technology or expand
their capacity. Most notably, REC became stagnant from 2018 onwards due to COVID-
19, which led to energy supply and demand disruption. Overall, among G7 countries,
Canada remained consistently at the top at an average of 22.31%, while Japan remained
consistently at the bottom at an average of 7.15%. In contrast, among ASEAN-5 countries,
Indonesia started at 27.8348 units but was overtaken by Thailand and the Philippines in
2018 and maintained at an average of 20.86 units afterwards. During the period from 2018
to 2021, Thailand achieved an average of 23.72 units, while the Philippines had 23.22 units.
Malaysia and Singapore remained at the bottom consistently at an average of 5.15 units
and 0.71 units, respectively.

  

Figure 1. Renewable energy consumption of G7 and ASEAN-5 countries, 2016–2021. Source: [7].
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Figure 2 compares the real GDP per capita (RGDP) (in constant USD2015 terms) of G7
and ASEAN-5 countries from 2016 to 2021. In this instance, the United States charted the
highest RGDP at USD 58,811.97 in the G7 bloc on average. Meanwhile, Singapore marked
an even higher RGDP across both blocs at USD 59,062.18 on average. This is due to its
relatively matured economy that thrives on exports of electrical and electronics (E&E),
financial services, tourism and seaport business, and its extremely small population. The
rest of the G7 countries marked an average performance RGDP at an average of USD
45,641.83 by the United Kingdom, USD 43,734.42 by Canada, USD 42,209.09 by Germany,
USD 37,237.84 by France, USD 35,559.48 by Japan, and USD 30,722.37 by Italy. This is
followed by the rest of the ASEAN-5 economies, which marked the lowest RGDP across
both blocs. Malaysia had an average RGDP of USD 10,786.49, Thailand USD 6294.97,
and Indonesia USD 3695.12, while the Philippines had an average of USD 3368.50. Of all
countries, the Philippines had the lowest RGDP.

  

Figure 2. Real GDP per capita (‘000) (constant USD 2015) of G7 and ASEAN-5 countries, 2016–2021.
Source: [7].

The urban population based on the percentage of the total population of G7 and
ASEAN-5 countries data were from 2016 to 2021. In this case, Singapore had the highest
urbanization compared to both economic blocs at 100.00% on average. The second highest
urbanization was marked by Japan at 91.65% on average, which is another high-population-
density country characterized by its highly developed public transport system. Italy
is the least urbanized country among G7 countries at an average of 70.54% due to its
peninsula-shaped terrestrial form, which is more accommodated to fit rural towns. This
caused its urbanization to fall slightly lower than Malaysia from the ASEAN-5 block,
which had 76.21% on average. Meanwhile, Indonesia, Thailand, and the Philippines
were the least urbanized across both economic regions at 55.54%, 50.19%, and 47.00% on
average, respectively.

Figure 3 compares the individuals using the internet based on the percentage of the
total population of G7 and ASEAN-5 countries from 2016 to 2021. Both economic blocks
exhibited a rising pattern across the five years at different rates. In the G7 economic block,
Canada achieved an average of 94.82% from 2016 to 2021, where it increased 5.81% over
the years; the United Kingdom had an average of 93.01% and it increased only 0.04% across
the 5 years; Japan marked an average of 91.56% but the percentage fell 2.96% within the
5 years; the United States marked an average of 88.76% with an increase of 5.36% over
the 5 years; Germany marked an average of 87.23% with an increment of 5.65%; France
achieved an average of 82.46% with an increment of 5.53%; and Italy marked an average of
69.31% but experienced an increase of 9.16%, the highest in the G7 economic block.
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Figure 3. The individual using the internet based on % of total population of G7 and ASEAN-5
countries, 2016–2021. Source: [7].

Meanwhile, in the rest of the ASEAN-5 block, Singapore had the highest internet usage
at 88.34% of the total population on average from 2016 to 2021, where the rate rose 7.55%
across the five years. This is followed by Malaysia at an average of 83.90% but experienced
an increase of 10.77% across the five years; it is then followed by Thailand at an average of
63.26% but increased 30.34%, which was the highest in ASEAN-5. This is then followed by
the Philippines at 44.59% on average, which experienced a modest 10.60% rise across the
five years; lastly, Indonesia marked 42.14% due to its extremely large population with a
rise of 28.28% over the five years.

We also mentioned the carbon dioxide emissions in million tons of G7 and ASEAN-5
countries from 2016 to 2021. Although the carbon dioxide emissions of both economic
blocks are much different (G7 countries produce much more carbon dioxide than ASEAN-5
countries), there is a common trend, and the United States and Indonesia are the top car-
bon producers of their respective blocks due to their manufacturing-intensive economic
activities at an average of 4862.31 million tons and 564.82 million tons, respectively. In
addition to these two countries, the rest of the countries charted fairly low carbon emis-
sions, which are indicative of their reliance on manufacturing activities and competence in
mitigating carbon emissions. In the rest of the G7 block, Japan emitted 1116.91 million tons
on average; Germany 692.87 million tons; Canada 551.45 million tons; the United Kingdom
372.85 million tons; Italy 317.85 million tons; and France 289.75 million tons. Meanwhile,
for the remaining ASEAN-5 economies, Malaysia emitted 255.97 million tons of carbon
dioxide on average over the 5 years; followed by Thailand at 290.29 million tons; Singapore
at 218.45 million tons; and lastly the Philippines at 129.28 million tons.

Figure 4 compares the total trade as a percentage of the GDP of G7 and ASEAN-5
countries from 2016 to 2021. Germany marked the highest performance in the G7 countries
block at 85.04% on average but is outcompeted by Singapore at a whopping 300% and above.
Meanwhile, the United States and Indonesia marked the lowest performance for the G7
and ASEAN-5 economies at 25.70% and 37.28%, respectively, meaning that their economy
is very diverse, even though manufacturing is an integral component of their economic
activities, such as the services and agriculture sector. For the other countries, performance
averaged 63.98% for Canada, 61.36% for France, 59.48% for the United Kingdom, 57.40%
for Italy, and 33.21% for Japan on average for the rest of the G7 countries; it was 124.38%
for Malaysia, 111.33% for Thailand, and 64.55% for the Philippines on average for the rest
of the ASEAN-5 countries.
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Figure 4. Total trade (% of GDP) of G7 and ASEAN-5 countries, 2016–2021. Source: [7].

Lastly, compared to the net inflow of FDI as a percentage of the GDP of G7 and ASEAN-
5 countries are from 2016 to 2021. In this case, Singapore marked the highest new FDI
inflows to GDP at 26.06% on average, meaning it is the most attractive foreign investment
destination to its economic size. On the other hand, the FDI net inflow performance of
the United Kingdom was bad and fell 10.80% across the five-year period and eventually
averaged 3.01%. In general, the ASEAN-5 economies’ performance was very low, similar to
that of the G7 economies. For the rest of the G7 economies, Germany marked 2.74%, Canada
marked 2.04%, the United States marked 1.49%, France marked 1.43%, Japan marked 0.83%,
and Italy marked 0.54% on average; for the rest of the ASEAN-5 economies, Malaysia
marked 2.46%, Philippines marked 2.42%, Indonesia marked 1.69%, and Thailand marked
0.70% on average. This can also be interpreted differently as ASEAN-5 economies had very
regular FDI attraction performance similar to that of G7 economies, while Singapore had
an excessively stellar performance in attracting FDI.

2. Methods

For the panel model analysis of renewable energy consumption (REC) in G7 and
ASEAN-5 countries, this study considered macroeconomic variables, including economic
growth (real GDP per capita), urbanization (urban population), trade openness (total trade),
and foreign direct investment (FDI) levels (FDI, net inflows); a socioeconomic variable,
which is access to the internet (individual using the internet); and an environmental variable,
which is environmental degradation (carbon dioxide emissions). Annual data from 1990
to 2021 were collected from World Bank and British Petroleum (BP) Statistical Review of
Energy. There are two models for analysis, one for the G7 countries while the other for
ASEAN-5 countries. Figure 5 presents the proposed conceptual framework of this research.

 

Figure 5. Proposed conceptual framework of renewable energy consumption in G7 and ASEAN-
5 countries.
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2.1. Research Procedure
2.1.1. Panel Data Analysis

The panel data analysis was selected for this study. It is known as a longitudinal study,
i.e., a combination of cross-sectional (N) data and time-series (T) data over two or more
different time periods [8,9]. In most econometric research, panel data analysis is preferable
due to its ability to (1) avoid omitted variable problems, which would otherwise induce
biases; (2) allow greater flexibility to study more complicated behavioral models due to
its multidimensional data sample; (3) resolve heterogeneity, variability, collinearity, and
degree of freedom issues; (4) and account for more dynamics of change [9].

2.1.2. Panel Unit Root Test

The unit root is acknowledged as a stochastic trend in a time series, which results in an
unpredictable systematic pattern [9]. The existence of unit root in a series will cause issues
in an analysis, such as spurious regressions where the R-squared value is too high even
though there is no correlation between the data or erratic behavior in the model, which
invalidates the ultimate results. Therefore, if the unit root exists in the series and is tested
out, a series of successive differences will be made to transform the non-stationary series
into a set of stationary series. There is a systematic method to depict this phenomenon. If
the data are stationary at level, they are denoted as I(0); if the data are stationary at the first
difference, they are denoted as I(1); and if the data are stationary at the second difference,
they are denoted as I(2). The hypotheses H01 and HA1 of the unit root tests are as follows:

H01: Each time series contains a unit root (sig-p-value > α 0.05).

HA1: Each time series is stationary (sig-p-value ≤ α 0.05).

The [10] test was employed for the panel model unit root tests for G7 and ASEAN-5
countries. For G7 countries, the results indicate that, at level, all variables are stationary
except for REC and carbon dioxide emissions. After first differencing, all variables are
stationary except for the urban population and percentage of individuals using the internet.
At the second differencing, all variables are stationary except for the urbanization rate.
Because the data are stationary at non-uniform difference levels, we conducted a cointe-
gration test afterwards on the data sample. Meanwhile, for ASEAN-5 countries, a similar
pattern emerged. At level, all variables are stationary except for real GDP per capita, the
percentage of individuals using the internet, and total trade. After the first differencing,
all variables are stationary except for the urban population. At second differencing, all
variables are stationary except for urban population. Because the data are stationary at
non-uniform difference levels, we also conducted a cointegration test afterwards on the
data sample. The results are concluded in Table 1.

Table 1. Panel model unit root test of the renewable energy consumption of G7 and ASEAN-
5 countries.

Levin, Lin, and Chu

G7 Countries ASEAN-5 Countries
Level I(1) I(2) Level I(1) I(2)

REC 1.54523 −9.76818 *** −19.1487 *** −2.02413 ** −7.58251 *** −3.48334 ***
RGDP −2.50759 *** −11.0439 *** −14.8127 *** 0.00157 −8.86774 *** −10.6514
URBAN −5.24503 *** 0.98489 −2.26594 ** −12.6202 *** 2.37411 0.38139
INT −2.70664 *** −2.46315 *** −12.3615 *** 4.38508 −3.22661 *** −6.74003 ***
CO2 3.39235 −12.3475 *** −10.9871 *** −1.90902 ** −5.33931 *** −7.54595 ***
TRADE −2.23316 *** −11.9227 *** −14.5881 *** −0.31047 −6.36379 *** −2.424899 ***
FDI −3.83163 *** −13.8483 *** −14.6078 *** −3.35995 *** −10.5845 *** 12.3413

Note: ** and *** indicate statistical significance at α = 0.10, 0.05, and 0.01 levels, respectively.

2.1.3. Panel Cointegration Test

Non-stationarity is not necessarily a bad thing. Sometimes when two or more time
series exhibit the same stochastic trend, this special case is known as cointegration [11].
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Such situations can then be modelled using the vector error correction model, which can
help to forecast future values. This can be achieved through the Pedroni test, Kao test,
or Engle–Granger-Augmented Dickey–Fuller test. The hypotheses H02 and HA2 of the
cointegration test are as follows:

H02: The time series do not have cointegration (α > 0.01).

HA2: The time series have cointegration (α ≤ 0.01).

From the results in Tables 2 and 3, it is identified that all 6 cointegration tests of G7
and ASEAN-5 countries are significant at the 0.01 and 0.05 levels. Therefore, the results
of the trace test and the maximum eigenvalue test indicate that 6 cointegrating equations
were significant at the 0.01 and 0.05 levels, which meant that the long-term equilibrium
between the variables was met.

Table 2. Johansen–Fisher panel cointegration test for the REC model of G7 countries.

Hypothesized
No. of CE(s)

Fisher Stat
(from Trace Test)

Prob.
Fisher Stat

(from Max-Eigen Test)
Prob.

None 304.7 0.0000 183.6 0.0000
At most 1 177.9 0.0000 77.93 0.0000
At most 2 110.9 0.0000 45.97 0.0000
At most 3 73.20 0.0000 33.08 0.0028
At most 4 49.27 0.0000 30.89 0.0057
At most 5 30.95 0.0056 26.07 0.0254
At most 6 26.94 0.0196 26.94 0.0196

Table 3. Johansen–Fisher panel cointegration test for the REC model of ASEAN-5 countries.

Hypothesized
No. of CE(s)

Fisher Stat
(from Trace Test)

Prob.
Fisher Stat

(from Max-Eigen Test)
Prob.

None 174.8 0.0000 99.44 0.0000
At most 1 104.0 0.0000 38.70 0.0000
At most 2 70.45 0.0000 21.79 0.0053
At most 3 53.56 0.0000 23.49 0.0028
At most 4 35.84 0.0000 21.67 0.0056
At most 5 22.15 0.0047 18.58 0.0173
At most 6 15.87 0.0443 15.87 0.0443

2.1.4. Panel Model Selection

There are three generic models, which are: (1) Fixed-Effects Model (FEM), (2) Random
Effects Model (REM), and (3) Pooled Ordinary Least Squares Model (POLS) [8]. The REM
has the advantage of avoiding bias due to omitted variables that remain constant over time
and the FEM has the advantage of estimating time-invariant explanatory variables and
allowing for higher degrees of freedom, whereas the POLS is the most basic OLS technique
run on data that ignores all individually specific effects. To decide whether we should
pursue REM, FEM or POLS, we referred to the following tests:

1. Firstly, the Redundant Fixed-Effects Test was conducted. The hypotheses H03 and
HA3 of this test are as follows:

H03: POLS is preferred.

HA3: FEM is preferred.

If the significant p-value is lower than the α-value of 0.05, H0 is rejected, and the
fixed-effects model is preferred. If the significant p-value is higher than the α-value of 0.05,
H0 is accepted and the POLS effects model is preferred.

2. Next, the Lagrange Multiplier Test for Random Effects was conducted. The hypotheses
H04 and HA4 of this test are as follows:
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H04: POLS is preferred.

HA4: REM is preferred.

If the significant p-value is lower than the α-value of 0.05, H0 is rejected, and the
random effects model is preferred. If the significant p-value is higher than the α-value of
0.05, H0 is accepted and the POLS effects model is preferred.

3. Finally, the Correlated Random Effects—Hausman Test was conducted. The hypothe-
ses H05 and HA5 of this test are as follows:

H05: REM is preferred.

HA5: FEM is preferred.

If the significant p-value is lower than the α-value of 0.05, H0 is rejected, and the fixed
effects model is preferred. If the significant p-value is higher than the α-value of 0.05, H0 is
accepted and the random effects model is preferred.

Table 4 shows the tests for G7 panel model selection, where the fixed-effects model
was identified to be the most appropriate model. Meanwhile, Table 5 shows the test for
ASEAN-5 panel model selection, where the panel fixed-effects model (FEM) was also
identified to be the most appropriate model.

Table 4. Panel model selection for the REC model of G7 countries.

Tests Hypothesis p-Value Conclusion

Redundant Fixed-Effects Test H03: POLS is preferred.
HA3: FEM Is preferred. 0.0000 < α = 0.05 Reject H03. FEM is preferred.

Breusch–Pagan LM Test H04: POLS is preferred.
HA4: REM Is preferred. 0.0000 < α = 0.05 Reject H04. REM is preferred.

Hausman Test H05: REM is preferred.
HA5: FEM Is preferred. 0.0000 < α = 0.05 Reject H05. FEM is preferred.

Table 5. Panel model selection for the REC model of ASEAN-5 countries.

Tests Hypothesis p-Value Conclusion

Redundant Fixed-Effects Test H03: POLS is preferred.
HA3: FEM Is preferred. 0.0000 < α = 0.05 Reject H03. FEM is preferred.

Breusch–Pagan LM Test H04: POLS is preferred.
HA4: REM Is preferred. 0.0000 < α = 0.05 Reject H04. REM is preferred.

Hausman Test H05: REM is preferred.
HA5: FEM Is preferred. 0.0029 < α = 0.05 Reject H05. FEM is preferred.

3. Results

3.1. FEM of G7 Renewable Energy Consumption

Based on Table 4, the fixed-effect panel model equation for the REC of G7 countries
after obtaining the output from EViews is shown in Model (1) below:

RECG-7it = 40.3673 + 0.1501 RGDPit + 0.3773 URBANit + 0.07251 INTit
+ 0.0066 CO2it + 0.1728 TRADEit + 0.2580 FDIit

(1)

t = [1.8391 *] [4.4620 ***] [6.0445 ***] [7.6954 ***] [8.0767 ***] [3.3834 ***]

Note: * = at α 0.10 statistically significant level; ** = α 0.05 statistically significant level;
*** = at α 0.01 statistically significant level.
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Based on Model (1), the explanatory variables accounted for 92.24% of the variation
in the REC of G7 countries. The results show that all the explanatory variables (namely,
macroeconomic variables, economic growth (real GDP per capita), urbanization (urban
population), trade openness (total trade), and foreign direct investment (FDI) levels (FDI,
net inflows); the socioeconomic variable, which is the access to the internet (individuals
using the internet); and the environmental variable, which is environmental degradation
(carbon dioxide emissions)) are significant for the REC of G7 countries. Moreover, for the
heteroskedasticity test, White test F = 1.211262, prob-value = 0.3334 and the outcome of the
White test of the auxiliary regression’s R2 value is 0.225228. Therefore, VIF value is 1.2907,
which is less than 5. Therefore, Model (1) residuals present no multicollinearity problem.
Additionally, the residuals for the normality distribution test’s prob-value = 0.0741, which
is more than the α 0.05 level. Thus, the residuals are also normally distributed.

A 1 unit increase in RGDP has a positive effect on the change in REC by 0.1501 units
with statistical significance at the 0.10 level holding other variables constant. Next, a 1 unit
increase in URBAN has a positive effect on the change in REC by 0.3773 units with statistical
significance at the 0.01 level holding other variables constant. Meanwhile, a 1 unit increase
in INT has a positive effect on the change in REC by 0.0725 units with statistical significance
at the 0.01 level holding other variables constant. Then, a 1 unit increase in CO2 has a
positive effect on the change in REC by 0.0066 units with statistical significance at the
0.01 level holding other variables constant. Moreover, a 1 unit increase in TRADE has
a positive effect on the change in REC by 0.1728 units with statistical significance at the
0.01 level holding other variables constant. Finally, a 1 unit increase in FDI has a positive
effect on the change in REC by 0.2580 units with statistical significance at the 0.01 level
holding other variables constant.

3.2. FEM of G7 Renewable Energy Consumption

Based on Table 5, the fixed-effects panel model equation for REC of ASEAN-5 countries
after obtaining the output from EViews is shown in Model (2) below:

RECASEAN-5it = 54.7654 + 0.1121 RGDPit + 0.2192 URBANit + 0.2530 INTit
+ 0.0033 CO2it + 0.1523 TRADEit + 0.6714 FDIit

(2)

t = [7.9122 ***] [3.2934 ***] [8.8423 ***] [0.6126] [9.8540 ***] [2.9144 ***]

Note: *** = at α 0.01 statistically significant level.
Based on Model (2), the explanatory variables accounted for 81.17% of the variation in

the REC of ASEAN-5 countries. The results show that the macroeconomic variables (eco-
nomic growth (real GDP per capita), urbanization (urban population), trade openness (total
trade), and foreign direct investment (FDI) levels (FDI, net inflows)) and the socioeconomic
variable (which is access to the internet (individual using the Internet)) are significant
factors. However, the environmental variable, which is environmental degradation (carbon
dioxide emission), is not significant for the REC of ASEAN-5 countries. Furthermore, for the
heteroskedasticity test, White test F = 2.150000, prob-value = 0.0828 and the outcome of the
White test of the auxiliary regression’s R2 value is 0.340369, Therefore, VIF value is 1.5159,
which is less than 5. Therefore, Model (2) residuals present no multicollinearity problem.
Additionally, the residuals for the normality distribution test’s prob-value = 0.8490, which
is more than α 0.05 level. Thus, the residuals are also normally distributed.

A 1 unit increase in RGDP has a positive effect on the change in renewable energy
consumption (REC) by 0.1121 units with statistical significance at the 0.01 level holding
other variables constant. Next, a 1 unit increase in URBAN has a positive effect on the
change in REC by 0.2192 units with statistical significance at the 0.01 level holding other
variables constant. Then, a 1 unit increase in INT has a positive effect on the change in
REC by 0.2530 units with statistical significance at the 0.01 level holding other variables
constant. Moreover, a 1 unit increase in TRADE has a negative effect on the change in REC
by 0.1523 units with statistical significance at the 0.01 level holding other variables constant.
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Lastly, a 1 unit increase in FDI has a positive effect on the change in REC by 0.6714 units
with statistical significance at the 0.01 level holding other variables constant.

Energy is the key driver of economic growth. Thus, for the case of G7 countries, for
the economic leaders of G7 countries to achieve the sustainable development goals, the
urban population (URBAN) and the net FDI inflows (FDI) should be considered, as they
have a more positive effect on the change in REC [12,13]. However, for the case of ASEAN-
5 countries, for the economic leaders of ASEAN-5 countries to achieve the sustainable
development goals, they should focus on the effects of the individuals using the internet
(INT) and the net FDI inflows (FDI) on the REC [14,15].

4. Discussion

The empirical findings show the importance of macroeconomic, socioeconomic, and
environmental variables to achieve REC in G7. For the case of ASEANN-5, it is macroeco-
nomic and socioeconomic variables that affect REC. However, the environmental variable
is not significant. This can be explained by the study in [16]. They found that carbon
emissions per capita do not influence investments in renewable energy. This is because
they are satisfied with the number of renewable energy initiatives in place to counter the
perceived level of environmental degradation.

4.1. Factors Affecting REC in G7

For macroeconomic factors in the case of G7 countries, similar results have been found
in previous studies [12,17,18]. Real GDP per capita affects India, and there is a long-term
relationship between economic growth and renewable energy consumption [18]. While
for the urban population, in the study of [12], the results show that urbanization is an
important factor that affects REC. This can be explained by the increased intensity of energy
demand in highly urbanized areas, which translates to an increased demand for alternative
sources of energy. Based on the study of [17], the results show that trade openness exhibits a
significant effect on hydropower energy, wind energy production, and solar and geothermal
energy sources, which are renewable alternatives of energy supplied by the government
based on domestic demand. While for FDI net inflows, the results of [13] show an effect
between FDI and REC, i.e., a long-run U-shaped relationship is present for renewable
sources and FDI.

For the socioeconomic variable, i.e., individuals using the internet, the results of [12]
show internet usage is a significant factor affecting REC. This is because internet access
enables a more efficient dissemination of information on environmental issues that help to
increase consumer awareness towards environmental issues. While for the environmental
variable, i.e., carbon dioxide emissions, the results are consistent with those of a previous
study [19], which shows that energy utilization has a significant impact on carbon dioxide
emissions.

4.2. Factors Affecting REC in ASEAN-5

For macroeconomic factors in the case of ASEAN-5 countries, similar results have been
found in previous studies [15,20–22]. For the macroeconomic factors, the results of [22]
show that economic growth (real GDP per capita) has a significant impact on renewable en-
ergy. This is especially during periods of high economic growth, and there is unidirectional
causality from economic growth to renewable energy. Moreover, for urban population,
the results of [21] show urbanization increases renewable energy significantly and there is
bidirectional relationship between urbanization and renewable energy consumption. While
for total trade, the results of [20] show a negative cointegration direction between trade
openness and renewable energy, i.e., an increase in trade openness decreases renewable
energy consumption. This is because, when countries’ trade openness increases, they re-
quire more energy, which increases energy costs. However, countries can import advanced
technologies at the same time, which reduces energy intensity and offsets the energy costs
simultaneously. For FDI net inflows, [15] shows a strong relationship between FDI and
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renewable energy in South Asian nations, and it is suggested that policymakers incorporate
FDI into policies to promote environmental sustainability.

For the socioeconomic variable, i.e., individuals using the internet, the results of [14],
which used the system-generalized method of moments (GMM) estimator on Chinese
provincial panel data from 2007 to 2016, show the popularity of the internet does improve
the public’s environmental protection awareness, which indicates a relationship between
information and communication technology (ICT) and sustainable development.

5. Conclusions

In conclusion, this research study showed that REC is significantly affected by macroe-
conomic, socioeconomic, and environmental variables in G7 countries, while for the case of
ASEANN-5, it is macroeconomic and socioeconomic variables that affect REC. This implies
that policymakers should cater for the relevant indicators in policy formulation for the
development of REC. Since ASEAN-5 countries are still in transition towards becoming
developed countries, economic activities can become intensify in the mission to achieve
sustained economic growth, which would subsequently lead to environmental degradation
if REC is not improved. Thus, it is imperative for policymakers to incentivize business
owners to transition towards greener alternatives to ensure that the future generations of
the country are not left with a heavily polluted country.

Moreover, the significance of the socioeconomic variable is reflected in the importance
of policymakers in G7 and ASEAN-5 countries utilizing internet platforms, such as social
media, to raise environmental awareness effectively and efficiently. Since the youth is
the most active user of social media and the future leaders of the nation, cultivating
environmental awareness from a young age is important in ensuring the sustainable
development of the country without compromising economic prosperity. Taking Singapore
as an example, the Ministry of Sustainability and the Environment of Singapore runs
social media accounts (i.e., Instagram and Facebook) and posts trendy pictures and videos
that younger generations can relate to and “reshare” to their friends and families. Such
initiatives are modern and up-to-date with the latest trends, which ensure that the youths
are actively engaged with the work of policymakers.

The governments in G7 and ASEAN-5 countries need to set up special taskforces
to track REC, which is crucial to identify the progress of the nation towards achieving
the sustainable development goals. The governments can also invest in research and
development projects (R&D) to improve public access to the required data, allowing
researchers and even the general public to understand better the country’s sustainable
development progress.
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Abstract: This paper presents a study on the creation of a tool to help powerlifting athletes and
coaches, as well as bodybuilders and other amateur gym athletes, to analyse their data and obtain
useful information regarding the athlete’s performance. The tool should also predict future personal
records in lifting for both raw (non-equipped) and non-raw (equipped) attempts, and their various
exercises. In order to achieve this, a dataset with entries of around 500 k lifters and more than 20 k
official powerlifting competitions was used. Among those entries, biometric variables of the lifters
and the weights they lift in each of the three movements of this sport discipline were included: squat,
bench press, and deadlift. We applied data preprocessing and visualising as well as data splitting and
scaling techniques in order to train the machine learning models that are used to make the predictions.
Lastly, the best predictive models were used in the implemented tool.

Keywords: powerlifting; forecasting; prediction; dataset; data mining; data visualisation; machine learning

1. Introduction

Lifting exercises are classified as sports, and the category ranges from well-known
sports, such as football (soccer) and basketball, to less popular sports, such as strongman,
weightlifting, or powerlifting. Most of the popular sports also incorporate lifting exercises
to increase performance. For instance, soccer players perform squats or deadlifts to enhance
their sprint or jump performance.

Powerlifting is a sport that focuses on three movements: squat, bench Press, and deadlift.
In this sport, the lifter has three attempts to perform one repetition in each movement
with as much weight as possible. Competitions start with the squat and finish with the
deadlift, where each lifter has three attempts in each exercise to lift the highest load they can.
These competitions are known as SBD, which stands for the first letter of each movement.
However, there are also competitions focused on only one of the lifts or a combination of
them. In addition, attempts can also be either performed with or without equipment, such
as squat suits, compression bands, and slingshots, among others. The equipped attempts
are known as non-raw, whereas unequipped trials are called raw trials.

Progressive overload is the key to achieving an increase in performance over time.
To improve in a particular movement, the lifter must increase the weight being lifted.
However, knowing when to increase the weight is not straightforward, and can have
negative consequences for the athlete, such as nervous fatigue, muscle fatigue, performance
reduction, or demotivation. Performing such highly demanding lifts, for example, a one-
repetition max (1RM), also has additional risks associated with it.

Nowadays, some free online tools are available for athletes to estimate their 1RM
based on their weight, age, height, and their results from less-demanding weight lifts, such
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as 5RM, 3RM, etc. However, there are no tools that can predict or estimate how much
weight someone can lift in equipped powerlifting according to the same biometric inputs
and their 1RM performance in non-equipped powerlifting, and vice versa.

Thus, the purpose of this work is to build a tool that can predict the future performance
of lifters in both raw and non-raw competitions according to their current records in either
discipline. It will be based on the application of data mining and machine learning methods
on a complete real dataset, comprising data from more than 500 k athletes, both women
and men, and belonging to different age and weightlifting category ranges. The application
will allow lifters to predict how much a raw athlete will lift in a future non-raw competition,
or how well a non-raw lifter can perform in a raw competition, based on their current
progress in the raw/non-raw discipline.

To this end, an exploratory data analysis was conducted in order to better understand
the data, and to extract some estimates that could be useful for the prediction models. Then,
several regression algorithms were tuned and applied to the dataset in order to predict
future weightlifting results from current variables, such as the athlete’s gender, bodyweight,
previous records, and equipment use.

2. Related Work

There are few studies in the literature related to powerlifting predictions. We have
reviewed the main ones, which have served as inspiration and are the basis for comparison
in the present study. In addition, these works have some weaknesses and flaws that have
been addressed in our study.

• Analysis of USA Powerlifting Federation data (2012–2016) [1]: This work highlights
the importance of considering equipped and raw powerlifting as different sports,
and the substantial differences in performance between the two disciplines. Squats
and bench presses are much more affected by equipment than deadlifts due to their
eccentric and concentric phases. Lifters do not benefit as much from equipment when
performing deadlifts, since there is no eccentric phase. Given this, in our study, we
analysed raw and equipped lifting separately, and also considered gender differences.
Women tend to reach their plateau sooner than men, but their performance declines
earlier. Males reach their peak performance later, but tend to hold it for a much longer
time period. The ideal age for performance ranges from 24 to 39 years, with the
mean age established at 30 years. This work [1] has some limitations, such as the
limited amount of data and the tedious process of manually searching through the
International Powerlifting Federation (IPF) website. In our study, we processed an
already well-developed database from OpenPowerlifting. Published statistics in [1]
regarding ages, weights, genders, raw vs. equipped, and exercises were used as
a reference for further analysis. We complement this information with additional
graphic resources and analyses, in order to gain further insights.

• Influence of Compressive Gear on Powerlifting Performance: Role of Blood Flow

Restriction Training [2]: In this paper, the blood occlusion induced by compressive
gear is described. The summary proposes that the occlusion can be maximum while
performing squats. That is, the gear used in non-raw competitions can totally occlude
the blood flow in the legs, which resulted in an increase in performance. What is more,
this increase is not as significant either in bench presses or deadlifts. This may be due
to the nature of the movement itself (deadlift) and the fact that it lacks an eccentric
phase, or that it is impossible to totally occlude the muscles involved in the exercise
(pectoral muscles in bench press) to such an extent as is possible with squats. The
fact of the matter is, wearing such gear will still increase the performance in both
movements, especially when compared to raw users, but not to the extent as in squats.
However, the deadlift is the least affected out of the three. For these reasons, the idea of
splitting the dataset into two different disciplines (raw vs. equipped) was reinforced.

• The Role of FFM Accumulation and Skeletal Muscle Architecture in Powerlifting

Performance [3]: The importance of distinguishing between muscle mass and fat mass
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was explained in this study. Basically, it shows that more fat-free mass (FFM), i.e.,
muscle, is related to performance in powerlifting: the more the better. However, it
is still limited by the muscle structure itself, as well as the muscle longitude and the
degree in which those muscle fibres are distributed. All these variables are involved
in determining how much strength each muscle section can produce. All in all, the
more fat-free mass the lifter has, the stronger they will be, and stronger athletes tend
to lift heavier weights, making them better-performing powerlifters.

• The Effect of Experimental Alterations in Excess Mass on Pull-Up Performance in

Fit Young Men [4]: In this work, the authors explain how the differences in body fat
percentage of a lean athlete (low body fat) and a heavier one (high body fat) can affect
their pull-up and their bench press performance. To begin with, they show that there is
a strong relationship between how heavy the lifter is (tall and/or muscular individual),
or how high their body fat percentage is, and performance, since increasing body
fat percentage by 10% will result in a significant reduction in performance (fewer
repetitions). It is said that this could apply to other forms of exercise, such as the bench
press. So, if an individual lifts 100 kg for eight repetitions, and this same individual
adds 10 kg to the bar, they will then only be able to perform four repetitions, that is, half
of what they achieved previously (assuming eight repetitions is close to the athlete’s
maximum performance). It is shown that pull-ups are not as good at measuring an
athlete’s performance as they are at measuring their bodyweight, either as body fat
percentage or muscle mass. Essentially, this work showed us how important it is to
take the athlete’s weight into consideration when analysing our own dataset, since
variations in weight do make a difference.

• Adjusting Powerlifting Performances for Differences in Body Mass [5]: In this
work, there is a comparison between the formulas of Stiff and Sinclair as well as
other aspects that must be taken into consideration when working with a dataset
similar to the one we used. It is said that the Stiff formula is better, since it works
regardless of weight, and this makes it more accurate than the Sinclair formula. Addi-
tionally, it is advised that one separates the data for males and females, as well as raw
and non-raw, and thus avoids mixing everything together. It also mentions that the
larger the number of instances the better. The key lesson we learned from this study
is that it is very important to split the database into different groups, even though,
supposedly, the fact that one group is raw and the other is non-raw does not influence
the results of the Stiff formula as much as it does the Sinclair formula, since the former
does not use the weight variable in its calculations, whereas the latter does.

In summary, the majority of the studies mentioned are in agreement that there are
two disciplines (raw and non-raw), and they should be considered as two different sports
altogether. For these reasons, in our study, we compared them as separate disciplines and
sports from the beginning. Doing so provides further insights as to how these powerlifting
variations compare to one another. More importantly, it will allow us to see how our
results compare to those of [1], the most important work to date on this topic, given the fact
that the considered database in our study has considerably more instances and it is up to
date. Additionally, our study provides a very detailed visualisation of gender distribution,
both at the very beginning of the sport and in current years, as well as how it fluctuates
throughout the months and years. Finally, we showcase the record evolution for each
movement according to gender and year.

3. Dataset Description

Data were obtained from a website named OpenPowerlifting [6]. It includes information
about almost every international powerlifting competition since 1965 to present, and is
constantly updated.

The dataset contains information about every lifter: name, age, gender, weight, age
class, weight class, the three attempts of every movement (squat, bench, and deadlift), as
well as a column with the best out of the three, and the sum of those best three. There

217



Eng. Proc. 2023, 39, 20

is even information about whether or not the athletes were drug tested. It also contains
data concerning the competition (powerlifting meet) itself: name, country, state, town,
federation, parent federation, and date of the event.

Finally, it also provides the results of some formulas relevant to the sport, such as
Goodlift (whether or not a certain lift was performed correctly), or Wilks/Glossbrenner/Dots
(three different computations of the relative strength of the lifter according to their body-
weight category), as well as the lifter’s place in each meet. However, these last variables
are not considered in our model.

As described above, the dataset holds a great deal of information. In fact, the initial
dataset had 41 columns (features), of which 22 were floats and the others were strings or
dates. From these, we selected 19, these variables being the most relevant according to
previous studies. They can be seen in Table 1.

Table 1. Selected variables for our study.

# VARIABLE TYPE DESCRIPTION

1 Name string Full name of each athlete

2 Sex string Gender of the athlete (‘F’ for females or ‘M’ for males)

3 Event string Whether it was a SBD competition with the three movements or just one or a
combination of them

4 Age float The athlete’s age

5 AgeClass string The athlete’s age class

6 BodyweightKg float The athlete’s bodyweight

7 WeightClassKg float The athlete’s weight class

8 Best3SquatKg float The heaviest and correct lift in kg for squats recorded in the previous attempts

9 Best3BenchKg float The heaviest and correct lift in kg for bench presses recorded in the previous attempts

10 Best3DeadliftKg float The heaviest and correct lift in kg for deadlifts recorded in the previous attempts

11 TotalKg float The sum of the three best marks (in the three previous variables)

12 Place float The final position of that athlete in the competition

13 Dots float The result of applying the Dots formula to these values in order to rate the performance

14 Wilks float The result of applying the Wilks formula to these values in order to rate the performance

15 Glossbrenner float The result of applying the Glossbrenner formula to these values in order to rate
the performance

16 Goodlift float The result of applying the Goodlift formula to these values in order to rate
the performance

17 Tested boolean Records whether the athlete was drug tested or not

18 Parent Federation string The parent federation where the competition took place

19 Date date The date of the competition. Format: yy-mm-dd

The dataset considered in the present study can be downloaded from https://op
enpowerlifting.gitlab.io/opl-csv/bulk-csv.html (accessed on 20 June 2023). There was a
preprocessing step, in which the data were anonymised, unknown values were removed,
and the patterns were separated by sex and equipment use, and grouped into age ranges.

After this, a preliminary exploratory analysis was conducted (described in the follow-
ing section) in order to visualise and better understand the data.

4. Exploratory Data Analysis

This is an initial analysis of the considered dataset, which aims to show the magnitudes
and distribution of the data as well as to present some facts about them to take into account.
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It is important to remind the reader that raw means ‘unequipped attempt’, while non-raw
corresponds to an ‘equipped attempt’.

First of all, the number of samples can be seen in Table 2, grouped by gender and
equipment use.

Table 2. Total number of samples per gender. Each one corresponds to the best weight lift attempt by
each athlete in a competition for each of the three movements (squat, bench press, and deadlift).

RAW NON-RAW

Women 227,700 151,500
Men 631,000 521,200

TOTAL 858,700 672,700

As can be seen in the table, the amount of data is more than 1.5 million samples,
whereas in the reference work [1], the data included 15,800 men and 6000 women patterns.
Thus, we can push our study much further than the previous work, reaching stronger
conclusions, i.e., better supported by the data.

Figure 1 plots the data in a density graph, grouped by gender, showing the distribution
of samples per age range and per athlete weight class (weightlifting athletes compete in a
different category or class according to their bodyweight as well as their gender).

Figure 1. Women’s and men’s distributions by age range and weight categories according to the
equipment used in their weight lift attempts. The colour of each cell represents the number of
samples/instances in that specific age range and weight category (the darker the colour, the higher
the number).

As can be seen in the density graphs, there are subtle distinctions that can be perceived.
It seems that for non-raw male lifters, the weight category with the highest density is the
under 105 kg category, whereas for raw lifters, the most common weight class is under
the 93 kg category, followed very closely by the under 83 kg and under 105 kg categories.
In spite of this, the age range in all of them is 24–39 years, as was also concluded from
the previous study [1]. The graphs also show that, in the most popular weight classes for
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both men and women, there is a more balanced gender distribution in raw competitions,
compared to equipped ones, in which there is a higher degree of male density (around
3.5 times more males than females).

With regard to the performance, we have analysed how it behaves according to each
gender, equipment, and lift. Figures 2 and 3 show box plots of the weights lifted by the
athletes according to their weight category.

Figure 2. Powerlifting weight in the three movements for women, raw (top) and non-raw (bottom),
separated by weight categories.

Figure 3. Powerlifting in the three movements for men, raw (top) and non-raw (bottom), separated
by weight categories.

There are obvious trends, such as the correlation between the weight lifted and the
weight class. Moreover, as expected, the main result is the positive impact of the equipment
on the increase in performance in both genders and for all the weight classes. This affects
men much more than women. Furthermore, the use of equipment does not help as much
in deadlifts as in other movements.
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The following analysis is similar to the previous one, but focused on the age range
of the athletes. Thus, Figures 4 and 5 show box plots of the weights lifted by the athletes
according to their age category.

Figure 4. Powerlifting weight in the three movements for women, raw (top) and non-raw (bottom),
separated by age ranges.

Figure 5. Powerlifting in the three movements for men, raw (top) and non-raw (bottom), separated
by age ranges.

It is interesting to see, that the best performing age group is, in all of them 24 to
39 years of age. Which is the same age group, that has the highest amount of lifters as
shown in Figure 1. Nonetheless, in the bench press exercise the differences between 40 to
49 yeas of age and this age group are almost non existent. So, it could be possible to say
that in this particular movement, women and men tend to perform equally as good as the
younger lifters or that athletes tend to maintain their bench press performance much better
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compared to the other two movements. In addition, with this data, it is save to say that
younger male and female athletes perform better across all the movements except for bench
press, where the differences are not as big and, in fact, can be surpassed by older athletes in
the 40 to 49 age group. It is important to note, that the actual differences between 24–39 and
40–49 are not that notorious in any of the exercises to begin with, and neither in raw males
or females. Additionally, it is confirmed, as pointed in [1] that males tend to reach their
peak performance later than women and also hold it for longer, whereas women reach it
faster but lose it sooner, as well. For instance, this can be perceived when looking at the
performance in the youngest age group (blue) versus the 60–69 year group (brow box).
For males, the performance is always either equal or even higher but for females is equal
or lower.

Finally, we have analysed the evolution of the records per movement along the years.
The data are plotted in Figure 6.

Figure 6. Records evolution along the years in the three movements for females (pink graphs) and
males (blue graphs). Raw (top) and non-raw (bottom).

As can be seen, there are some missing pieces of information in a few periods, such as
in the 1980s for squats and deadlifts, probably due to poor accuracy in the recollection of
data. Moreover, there are no data for women before 1980. This is because women did not
compete in the sport until this time. Furthermore, it is not until after 1995, more or less,
that we start to see a somewhat steady increase in records, whereas before that date, the
graph is rather unpredictable. The record improvement is a factor that everyone would
logically consider important. Meaning that, in every sport, every year, new records are
being set, due to improvements in techniques, coaching methods, and so on. Naturally, this
applies for raw weightlifting as well. With regard to equipped powerlifting, there is a clear
difference. Here, there are no years missing and the graphs show a very smooth increase in
records year after year. As expected, the records for non-raw are much higher than for raw
(since they wear performance-increasing gear).

In the following section, we will focus on the prediction of weightlifting for athletes.

5. Regression Models

In this section, we apply machine learning models to the data in order to predict
results based on certain inputs. First of all, the dataset was preprocessed, removing the
instances dating before 1996, since they could be deleterious during the learning phase of
the model, as shown in the record evolution analysis in the previous section. Weight and
age categories were also removed because they were redundant with regard to weight and
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age columns. Moreover, the Event column (describes the movement the athlete performed)
was also removed, since it is information we decided not to address given the fact that we
would create specific models for each movement, and that the vast majority of the instances
were athletes that actually performed all three movements (squat, bench, and deadlift, also
known as ‘SBD’). We converted data in every column to integers. After this step, the ‘Sex’
column had only two values: ‘0’ for females and ‘1’ for males. Additionally, the ‘Equipment’
column followed the same strategy: ‘0’ for raw and ‘1’ for non-raw. We noticed that some
athletes shared exactly the same name; in these instances, we removed inconsistent data.
We performed a combination of all the instances for every athlete, with several comparisons
between instances on a two-by-two basis (internally renamed as ‘X’ and ‘Y’). This allowed
us to compute a new variable ‘DiffDays’, where we stored the difference in days between
the date of one instance and the other being compared. These actions provided us with the
chance to select only those entries where the difference was no greater than 2 years and
had a positive value (only predicting the future). By doing this, our model was capable of
accurately predicting an athlete’s performance up to 2 years into the future.

At this point, the dataset was ready to work, considering all the instances were correct
and in numeric format, with only the essential and most relevant columns: sex; current
equipment; current age; current bodyweight; current best squat, bench, and deadlift; future
equipment; future age; future squat, bench, and deadlift; and the number of days until
the next competition (‘DiffDays’). Then, we separated the data into a different dataset per
movement so that we could use a model devoted to each one of them. We split the datasets
into 75% for training and 25% for testing.

Before applying the machine learning models, we analysed the relationship in terms
of correlation between the dependent variable (‘Y’), which is the weight lift per movement,
and the rest of the variables (‘X’), using Seaborn heat maps. The results can be seen
in Figure 7.

Figure 7. Correlation between features in each dataset (one per movement). Yellow rectangle
highlights the target column.

As can be seen in the figure (squat subgraph), for the ‘X’ axis target column
(“Best3SquatKg_y”), the “Best3SquatKg_x” feature is the the most influential towards
the target (value 0.92), followed by future bodyweight (0.64), current bodyweight (0.62),
sex (0.6), future equipment (0.28), and current equipment (0.2). The same results can be
also seen in the case of bench press and deadlift, where the current ‘_x’ best weight lifted,
in that particular movement, is the feature with the strongest correlation towards the target
best future weight lifted column ‘_y’.

We then used different regression models, since our goal was to predict a single
numeric value depending on other numeric values. We applied linear, lasso, and ridge
regression [7], as well as KNN [8], random forest [9], and decision tree [10] algorithms for
regression. Additionally, we applied MARS (multivariate adaptive regression splines) [11]
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and ANN [12]. The configurations of all the methods were tuned after an exhaustive
experimentation process, mainly in the case of the random forest ( finally having 150 esti-
mators, 5 minimum samples split, 1 minimum sample leaf, and no bootstrap) and ANN
(3 layers: 9-4-1 neurons, RELU-TANH activation functions, MAE as loss metric, 128 batch
size, 20 epochs). For all the methods, we computed, as performance metrics, the mean
square error (MSE) [13], the mean absolute error (MAE) [14], and R-squared (R2 Score),
or the coefficient of determination [15], which indicates the percentage of the dependent
variable interpreted from the independent variables, i.e., how well the regression model
fits the data.

The obtained results can be seen in Tables 3–5, for each of the three movements.
All the tables show the best performance with the random forest method, followed

very closely by ANN and KNN, with an R2 between 91% and 92%, depending on the
problem/movement, which is a relatively reliable result for a forecasting tool such as the
one we aimed to build. However, the generated models in the case of the random forest
required almost 20 GB of hard disk space, while ANN models only required 100 KB, which
is a remarkable difference for just a 1% difference in R2; so, in order to be used in a software
tool, we chose to apply ANN models.

Table 3. Squat—regression model results.

Model MSE MAE R2 Score

Linear Regression 580.22 15.95 0.88

Lasso Regression 583.09 16.00 0.88

Ridge Regression 580.22 15.95 0.88

Random Forest 433.59 13.56 0.91

KNN 504.64 14.93 0.90

MARS 580.22 15.95 0.88

Decision Tree 849.55 18.47 0.84

ANN 489.37 14.75 0.90

Table 4. Bench press—regression model results.

Model MSE MAE R2 Score

Linear Regression 358.92 12.10 0.88

Lasso Regression 362.29 12.14 0.88

Ridge Regression 358.92 12.10 0.88

Random Forest 193.86 8.53 0.94

KNN 260.39 10.34 0.92

MARS 358.89 12.10 0.88

Decision Tree 407.55 11.86 0.88

ANN 243.12 9.88 0.92
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Table 5. Deadlift—regression model results.

Model MSE MAE R2 Score

Linear Regression 413.61 13.10 0.88

Lasso Regression 416.12 13.13 0.88

Ridge Regression 412.27 13.07 0.88

Random Forest 280.51 10.57 0.92

KNN 351.06 12.38 0.90

MARS 418.07 13.21 0.88

Decision Tree 602.92 15.15 0.85

ANN 334.58 11.44 0.91

This tool has actually been implemented and deployed on the following website:
https://medinajromero-webapptestfinal-webapplocal-6zlgiv.streamlitapp.com (accessed
on 25 May 2023).

Figure 8 shows the webpage where the prediction application can be used.

Figure 8. Webpage created with the implementation of the prediction tool.

The users can input their data, i.e., gender, current equipment (raw or non-raw),
current age, current bodyweight, current best lift in each movement (squat, bench press,
and deadlift), and their future age (could be the same), future bodyweight (could be
the same), future equipment (can be raw or non-raw, in order to predict how much of a
difference in performance the equipment will make), and the number of days until the
desired competition takes place. The output will present the expected weight lift results for
each of the movements.

6. Conclusions and Future Work

This paper presents a study on the creation of a tool based on machine learning
(regression models) for the prediction of future results in powerlifting competitions for
athletes. It takes into account gender, age range, weight category, and the possible use of
equipment for the different attempts at three movements: squat, bench press, and deadlift.

To this end, a large dataset (more than 1.5 million instances) has been extracted
and processed. After an exploratory analysis and a data preparation procedure, several
regression techniques were applied to the data, obtaining R2 (coefficient of determination of
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the regression models) results of around 91–92%. An artificial neural network was chosen
as the predictor, and an actual web-based tool has been implemented.

This tool will be helpful for lifters and their trainers to assess whether they should
compete in one competition or another without having to repeat lifts or wear uncomfortable
equipment. This will help prevent unnecessary stress to their bodies, and save time
associated with repeating lifts. The tool will also provide useful insights for trainers to
monitor the progress of their athletes and help them prepare for future competitions.

As future work, we could try to improve the models’ performances in certain ways,
maybe using a meta-optimisation process on the parameters of each model by means of
evolutionary algorithms.
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Abstract: Landslides are nonstationary and nonlinear phenomena, which are often recorded as high-
dimensional vector time series manifesting spatiotemporal dependence. Contemporary econometric
methods use error-correction cointegration (ECC) and vector autoregression (VAR) to handle the
nonstationarity but ignore the nonlinear trend. Here, we improve the ECC-VAR methodology by
inserting a nonlinear trend c(t) into the model and nonparametrically estimating it by penalised
maximum likelihood, and name this method ECC-VAR-c(t). Assisted by the empirical dynamic
quantiles (EDQ) dimension reduction technique, it is sufficient to apply ECC-VAR-c(t) to just a
small number of representative EDQ series to surmise the whole dataset. The application of this
ECC-VAR-c(t) is well fitted to the real-world slope dataset (R2 = 0.99) that consists of 1803 time
series, each having 5090 time states. In addition to the forecast values, we also provide three risk
assessments to predict locations, time and risk of a future failure with quantified uncertainty for
building an early-warning system (e.g., predicted time of failure (ToF), where the minimum error is
2.7 h before the actual ToF).

Keywords: vector time series; nonlinear and nonstationary; error-correction cointegration; dimension
reduction

1. Introduction

Recent advancements in modern technologies such as radars, satellites, sensors make it
computationally feasible and accurate in monitoring the real-world complex systems [1–3].
Based on these advanced detection technologies, a move from a conventional detection–
diagnosis–mitigation to a more proactive prediction–prognosis–prevention paradigm is becom-
ing increasingly evident. A typical example is the prediction of geological hazards such as
landslides. It is crucial to make reliable and timely predictions of an impending hazard for
risk mitigation to protect lives, livelihoods and the environment [4,5]. However, observa-
tions of landslides are often recorded as high-dimensional, spatial–temporal-dependent
vector time series with nonlinear and nonstationary phenomena. Time series forecasting of
such complex systems are considered one of the emerging challenges of modern science [6].

The current existing methods for modelling and forecasting time series, for example [7–11],
have some limitations in dealing with the diverse combinations of the nonlinear and nonsta-
tionary dynamic behaviours among the system and the computational infeasibility caused
by high dimensions in the real-world dataset. The objective of this paper is to develop a
statistical model used for high-dimensional, spatial–temporal-dependent, nonlinear and
nonstationary time series–here, we focus on landslides—and provide reliable and timely
prediction for early warnings.

We develop a data-driven model by combining several advanced techniques. First,
we apply a dimension reduction technique called empirical dynamic quantiles (EDQ),
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proposed by Peña et al. [12] to present the high-dimension vector time series by a small
number of EDQ series; then, we use error-correction and cointegration (ECC) form of the
vector autoregession (VAR) model to deal with the nonstationarity in the time series and
combine this with an empirical function c(t) used to capture the nonlinearity. To assess the
performance of the proposed ECC-VAR-c(t)-EDQ model, we apply it to real-world ground
motion data, which have 1803 time series, with each having 5090 time states in total. Once
we obtain the optimal model, we can calculate the forecast values and use them for further
analysis to predict future failure.

The performance of a forecasting framework is not just about how accurately the
forecast values can figure out the failure (i.e., true positive), it is also about how well the
forecasting framework can confidently forecast a stable region (i.e., true negative). The
studied slope data in this paper have both failure and stable regions, which is an ideal case
for assessing our model. In addition to the forecast values that can be obtained from our pro-
posed model, we also provide three risk assessments to predict the locations of failure, time
of failure and risk of failure with quantified uncertainty, based on certain what-if-scenarios
at each future time and location. From the forecast values and these three assessments,
our developed forecasting framework can successfully tackle the high-dimension, nonsta-
tionary and nonlinearity among the spatial–temporal-dependent dynamic system, forecast
the failure and stable in the slope data domain and provide a reliable prediction for early
warnings, as shown later in the paper.

This paper is organized as follows. The slope data analysed in this paper are intro-
duced in Section 2. The details of the method are described in Section 3 before we apply
this method to the slope data in Section 4. The forecast results and three risk assessment
discussions used for building an early warning system are presented in Section 5, and the
conclusion about this forecasting framework is presented in Section 6.

2. Data Description

The studied slope data focus on a rock slope of an open-pit mine dominated by
intact igneous rock that is heavily structured or faulted by many naturally occurring
discontinuities [13]. Since the mine operation, location and year of the rock slides are
confidential, we call this dataset Slope X data. The monitoring domain stretched to around
200 m in length and 40 m in height. Movements of the rock face were monitored over a
3-week period: 10:07 May 31 to 23:55 June 21. Displacement at each of the 1803 monitoring
locations or pixels on the surface of the rock slope was updated every six minutes, with
T = 5090 time states in total. This led to a vector time series data with dimensions 1803
and length 5090. A landslide occurred on the western side of the slope on June 15, with an
arcuate back scar and a strike length of around 120 m. The time of failure (ToF) occurred at
around 13:10 June 15 (t = 3568), close to when the global peak velocity of 33.61 mm/h was
reached [13,14]. The observed displacement and locations are shown in Figure 1.

Figure 1. (a) Displacement histogram at time of failure (ToF), 13:10 June 15. (b) Displacement at all
these 1803 monitoring locations. (c) The observed 1803 time series each has length 5090 in grey. The
11 EDQ series highlight in black in (c) and their corresponding locations showed as black dots in (b).
The red dashed line is the ToF.
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3. Method

Limited by computational infeasible for big spatial–temporal-dependent data, most of
the existing models for geo-hazards [7,8,10] can only deal with univariate or low-dimension
vector time series. To improve this limitation, our proposed data-driven model forecasts
future behaviors for all time series in the study domain. This model accounts for the
influence of past and present at location i and all nearby locations, as well as the changes in
these interdependences across space and time. The forecasts from the existing geo-hazards
forecasting model often lack quantification of the associated uncertainties in terms of
probabilistic assessments. The method described in this paper provides new insights in the
modeling of high-dimensional, spatial–temporal-dependent time series with nonlinear and
nonstationary phenomena and provides a reliable prediction of where and when failure
will occur, as well as the quantified uncertainty of a future failure. An overview of our
forecasting framework is presented in Figure 2.

Figure 2. Overview of the forecasting framework. There are two parts of this forecasting framework.
The first part is modelling and forecasting. The second part is building an early-warning system to
predict future failure with three risk assessments (R1–R3).

In step 1, we first apply a dimension reduction technique to reduce the dimension of the
large-scale dataset from N = 1803 to a small number k, which can make sure computation
ia feasible for the further steps in our method, with a negligible loss of spatial and temporal
dynamical information. We use the training sample to identify these k locations from the
entire domain (i.e., i = 1, · · · , 1803; t = 1, · · · , T with T = 2854 for Slope X data for purpose
of illustration). To achieve this, we apply the idea of empirical dynamic quantiles (EDQ),
introduced by [12] and first used in a forecasting model for high-dimensional landslides
data in [14]. The key idea behind this technique is that the dimension reduction to k
EDQ series at k quantile levels 0 ≤ q1 < q2 < · · · < qk ≤ 1 is achieved by selecting a
small subset series from the original observed time series set, which is able to retain the
dynamic dependence in the original dataset. This small set time series selected at k quantile
levels optimally represents the whole time series set. Note that finding the k EDQ series
from the original N = 1803 time series set is the same as finding the k locations from the
1803 monitoring locations. Statistical computations used to determine the k representative
EDQ series essentially involve minimizing the sum of absolute differences between each
observed time series and the prospective EDQ series at the given quantile level. This
optimization procedure is computationally feasible and statistically consistent; more details
ar eprovided in [12]. These k representative EDQ series enable us to perform various
statistical inferences and forecasting in a manner that captures and retains the essential
spatial–temporal dynamics that drive the slope’s surface motion as damage spreads in the
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landslides. Similarly, the quantile level for each location and time series in the training data
can also be determined by this technique.

In step 2, we develop a model using the training sample from the representative k
EDQ series to capture the nonstationary, nonlinear trends and spatial–temporal dynamics
in the ground motion system. It is important to have such a model to provide reliable
and timely forecasts for this complex system. Unlike most existing time-series forecasting
methods [7,8,11], our model considers both the nonstationary and nonlinear observed
time series. To develop such a model, we use the concepts of vector autoregression (VAR)
time series and error-correction cointegration (ECC) modelling [15,16] to deal with the
nonstationarity and combine these with an empirical function c(t) in terms of time t to
capture the nonlinear trends in the ground motion system. We call this method the ECC-
VAR-c(t)-EDQ model. Let {zt, t = 1, · · · , T} be the k dimension vector time series of
displacement observed from k EDQ locations, and Δzt = zt − zt−1 be the velocity. The key
equation for this ECC-VAR-c(t)-EDQ model is of the following form

Δzt = αyt−1 +
p−1

∑
i=1

ΦiΔzt−i + c(t) + εt, (1)

where yt−1 = β�zt−1, with β being the k× r co-integration matrix of rank r; α is the k× r
stationary adjustment matrix, which is also of rank r; Φis are the k× k space–time associ-
ation matrices; c(t) is the predefined function of time t used to capture the nonlinearity;
{εt} is a sequence of independent and identically distributed k random vectors with mean
zero and covariance matrix Σ. Determining model (1) and estimating the parameters are
the tasks undertaken in step 2 of Figure 2.

The first key property of Equation (1) contains a valid analysis of the nonstationary,
spatial–temporal dynamics, where zt is usually nonstationary in real-world dataset [8]
but yt−1 = β�zt−1 must be stationary if Δzt is stationary. Here, we apply the idea of
cointegration [17–19]—a linear combination of these k unit-root nonstationary time series
zt that become r stationary series yt. The linear combination matrix β is called a cointe-
grating matrix with rank r. Cointegration implies a long-term stable relationship between
variables in forecasting [15]. Another important feature of Equation (1) is its capacity for
nonlinearity in the function c(t). A broad exploration and the literature show that empirical
approaches are quite often used to overcome the difficulties encountered when using the
nonlinear theoretical formulations [20,21]. Here, we use an empirical method to deter-
mine c(t)-employ the flexible mathematical functions and represent the nonlinear trend by
adapting parameters.

Specifically, to fit and estimate this model (1), we need to determine the cointegration
rank r and the cointegration matrix β. Consider the ECC-VAR-c(t)-EDQ model (1) and
replace yt−1 = β�zt−1; then, we have

Δzt = Πzt−1 +
p−1

∑
i=1

ΦiΔzt−i + c(t) + εt, (2)

where Π = αβ�. The matrix Π plays an important role in the cointegration study: if
rank(Π) = 0, there is no cointegrating vector. In other words, the test for cointegration
focuses on testing the rank of matrix Π = r̂. Johansen’s method is the best-known cointe-
gration test for VAR models; see more details in [22,23]. Impact matrix Π is the coefficient
of the lagged levels in a nonlinear least squares regression of Δzt on lagged differences
and lagged levels ∑

p−1
i=1 ΦiΔzt−i and function c(t) [15,17]. Three main steps are used to

test the rank of the impact matrix Π: since Π is related to the covariance matrix between
Δzt and zt−1, the mean will not influence the estimation of Π. We can first simplify the
Equation (2) by concentrating on the effect of the lagged differences ∑

p−1
i=1 ΦiΔzt−i and

function c(t). Let us achieve this by first regressing Δzt on function c(t) and the lagged
differences ∑

p−1
i=1 ΦiΔzt−i, providing the residuals ût and then regressing zt−1 on function
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c(t) and the lagged differences ∑
p−1
i=1 ΦiΔzt−i, leading to the residuals v̂t as Equation (3).

After performing these two regressions, we obtain the simplified model as Equation (4).

Δzt = c(t) +
p−1

∑
i=1

Φi�iΔzt−1 + ut, zt−1 = c(t) +
p−1

∑
i=1

Φi�i
∗Δzt−1 + vt (3)

where c(t) is our pre-defined function to capture the nonlinear trend. These two regressions
in Equation (3) can be estimated by the least-squares (LS) method and ût, v̂t are the residuals
obtained from these two regressions. Then, we have the simplified model as follows,

ût = Πv̂t + et (4)

The least-squares estimate of matrix Π is identical for Equation (2) and the simplified
model (4). Hence, testing the rank of the covariance matrix between the zt and Δzt−1 is
equivalent to testing the rank of the covariance matrix between ût and v̂t. We can focus on
testing the rank of the matrix Π in Equation (4). We use the likelihood ratio test (LRT) to
test the rank of Π and find the estimated cointegrating vector β. Let

H(0) ⊂ H(1) ⊂ · · · ⊂ H(r) ⊂ H(k)

be the nested models such that, under H(r), there are r cointegrating vectors in zt. In
particular, under H(0), we have Π = 0. Under H(r) : rank(Π) = r; that is, there are r
linearly independent vectors among these k vectors and the maximum likelihood estimate
(MLE) of Σr is

Σ̂r =

[
Σ̂r×r 0r×(k−r)

0(k−r)×r Σ̂(k−r)×(k−r)

]
(5)

The maximized likelihood function is, therefore, approximate to

lr ∝ |Σ̂r|−
T
2 =

(
|Σ̂r×r||Σ̂(k−r)×(k−r)|

)− T
2

(6)

Under H(k) : rank(Π) = k, that is, the matrix Π is full rank, there is no constraint on the
covariance matrix. Similarly, we can obtain the maximized likelihood function under H(k)
and the likelihood ratio is, therefore,

L =

(
|Σ̂k|
|Σ̂r|

) T
2

=

(
|I(k−r)×(k−r) − Σ̂−1

(k−r)×(k−r)Σ̂(k−r)×rΣ̂−1
r×rΣ̂r×(k−r)|

) T
2

(7)

We define

Σ̂uu =
1
T

T

∑
t=1

ûtû�t , Σ̂vv =
1
T

T

∑
t=1

v̂tv̂�t , Σ̂uv =
1
T

T

∑
t=1

ûtv̂�t , Σ̂vu =
1
T

T

∑
t=1

v̂tû�t

Then, the sample matrix becomes S = Σ̂
−1
vv Σ̂vuΣ̂

−1
uu Σ̂uv, and λ1 ≥ λ2 ≥ · · · λk ≥ 0 be the

ordered eigenvalues of the sample matrix S and gi be the eigenvector associated with eigen-
value λi. Here, λr+1 ≥ λr+2 ≥ · · · λk are the eigenvalues of Σ̂−1

(k−r)×(k−r)Σ̂(k−r)×rΣ̂−1
r×rΣ̂r×(k−r).

We can obtain the likelihood ratio test statistic as follows

LR = −2 log L = −T
k

∑
i=r+1

ln(1− λi). (8)

Reject the null hypothesis if LR is larger than the critical value and the estimated cointegrat-
ing vector can be obtained from the r corresponding eigenvectors β̂ = [g1, . . . , gr] [17,18].

Another aspect of fitting and estimating the ECC-VAR-c(t)-EDQ model (1) is the
determination of c(t). Johansen also pointed out that the function c(t) in Equation (2) has
important implications in a cointegrated system [24]. Tavenas and Leroueil pointed out
that the rationale for most time-of-failure predictions is that the slope displacement can be
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represented by a creep curve before rupture [25], which can be divided into three stages.
According to the classic interpretation, the first stage is primary creep, with the strain rate
decreasing logarithmically, followed by secondary (or steady-state) creep with a constant
strain rate, and tertiary creep with an increasing creep rate, which leads to rupturing. Our
aim was to capture the nonlinear trend by using a function c(t) that is equivalent to finding
a method to represent the creep curves. Empirical methods have been used extensively
to represent creep curves, which requires a user to define the functions to represent the
curve models from the data trend [26,27]. Research and experiments have found that it is
sufficient to obtain an accurate representation of the creep curve by adding the primary part
and tertiary part together [21,28]. At present, these empirical approaches use the simple
power function combined with exponential function to represent the creep curves [21,28,29].
Here, we apply the empirical method to determine the form of function c(t). Let c(t) have
the form of c(t) = f1(t) + f2(t), where f1(t) is used to capture the trend in precursory
failure regime and f2(t) is used to capture the nonlinear trend in tertiary creep. Then, the
deterministic function c(t) has the following form:

c(t) =
(

ta1 + exp [a2(t− tp)]
)a

(9)

where a1, a2, a are the pre-estimated parameters for the form of c(t) obtained by using
penalized maximum likelihood; tp is the time state, which can be determined by prior work.
When t < tp, f2(t) = exp [a2(t− tp)] < 1, then c(t) will mainly be influenced by f1(t); on
the other hand, when t > tp, f2(t) will have an exponential growth, and c(t) will mainly
be influenced by f2(t), which can be used to represent the creep curve. Figure 3 provides
several examples of c(t) with different values of a, a1, a2.

Figure 3. Curve of function c(t) with different values of a1, a2, a. The black lines are a = 1, a2 = 1
with three different values of a1. The blue lines are a = 0.5, a2 = 1 with three different values of a1.

We use the cointegration test with our pre-estimated function c(t) finding the es-
timated cointegrating matrix β̂. After that we can fit and estimate the ECC(r̂)-VAR(p)-

c(t)-EDQ model (1) with yt−1 = β̂
�

zt−1. We use least square (LS) method estimate the
unknown parameters {α, Φi, c},c is the parameters from c(t) function. Once we have the
fitted model, we can calculate the forecast values of the k EDQ displacement series at times
t = T + 1 and beyond. The forecast values Δzt and zt can be denoted as Δ̂zt and ẑt; at
future time steps, t = T + h, h = 1, 2, · · · , are

Δ̂zT+h = α̂ŷT+h−1 +
p−1

∑
i=1

Φ̂i ̂ΔzT+h−i + ̂c(T + h), ẑT+h = Δ̂zT+h + ẑT+h−1 (10)
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where Δ̂zt = Δzt and ẑt = zt if t < T (i.e., if t is inside the training data), and {α̂, Φ̂i, c(T̂ + h)}
are the estimated parameters in model (1). We then employ these forecast results to
interpolate and approximate the displacement in the other N − k locations at future time.
For example, to forecast the displacement zi,T+h at location i with EDQ quantile level
qi ∈ [0, 1] at time T + h, we first figure out the two adjacent quantile levels qj and qj+1 from
the k EDQ series we found in part 1 with their forecast displacement ẑj,T+h and ̂zj+1,T+h,
such that qj < qi ≤ qj+1. Then, zi,T+h can be calculated by

ẑi,T+h =
qj+1 − qi

qj+1 − qj
ẑj,T+h +

qi − qj

qj+1 − qj
̂zj+1,T+h (11)

In step 3, once we obtain the forecast displacement across the entire domain, we can
provide predictions for where and when a future failure will occur by using three risk
assessments in parallel. The first uses the clustering method for the forecast values at all
locations at a specific future time states to determine the likely locations of failure. The
second one uses the adaptive Fukuzono method on the EDQ time series to estimate the
earliest time of failure (ToF), which is more objective than traditional Fukuzono regression.
The last one delivers a spatial map of the probability of risk of failure at each future
time steps, which is calculated by the prescribed what-if-scenario (e.g., a scenario when
the forecast velocity at a location exceeds a predefined threshold value). Details will be
provided in Section 5 by analyzing the Slope X data described in Section 2.

4. Apply to Slope X Data

To assess the performance of our ECC(r)-VAR(p)-c(t)-EDQ model, we applied it to
real-world slope data. It is common to split the dataset into two parts when developing
statistical and machine learning models [30,31]. Many researchers proposed a ratio of 80/20
for producing a training/testing dataset for landslide susceptibility problems [32,33]. The
other principle for determining the training data is that they must not contain the actual
failure but should contain some information on precursory failure. Therefore, we used the
training set with length 80% of Slope X data, starting from t = 1 to t = 2854, and used the
data starting from t = 2855 to t = 3568(the actual time of failure) as our test sample (20%
of the observed data). There was no issue regarding which part was used as the training
sample; to prove this, we also provide the results obtained when using moving training
samples in Section 5. As Section 3 describes, first, we selected the k = 11 EDQ series to
represent the entire N = 1803 time series based on the training sample. These 11 EDQ
series at quantile levels- {0.0, 0.1, 0.2, · · · , 0.8, 0.9, 1.0} with the corresponding monitoring
pixel ID are {33, 1451, 1130, 863, 1257, 930, 1059, 860, 825, 738, 534}. The displacement and
locations for these 11 EDQ series are highlighted in black in Figure 1. We used the training
sample to fit and estimate the ECC(r)-VAR(p)-c(t)-EDQ model.

In Figure 3, the black solid is shown capture the shape of creep curve well; therefore,
we chose the empirical function c(t) = t3/2 + exp(t− tp) to represent the nonlinear trend.
Based on the current knowledge from the data, when t = 2200, there is some acceleration
trend; therefore, here, we took the current estimated time of failure as prior tp = 2200. Next,
we applied the cointegration test described in Section 3 for the 11 EDQ series {zt}. The test
results conclude that r = 8 for the Slope X data. A goodness of fit test using coefficient of
determination shows that an auto-regression order of p = 2 is sufficient for modelling the
Slope X data. Eventually, we determined the optimal values for all unknown parameters in
ECC(8)-VAR(2)-c(t)-EDQ model (1). The forecast displacements for the 11 selected EDQ
locations at the test sample times 2855 ≤ t ≤ 3568 are displayed in Figure 4.

These forecasts overall conform to the increasing trends of the observed displacement
data (the grey curves in the plot). Such an observation is expected and was invariant to the
selection of training data according to the established properties underlying the current
vector time series forecasting methods. Clearly, the forecasts for each EDQ location are
mostly greater than the actual observations, except when t is very close to the actual failure
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time (t = 3568). Apart from the 11 selected EDQ series, forecast displacement for the
remaining 1792 time series over time 2855 ≤ t ≤ 3568 was computed using Equation (11).
The results for the displacement forecasts are displayed in the right plot of Figure 4. These
displacement forecasts can also be depicted as a heat map for each future time t. Such a
heat map, at t = 2855 and t = 3568, is displayed in Figure 5, along with its histogram plot.

Figure 4. (Left) For the 11 selected EDQ series; (Right) for all 1803 time series. Forecast displacement
at time t = 2855 to t = 3568 based on the training sample starting from t = 1 to t = 2854. The red
dashed line is the actual time of failure at t = 3568.

Figure 5. Forecast displacement at all these 1803 monitoring pixels. (Left) forecast displacement at
t = 2855; (Right) forecast displacement at t = 3568, ToF.

5. Results and Discussion

Here, we built an early-warning system to predict the locations, time and risk of a fu-
ture failure using three risk assessments. These risk assessments were based on the forecast
values and provide more objective assessments. The results of these risk assessments apply
to the forecast values for slope X data, and are shown in Figures 6–8.

The first risk assessment (R1) focuses on identifying the likely locations of the slope
failure. This can be achieved by using the displacement forecasts to cluster all monitoring
locations into stable and failure regions for each future time t. We used the simple K-means
clustering to perform such a clustering for Slope X data [34,35] (e.g., K = 2 clusters, for
stable and failure). From Figure 6, we can clearly identify the predicted failure pattern
from t = 2855, the first time state at our forecast horizon (i.e., 2 days, 23:18 to ToF), and
this failure geometry remains unchanged as the forecast time state moves forward until
t = 3568 (ToF).

Figure 6. (R1) Predicted locations of failure using clustering at time t = 2855, 3517, 3568.
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Figure 7. (R2) Predicted time of failure using adaptive Fukuzono analysis. The left plot is for fixed
training data with rolling Fukuzono regression window. The right plot is for the rolling training
sample with fixed Fukuzono regression window.

The second risk assessment (R2) focuses on predicting the time of failure (ToF) by
using an adaptive Fukuzono method for the forecasts of each selected EDQ series. The
classical Fukuzono method draws a regression line based on selected observed inverse
velocities and extends the regression line forward until it intersects with the time axis, and
the intersection is the Fukuzono estimated time of failure [36]. This method depends on
(1) the start location and (2) the number of inverse velocities used for regression. Instead of
determining these two things by personal choice or some prior work, here, we improved
the Fukuzono method by using a more objective method. As the left panel in Figure 7
shows, we applied a moving Fukuzono regression window to the forecast timeline with
different sizes: L = 20, 30, 40, 50. Each curve represents the predicted time of failure t∗

using one Fukuzono regression window with size L at different time states. For example,
the black lines is the t∗ obtained from the moving Fukuzono regression window with
length L towards the forecast horizon for the Max quantile EDQ series. The intersection of
these four curves will be treated as the convergence point of the predicted time of failure.
Figure 7 shows that our predicted time of failure is t = 3487, which is 8 h before the actual
time of failure. We also assessed the performance of our model (1) using a moving training
window. As the right plot in Figure 7 shows, there are 14 different training samples in total;
we used the training sample starting at time interval [1, 2854] and then moved forward by
50 with a fixed length 2854. Based on each training window, we used the first L forecasts to
find the Fukuzono regression and obtain the predicted time of failure. Figure 7 shows that
when the training window is closer to the actual ToF, our predicted ToF will be closer to the
actual time of failure, with the minimum error of 2.7 h before the actual ToF.

Figure 8. (R3) predicted risk of failure for what-if-scenario at time t = 2855, 3517, 3568.

The third risk assessment (R3) focuses on the risk of failure in terms of quantified
uncertainty under a given what-if-scenario. In general, the risk of failure is a probability
function of certain measured slope feature, aiming to reach a threshold hazard level at
a future time state [37]. Our task is to generate a spatial map of the risk of failure for
every monitoring location and every future time state until the actual failure occurs. For
example, slope motion velocity data exceeding 10 mm/h = 1 mm/6 min are understood
as dangerous, prompting an immediate red-alert warning [38]. Then, we can calculate the
risk of failure for Slope X data Pr(Δ̂zi,t ≥ 1) for location i from time t = 2855 to 3568. As
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Figure 8 shows, we can identify the time for each location when the forecast risk of failure
exceeds 60% probability. For example, Pr(Δz11,t ≥ 1) > 0.6 for the level-1.0 EDQ location
when t ≥ 3517, 5.1 h before the actual time of failure t = 3568. It should be noted that these
risk-of-failure results are obtained using the observations from t = 1 to t = 2854, about
71.4 h before the actual landslide. Therefore, we can conclude that our ECC-VAR-c(t)-EDQ
method is able to accurately predict an impending landslide, by providing a 60% or more
risk of rock failure for each location, more than 71 h in advance. The spatial map of risks of
failure at time t = 2855, 3517, 3568 and all monitoring locations are displayed in Figure 8.
All the findings from Figures 6–8 show that this assessment is capable of providing timely
and accurate ToF estimates.

6. Conclusions

We developed a statistical model and an early-warning system to forecast landslides.
This ECC-VAR-c(t)-EDQ model is computationally feasible and comprehensive to deal
with high-dimensional, spatial–temporal-dependent time series with nonlinear and nonsta-
tionary phenomena. The results of the application of this ECC-VAR-c(t)-EDQ model fitted
the real-world Slope X data (R2 = 0.99) and provided reliable early-warning predictions
for decision-making and risk mitigation. Finally, there is still some further work that could
improve our proposed ECC-VAR-c(t)-EDQ model. For example, we used empirical func-
tions to represent the nonlinear trend c(t), they are generally faster and straightforward to
use, but make stronger assumptions about the parameters of the data distribution of time
series; hence, non-parametric methods can be considered for further work.
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Abstract: Floods are repetitive and unpredictable phenomena. Interventions in these cases are carried
out during or after a hazard’s occurrence. The quality and density of the roads, the equipment of
emergency intervention centers, and the proximity of these centers to risk areas influence accessibility
and intervention capacity. An analysis of this issue is carried out in the present article for a small
catchment in Romania in a predominantly hilly area. Areas with very high and very low road
accessibility are identified. Proximity to emergency centers can reduce travel time, thus increasing
the surfaces of well-served areas.

Keywords: road network; accessibility; emergency; catchment; intervention; flood

1. Introduction

Areas subject to high hydrological pressure present a high risk of significant material
and human damage [1]. At the international level, hydrological hazards occur in any
season, whether during heavy snow, the rapid melting of snow in the spring that generates
rapid floods, or heavy precipitation in May–July in areas of central and eastern Europe [2].
Romania is not an exception. In this country, over the last few decades, there have been
situations when floods have caused great destruction [3]. Floods happen almost every year;
they are unpredictable, and the countermeasures are complex and expensive, requiring a
quick reaction time, specialized crews, and efficient intervention equipment. Intervention
during the occurrence of a hazard is influenced, among other factors, by the road network
(quality and density). The more modern the network, the shorter the travel time of special
vehicles and crews [4].

Also, the number of intervention centers is essential, as is the level of equipment and
training. In Romania, there are specialized detachments with sophisticated equipment and
a high intervention capacity and small, local centers with a limited intervention capacity.
The situation is complicated when the distance that the teams have to cover is significant
as a result of the reduced number of centers; when the water covers the roads, making
movement difficult or impossible; and the relief is rough (there are areas where special
vehicles cannot enter) [5].

The authority that intervenes in the event of floods is called the Inspectorate for
Emergency Situations, or the ISU [6]. Intervention plans should be developed based on
the area’s specific climate, hazard occurrence, equipment, preparation degree, and the
road network.
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Sekhar et al. [7] discuss mobility in transport and the importance of defining accessi-
bility to services and facilities. They developed an accessibility index from different urban
areas using transport resources.

Sahitya and Csrk [8] studied the decision factors required to increase intervention
capacity and improve road accessibility. Such analyses are helpful to the authorities, who
can implement and adopt specific measures in each case.

Considering this idea, the present article provides a case study of accessibility in
the case of floods in the Vărbilău basin, Romania. The crews’ travel times are analyzed
considering the road network and the intervention units’ resources (number of centers, and
their importance and proximity).

2. Study Area

The study area, the Vărbilău catchment, Romania (Figure 1), is prone to flooding. It
was studied for this analysis because of the repetition of hydrological phenomena, the
production of material damage, and the presence of various road categories from county
roads that have been modernized, where the travel speed is high, to residential or forest
roads, where the speed (especially in the latter) is reduced.

  
a  b  

Figure 1. The location of the Vărbilău catchment in Romania: (a) the location of the Vărbilău area in
Prahova County; (b) road network and settlements inside the catchment.

The Vărbilău Basin, located in Prahova County (Figure 1a), has an area of 215 km2,
being a small hydrographic basin. It is located at altitudes between 229 m in the south,
near the confluence of the Vărbilău River with the Teleajen collector river, and 1481 m in
the north [9]. The basin is framed by the Romanian Plain in the south and the Carpathian
Mountains in the north. Most of the basin’s surface is represented by the alternation
between hills and valleys, with gentle hills in the south and higher ones in the north [10].
The valleys are elongated, with an NW–SE arrangement in the north and center and N–
S one in the basin’s south. The elongated shape and flat surface of the riverbeds favor
flooding, while the steep slopes and circular shape of the sub-basins in the north favor rapid
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runoff of water on the slope [11]. Precipitation, together with the previously mentioned
elements, favors hydrological phenomena. Floods occur either in the spring after the
rapid melting of the snow, or in the months with higher precipitation, namely in May
and June [12]. Moreover, there have been recent floods in the localities of Aluniş, Bertea,
Vărbilău, and Ştefeşti, but also landslides in the Lutu Roşu area, which have destroyed the
roads and completely isolated the village.

The ISU intervention centers (emergency points) that serve this area are Ploieşti (two
centers), Câmpina, Vălenii de Munte, and Slănic (a smaller intervention center, the only
one located right in the hydrographic basin area). The population that lives here comprises
about 30,000 people [13]. The roads show a higher density in the area of the Vărbilău
commune, the town of Slănic, Dumbrăveşti, and in the Ostrovu–Aluniş area (Figure 1b).
The quality of the roads is somewhat better in the central area of these places, while towards
the periphery, it decreases, as does the density. In the mountainous north and the high hilly
areas, the density of roads is very low; they are almost non-existent.

3. Materials and Methods

Field observations, GIS (Geographic Information System) databases, and data from
the Emergency Situations Inspectorate were utilized. GIS maps were developed using
different tools from ArcMap 10.2.2. Initially, the databases were added and prepared for
processing. The road network, the essential component used in the elaboration of this study,
is line-type data, and comprises segments that have set travel speeds depending on the
road quality [14]. Based on their length and speed, it was possible to calculate travel speeds
on a road section in GIS [15]. The four intervention centers mentioned in the previous
“study area” were added as point data. The information related to them was obtained
from the Prahova Emergency Unit website (https://www.isuprahova.ro/) (accessed on
20 May 2023).

Travel time maps that take into account the time away from an emergency point were
built, taking into account the road network. The obtained results made up a polygon
database. Five time intervals were set (<10 min, 10–20 min, 20–30 min, 30–40 min, and
>40 min). They will be presented in the Results section. It should be mentioned that on three
of the travel time maps (Vălenii de Munte, Ploieşti, and Câmpina), the points represent the
entry points for the emergency teams in the hydrographic basin.

Further, the polygons were transformed into raster data (a raster is made of pixels of
different sizes; the smaller the pixel, the higher the quality) [16]. A general accessibility
map of the Vărbilău catchment for the emergency units depending on the road network
and the intervention centers was built with the help of the following formula using Raster
Calculator [16]:

R = MapS + MapC + 2×MapV + 4×MapP (1)

where R is the sum of the rasters of the travel time maps for each emergency point taking
into account the road network (general accessibility map), MapS is the raster for Slănic,
MapC is the raster for Câmpina, MapV is the raster for Vălenii de Munte, and MapP is the
raster for Ploieşti.

Marks were awarded to each of the five travel time intervals: 5 for <10 min, 4 for
10–20 min, 3 for 20–30 min, 4 for 30–40 min, and 5 for >40 min [17]. Depending on the
size of the intervention center, a multiplier was added to the formula [18]. No multiplier
was added to Slănic because this is a small intervention center. No multiplier was added
for Câmpina because even if there is a detachment, it is a center situated at the longest
distance from the Vărbilău basin compared to the others (20 km). Also, the distance the
team has to cross to reach the Vărbilău catchment is in a hilly and winding area, so it is
more difficult to pass. A multiplier of “2” was added to Vălenii de Munte center because
it is closer to the basin than Câmpina (only 5 km from the Varbilau basin). In the case of
Ploieşti, the multiplier “4” was added because there are two very important detachments
there (Ploieşti is the county capital) located at a distance of 12 km from the hydrographic
basin [19]. A general accessibility map was obtained after using formula values from 8 to 28.
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A value of 8 means a small accessibility index, while 28 means a high index value. Using
natural breaks in GIS (reclassification), five new intervals were set from 1 to 5 (Table 1).

Table 1. General accessibility value reclassification.

Intervals Reclassification

8–9 1
9–11 2

11–16 3
16–22 4
22–28 5

Through a decision factor in which conditional statements were used, the best-served
areas (the ones with under 10 min) were identified and a map was obtained [20]. Thus, the
condition was defined using the four travel maps:

Dt = Con(MapS = under 10 min, 1) and Con(MapC = under 10min, 2) and
Con(MapV = under 10 min, 3) and Con (MapP = under 10 min, 4)

(2)

where Dt is the decision factor and Con is the condition.
The condition reads as follows: If MapS has an area equivalent to “under 10 min”,

then it is given a value of 1. In this way, only the area with the value “under 10 min” is
displayed, which means time accessibility is very good. In order to include all four areas,
“and” is added between conditions. To differentiate the accessibility of each of the areas,
random values of 1, 2, 3, and 4 were added. The number of best-served settlements was
determined based on a settlement database.

The obtained maps and other results will be presented in the next chapter.

4. Results

Figure 2a shows that, from the point of view of accessibility, the best-served area
(under 10 min) by the Slănic intervention center is located in the northeast of the basin,
around the point. Figure 2b shows the area that the Câmpina center best serves. Whole
areas in the center, north, and south are poorly served due to the long distance (over
40 min). Figure 2c shows the area served by the center from Vălenii de Munte. It can be
seen that a very small zone is very well served (under 10 min). Figure 2d indicates that the
best-served area by the two intervention centers in Ploiesti is in the south. The shape of the
areas was influenced by the times required to cross a road section and the distance from
the intervention point.

The general accessibility map (Figure 3a) was obtained based on travel time maps.
The best-served areas (4 and 5) are in the south in the area of Dumbravesti due to the high
density of roads, their good quality, and the proximity to the centers of Ploieşti and Vălenii
de Munte. The moderately served areas (3) are in the central and north-eastern parts and a
few in the west as a result of the smaller importance of the intervention centers (Slănic),
the greater distance of the Câmpina center from the basin, and the lower road density in
the peripheral areas of certain localities (Slănic, Aluniş, and Vărbilău villages). The poorly
served areas (2) include the communes of Bertea and Ştefeşti, and part of the commune of
Vărbilău, the reason being the low density of the roads, the poor quality of the roads (travel
speed is thus lower), and the greater distance from the intervention centers. The mentioned
villages are located in hilly areas [21]. The least served areas, some inaccessible, include
the mountainous area in the north with very steep slopes and certain hills bordering the
Vărbilău commune to the west and east (the central area of the basin).
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a  b  

  
c  d  

Figure 2. Travel time maps: (a) accessibility from Slănic; (b) accessibility from Câmpina; (c) accessi-
bility from Vălenii de Munte; (d) accessibility from Ploieşti.
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Figure 3. Accessibility maps of Vărbilău catchment: (a) general accessibility index map; (b) best-
served areas according to conditional statements.

In the situation of the best-served areas in terms of travel time, depending on the
conditional statements used in the situation of the four travel time maps, Figure 3b shows
that the best-served area is the Slănic area (in orange) served by the intervention center
with the same name. This is the only town in the Vărbilău basin in which the density and
quality of the roads are relatively good.

The smallest zone of the best-served areas is represented by the one under the influence
of the center of Vălenii de Munte (in purple). This study used only time to determine the
best-served areas (those with a journey of fewer than 10 min). Table 2 indicates that in the
Slănic area, 3913 buildings are very well served, representing 18.5% of the total number of
buildings, meaning that the intervention teams from Slănic arrive at that area in less than
10 min. The area served by the Vălenii de Munte center includes only 144 buildings—0.68%
of the total number of buildings. It is important to note that the time starts from the entry
point of the teams in the Vărbilau Basin to a settlement. Besides the time inside the basin,
the crews need some extra minutes to travel from the center to the limits of the Vărbilau
catchment [22]. The same applies to the Câmpina and Ploieşti intervention centers, but not
Slănic, located inside the catchment.

Table 2. Number of buildings located in the best-served area (index 5).

Served by Buildings Served

Vălenii de Munte 144
Ploieşti 1465
Slănic 3913

Câmpina 359
Buildings in Vărbilau basin 21,145
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5. Conclusions

The capacity to intervene can be decisive in reducing the negative impact of floods
and saving lives. It can be seen that from the viewpoint of time accessibility depending on
the road network, not taking into account other factors, that the best-served areas are that
of Slănic city, a small area in the west of the hydrographic basin, and two areas in the south.

Regarding general accessibility, factors such as the proximity of ISU intervention
centers and their importance were included. Thus, it turned out that the area in the south
(Dumbrăveşti area) is the best-served, while the extreme north is the least served due to the
low density of roads and their poor quality (forest roads). In many areas, there is no way of
communicating, with the slopes being steep and the mountains being mostly forested.

The situation can be improved by establishing new centers and equipping existing
ones, such as Slănic, which is a small intervention point. Also, improving the quality of
roads and building new routes in less accessible areas can increase travel times.
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Abstract: In Italy, most of the destructive landslides are triggered by rainfall, particularly in central
Italy. Therefore, effective monitoring of rainfall is crucial in hazard management and ecosystem
assessment. Global precipitation measurement (GPM) is the next-generation satellite mission, which
provides the precipitation measurements worldwide. In this research, we employed the available
monthly GPM data to estimate the monthly precipitation for the twenty administrative regions of Italy
from June 2000 to June 2021. For each region, we applied the non-parametric Mann–Kendall test and
its associated Sen’s slope to estimate the precipitation trend for each calendar month. In addition, for
each region, we estimated a linear trend and the seasonal cycles of precipitation with the antileakage
least-squares spectral analysis (ALLSSA) and showed the annual precipitation variations using box
plots. Lastly, we compared machine-learning models based on the auto-regressive moving average
for monthly precipitation forecasting and showed that ALLSSA outperformed them. The findings of
this research provide a significant insight into processing climate data, both in terms of trend-season
estimates and forecasting, and can potentially be used in landslide susceptibility analysis.

Keywords: ALLSSA; ARIMA; GPM; landslides; machine learning; Mann–Kendall; precipitation;
remote sensing; time series forecasting; trend analysis

1. Introduction

Precipitation is one of the main components of water cycles, which plays a vital role
in maintaining atmospheric balance, growing crops, and providing a fresh water supply.
Heavy precipitation can damage crops and cause floods, landslides, soil erosion, etc., while
the lack of precipitation can result in drought and forest fires [1–5]. Most parts of central
Italy are ranked high or very high for landslide hazards, and most of the reported landslides
were triggered by heavy precipitation [6,7]. For instance, a comprehensive description
of rainfall-induced landslides in large cities was reported in [8]. Therefore, effective, and
continuous monitoring of changes in precipitation is crucial for establishing/improving
strategies to mitigate the socioeconomic damages from climate change.

Traditionally, ground precipitation gauges have been used to measure precipitation
in high temporal resolution. However, in-situ precipitation gauges are limited in number
and cannot sufficiently provide good coverage for all regions, particularly mountainous
regions [9]. Recent advances in satellite remote sensing have made it possible to measure
global precipitation remotely in a pleasant spatial and temporal resolution.

Global precipitation measurement (GPM) is an advanced satellite mission, which has
been providing precipitation measurements since the beginning of the 21st century [10]. The
integrated multi-satellite retrieval for GPM (IMERG) is a robust algorithm that considers

Eng. Proc. 2023, 39, 23. https://doi.org/10.3390/engproc2023039023 https://www.mdpi.com/journal/engproc249



Eng. Proc. 2023, 39, 23

all satellite microwave precipitation estimates as well as precipitation gauge measurements
to provide reliable monthly precipitation estimates [11,12].

In this research, we analyze the monthly GPM measurements obtained for all twenty
regions of Italy. We utilize several time series analysis methods to process these measure-
ments. The main contributions of this research are summarized below.

(1) For each Italian region, we apply the non-parametric Mann–Kendall (MK) test and
Sen’s slope estimator to estimate the gradient of the precipitation time series corre-
sponding to each calendar month since 2000.

(2) For each Italian region, we produce the monthly box plots to better visualize the
annual variation of precipitation.

(3) We apply the antileakage least-squares spectral analysis (ALLSSA) to estimate the
season and trend components of the 21-year-long monthly GPM time series for each
Italian region.

(4) We compare the performance of time series forecasting methods on the monthly pre-
cipitation time series. These methods are auto-regressive integrated moving average
(ARIMA), ARIMA with eXogenous factors (ARIMAX), ARIMAX with seasonal terms
(SARIMAX), and ALLSSA.

To the best of the authors’ knowledge, this is the first time that such analyses have
been performed on the GPM measurements in Italy. The results presented in this paper can
be used as a guide for a better understanding of the climate dynamics across Italy and for
developing management strategies for landslide hazard management and a sustainable
environment.

2. Materials and Methods

2.1. Study Region and Datasets

Italy, a country located in southwest Europe and the middle of the Mediterranean
Sea, has 20 administrative regions (see Figure 1). Italy has four climate types: Alpine
climate in northern Italy (high-elevation), Apennine climate in northern and central Italy
(high-elevation), Peninsular climate in the central part of the peninsula, and Mediterranean
climate in southern Italy and Sicily and Sardinia islands. The climate maps of Italy for
different months are illustrated in [12].

Figure 1. The study area: Italy and its 20 administrative regions. The background elevation in
meters above the mean sea level is from the Shuttle Radar Topography Mission (SRTM) plus at
~30 m spatial resolution provided by Jet Propulsion Laboratory (JPL) available freely online at
https://doi.org/10.5067/MEaSUREs/SRTM/SRTMGL1N.003 (accessed on 1 January 2023).
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The monthly global precipitation measurement (GPM) level 3 data were obtained
from all precipitation microwave and infrared satellite estimates and precipitation gauge
analyses recommended to use for research [10]. The monthly GPM measurements at
a spatial resolution of 0.1◦ × 0.1◦ were averaged within each Italian region, and their
associated standard errors were estimated with the covariance law of error propagation.
Therefore, for each Italian region, an unequally weighted time series of size 252 was
obtained spanning from June 2000 to June 2021. The weights are inversely proportional to
the squares of the measurement errors used in the season-trend estimation with ALLSSA
in this study.

2.2. Methods
2.2.1. The Mann–Kendall (MK) Method and Sen’s Slope Estimator

The MK method is a non-parametric test for trend analysis widely used in climate
studies [13,14]. The null hypothesis in MK is defined as no trend exists in the time series.
Thus, if the null hypothesis is rejected, it means there is a statistically significant trend in the
time series, the alternative hypothesis. Commonly used confidence levels in the MK test are
90%, 95%, and 99%. The slope of the trends can be obtained via its associated Sen’s slope
estimator, a non-parametric slope estimator that determines the magnitude and direction
of the trend. The mathematical formulas for the MK test and Sen’s slope can be found
in [13,14]. Herein, to apply the MK test, the monthly precipitation measurements were
categorized to obtain a time series of size 21 for each Italian region and each calendar month.
Note that the new time series for each calendar month is yearly, i.e., one measurement per
year, and so there is no seasonality or intra-annual component in the time series. Then,
Sen’s slope was estimated for each of the time series of size 21 along with its statistical
significance using the MK test.

2.2.2. Boxplots

A boxplot is a graphical representation based on five numbers: the minimum value
of the data excluding any outliers, the first quartile Q1, the median, the third quartile Q3,
and the maximum value of the data excluding any outliers [15]. Values marked as � are
classified as outliers. An outlier is a value that is either extremely large or extremely small
when compared to the rest of the values in a sample. Specifically, an outlier is a value that
is larger than the upper fence value or smaller than the lower fence value. These values are
calculated as Q3 + 1.5(Q3 −Q1) for the upper fence and Q1 − 1.5(Q3 −Q1) for the lower
fence. Note that the whiskers of the boxplot extend to the most extreme upper and lower
points that are not outliers, not to the fence values. Herein, a boxplot for each time series of
size 21 mentioned in Section 2.2.1 is also illustrated.

2.2.3. The Antileakage Least-Squares Spectral Analysis (ALLSSA)

ALLSSA is a season-trend fit model based on the least-squares principle [16,17]. In
ALLSSA, an initial set of frequencies is first selected along with a type of trend (linear,
quadratic, or cubic). Then, an iterative process is performed to simultaneously fit the trend
and sinusoids to the time series at a certain confidence level, usually 99%. This process
determines an optimal set of sinusoids that, along with the selected trend type, best fit
the time series. The algorithm termination is based on the statistical significance of the
peaks in the least-squares spectrum, i.e., the process is terminated if there are no more
statistically significant spectral peaks in the least-squares spectrum, depending on the initial
selected set of frequencies. The code of ALLSSA is described in [15] and is freely available
online. ALLSSA can also be used for forecasting as it can prevent over/under-fitting
issues. Furthermore, ALLSSA can consider the measurement errors for a more reliable
season-trend estimate.
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2.2.4. The Auto-Regressive Integrated Moving Average (ARIMA) and Its Extensions

ARIMA is a traditional time series forecasting model based on a time series initial
values, lags, and lagged forecast errors [18,19]. If one considers exogenous variables
(external data in a forecast), then the model is called ARIMAX [20]. If a time series has
seasonal patterns, e.g., climate time series, seasonal terms need to be considered as well;
therefore, in this case, the new model is called SARIMAX [21]. The mathematical formulas
for ARIMA, ARIMAX, and SARIMAX are given in Equations (1)–(3), respectively.

yt = c +
p

∑
n=1

αnyt−n +
q

∑
n=1

θnεt−n + εt (1)

yt = c +
p

∑
n=1

αnyt−n +
q

∑
n=1

θnεt−n +
r

∑
n=1

βnxnt + εt (2)

yt = c +
p

∑
n=1

αnyt−n +
q

∑
n=1

θnεt−n +
P

∑
n=1

ϕnyt−sn +
Q

∑
n=1

ηnεt−sn +
r

∑
n=1

βnxnt + εt (3)

where yt is the lag term; c is the intercept of the models; αn, θn, ϕn, ηn, βn are coefficients; p
is the trend autoregression order; q is the trend moving average order; P is the seasonal
autoregressive order; Q is the seasonal moving average order; r is the number of exogenous
variables; s stands for the seasonal effect; εt is the random error at time t; and x is the
exogenous variable. The order of the models plays a crucial role on the result accuracy
and could be obtained through a trial-and-error process by minimizing the autocorrelation
function and partial autocorrelation function.

3. Results and Discussion

3.1. The MK and Sen’s Slope Results

Table 1 lists the Sen’s slope results and their MK statistical significance for the Italian
regions and for the 12 calendar months. R16, R17, and R19 had significant declining trends
in December, while R1 and R2 had significant decreasing trends in September since 2000.
In addition, in April, R11, R15, R18, and R19 had significant declining trends since 2000.
These results are also in agreement with the monthly gradient estimate maps presented
in [12].

Table 1. Sen’s slope (mm/year) and its MK significance (* = 90%) (** = 95%) (*** = 99%) for the Italian
regions.

R Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1 1.15 0.39 −0.67 −0.19 1.17 0.12 −0.87 −1.03 −2.14 ** 0.80 1.75 2.85
2 0.34 −0.19 −0.11 0.48 0.30 0.20 −0.42 −0.76 −2.75 ** 0.63 0.80 0.63
3 0.08 −0.22 −0.29 0.05 0.70 1.77 −2.07 −0.16 −1.01 1.72 −2.22 1.75
4 0.89 0.36 −0.95 −0.44 1.09 0.83 −1.56 0.94 0.142 0.68 −2.39 1.14
5 −0.48 1.30 −0.54 −1.34 1.30 0.54 −1.17 0.26 −1.23 0.56 −2.12 0.96
6 0.59 1.89 −1.16 −1.48 2.37 0.94 −1.37 0.46 −0.44 0.17 −1.97 1.34
7 −0.20 0.22 0.16 0.19 −0.35 0.86 0.07 −0.21 −1.08 −0.47 0.60 0.58
8 −0.34 0.92 −0.20 −1.14 0.70 0.50 −0.52 −0.33 −0.81 0.27 −0.29 0.42
9 0.35 1.49 −0.52 −0.91 0.47 0.19 −0.52 −0.25 −0.49 0.46 −0.44 −1.15
10 −0.35 1.17 1.24 −1.16 0.29 1.11 0.15 0.05 −0.04 0.31 0.84 −1.64
11 −0.08 2.06 1.47 −1.98 ** 1.12 1.15 0.02 −0.69 −0.83 −0.40 0.24 −2.13
12 −0.75 0.72 0.93 −1.06 −0.03 0.53 0.20 −0.41 0.14 −0.58 0.55 −1.82
13 −0.04 −0.81 1.12 −1.23 −0.10 0.36 0.30 −0.62 −0.86 −0.71 −0.24 −2.89
14 −0.62 −0.31 0.35 −1.32 0.46 0.09 0.64 0.08 0.63 −0.49 2.95 −2.52
15 −0.37 0.22 0.33 −1.41 * 0.59 0.71 −0.02 0.19 0.38 0.52 2.07 −1.41
16 −0.27 0.42 0.50 −1.17 0.39 0.52 0.16 0.38 −0.68 0.42 2.52 −3.11 **
17 0.02 0.00 0.37 −1.60 −0.04 0.75 0.24 0.16 −0.87 0.03 1.96 −3.64 **
18 −0.47 0.27 0.30 −1.86 ** −0.06 0.32 0.44 0.08 −0.87 1.31 2.68 −2.83
19 −2.07 0.47 2.27 −1.98 ** −0.55 −0.32 0.12 0.14 −0.26 1.34 2.66 −4.12 ***
20 −0.23 −0.05 0.62 −1.25 −0.03 0.33 0.01 0.31 1.00 −1.32 0.36 −1.48
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3.2. The Boxplots for Monthly Precipitation

The monthly boxplots corresponding to the Italian regions are illustrated in Figure 2.
The mean values are shown by ×, while the outliers are shown by ◦. For example, the
outlier observed in the boxplot in Lazio (R12) is for January 2021 when Lazio experienced
heavy rainfall and flooding: https://world-weather.info/forecast/italy/rome/january-20
21 (accessed on 1 January 2023).

Figure 2. The boxplots for GPM monthly precipitation for the Italian regions. The mean is shown by
×, and the outlier is shown by ◦.

3.3. The ALLSSA Season-Trend Results

The monthly precipitation time series of size 252 corresponding to each Italian region
with their simultaneously estimated linear trend and spectral components is illustrated in
Figure 3. Except for Val d’Aosta (R1), the other regions had negative precipitation gradients.
The monthly precipitation time series for Calabria (R18), Sicily (R19), and Sardinia (R20)
had the largest amplitude for their annual cycles (>35 mm) as compared to other regions.
Abruzzo (R13) had the most significant declining trend (0.61 mm/year) followed by Lazio
(R12) that had a negative rate of 0.43 mm/year since 2000. The high peak observed in R12
in January 2021 and shown as an outlier in the boxplot (see Figure 2) is due to the heavy
rainfall/flooding that is likely due to the gradual warming and declining precipitation trend
over the past few decades. Note that the extreme values (very high precipitation) generally
had higher errors, and therefore, they contributed less to the estimation of the season trend
with ALLSSA. The estimated ALLSSA season trend may also be used for forecasting and
near-real-time monitoring [22]. Herein, the ALLSSA forecasting performance results were
also compared with the auto-regressive moving average-based models.
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Figure 3. The simultaneous season-trend estimates with ALLSSA at a 99% confidence level. The
region IDs shown in red correspond to the ones shown in Figure 1.

3.4. The ARIMA, ARIMAX, SARIMAX, and ALLSSA Results

After converting the time series of each region into a stationary time series by first-
order differencing, the most optimized order for each model is proposed, as given in
Table 2. The commonly used statistical metrics to evaluate the performance of each model
are the mean absolute error (MAE), mean absolute percentage error (MAPE), and root
mean square error (RMSE). If yi and ŷi are, respectively, the actual and predicted values
with n observations, these metrics are mathematically defined by:

MAE =
1
n

n

∑
i=1
|ŷi − yi| (4)

MAPE = 100× 1
n

n

∑
i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (5)

RMSE =

(
1
n

n

∑
i=1

(ŷi − yi)
2

)0.5

(6)

The values forecasted by the models are compared to the actual values in Figure 4
for Lazio and Calabria. The residual values ŷi − yi are also illustrated in Figure 4 for each
region. To assess the models’ reliability, MAE, MAPE, and RMSE are also calculated for the
testing period (June 2020 to June 2021) and shown in Table 2. The period June 2000 to June
2020 was used for training the models (green transparent window in Figure 4), and the
period June 2020 to June 2021 was used for testing (yellow transparent window in Figure 4)
and forecasting 12 months afterward (blue transparent window in Figure 4).
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Table 2. Performance metrics of the forecasting models. ALLSSA outperformed others in terms
of MAE, MAPE, and RMSE. Parameters p, d, q are the lag order, the degree of differencing, and
the order of moving average, respectively. Parameters P, D, Q, M are the autoregressive order for
seasonal component, integration order of the seasonal process, moving average order of the seasonal
component, and the number of periods in the season (e.g., 12 for annual data with 12 months in each
year), respectively. Note that only the actual and forecasted values in the testing database shown
within the yellow transparent window in Figure 4 were used to calculate MAE, MAPE, and RMSE.

Lazio (R12) Calabria (R18)
ARIMA
(p,d,q)

ARIMAX
(p,d,q)

SARIMAX
(p,d,q)(P,D,Q)[M] ALLSSA

ARIMA
(p,d,q)

ARIMAX
(p,d,q)

SARIMAX
(p,d,q)(P,D,Q)[M] ALLSSA

(1,1,1) (6,1,1) (3,1,6) (0,1,1) [12] (1,1,1) (6,1,1) (3,1,6) (0,1,1) [12]

MAE (mm) 71.97 72.66 68.54 65.17 43.11 37.15 33.57 23.39
MAPE (%) 84.96 90.97 50.24 42.73 76.32 107.05 61.18 51.34

RMSE (mm) 153.39 153.23 150.25 145.71 57.49 50.20 39.10 27.75

From Figure 4 and the values provided in Table 2, one can observe that ARIMA
and ARIMAX have approximately the same results. However, SARIMAX showed more
accurate forecasting compared to ARIMA and ARIMAX, which highlights the importance
of seasonality effect on the prediction reliability. The comparison between the different
techniques is shown in Table 2, and Figure 4 clarifies that, for a time series with a seasonal
pattern, SARIMAX can be used, whereas for a non-seasonal time series, both ARIMA or
ARIMAX could lead to sufficiently acceptable prediction and forecasting results. For further
comparison, ALLSSA was also applied to the monthly precipitation data from June 2000 to
June 2020. The ALLSSA-estimated coefficients of harmonics and trend were used to forecast
the monthly precipitation for June 2020 to June 2021. Using the actual measurements for
June 2020 to June 2021, the statistical metrics were then calculated. From Table 2 obtained
on the testing period, one can observe that ALLSSA outperformed ARIMA, ARIMAX, and
SARIMAX for forecasting.

From the residual panel in Figure 4, all the models performed poorly for predicting the
precipitation in January 2021 in Lazio. In fact, extreme precipitation events cannot be well
predicted due to their abrupt behavior (e.g., precipitation value in January 2021 detected
as an outlier in Figure 2). Figure 3 shows that Lazio historically had heavy precipitation
in the months of November to February (e.g., November 2010 and 2019, December 2005
and 2009, January 2014 and 2021) when most of the destructive landslides occurred [7,8].
Due to factors such as gradual warming, declining annual precipitation, and changes in
land cover [12], it is expected that the frequency of heavy rainfall in Lazio and other similar
regions will increase in the upcoming years, posing a great risk for more landslides to occur.
This also highlights the importance of conducting this research.

There are several other time series analysis methods for prediction and forecasting. For
example, Song and Chissom [23] describe fuzzy time series and develop fuzzy time series
models. The fundamental concept of this forecasting approach is replacing real values with
fuzzy sets and could be performed through four main steps: (i) defining the universe of
discourse and splitting it into intervals; (ii) determining the fuzzy sets on the universe
of discourse and fuzzifying the time series; (iii) developing the model of the existing
fuzzy-logic relationships in the fuzzified time series; and (iv) forecasting and eventually
de-fuzzifying the forecasted values [24]. Novak et al. applied the fuzzy transform theory
for time series analysis and forecasting for the first time [25]. Implementing such fuzzy
models for processing precipitation time series could also be interesting and is subject to
future studies.
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Figure 4. Comparison between the actual values and the predicted values with the ARIMA, ARIMAX,
SARIMAX, and ALLSSA models for Lazio (R12) and Calabria (R18). The residual series are obtained
by subtracting the predicted values from the actual values.

4. Conclusions

In this paper, we estimated the trend and seasonal components of the monthly precipi-
tation time series for the twenty administrative regions of Italy. Using the Mann–Kendall
test, we found that April, September, and December were the only months when precipi-
tation had a declining trend at a 95% confidence level for northern and southern regions.
The ALLSSA also showed negative declining trends for all the regions except Val d’Aosta,
and annual cycles were most pronounced in the southern part of Italy: Calabria, Sicily, and
Sardinia. We also compared the forecasting performances of ARIMA, ARIMAX, SARIMAX,
and ALLSSA for Lazio that had extreme precipitation events during winter and Calabria
that had the most significant seasonality. We found that ALLSSA had a better perfor-
mance than ARIMA, ARIMAX, and SARIMAX for prediction and forecasting. However,
all the models performed poorly for predicting extreme precipitation. Hybrid models that
consider other parameters, such as temperature, soil moisture, and wind, may produce
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better and more reliable forecasting results. We hope our findings can help policymakers
and stakeholders develop proper risk management strategies to maintain a sustainable
environment.
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Abstract: In this article, we present the use of risk terrain modeling for the risk assessment of
explosive ATM attacks in North Rhine-Westphalia, Germany. We give a brief overview of three
methods used for this purpose: risk terrain modeling, recapture rate index, and time series analysis.
The results show that by using these methods, police can gain a deeper understanding of the patterns
and trends associated with explosive ATM attacks and better allocate their resources by focusing on
higher-risk ATMs.

Keywords: risk terrain modeling; time series analysis; recapture rate index; explosive ATM attacks;
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1. Introduction

Automated teller machines (ATM) have become ubiquitous in modern society, pro-
viding easy access to cash and other financial services. However, they have also become a
prime target for criminals, particularly those seeking to carry out explosive attacks. These
attacks not only pose a serious threat to public safety, but also cause significant financial
losses to the banking industry.

In recent years, explosive ATM attacks have become a major issue in Germany. In 2022,
more than a third of all explosive ATM attacks recorded throughout Germany were com-
mitted in North Rhine-Westphalia. In a nationwide comparison, North Rhine-Westphalia
is, thus, the most severely affected federal state. This can be attributed in particular to
the large number of opportunities to commit the crime: more than 10,000 ATMs, the good
opportunities to escape due to the dense, well-developed road network, and the proximity
to the border with the Netherlands—the perpetrators are predominantly members of Dutch
criminal groups. Predicting the occurrence of these crimes is crucial for law enforcement
agencies to allocate resources effectively, avoid losses for banks and customers, and prevent
threats to citizens from explosive ATM attacks. To address this problem, law enforcement
agencies need to be able to predict where and when these crimes are likely to occur. In
recent years, various prediction models have been developed to tackle this issue, but their
effectiveness remains to be proven.

Traditionally, law enforcement agencies and security experts have relied on historical
crime data and expert knowledge to identify high-risk areas for ATM explosive attacks.
While these methods can be effective, they are often limited by the availability and quality
of data, as well as the subjective nature of expert opinion. In recent years, the field of risk
terrain modeling (RTM) has emerged as a promising approach for identifying high-risk
areas for various types of crime, including ATM explosive attacks. RTM is a spatial analysis
technique that uses a combination of environmental and socio-demographic variables to
predict the likelihood of crime occurring in a given area [1]. RTM is based on the idea that
certain environmental and socio-demographic factors can create a “terrain” that is more
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conducive to criminal activity. For example, areas with poor lighting, high foot traffic, and
limited natural surveillance may be more attractive to criminals looking to carry out an
ATM explosive attack. RTM can identify these high-risk areas by analyzing a variety of
spatial and non-spatial data, such as street networks, land use patterns, and demographic
characteristics [2].

Thus, risk is understood here as a metric “to tie different parts of the crime problem
together as it offers a probabilistic interpretation of crime analysis that allows us to suggest
that certain things are likely to happen” [3] (p. 11). Following the idea of “risk metrics”,
Caplan and Kennedy [4] (p. 7) conceptualized risk as a “continuous dynamic value that
increases or decreases intensity and clusters or dissipates in different places over time.” In
this understanding, crime risk is primarily tied to geography.

RTM methods are able to assess the risk of future crime occurrence from a spatial
perspective. This approach is part of the SKALA (System for Crime Analysis and Antici-
pation) approach of the State Office of Criminal Investigation of North Rhine-Westphalia
(LKA NRW). The intention of SKALA is to understand the main use of crime analysis and
forecast algorithms to investigate crime patterns at different spatial and temporal scales
to support crime prevention [5]. The findings concerning the risk assessment of explosive
ATM attacks using RTM are presented and discussed below.

The purpose of this paper is to examine the effectiveness of RTM for predicting the
risk of explosive attacks on ATMs. We will begin by providing a brief overview of the
methodology and principles underlying RTM. We will then describe the data sources and
variables used in our analysis, as well as the statistical techniques employed. Finally, we
will present our findings and discuss the implications of our study for law enforcement
and security professionals.

Overall, the use of RTM for identifying high-risk areas for ATM explosive attacks has
the potential to greatly enhance the effectiveness of law enforcement and security efforts.
By providing a more accurate and data-driven approach to risk assessment, RTM can help
prevent and mitigate the impact of these dangerous and costly criminal activities.

2. Explosive ATM Attacks in North Rhine-Westphalia

In recent years, North Rhine-Westphalia (NRW) has become the most severely affected
federal state in Germany in terms of explosive ATM attacks. In 2022, 496 explosive ATM
attacks have been recorded by the police in Germany (Figure 1). The number of cases has,
thus, reached its highest level to date. Over a third of all recorded explosive ATM attacks
were committed in NRW (Figure 2). The amounts of loot and property damage resulting
from these crimes are in the tens of millions of euros each year.

How can this high rate of explosive ATM attacks in a single federal state be theoreti-
cally explained? Environmental criminology provides two interrelated theories that explain
why crime occurs in the places and at the times it does. Assuming the routine activity
theory, crimes only occur when motivated offenders, suitable targets, and the absence of
capable guardians against a violation converge in space and time [6]. The crime pattern
theory [7] provides an explanation of where these convergences occur. Starting with the
individual offender, the crime pattern theory postulates that the offender moves along
fairly predictable paths between his nodes of routine activity, so-called awareness space.
Crime can, therefore, only occur where the offender’s awareness space intersects with
opportunities for crime. In practice, to approximate the individual (and usually unknown)
awareness space of the individual offender, the most likely locations for crimes are esti-
mated based environmental factors that describe crime generators, crime attractors, and
crime-neutral areas. Crime generators are areas that attract many people regardless of
crime, e.g., shopping malls or train stations. They generate crime by their mere presence,
as they can easily arouse desire in potential offenders, open up opportunities to commit
crimes, and offer opportunities for escape (arrival/departure). Crime attractors are defined
as areas that potential offenders find particularly attractive. The transitions between crime
generators and crime attractors are sometimes fluid. Indicators are conceivable that, with
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a slightly different connotation, could be assigned equally to both (e.g., public transport
stops). Crime neutral areas are areas that neither attract many people nor are particularly
attractive to potential offenders [8].

 

Figure 1. Number of explosive AMT attacks in Germany from 2011 to 2022.

 

Figure 2. Number of explosive ATM attacks in NRW from 2016 to 2022.

Looking at the phenomenon of explosive ATM attacks, we see that the perpetrators
are predominantly members of Dutch criminal groups; North Rhine-Westphalia borders
the Netherlands [9]. With the dense, well-developed road network, and the preventive
measures in the Netherlands, in particular the nightly closure or technical shutdown of
ATMs, which have made the committing of such crimes in the Netherlands less attrac-
tive [10], these motivated offenders are more likely to act in areas “near” the border so that
they are able to escape more quickly. Besides, the high rate of attacks can be attributed to
the large number of suitable targets: there are more than 10,000 ATMs located in North
Rhine-Westphalia, which have different installation locations and security measures. Due
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to the large number and varying security features of the ATMs, it is not possible to protect
every ATM with police measures at all times. Besides, the attacks are often committed at
night and in areas not heavily frequented, as there are fewer or no customers in the area of
the ATMs, which can be regarded as informal guardians.

Given the framework of the Crime Pattern Theory, the occurrence of explosive ATM
attacks is also closely linked to the spatial structure. It seems trivial that blasts only
occur where ATMs are also installed. In context of explosive ATM attacks, ATM locations
can, therefore, be understood as crime attractors themselves. In addition, North Rhine-
Westphalia is characterized by its polycentric structure, i.e., it is shaped by many large cities
that are connected by a dense road network. Many highways and expressways connect the
cities with each other and also North Rhine-Westphalia with the Netherlands. ATMs are
installed not only inside bank branches, but also on exterior walls, in shopping malls, at gas
stations, and at train stations, and can be found both in inner cities and in rural areas. This
spatial structure offers perpetrators diverse opportunities to expand their awareness space
and locate potential targets. The road network contributes to the fact that the majority
of ATM locations are a maximum of 10 min from the nearest highway access and can be
reached within half an hour to an hour from the Netherlands. Looking at the distribution
of explosive ATM attacks, this suggests that not all ATMs (as crime attractors within an
awareness space) are equally at risk, but rather, certain site factors may contribute to a
higher or lower risk of detonation.

3. Data and Methods

3.1. Methodological Approach

The risk assessment procedure comprises different steps. On the basis of scientific
literature and discussions with internal and external police experts, a total of 20 hypotheses
were formulated as to which factors may be decisive for perpetrators when selecting a
crime object. A distinction was made between spatial and temporal factors (e.g., escape
possibilities at the ATM location, informal social control at the ATM location), factors
relating to characteristics of the ATMs and their locations (e.g., security measures at the
building/at the ATM), police-related factors (e.g., distance to the nearest police station), and
offender-related factors (e.g., degree of professionalization). In the next step, the established
hypotheses were operationalized and tested.

3.2. Data and Preprocessing

For the risk assessment, data were collected from the police authorities of North
Rhine-Westphalia and from the financial institutions. Police data consist of information
on explosive ATM attacks, such as time and location of the attack, locality, building type,
ATM equipment, and security measures. Not only the data on explosive ATM attacks be
included in the analysis for a risk assessment, but also the risk assessment must be based
on all ATMs; thus, further data were collected from the financial institutions in order to
represent as many ATMs as possible in the dataset. In addition, sociostructural data, e.g.,
on building structure, population structure, transport accessibility, mobility, and pedestrian
frequency, were included and some spatial distance variables were computed, e.g., the
distance of every ATM to the nearest highway, to the nearest police station, and to the
common border with the Netherlands.

Since the distance at which a particular risk factor affects crime is not generally known
a priori, independent variables are calculated at several different distance bandwidths.
Here, four bandwidth distances are used for each factor, such as distance the state borders or
distance to the next highway junction. For each factor, content-specific distance categories
were selected. Both proximity and density measures are converted to 0/1 indicators, with
proximity effects calculated as 1 if the crime generator or attractor is within the particular
distance bandwidth. This means that the continuous estimates were turned into dummy
variables, e.g., if there is a highway access within 100 m, the dummy variable is coded
1; otherwise, it is coded 0. Since we also use the kernel density estimation (KDE), the
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respective dummy variable is coded 1, if the z-score of the KDE is above 2 [11]. Thus, in
the end there is a collection of several dichotomous dummy variables created from the
distance variables.

These separate datasets were then processed and merged. Based on the dataset
generated in this way, the hypotheses were tested. Where hypotheses were empirically
confirmed, the associated indicators were considered in the modeling.

3.3. Time Series Analysis

Time series analysis is a valuable tool for identifying patterns in temporal changes in
crime data, which is critical for crime prediction and prevention. To achieve this, various
methods, such as time series decomposition and auto-regressive integrated moving average
(ARIMA) modeling, can be used [12].

ARIMA modeling is a powerful method for time series analysis and short-term fore-
casting and has been successfully applied in many fields including economics, marketing,
industry production, and social issues, but also in crime forecasting [5]. In particular,
ARIMA modeling has been used for forecasting property crime [12]. In this study, the
ARIMA model was used to predict one year in advance from the observations of explosive
ATM attacks in NRW.

The ARIMA modeling was performed according to the study by Seidensticker and
Schwarz [5] and provides a forecast for one year for this offence with monthly aggre-
gated data.

3.4. Recapture Rate Index

The recapture rate index (RRI) is a useful measure for assessing prediction precision.
In this study, we utilized the RRI to examine spatial-temporal variations in police authority
areas in NRW. The RRI is a ratio of recaptured crime hotspots during the predicted time
period (period 2) to those in the historical time period (period 1), standardized for the
change in crime density in the study region between the two periods [13].

Although the RRI is typically used to compare hotspot crime densities, we adapted it
for our study by using police agency areas instead. Furthermore, we compared two past
time periods to demonstrate the change in attack rates over time relative to space, which
we then implemented in our risk model.

Interpreting the RRI values is straightforward: a value below 1.0 indicates a decrease
in crime prediction from one period to another, while a value above 1.0 indicates an
increase [14]. The RRI, therefore, provides valuable insights into temporal changes in crime
patterns and can be a powerful tool for developing proactive law enforcement strategies.

3.5. Risk Terrain Modeling

In this paper, we propose using risk terrain modeling (RTM) to predict ATM attacks
in Germany as a data-driven method for spatial risk assessment of crime. RTM utilizes
crime and environmental data to identify areas at a higher risk for crime occurrence [1,4].
This raster-based approach examines the relationship between place-based factors, such
as crime generators and attractors, and crime to generate a spatial risk profile and predict
crime risk based on geographic attributes, rather than merely extrapolating past crime
history [1]. Therefore, it is a genuinely predictive model [15]. In this study, we transferred
the raster-based approach to the point level to evaluate each ATM separately.

RTM predicts the counts of crime aggregated to each ATM using count-based regres-
sion models, providing a consistent operationalization of the effects of various risk factors
on crime. The effects of various crime generators are reduced to proximity effects, density
effects, or both in RTM [16]. An estimated risk map is produced by RTM identifying poten-
tial causal factors which are contributing to the risk on crime, but also the potential areas of
crime displacement. These are identified by analyzing similar criminogenic environmental
characteristics. This model improves typical hotspot maps by not only predicting areas of
future high risk but also identifying potential causal factors [2,16].
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To create a better understandable risk assessment model, we applied a variable se-
lection technique in RTM, which picks variables with a positive coefficient on the crime
outcome and takes regularization into account [4,17]. A restricted regression strategy is
used to select the best-fitting model with the lowest Bayesian information criterion (BIC)
score [4,16].

In addition to the spatial approach, temporal factors were included, such as the recap-
ture rate index (RRI) and auto-regressive integrated moving average (ARIMA) methods to
account for the temporal variability of explosive ATM attacks.

The risk calculation results in a value between 0 and 1, with 0 representing no risk and
1 representing the highest possible risk. The risk of explosive ATM attacks is classified into
three classes (class 1: high risk; class 2: medium risk; class 3: moderate risk) to assist in
police force deployment and action planning. Based on these classifications, we prioritize
ATMs with the highest risk of explosive attacks, on which police actions such as prevention
measures can be planned. ATMs are assigned to the highest risk class with 5% of the
highest risk. The lowest risk class is assigned to 60% of the ATMs with the lowest risk. The
remaining 35% belong to the medium risk class. ATMs with a high number of missing data
were not assigned a risk class.

4. Results and Discussion

4.1. Time Series Analysis

The results of the monthly aggregated offense time series ARIMA modeling demon-
strate the usefulness of crime time series analysis. The ARIMA model fitting captures the
fluctuating number of cases over the year and the continuous increasing trend (Figure 3).
As there is no specific seasonality, as with other property crimes like residential burglary,
ARIMA modeling should not represent seasonality. However, the low number of cases
during the summer months in 2022, which was not previously evident, led to an over-
estimation of the numbers. Despite this, the predicted values fall within the confidence
interval, making them suitable for further action planning.

Figure 3. Time series of ATM attacks in NRW since 2014 (grey line) with the ARIMA modeled
prediction for 2022 (red line) with confidence interval (grey area). Red and green triangles represent
the local minima and maxima, respectively.

These findings suggest that ARIMA modeling is an effective tool for understanding
and predicting temporal changes in crime patterns. It can provide valuable insights for
proactive law enforcement strategies and resource allocation. However, caution should
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be taken in interpreting the results, especially when there are sudden changes in the data
that may affect the accuracy of the predictions. In such cases, additional data sources
and analytical techniques should be applied to improve the accuracy of such temporal
predictions.

4.2. Recapture Rate Index

The importance of analyzing the temporal and spatial characteristics of explosive ATM
attacks is apparent from the results of the adjusted RRI calculation (Figure 4). A RRI value
above 1 indicates an increasing tendency, and the results reveal that large parts of NRW are
experiencing a strong increase in explosive ATM attacks. In particular, the western regions
near the Netherlands border have RRI values above 3, indicating a substantial increase
in 2022 compared to 2021. Overall, half of the police authority areas exhibit increasing
numbers of ATM attacks.

 

Figure 4. Adjusted RRI for each police authority in NRW based on ATM attacks from 2021 and 2022.

These findings were also integrated into the RTM analysis to account for temporal
and spatial changes. The risk assessment considers the most recent developments by
incorporating the past 365 days from the valuation date. This ensures that the latest trends
and changes in explosive ATM attacks are taken into account, providing a more accurate
risk prediction.

The results of this study emphasize the importance of continuous monitoring of crime
patterns and trends, especially for offenses that are rapidly increasing. By integrating both
temporal and spatial factors, law enforcement agencies can develop proactive strategies to
prevent and reduce the incidence of such crimes.

4.3. Risk Terrain Modeling

The results of this study, presented in Figure 5, demonstrate that RTM is able to assess
the risk of each ATM to be attacked and can be leveraged to improve resource allocation
and prevention strategies. By identifying patterns in time series data, RTM methods can
determine areas where explosive ATM attacks are more likely to occur. This enables law
enforcement agencies to allocate resources effectively, prevent possible threats to citizens
from explosive ATM attacks, and avoid losses for banks and customers.
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Figure 5. Risk classes of each ATM in NRW (in this figure, randomized classes have been assigned
for security reasons).

The model accuracy was evaluated using retrograde analyses, which involved deter-
mining the risk for an earlier valuation date and evaluating it based on future transactions
on the reporting date. The risk assessment for ATMs with at least an increased risk (risk
classes 1 and 2) showed a model accuracy of 87%. However, if only ATMs with the highest
risk (risk class 1) are considered, the model accuracy drops to 41%.

These findings suggest that RTM methods can be a powerful tool for predicting
and preventing explosive ATM attacks in Germany. However, it is crucial to consider
the limitations of the model and the accuracy of the risk assessments. Future studies
should focus on improving the model accuracy and incorporating additional factors that
may affect the incidence of explosive ATM attacks, such as socioeconomic factors and
environmental conditions.

5. Potential and Limitations

The potential benefits of using RTM methods to predict explosive ATM attacks are
clear. By using RTM, police can better allocate their resources by focusing their efforts
on ATM of increased risk. Moreover, the use of RTM provides the police with a deeper
understanding of the patterns and trends associated with explosive ATM attacks and
empowers them to develop more effective prevention strategies. However, there are also
limitations to the approach that need to be considered. For example, RTM methods may
be limited by the quality and availability of data and may not capture all relevant factors
that influence the occurrence of explosive ATM attacks. Moreover, such models can easily
generate maps showing most of the populated area of a jurisdiction as a hotspot, because
many geographic features can be mere proxies for populated areas (Perry et al., 2013). Thus,
it is questionable whether a causal relationship actually exists between the particular risk
factors and the crime.

In conclusion, our results demonstrate the potential of RTM methods to predict ex-
plosive ATM attacks in Germany and provide valuable insights for law enforcement
agencies. By combining RTM methods with the SKALA approach, we can provide accu-
rate predictions of explosive ATM attacks and support effective resource allocation and
prevention strategies.
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Overall, crime forecasting methods offer a wide range of possible applications that
enable criminal expertise to be enriched by scientific findings, if these are understood as
complementary tools and reflected upon in light of their respective limitations.
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Abstract: The region defined by the South Shetland Islands, Bransfield Sea, and Antarctic Peninsula
has complex geodynamic activity resulting from the active subduction process of the Phoenix Plate
under the Antarctic Plate. This subduction produces a rift of expansion along the Bransfield Sea basin
between the South Shetland Islands and the Antarctic Peninsula. There is also a chain of submarine
(Orca, Three Sisters, and Building A) and emerged (Deception and Pinguin) volcanoes. In 2020, there
was intense seismic activity around the Orca volcano with earthquakes of up to 6.9 Mw. This paper
presents displacement models of this seismic activity produced in the region. The geodetic time series
of the GNSS stations located in the region were analyzed: UYBA at the Uruguayan Artigas Antarctic
Base (King George Island) and PAL2 at the U.S. Palmer Antarctic Base (Anvers Island). These data
were taken from the Nevada Geodetic Laboratory.

Keywords: GNSS system; geodetic time series; geodynamic; volcano–tectonic deformation

1. Introduction

Due to innovations and exponential advances over the past three decades, GNSS–GPS
systems have become important tools in geodesy and geophysics, pushing forward the
science and precise measurement of the Earth’s various active processes on land, water, and
ice, and in the atmosphere. Nowadays, GPS systems are essential components of the newest
generation of Earth science and natural hazard assessment capabilities for monitoring and
understanding earthquakes, volcanoes, and tsunamis, among others.

From the processing of the GPS observations, geodetic time series with subcentri-
metric accuracy are obtained. GPS geodetic time-series analysis allows the study of the
geodynamic behavior of a specific terrestrial area. These time series define the temporal
evolution of the geocentric or topocentric coordinates obtained from geodetic stations,
which are linear or nonlinear depending on the tectonic or volcanic–tectonic characteristics,
respectively, of a region. Linear series are easily modeled, but for the study of nonlinear
series, it is necessary to apply filtering techniques that provide a more detailed analysis of
their behavior.

This work focused on the analysis of the geodynamic activity that occurred in 2020 in
the region between the South Shetland Islands and the Antarctic Peninsula, close to the
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ORCA volcano. For this, the time series of the stations located in the region were analyzed.
These stations were UYBA at the Uruguayan Artigas Antarctic Base (King George Island)
and PAL2 at the U.S. Palmer Antarctic Base (Anvers Island). For a better understanding
of the geodynamic process, the preseismic, coseismic, and postseismic velocities were
obtained. The analysis was extended by adding geodesic stations located in the region. All
time series were provided by the Nevada Geodetic Laboratory (NGL).

2. Geodynamic Frame

The South Shetland Islands, the Bransfield Sea, and the Antarctic Peninsula define
a geodynamically highly complex region. Two major tectonic plates converging in this
region: the South American and Antarctic Plates. The boundary between both plates is
even more complex due to the interaction of four minor tectonic plates: the Scotia, South
Sandwich, Phoenix, and South Shetland plates; and two fracture zones, Shackethlon and
Hero Figure 1 [1].

Figure 1. (a) Map of the Scotia microplate area and the most important plates boundaries. SST = South
Shetland Trench; SSB = South Shetland Block; SFZ = Shackleton Fracture Zone; BB = Bransfield Basin;
SOM = South Orkney Microcontinent. (b) Map of the Bransfield Strait and the South Shetland Islands
showing the main faults in the region.

This region is a seismically active area, where more than 200 earthquakes of magnitude
greater than 4 have occurred in the last 50 years (ISC catalogue). Most of these events have
been shallow (<10 km) and, in some cases, have taken place at intermediate depths, which
indicates the presence of active subduction of the Drake plate under the South Shetland
continental block [2]. Seismic activity in the Bransfield Strait usually appears in the form of
seismic swarms [3], which are usually located in the vicinity of volcanic edifices.

The largest recent series in Bransfield Strait took place in the Orca volcano area from
from August 2020 to November 2021. The Orca volcano is a seafloor caldera shield volcano
with a 900 m bathymetric height offshore the coast of King George Island. The epicentral
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locations (Figure 2) cluster in the region NE of the Orca volcano (USGS catalogue). The
series has originated more than 80,000 earthquakes between King George Island and the
Orca submarine volcano with maximum depths of up to approx. 10 km [4]. It started on 28
August 2020 and lasted approximately one year (September 2021). The greatest number of
events in the series occurred in the first few months [5]. During this swarm, two cumulative
seismic moments in the Bransfield Strait occurred: the first one in November 2020, when
the greatest number of events with M > 4 occurred, along with the first largest earthquake
(5.9 Mw) located near the Orca volcano; the second one in January 2021, with the biggest
earthquake of the swarm (6.9 Mw), located more easterly, outside the Orca region (Figure 3).
Most of moment tensor solutions were strike-slip and normal faults with a predominantly
NWSE T-axis azimuth (GCMT catalogue, [4]).

Figure 2. Epicentral map of seismic activity in the South Shetland Islands in the period 2015–2022 for
earthquakes with magnitude greater than 4.0 (USGS catalogue).

Figure 3. Histogram of number of events per year since 1971 (top). Histogram of number of events
since 2015 by year, magnitude, and depth; plot of cumulative moment (below).
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3. Data and Methods

3.1. Geodetic Stations and Data Processing

The time series analyzed in this study were from the geodetic stations provided by
the Nevada Geodetic Laboratory (NGL). NGL collects and processes geodetic-quality
GPS observations at more than 17,000 stations worldwide from many regional and com-
mercial networks in addition to the commonly used International GNSS Service (IGS)
network [6], (Figure 4). The system produces and makes publicly available data products
such as position coordinates (latitude, longitude, and height) for geodetic-quality GPS
stations around the globe with various data intervals and reference frames that might be
useful to users [7]. NGL routinely processes the observations by using GipsyX version 1.0
software [8], released by the Jet Propulsion Laboratory (JPL), which has precise point posi-
tioning [9]. JPL’s Repro3 final GPS orbits and clocks are also used. More details on the data-
processing strategy are given in http://geodesy.unr.edu/gps/ngl.acn.txt. Data accessed on
1 June 2023.

Figure 4. Geodetic GPS stations processed by the Nevada Geodetic Laboratory. Figure taken from [7].

NGL also routinely updates station velocities in the global reference frame, which
can be used to capture the rates of deformation of the Earth’s surface [7]. These velocities
are robustly estimated using the Median Interannual Difference Adjusted for Skewness
(MIDAS). This technique is explained in the next section.

3.2. Methodology

The methodology is summarized in Figure 5. First, the topocentric time series of
the UYBA and PAL2 stations were obtain from NGL. A descriptive analysis of these time
series was carried out, adding the seismic events that occurred from 2015 to 2023. Thus, an
initial visualization of the data was carried out, correlating the jumps in the series with the
seismic events.
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Figure 5. Scheme of the methodology.

Linear series are easily modeled, but for the study of nonlinear series, it is necessary
to apply techniques that provide a more detailed analysis of their behavior [10,11]. For this
reason, to estimate the trend in the series, two techniques were applied: a linear fit and the
MIDAS technique. The trend obtained from the linear fit was valid if the series presented a
linear behavior (PAL2 time series). For nonlinear series (UYBA time series), the MIDAS
estimator was applied.
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MIDAS is a median-based GPS station velocity estimator that is insensitive to out-
liers, seasonality, step functions (abrupt changes) arising from earthquakes or equipment
changes, and statistical data variability [12]. MIDAS also provides velocity error bars
based on subsampling the data that prove to be realistic, for example, when compar-
ing the estimated velocities of stations that are close to each other or are separated by
a tectonically stable region. MIDAS rates were estimated for all stations with at least
one year of data and sufficiently dense time series. In cases where a large earthquake
(Mw > 6.9) had occurred near enough to the station, an exponential decay function was
solved: A(1− e−(t−t0)/τ)H(t− t0), where t0 is the time of the earthquake, τ is a relaxation
time, A is the amplitude of the decay, and H is the Heaviside step function. In these cases,
the background trends were solved after the exponential terms have been removed to
obtain a self-consistent model for the time series [12].

Subsequently, displacement models of the region were obtained for each estimated
velocity. On the other hand, the velocity of the preseismic, coseismic, and postseismic
phases were estimated; the corresponding displacement models were obtained. The idea
of the seismic cycle was developed by Harry Fielding Reid to explain his observations of
the San Francisco earthquake of 1906. The earthquake-related deformation cycle consists
mainly of four phases (Figure 6): the preseismic (nucleation), interseismic (long periods
between large earthquakes during which elastic strain accumulation occurs in the broad
region), coseismic (brief period during which the accumulated strain is released during
earthquakes), and postseismic (the period immediately after an earthquake) phases, which
exhibits relatively higher rates of deformation wherein the material deforms in response to
the sudden coseismic release of strain [13].

Following this methodology, differences were detected between the behavior of linear
and nonlinear time series.

Figure 6. An idealized seismic cycle constituting four distinct phases: preseismic, interseismic,
coseismic, and postseismic phases. Figure taken from [13].

4. Results

4.1. Time Series of the UYBA and PAL2 Stations

Figure 7 shows the topocentric time series of the UYBA (Figure 7a) and PAL2 (Figure 7b)
stations from 2015 to 2023, represented in blue. These figures also include the seismic events
that occurred in that period: earthquakes of magnitude between four and five in yellow,
between five and six in orange, and earthquakes greater than six in red.

The PAL2 station is located at the U.S. Palmer Antarctic Base, on Anvers Island. These
series are not affected by the geodynamic activity of the ORCA volcano. Therefore, its
time series present a linear behavior in all components. The UYBA station is located at
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the Uruguayan Artigas Antarctic Base, on King George Island. This station is affected
by the geodynamic process that occurred in 2020 at the ORCA volcano, so its time series
are nonlinear.

(a) (b)

Figure 7. Topocentric time series analyzed in this study. Seismic events were included: earthquakes
of magnitude between 4 and 5 in yellow, between 5 and 6 in orange, and earthquakes greater than 6
in red. (a) Topocentric time series from PAL2 GNSS station located at the U.S. Palmer Antarctic Base,
on Anvers Island. (b) Topocentric time series from UYBA GNSS station located at the Uruguayan
Artigas Antarctic Base, on King George Island.

4.2. Evaluation of MIDAS Velocities versus Linear Velocities

Table 1 shows the velocities obtained from the linear fit and from the MIDAS estimator.
For a better understanding, displacement models of the region were obtained for each
estimated velocity (Figure 8).

Figure 8. Displacement model of the region.
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Table 1. Comparison of MIDAS velocities vs. linear fit, in mm/year.

UYBA PAL2

Velocitt East North East North

MIDAS 9.87 17.60 13.19 10.35

Linear −0.05 23.64 13.50 10.45

4.3. Preseismic, Coseismic, and Postseismic Displacement Models

The preseismic, coseismic, and postseismic phases were calculated for each component
of the time series. The velocities of each phase are shown in Table 2. The different phases
considered are shown in Figure 9, together with the velocity in millimeters per year (inset).
The corresponding displacement model of each phase is shown in Figure 10.

Table 2. The preseismic, coseismic, and postseismic velocities in mm/year for UYBA and
PAL2 stations.

UYBA PAL2

Velocity East North East North

Preseismic 10.62 17.82 13.37 10.48

Coseismic −64.78 61.38 13.92 9.55

Postseismic 7.79 24.70 14.94 11.09

Figure 9. Topocentric time series of the UYBA station, separating the preseismic (orange), coseismic
(red), and postseismic (brown) phases, and adding their linear fit. The corresponding velocities are
shown in mm/year.
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Figure 10. Preseismic, coseismic, and postseismic displacement model.

5. Conclusions

The region defined by the South Shetland Islands, the Bransfield Basin, and the
Antarctic Peninsula is characterized by a highly complex tectonic environment. This region
is also characterized by the presence of active volcanism, with emerged volcanoes, such as
Deception, Penguin, and Bridgeman; and some underwater volcanic edifices, such as the
Orca volcano. In 2020, intense seismic activity was recorded around the Orca volcano with
earthquakes of up to 6.9 Mw.

This work focused on the analysis of the geodynamic activity that occurred in 2020
near the Orca volcano. The topocentric time series of the stations located in the region were
analyzed: UYBA and PAL2, provided by the NGL. A descriptive analysis was carried out,
adding the seismic events that occurred from 2015 to 2023. To estimate the trend in the
series, two techniques were applied: a linear fit and MIDAS technique. The trend obtained
from the linear fit was valid if the series presented a linear behavior (PAL2 time series). For
nonlinear series (UYBA time series), the MIDAS estimator was applied. The displacement
models of the region were obtained for each estimated velocity.

For a better understanding of the geodynamic process, the velocity of the preseismic,
coseismic, and postseismic phases were estimated; the corresponding displacement models
were obtained. These models showed that the preseismic and postseismic phases are
similar in modulus and magnitude, while the coseismic phase presents different behavior.
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Abstract: The availability of solar irradiance time series without missing data is an ideal scenario for
researchers in the field. However, it is not achievable for a variety of reasons, such as measurement
errors, sampling gaps, or other factors. Time series imputation methods can be a solution to the lack
of data and, in this paper, we study the applicability of Bidirectional Encoder Representations from
Transformers (BERT) as an irradiance time series imputation solution. In this regard, a BERT model
was trained from scratch for the masked language modelling (MLM) task, and the quality of the
imputation was evaluated according to the number of missing values and the position within the
series. The experiments were conducted over a dataset of 165 stations, captured by meteorological
stations distributed over the Spanish regions of Galicia, Castile, and León. In the evaluation process,
an average coefficient of determination (R2 score) of 0.89% was obtained, the maximum result
being 0.95%.

Keywords: time series; imputation; solar irradiance; transformers; BERT

1. Introduction

Time series are sequences of data that are recorded at regular intervals of time, and
are ordered according to the time in which they are recorded [1]. In many fields where it is
important to have complete and accurate data for analysis and decision making, such as
meteorology, healthcare, and solar energy, missing data imputation is a common challenge.

The imputation method is an important time series analysis, in which missing values
in the series are filled in using available observed values [2]. In [2], Fang et al. defined nine
types of the missing value imputation methods, based on the methodology used for filling
the values. The methods included were: (1) deletion methods, (2) neighbour-based methods,
(3) constraint-based methods, (4) regression-based methods, (5) statistical-based methods,
(6) matrix factorization/based methods, (7) expectation-maximization-based methods,
(8) multi-layer perceptron-based methods, and (9) methods based on deep learning (DL).
For each of the established types, examples were given, although the study focused on
imputation methods based on DL.

In this regard, imputation of solar energy time series [3] is a topic that has been ex-
plored with traditional statistical methods [4,5] and with more modern machine learning
(ML) methods [6,7]. Demirhan et al. [5] evaluated 36 imputation methods for solar irradi-
ance series with a dataset collected in Australia—the considered methods of imputation
were variants of the methods listed hereafter, namely: (1) interpolation (such as linear,
spline, or Stineman), (2) Kalman filters, (3) persistence, (4) weighted moving average, and
(5) random sample. The authors defined sixteen experimental scenarios, and concluded that
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the most accurate methods for minutely and hourly series were the linear and the Stineman
interpolations (based on a function that runs through a set of points in the xy-plane and
returns the estimates of the calculated slopes); for daily or weekly series, the weighted
moving average delivered the best result.

De-Paz-Centeno et al. [7] proposed a neural network to impute values for series with
missing values in ranges of 30% to 70% of the total number of values, and recommended
its use for scenarios with 50% of lost vales. The proposed neural network was a convolu-
tional neural network following the encoder–decoder structure, and the experiments were
carried out on a private and a public dataset, each containing two years of samples. The
application of the proposed architecture resulted in coefficients of determination (R2 score)
ranging range between 0.81 and 0.98, considerably higher when compared to the other
models evaluated.

Due to the sequential nature of the time series, it is possible to use models developed
for natural language processing (NLP), such as transformers, in their processing. Transform-
ers are based on attention mechanisms (they relate different positions of the same sequence
to compute a representation of the sequence; also known as self-attention) and proved
successful at solving sequential tasks, while easily handling long-range dependencies [8].
Transformer-based models have been applied and achieved good results in the imputation
of time series [9,10].

Bidirectional Encoder Representations from Transformers (BERT) [11] is a DL model
based on transformers that uses bidirectional self-attention by jointly conditioning the left
and right context, being is one of the most popular DL-based linguistic models [12]. BERT
can be pre-trained using two unsupervised tasks, the masked language model (MLM) and
next sentence prediction (NSP). The MLM randomly masks a part of the tokens in the input
sequence, and the goal is to predict the masked words based solely on its context. For
the NSP task, BERT model is pre-trained on representations of pairs of texts to predict a
sequence from the previous sequence. BERT has also been pre-trained for other areas of
knowledge, such as vision [13,14] bioinformatics and computational biology [15–17], or
geospatial representation learning based on a point of interest [18].

In this study, the BERT’s performance in irradiance time series imputation will be
assessed by training the model from scratch for the MLM task. To the authors’ knowledge,
this is the first time the model has been trained on irradiance data. We hypothesized that
training directly on a specialized corpus and using a specialized vocabulary could lead to
more adapted embeddings and, thus, help performance.

The main contributions of this paper are as follows.

(1) To the best of the authors’ knowledge, the first BERT model trained from scratch with
solar irradiance data is introduced;

(2) The implementation is evaluated for time series imputation in two scenarios, namely
(1) the imputation of a single missing value at a specific position and (2) imputed a
missing value where all values were missing after this position in the sequence.

The remaining part of the document is organised as follows. Section 2 describes the
model, the data and the methodology used. Section 3 the experiments, and presents the
analysis performed. The works ends with Section 4.

2. Methodology

2.1. Studied Model (BERT)

In NLP tasks, the first step in the processing pipeline is the tokenization (the process
of dividing the text into small units, called tokens; tokens can be the words of a sentence or
a sequence of characters).

BERT is a complex and advanced linguistic model, where the sentence is parsed as
a token chain—each token in the chain is compared against all other tokens to gather
information and learn the dynamics of the context. This information is stored in the
form of embeddings (a numerical representation of the information). Figure 1 shows the
representation of the BERT input for a sequence of irradiance values.
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Figure 1. Representation of the BERT input for sequences of irradiances value—BERT’s input
embedding are the sum of token embedding, segmentation embedding and position embedding
(sum of the column). Notes: (1) Token embedding is represented in yellow and represent the value
in another dimension space. (2) Segmentation embedding indicate which sentence it belongs to A
or B, while (3) the position embedding represents the position in the sequence. Abbreviations: CLS
is used to identify the beginning of the sequence, EA is used to code the segment embedding, and
E1, E2 . . . En+1 represent positions of the embedding.

In the field of NLP, the MLM task (mentioned in Section 1) enforces bi-directional
learning from text by masking (or covering) a word in a sentence. In the process of
tokenization, BERT uses special tokens, such as “[MASK]”, to cover the word to be predicted.
This way, BERT is forced to use neighboring words of the masked word to predict it. In the
process, the model will generate the most likely substitution for any input containing one
or more “[MASK]” tokens. For example, if BERT’s input would be the following sequence
of irradiance values, (5, 56, 76, 89, 112, [MASK], 145, 172, 189), a probable output would be
(45, 56, 76, 89, 112, 123, 145, 172, 189). The model assigned the masked token a value based
on the learning. It is important to note that BERT uses other special tokens, such as “[CLS]”,
to identify the beginning of the sequence; “[UNK]”, to signal an unknown word; “[PAD]”,
when sentences are not of the same length to fill in missing spaces; or “[SEP]”, a sentence
separator token used for input/output in the NSP task described in Section 1.

2.2. Data Description

In this study, the experiments were carried out on two solar irradiance datasets.
The first one is composed of records from 112 meteorological stations in Galicia, stored
in a tabular .csv file format, containing two years of information (from February 2017 to
February 2019), with a time resolution of 10 min. The variables observed at the stations were
temperature, atmospheric pressure, precipitation, wind speed, wind direction, and solar
irradiance. The second dataset, CyL-GHI [19], contains information from the 53 stations
located in Castile and León, and continuously covers 21 years (the period from January
2001 to December 2021), with a temporal resolution of 30 min. The spatial distribution of
the stations is presented in Figure 2.

The variables observed at the stations were temperature, relative humidity, precipi-
tation, wind speed, wind direction and solar irradiance. In addition, there is an identifier
for each of the stations, as well as their geographical coordinates and height. However,
only the solar irradiance time series of both datasets were used for the study. The data is
grouped by stations and, using one time series for each station, implies that 165 GHI time
series were used in this study.
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(a) (b) 

Figure 2. Spatial distribution of stations capturing the data used in the experiments located in the
Spanish regions of (a) Castile and León (the CyL-GHI dataset), and (b) Galicia.

2.3. Methodology

The BERT model was trained from scratch for the MLM task. Experiments were
conducted to evaluate two scenarios: (1) Scenario 1, where a single missing value was
imputed at a specific position in the sequence; and (2) Scenario 2, imputing a missing value
where all values were missing after a position in the sequence.

In our study, the sentence (or sequence) will be the GHI time series corresponding to
a day, each of the time step values shall represent one token for the model. The masked
value to be completed can be found in any position into the time series of the day. In this
regard, the data pre-processing step should ensure that all sequences to be used in training
the model are complete, and ensure that test data are not part of the input.

The first operation applied was data preparation. In this regard, the datasets featured
different temporal resolutions for the irradiance values—data from Galicia had a temporal
resolution of 10 min, while data from Castile and León featured a temporal resolution of
30 min. To unify the temporal resolutions for all the data, the frequency of data from Galicia
was shifted to 30 min.

Next, the last year of each dataset was separated for the test set. Night hours were
eliminated because during night-time, solar irradiance is zero. Sequences of values were
created with daytime data only, ensuring also that only days with no missing values
were used.

To prepare the input data for the BERT model, it was necessary to reformat the data
to plain text and save the time series of each station in a separate file, where each row
contains the irradiance values of one day. WordPiece embeddings [20] were used in this
study—WordPiece splits each irradiance value for a time step into a token. In our case, a
vocabulary of 1600 tokens was selected, to include all values present in the training data
(the irradiance can take values from 0 to 1600). The MLM task involves training the model
by randomly placing the special token “[MASK]” at different positions in the chain, so
that the model learns how to predict it. The special classification token “[CLS]” is always
the first token in each sequence, and the “[UNK]” was also used to indicate that there are
unknown values in the sequence (their capabilities are indicated in Section 2.1).

The following search space was considered: (1) the number of training epochs
(“num_train_epochs”), (2) the training batch size (“per_device_train_batch_size”), (3) the
number of gradients to accumulate (“gradient_accumulation_steps”) before updating the
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weights (between the values (2, 6, 8, 10, 12 , and (4) the batch size (with 32, 64, and 128 sam-
ples). The hyperparameter configuration that achieved the best results featured ten training
epochs, a batch training size of ten, a validation batch size of training of sixty-four, eight
accumulable gradients, twelve attention heads, and twelve hidden layers. The model saved
checkpoints every 500 steps.

The selected performance metric for evaluation is the coefficient of determination,
or R2 score, a statistical measure that indicates how well a model fits the observed data.
The R2 score is calculated using the actual value (yi) and the predicted value (ŷi) with

Equation (1), where
−
yi =

1
n

n
∑

i=1
yi.

R2 score = 1−

n
∑

i=1
(yi − ŷi)

2

n
∑

i=1

(
yi −

−
yi

)2 (1)

3. Results and Discussion

The analysis of the results will be carried out according to the two established scenarios
outlined in Section 2.3. The BERT model was trained once and evaluated for the two
considered scenarios.

3.1. Scenario 1: Imputation of a Single Missing Value at a Specific Position

In Scenario 1, the impact of the imputation of a missing value was assessed according
to its position in the sequence. The values for sunrise and sunset were left out, due to the
discontinuous nature of solar radiation, where forecasts in the immediate vicinity of sunrise
and sunset are problematic.

The experiments were carried out by moving the mask from the position correspond-
ing to 10 a.m. to the position corresponding to 5 p.m., with all positions within that interval
evaluated. Masking was performed in a separate experiment for each field position. The R2

score in the set varied within the range of 0.83 to 0.95, as shown in Figure 3, with a mean of
0.89 and a variance of 0.13.

Figure 3. Analysis of the coefficient of determination for the position of the MASK token within
the sequence.

In Figure 3 it can be found that seen that the best predictions are corresponding to the
mask at the start and end values of the sequence. If the analysis is transposed to the solar
data, it is observed that the morning and afternoon values feature smaller differences when
compared to the values of the central hours of the day. It is expected that these variations
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are more difficult to model, considering that the differences are also highlighted depending
on the month of the year.

3.2. Scenario 2: Imputation of a Missing Value after Several Unknown Values at a
Random Position

In Scenario 2, all values were missing from a specific position in the sequence. We
assessed the quality of the model to impute one value without the rest of the sequence. As
in Scenario 1, the experiments were made by moving the mask position corresponding to
10 a.m. to 5 p.m. In the sequence, the mask number is the position where the “[MASK]”
token was set; from that position onwards, the values are replaced by the “[UNK]” token.
As expected, the R2 score within the sequence increases as the number of unknown values
decreases (as shown in Figure 4). The R2 score varied within the range of 0.08 to 0.93, with
a mean of 0.59 and a variance of 0.25.

Figure 4. Analysis of the coefficient of determination for the position of the MASK token within the
sequence with unknown values.

4. Conclusions and Future Work

In this study, the application of BERT as an imputation technique for missing values
in solar radiation time series data was analyzed. The BERT model was trained from scratch
with historical data of two Spanish regions, and was evaluated for two scenarios, a first
scenario where a single missing value was imputed at a specific position in the sequence,
and a second scenario where all values were missing from a specific position in the sequence.
The metric evaluated was the R2 score, and the average performance was 0.89%, the best
result being 0.95% for imputation on the final values of the sequence.

The results achieved show how DL models can be used to impute missing data in time
series. The work can be considered as a first step in the introduction of this model in the
field of renewable energies, and raises new questions on how the addition of spatial (such
as latitude and longitude) and temporal data (such as day of the year and year) affects the
quality of the imputation.

In future studies, the BERT model could be evaluated from a spatio-temporal perspec-
tive, to analyze whether the model can model the spatial location of the weather station and
is able to improve the imputation operation with the introduction of these new features.
The model could also retrained on the next sentence prediction (NSP) task, to predict the
subsequent day of irradiance values from the previous day. In addition, the exploration
of the automation of the variables pre-processing to the format expected by BERT, or the
conversion of the output back to the time series format, is recommended.
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Abstract: Bitcoin is one of the cryptocurrencies that has gained popularity in recent years. Previous
studies have shown that closing price alone is not enough to forecast its future level, and other
price-related features are necessary to improve forecast accuracy. We introduce a new set of time
series and demonstrate that a subset is necessary to improve directional accuracy based on a machine
learning ensemble. In our experiments, we study which time series and machine learning algorithms
deliver the best results. We found that the most relevant time series that contribute to improving
directional accuracy are open, high, and low, with the largest contribution of low in combination
with an ensemble of a gated recurrent unit network and a baseline forecast. The relevance of other
Bitcoin-related features that are not price-related is negligible. The proposed method delivers similar
performance to the state of the art when observing directional accuracy.

Keywords: Bitcoin; forecasting; time series; machine learning

1. Introduction

Bitcoin price forecasting has been the focus of many studies in the literature over
the years. Nevertheless, unexpected price movements, smaller and larger bubbles, and
different short- and long-term trends mean this task is an ongoing topic for research. In one
of the recent studies exploring this area of research [1], the authors verify the performance
of different machine learning algorithms and mention the current state of the knowledge in
Bitcoin forecasting. One aspect refers to [2] the price of Bitcoin being mainly driven by the
spot market rather than the futures market. Another aspect is the division of approaches to
forecasting into the “Blockchain approach” and “Financial market’s approach”. The former
is based on technical variables such as hash rates or mining difficulty, while the latter uses
standard econometric variables such as stocks, bonds, or gold price. We can add to this
another approach, which involves taking variables related to investor sentiment such as
Google trends data [3], uncertainty indices (VIX, UCRY, see [4]), or the Fear and Greed
index, which has not been explored much in the literature. In our study, we used a mix of
features from these three approaches and the open, high, low, and close prices to predict
the Bitcoin price using a novel approach. Based on this, we were able to verify which
variables contribute to the forecast accuracy the most. In fact, the features with the largest
contribution are only the price-related ones. The other variables, whether coming from the
“Blockchain approach”, the “Financial markets approach”, or the “Sentiment approach”
have a negligible impact in terms of improving Bitcoin’s price performance.

We used a method that explores features and machine learning algorithms for Bitcoin’s
closing price prediction. In recent forecasting competitions, it was observed that machine
learning models and hybrid approaches demonstrated superiority over alternative meth-
ods [5]. Therefore, in this study, we evaluated the following machine learning algorithms:
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Long Short-Term Memory (LSTM), Bidirectional Long-Term Memory (BiLSTM), Gated
Recurrent Unit (GRU), Bidirectional Gated Recurrent Unit (BiGRU), and Light Gradient
Boosting Machine (LightGBM). In addition we used ensembling. The results were evalu-
ated observing the predicted and actual Bitcoin closing price measuring Root Mean Squared
Error (RMSE), Mean Squared Error (MSE), Mean Absolute Error (MAE), and Directional
Accuracy (DA).

Although previous studies show that the financial time series closing price, either
in the case of stocks [6,7], commodities [8], or cryptocurrencies [9], is not enough for
prediction when training deep learning models, we found that ensembling does help to
improve the forecasting accuracy. In this work, we demonstrate that the Bitcoin closing
price is not sufficient for forecasting and additional features are necessary when using
machine learning algorithms. Evaluation on return shows that the method developed in
this work presents one of the highest scores, with a directional accuracy score equal to
0.7645, exceeding a baseline by 58.24 percent.

We compare our work to related studies for Bitcoin prediction. In [10], LSTM was used
in combination with the Empirical Wavelet Transform (EWT) decomposition technique.
The authors used the Intrinsic Mode Function (IMF) to optimize and estimate outputs with
Cuckoo Search (CS) [10]. In [11], Linear Regression (LR) techniques and particle swarm
optimization were used to train and forecast data from beginning of 2012 to the end of
March 2020. The best setup for the model was obtained with 42 days plus 1 standard
deviation [11]. In [12], Autoregressive Integrated Moving Average (ARIMA) was used for
data from 1 May 2013 to 7 June 2019. This model works best for short-term predictions and
can be used to predict Bitcoin for one to seven days ahead [12]. Finally, in [13], a BiLSTM
with Low-Middle-High features (LMH-BiLSTM) was tested with two primary steps: data
decomposition and bidirectional deep learning. The results demonstrate that the proposed
model outperforms other benchmark models and achieved high investment returns in the
buy-and-hold strategy in a trading simulation [13].

In this work, we tested the previously mentioned machine learning algorithms one
by one, and also in ensemble. We fed the algorithms with a new set of 13 time series (see
Section 2.1). In addition, we included 11 signals that come from Variational Mode Decom-
position (MMD) as proposed in [13]. However, in our experiments, data decomposition
did not provide significant improvements. Next, we explain our proposed method.

2. Materials and Methods

An overview of the method is presented in Figure 1. The input data is prepared in
three steps. First, it is normalized between 0 and 1. Then, the train and test set partitions are
created, where the train set is used for training several machine learning algorithms. The
next phase considers algorithm training. The details regarding hyperparameter selection
are described in Section 2.4. Next, the evaluation phase is performed as a rolling forecast
for 1-step ahead prediction over the test set.

Figure 1. Visual summary of the method.
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2.1. Data Collection

We collected the daily Bitcoin closing price from 7 October 2013 to 6 November 2022.
We used a public API from the Kraken page [14]; the data collected were the values of close,
open, high, low, volume, and date. With the Nasdaq-Data-Link library for Python [15], the
following values were obtained: transaction fee, estimated Bitcoin USD transaction volume,
Bitcoin USD exchange trade volume, and Bitcoin hash rate. Bitcoin Google trends were
obtained with the pytrends library [16]. The gold to USD exchange rate was obtained from
the Investing.com page. The Fear and Greed Index was obtained from the Kaggle page [17].
The moving average of the closing value was added, taking the last 30 days. Table 1
presents all features used in this study. A similar set of features was used in [13]: Bitcoin
price, Bitcoin transaction fees as Bitcoin miner’s revenue divided by transactions, USD
trade volume from the top Bitcoin exchanges, Bitcoin transaction volume, USD exchange
or trade volume from the top Bitcoin exchanges, gold exchange rate to US dollar, hash rate,
and Google trends of Bitcoin.

Table 1. Series, short name, description, and count. Originally some signals had more samples than
others; therefore, the dates where no information was recorded for all signals were removed to obtain
the same number of samples per signal, down sampling to 3812 in the range 19 November 2013 to 4
November 2022.

Series Features Description Count

Series 1 Close Daily Bitcoin close price 4379
Series 2 Low Daily Bitcoin low price 4379
Series 3 High Daily Bitcoin high price 4379
Series 4 Open Daily Bitcoin open price 4379
Series 5 Trans_Volume Bitcoin transaction volume in dollars 3812
Series 6 Volume Daily quantity of Bitcoins bought or sold 4379
Series 7 Hash_Rate Number of giga hashes Bitcoin network performed 3812
Series 8 Trans_Fees Bitcoin miner’s revenue divided by transactions 3812
Series 9 XAU_USD Gold (XAU) Exchange rate to US dollar (USD) 3812
Series 10 Trade_Volume Bitcoin trade volume in dollars 3812
Series 11 Google_Trend Bitcoin’s Google Trend 3812

Series 12 Fear_Greed Fear and Greed Index. It is a way to gauge stock market movements
and whether stocks are fairly priced 3812

Series 13 Moving_Avg_30 Moving average of Bitcoin’s closing price for the last 30 days. 3783

2.2. Variational Mode Decomposition (VMD)

Bitcoin’ closing price was decomposed using the VMD method as proposed in [13].
Each decomposed mode was labeled M0 through M10, where M0 has the lowest frequency
and M10 has the highest. We can observe the graph of the decomposition in Figure 2.

Variational Mode Decomposition (VMD) is a completely nonrecursive signal decom-
position technique proposed by [18]. VMD is a problem of variational optimization that
aims to minimize the total bandwidth of each mode. This work used the vmdpy python
library [19], with parameters by default using Bitcoin’s close price as the input and a
bandwidth of 5000.
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Figure 2. Variational Mode Decomposition (VMD) decomposition of Bitcoin’s closing price, normal-
ized between 0 and 1, from 7 October 2013 to 6 November 2022.

2.3. Data Preparation

For the LSTM, BiLSTM, GRU, and BiGRU models, the data were scaled between 0
and 1 before training, except the LightGBM model for which data scaling was performed
for evaluation only. Next, the data was divided into 25-day windows, converting the data
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table into 3D lists (arrays), where the first dimension corresponds to the batch size, the
second to the number of time-steps, and finally, the third dimension to the number of units
of one input sequence [20]. Next to each list, the expected future value was saved. This last
value is taken from the closing values of the previous day. For the LightGBM model, the
complete data Table 1 was used without modifications. Data partitioning was performed
as follows: the set was trained from 7 October 2013 to 8 August 2022, and the set was tested
from 9 August 2022 to 6 November 2022, where 90 days were used for testing, and the rest
of data were used for training.

2.4. Model Training

We tested five deep learning architectures and one tree boosting method. All deep
learning networks present an input layer of 90 units, a set value of 500 epochs, and a batch
size of 64 without early stopping.

• Long Short-Term Memory (LSTM): The network trains with five layers, an input
layer with the activation function seen in [6], the bias initializer glorot uniform, kernel
regulator l1, l2, kernel constraint unit norm, and the time_major activated, followed
by a dense layer of 90 units and linear activation. Then, an output layer and another
dense layer is used. The model uses the Adam optimizer with a learning rate of 0.002;

• Gated Recurrent Unit (GRU): The network trains with five layers, an input layer
followed by a dropout layer set to 0.3, an output layer followed by another dropout
layer, and a dense layer of one unit. The model uses the Adam optimizer with a
learning rate of 0.0001. A similar network was used in [21];

• Bidirectional Long Short-Term Memory (BiLSTM): The network consists of an input
layer with the tanh activation function, followed by a backward learning layer and
a dense layer. The model uses the Adam optimizer with a learning rate of 0.01. A
similar network was used in [13];

• Bidirectional Long Short-Term Memory with dropout (BiLSTM_d): The network
consists of an input layer with tanh activation function, followed by a dropout layer,
followed by a backward learning layer, followed by a dropout layer and a dense layer.
The model uses the Adam optimizer with a learning rate of 0.01 and the dropout set
to 0.3;

• Bidirectional Gated Recurrent Unit (BiGRU): The network trains with five layers, an
input bidirectional layer followed by a dropout layer set to 0.3, an output bidirectional
layer followed by another dropout layer and a dense layer. The model uses the Adam
optimizer with a learning rate of 0.0001;

• Light Gradient Boosting Machine (LighGBM): This presents an early stopping round
set to 50, and verbose evaluation set to 30 with 3600 number of boost rounds. The
model trains with a gradient booting decision tree, with the objective set to tweedie and
a variance power of 1.1, and uses an RMSE metric with n-jobs set to −1. In addition,
it uses 42 seeds with a learning rate of 0.2, the bagging fraction is set to 0.85 and the
bagging frequency is set to 7. Moreover, colsample by tree and colsample by node are
set to 0.85 with a min data per leaf of 30, and the number of leaves is 200 with lambda
l1 and l2 set to 0.5. A similar network was used in [5].

2.5. Evaluation

The predicted results were normalized between 0 and 1 before evaluation measure-
ments were made.

We measure the Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean
Absolute Error (MAE), and Directional Accuracy (DA) between the predicted and actual
closing price as described in [22], such that n is the number of samples, and yt and xt are
the predicted and actual closing price at time t:

MSE = n−1
n

∑
t=1

(xt − yt)
2. (1)
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RMSE =
√

MSE. (2)

MAE =
∑n

t=1 |yt − xt|
n

. (3)

DA =
100
n

n

∑
t=1

dt, (4)

where

dt =

{
1 (xt − xt−1)(yt − yt−1) ≥ 0
0 otherwise.

2.6. Return

The return is a financial measure used to assess the efficiency of an asset investment. It
is an growth indicator of the value of an investment during a certain period of time. Return
On Investment (ROI) is one of the main financial measures used both in the traditional
stock market and in the world of cryptocurrencies [23]. The formula can be expressed in
terms of the final Value of Inversion (FVI) and the Initial Value of Inversion (IVI):

ROI = (
FVI − IVI

IVI
)100%. (5)

3. Results

Experiments were conducted to see how different time series influence Bitcoin closing
price prediction and how different models perform. The experiments were carried out
analyzing the results with different factors. Tables 2–11 show the results obtained in
the different experiments. An RMSE, MSE, MAE close to zero and a DA close to one
are preferred. The best results are highlighted. The values were compared with values
obtained with a Baseline prediction. Baseline prediction means that the predicted value is
the last observed value. Series importance for the prediction was obtained according to the
LightGBM model in order to classify them later and continue with the experiments, as can
be seen in Figure 3.

Figure 3. Feature importance found by LightGBM. The most important features are low, high,
and open.

We performed the following experiments:
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• Experiment 1. The first experiment sent a subset of all tested time series, as we
assumed these features represent price action over a set period of time, and in com-
bination could be used to predict price movements. The time series used were close,
open, high, low, and volume of Bitcoin. These were obtained from the Kraken API [14].
See Table 2 for the results of the prediction. Table 2 shows that BiLSTM was best
DA = 0.5056 but BiGRU produced the lowest MAE = 0.0467;

• Experiment 2. In the second experiment, we tested all time series presented in Table 1:
close, open, high, low, volume, transaction fee, estimated Bitcoin USD transaction
volume, Bitcoin USD exchange trade volume, rate of Bitcoin hash, Bitcoin Google
trends, and gold to USD exchange rate, Fear and Greed index, and the moving average
of the closing value. The main idea was to enrich the input data to help improve the
prediction. The results can be seen in Table 3. LightGBM had the best performance
and there was an improvement in comparison with Experiment 1 whereby less input
data were used;

• Experiments 3. For the following experiments, series importance for the prediction
was analyzed according to the LightGBM model. The order of importance can be seen
in Figure 3. The experiments were performed indicating different combinations of
the four most important series: open, high, low, and close values. These time series
exhibited a significant correlation with the closing price of Bitcoin and exerted an
influence over its behavior. For this experiment, open, high, and low values were
used. Table 4 shows that BiLSTM had the best DA = 0.4832, but GRU had the best
MAE = 0.0496. The results show a decrease in performance;

• Experiment 4. For this experiment, high and low values were used. Table 5 shows that
BiLSTM had the best performance with DA = 0.5169. There was an improvement in
comparison with Experiment 1, but it did not reach the performance of Experiment 2;

• Experiment 5. For this experiment, low values were used. Table 6 shows that LSTM
had the best performance with DA = 0.5169. The results show a similar performance
in comparison with Experiment 4;

• Experiment 6. For this experiment, open and low values were used. Table 7 shows
that LSTM had the best DA = 0.5393 and BiLSTM delivered the lowest errors. The
results show an improvement in performance compared with previous experiments,
but it was not better than Experiment 2;

• Experiment 7. Since Experiment 2 had the best performance until this point, we
tested all time series used in Experiment 2 and added 11 VMD modes to assess their
impact on prediction. That is, the input data included the values of close, open, high,
low, volume, transaction fee, estimated Bitcoin USD transaction volume, Bitcoin USD
exchange trade volume, rate of Bitcoin hash, Bitcoin Google trends, and gold to USD
exchange rate, Fear and Greed index, and the moving average of the closing value and
11 VMD modes. The results are presented in Table 8. This time, BiGRU had the best
DA = 0.5730 but LSTM had the lowest errors. The results show a big improvement in
performance compared with the previous experiments;

• Experiment 8. This experiment consisted of sending the values of all 11 VMD modes as
input data, that is, only the 11 VMD modes were added to assess the impact these had
on the prediction (see Table 9). BiGRU had the best DA = 0.5618, BiLSTM the best MAE,
and LSTM the best MSE and RMSE. Results show an improvement in performance
compared with previous experiments, but it was not better than Experiment 7.

In all the experiments, we observed a noticeable improvement in the BiLSTM model
when it did not present the dropout layer.
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Table 2. Prediction measured values with Bitcoin close, open, high, low, and volume values.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.0541 0.0111 0.1053 0.4494
BiGRU 0.0467 0.0107 0.1032 0.4494
LSTM 0.0660 0.0125 0.1120 0.4719

BiLSTM 0.0954 0.0163 0.1277 0.5056
BiLSTM_d 0.1610 0.0667 0.2583 0.4832
LightGBM 0.0513 0.0106 0.1028 0.4157

Table 3. Prediction measured values with all factors.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.1426 0.0496 0.2228 0.3371
BiGRU 0.1501 0.0660 0.2569 0.3596
LSTM 0.1731 0.0666 0.2580 0.3708

BiLSTM 0.2019 0.0864 0.2940 0.4382
BiLSTM_d 0.2685 0.1109 0.3330 0.3371
LightGBM 0.0566 0.0154 0.1240 0.5618

Table 4. Prediction measured values with Bitcoin open, high, and low values.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.0496 0.0103 0.1014 0.4494
BiGRU 0.0508 0.0110 0.1050 0.4719
LSTM 0.1029 0.0352 0.1875 0.4382

BiLSTM 0.0812 0.0178 0.1334 0.4832
BiLSTM_d 0.1317 0.0571 0.2390 0.4607
LightGBM 0.0864 0.0157 0.1254 0.3483

Table 5. Prediction measured values with high and low values of Bitcoin.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.0572 0.0112 0.1059 0.4157
BiGRU 0.0487 0.0112 0.1060 0.4607
LSTM 0.0508 0.0117 0.1083 0.4832

BiLSTM 0.0402 0.0092 0.0961 0.5169
BiLSTM_d 0.1709 0.0599 0.2447 0.4832
LightGBM 0.0796 0.0217 0.1472 0.2472

Table 6. Prediction measured values with low value of Bitcoin.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.0558 0.0116 0.1076 0.4719
BiGRU 0.5616 0.0117 0.1080 0.4607
LSTM 0.0378 0.0098 0.0988 0.5169

BiLSTM 0.0460 0.0104 0.1019 0.4719
BiLSTM_d 0.1155 0.0523 0.2286 0.4944
LightGBM 0.1213 0.5991 0.2448 0.1348
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Table 7. Prediction measured values with Bitcoin open and low values.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.5125 0.0102 0.1011 0.4607
BiGRU 0.0518 0.0104 0.1022 0.4494
LSTM 0.0613 0.0151 0.1228 0.5393

BiLSTM 0.0344 0.0092 0.0958 0.4719
BiLSTM_d 0.1221 0.0623 0.2496 0.5056
LightGBM 0.0801 0.0227 0.1505 0.2809

Table 8. Prediction measured values with all factors plus VMD modes.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.1002 0.0245 0.1565 0.5506
BiGRU 0.0751 0.0230 0.1517 0.5730
LSTM 0.0705 0.0206 0.1423 0.5169

BiLSTM 0.0963 0.0222 0.1489 0.4832
BiLSTM_d 0.1081 0.0322 0.1793 0.4832
LightGBM 0.0740 0.0222 0.1490 0.4719

Table 9. Prediction measured values with 11 VMD modes.

Network
Measured Value
MAE MSE RMSE DA

GRU 0.0806 0.0179 0.1338 0.5169
BiGRU 0.0762 0.0176 0.1327 0.5618
LSTM 0.0591 0.0167 0.1290 0.4607

BiLSTM 0.0521 0.0176 0.1329 0.4607
BiLSTM_d 0.0837 0.0209 0.1446 0.5169
LightGBM 0.1299 0.0486 0.2204 0.4494

Ensembling and Return Performance

Since we are predicting one day in the future (rolling forecast), the value of IVI
seen in Equation (5) is the same value as the baseline, and FVI is the prediction of the
models. Ensembling was obtained with the simple arithmetic average, using Equation (5),
combining each model with the baseline. We tested each model individually. The results
show that the best combination was GRU and the baseline, with the model being trained
using the open, high, and low factors.

• Experiment 9. In this experiment, we tested ensembling. Return values were calcu-
lated over the prediction of all previous experiments. The best results were obtained
using open, high, and low values as inputs. See Table 10 for the results. GRU had
the best performance with DA = 0.7645. The results show a big improvement in DA
compared to the previous experiments;

• Experiment 10. The last experiment was executed in order to make a close comparison
with LMH-BiLTSM [13]. Therefore, we used approximately the same date range as
used in [13]. Return values were calculated over the prediction period. See Table 11 for
the results. This time, GRU had the best DA = 0.7865 but BiGRU produced the lowest
errors. The DA obtained here is comparable to that reported by LMH-BiLTSM [13].
Indeed, in this experiment, we observed the highest DA prediction out of all the
experiments we performed. However, the lowest errors were measured using the
BiLSTM network with the open and low series: MAE = 0.0344, MSE = 0.0092, and
RMSE = 0.0958, see Table 7.
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Table 12 shows a comparison between previous studies and the best performing model
presented in this paper. The model with the best performance consists of a GRU trained with
open, high, and low values of Bitcoin. The GRU ensemble achieved 0.7865 ± 0.2113 DA,
matching the performance obtained by LMH-BiLSTM [13] in a similar time range. Notice
that for the period from October 2013 to 6 November 2022, the DA was slightly lower but
the standard deviation was also lower. Making a comparison of the GRU network (Table 10)
and the baseline, we see an improvement of 58.14 percent in directional accuracy; this was
the model with the highest score.

Table 10. Return measured values for prediction with Bitcoin open, high, and low values. Range
between 7 October 2013 and 6 November 2022.

Network
Measured Value
MAE MSE RMSE DA

Baseline 0.0371 0.0091 0.0952 0.4831
GRU 0.0843 0.0296 0.1716 0.7645

BiGRU 0.2299 0.0735 0.2711 0.7191
LSTM 0.2629 0.1113 0.3337 0.5169

BiLSTM 0.1687 0.0553 0.2352 0.5169
BiLSTM_d 0.3082 0.1072 0.3274 0.7303
LightGBM 0.1730 0.0488 0.2208 0.6547

Table 11. Return measured values for prediction with all factors plus VMD modes from 7 October
2013 to 1 January 2021, which is approximately same range as that used in [13]. Baseline DA
was 0.5281.

Network
Measured Value
MAE MSE RMSE DA

Baseline 0.0496 0.0138 0.1176 0.5281
GRU 0.1745 0.0548 0.2341 0.7865

BiGRU 0.1137 0.0400 0.2001 0.7303
LSTM 0.2039 0.0860 0.2933 0.5955

BiLSTM 0.2772 0.1044 0.3232 0.6067
BiLSTM_d 0.3134 0.1332 0.3649 0.5056
LightGBM 0.2806 0.1078 0.3283 0.5730

Table 12. Performance comparisons. The methods presented in this table were trained using different
datasets in different date ranges. Therefore, this comparison is relative.

Method DA

GRU (This work Table 10, 7 October 2013 to 6 November 2022) 0.7645 ± 0.1299
GRU (This work Table 11, 7 October 2013 to 1 January 2021) 0.7865 ± 0.2113

LMH-BiLSTM [13] (29 April 2013 to 1 January 2021) 0.8170 ± ?
ARIMA [12] (1 May 2013 to 7 June 2019) 0.5719 ± ?

LSTM [10] (18 July 2010 to 28 March 2019) 0.5409 ± ?
LR [11] (Beginning of 2012 until the end of March 2020) 0.5155 ± ?

4. Conclusions

We confirm the hypothesis that Bitcoin is difficult to predict with the closing price
alone, that is, the closing price does not contain enough information to predict Bitcoin, and
a set of price-related time series are necessary to improve prediction. We tested 13 series
as shown in Table 1, plus 11 modes decomposed using Variational Mode Decomposition
(VMD). In addition, we tested various machine learning algorithms and found that a
selected set of time series consisting of open, high, and low values and an ensemble
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based on a GRU network combined with the value of return, or a baseline prediction,
demonstrates a great improvement in the results of the experiments. Our method delivers
a comparable DA when compared to the state of the art, which in contrast uses a BiLSTM
with Low-Middle-High features (LMH-BiLSTM) [13].
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Abstract: This work presents dynamic Tikhonov state forecasting based on large-scale deep neu-
ral network constraint for the solution to a dynamic inverse problem of electroencephalographic
brain mapping. The dynamic constraint is obtained by using a large-scale deep neural network
to approximate the dynamics of the state evolution in a discrete large-scale state-space model. An
evaluation by using neural networks with several hidden layer configurations is performed to obtain
the adequate structure for large-scale system dynamic tracking. The proposed approach is evaluated
over two models of 2004 and 10,016 states in discrete time. The models are related to an electroen-
cephalographic problem for EEG generation. A comparison analysis is performed by using static and
dynamic Tikhonov approaches with simplified dynamic constraints. By considering the obtained
results it can be concluded that the deep neural networks adequately approximate large-scale state
dynamics by improving the dynamic inverse problem solutions.

Keywords: dynamic state forecasting; deep neural network; large scale

1. Introduction

Deep neural networks (DNNs) have emerged as promising tools for state estimation.
DNNs can learn complex non-linear relationships between inputs and outputs, making
them well-suited for estimating dynamic systems. Additionally, DNNs can handle high-
dimensional data and can be adapted to handle various state estimation problems. For
example, Zhang et al. [1] and Li et al. [2] discussed the impact of deep learning on the field of
inverse problems, with the former proposing a residual learning-based deep convolutional
neural network (CNN) approach for image denoising. They reviewed existing work in
this area and covered the basics of deep learning and its application for inverse problems.
However, Zhang et al. [3] and Chien et al. [4] focused on the use of Tikhonov regularization
for training DNNs. Zhang et al. [1] used the convergent block coordinate descent (CBCD)
algorithm for training with Tikhonov regularization, showing its effectiveness through
experimental results on various datasets. Chien et al. [4] explored the use of Tikhonov
regularization in acoustic modelling, showing that adding Tikhonov regularization can
improve the generalization performance of DNNs.

In order to solve inverse problems using DNNs and regularization, in Fkham, et al. [5]
the authors developed a DNN-based method for automatically learning the regularization
parameters in inverse problems, resulting in improved accuracy and robustness. Alter-
natively, Nguyen et al. [6] incorporated prior knowledge about the inverse problem into
the network architecture, resulting in improved accuracy and robustness compared to
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traditional DNN-based methods. Furthermore, Romano et al. [7] developed a method
called regularization by denoising (RED) for inverse problems, using a deep denoising
neural network to regularize the solution of an inverse problem. In contrast, Mao et al. [8]
introduced a deep learning-based approach for image restoration using a profound convo-
lutional encoder–decoder network architecture with symmetric skip connections to handle
the inverse problem and the experimental results that demonstrate the effectiveness of the
proposed approach were tested on several benchmark datasets.

According to Kolowrocki et al. [9], large-scale complex systems need to be modelled in
order to identify the cross-correlation of variables through their inherent complex dynamics.
In many cases, their dynamics are hard to describe using non-linear equations due to their
inherent couplings and complexity. As Sockeel et al. [10] reported, electroencephalographic
signals are a clear example of large-scale systems where the discrete state-space model
is represented by a large-scale non-linear state evolution equation and a measurement
equation. The state estimation in EEG is an ill-conditioned, ill-posed inverse problem that
requires additional constraints to be solved adequately as Sanchez-Bornot [11] mentioned.
In many cases, as Wang et al. [12] reported, the number of states to be estimated is large
and requires high-performance computing.

This paper proposes a dynamic Tikhonov state forecasting method based on large-
scale DNNs as dynamic constraints, evaluated for the solution to an EEG inverse problem
for neural activity estimation and compared with the static version of the method. The
non-linear dynamic of state evolution is approximated by using the non-linear structure
of the DNNs for two brain models with 2004 and 10,016 sources in which the EEG dy-
namics are simulated and approximated using the state measurements. Qualitative and
quantitative analysis is performed for the state estimation for dynamic tracking, where the
quantitative analysis is measured in terms of the least-squared estimation error. As a result,
an improvement in the dynamic tracking of the EEG is achieved for the proposed dynamic
Tikhonov based on the DNN approach obtained in comparison with the static and dynamic
Tikhonov approaches.

The paper is organized as follows: in Section 2 the dynamic Tikhonov structure based
on DNN constraints is presented; in Section 3, the state forecasting results for the proposed
approach and the static and dynamic Tikhonov approaches are shown. Finally, in Section 4,
the conclusions and final remarks are presented.

2. Materials and Methods

2.1. Forward Dynamic Problem

The measurements equation for the state-space representation of the EEG dynamics
can be described as follows:

yk = Axk + εk (1)

where yk are the vector time series measurements at time k, xk is the state vector, and A is
the lead-field matrix. In addition, the intrinsic dynamic evolution of the states xk is defined
through a non-linear differences equation, as follows:

xk = f (xk−1, xk−2, . . .) + ηk (2)

where f is a non-linear dynamic difference equation that describes the state evolution. The
structure of f (.) can be defined as a non-linear physically motivated model, as used in [13].

2.2. Dynamic Tikhonov Based on DNN

Consider a cost function defined by

Jk = ‖yk − Axk‖2
2 + λ2‖xk − x−k ‖2

2 (3)
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where x−k the a priori state estimation, and where the solution can be computed as

x̂k = (AT A + λ2 I)−1(ATyk + λ2x−k ) (4)

In this work, the a priori estimation is performed by using a DNN in order to consider
the dynamic evolution of the states, therefore approximating the function described in (2)
as follows

x−k = Φ(x̂k−1) (5)

where Φ is the DNN. Therefore,

Jk = ‖yk − Axk‖2
2 + λ2‖xk −Φ(x̂k−1)‖2

2 (6)

where the solution for state forecasting can be computed as

x̂k = (AT A + λ2 I)−1(ATyk + λ2Φ(x̂k−1)) (7)

The DNN in Figure 1 shows the structure of the DNN Φ of (5), used to approximate
f in (5). It has an input layer xk−1, three hidden layers which are all fully connected, and
an output layer xk with two outputs.

x

Input layer Hidden layers Ouput layer

x... ... ...

Figure 1. DNN used to consider the dynamic evolution of the states in the Tikhonov method.

3. Results

3.1. Experimental Setup

In order to evaluate the performance of the proposed dynamic Tikhonov approach
based on DNN dynamic constraints, a simulation of the time series corresponding to
the EEG was performed using Equations (1) and (2). To this end, the lead-field matrix
corresponding to the New York head model was used [14].

The model considered two different source configurations, a detailed representation
of which can be seen in Figure 2.
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Figure 2. New York head model was selected for two source configurations: a model with n = 2004
sources, and a model with n = 10,016 sources.

The non-linear function for states evolution f (.) was simulated considering the struc-
tures proposed in [13] as follows:

xk = A1xk−1 + A2xk−2 + A3x◦2
k−1 + A4x◦3

k−2 + A5xk−η (8)

where ◦ is the Hadamard product and η is the delayed state. The simulation of the EEG was
developed considering A1 = 0.8I, and A2, A3, A4, and A5 equal to zero. The approximation
of the function f was performed by the DNN Φ by using a structure with three hidden
layers, ReLU activation functions and an L2 regularization parameter to avoid overfitting
and reduce model complexity to improve performance on the test data. A comparative
analysis in terms of the least-squared error was performed considering the static and
dynamic Tikhonov approaches. The implementation of the proposed DNN approach was
performed in Python using TensorFlow.

Figures 3 and 4 show the simulated EEG using a brain model with 2004 and 10,016 states
of four EEG time series measurements, respectively.

0 10 20 30 40 50
Time [ms]

1

2

3

4

5

6

7

V
ol

ta
ge

[m
V
]

Signal 1
Signal 2

0 10 20 30 40 50
Time [ms]

5

4

3

2

1

0

1

V
ol

ta
ge

[m
V
]

Signal 3
Signal 4

(a) (b)

Figure 3. Simulated EEG for a head model with 2004 states. (a) Two channels of simulated EEG:
channels 1 and 2. (b) Two channels of simulated EEG: channels 3 and 4.
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Figure 4. Simulated EEG for a head model with 10,016 states. (a) Two channels of simulated EEG:
channels 1 and 2. (b) Two channels of simulated EEG: channels 3 and 4.
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3.2. State Forecasting Results

The state forecasting results show that the proposed dynamic Tikhonov based on the
DNN approach achieves the closest fit to the trustworthy sources, as evidenced by the
lower estimation error compared to the static and dynamic Tikhonov approaches, as shown
in the following graphs for the two models and the estimation with different hidden layers.
Results were obtained by testing the New York model for 2004 and 10,016 states, comparing
the behaviour of the data estimates with different architectures, making variations from zero
layers, for a simple linear regression model, to three layers, obtaining the best performance
with the dynamic Tikhonov based on the DNN approach.

Real and estimated states using the Tikhonov and dynamic Tikhonov based on the
DNN are shown in Figures 5 and 6 using one and three hidden layers, respectively. Four
states (10, 600, 1200, and 2000) were used for the model to adequate estimate the behaviuor
of the source in different states. In all four cases, it can be seen that the behaviour of the
dynamic Tikhonov based on the DNN approach overcomes the Tikhonov approach, and
that the three-layer architecture achieves a better performance compared to the one-layer
architecture. In order to observe the behaviour of the implemented methodology, a test
with a 2004-state model (considered small) was made.
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(b) One-layer state 600
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(c) One-layer state 1200
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(d) One-layer state 2000

Figure 5. Output estimation for the one-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 2004 states.

Once several architectures for the model with 2004 states were tested, they were
extrapolated to a model with 10,016 state to observe the dynamic behaviour of the system
with Tikhonov and dynamic Tikhonov based on DNN approaches. This comparison for
the architectures was also made for the model with 10,016 states. Figures 7 and 8 show the
results obtained by using one and three hidden layers, respectively. Four states (states 100,
2500, 5000, and 10,000) were used to observe the behaviour of the approaches with respect
to the source in different states for a bigger model.

Overall, the models with 2004 and 10,016 sources and three hidden layers demon-
strated the efficacy of the proposed dynamic Tikhonov based on the DNN approach for
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state estimation in the context of the EEG inverse problem. The approach achieved lower
estimation errors, was closer to sources, and had faster convergence rates than the static
and dynamic Tikhonov approaches.
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(a) Three-layer state 10
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(b) Three-layer state 600
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(c) Three-layer state 1200
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(d) Three-layer state 2000

Figure 6. Output estimation for the three-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 2004 states.
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(a) One-layer state 100
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(b) One-layer state 2500
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(c) One-layer state 5000
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(d) One-layer state 10,000

Figure 7. Output estimation for the one-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 10,016 states.
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(a) Three-layer state 100
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(b) Three-layer state 2500
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(c) Three-layer state 5000
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(d) Three-layer state 10,000

Figure 8. Output estimation for the three-layer architecture of the Tikhonov and dynamic Tikhonov
based on the DNN models for 10,016 states.

Figure 9 shows the estimation results from the forecasting, demonstrating that the
DNN approach continues to achieve the closest fit to the actual sources and exhibits the
lowest prediction error compared to the static and dynamic Tikhonov approaches. This
suggests that the DNN approach is more effective in capturing the complex non-linear
dynamics of the EEG sources.
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Figure 9. Output estimation of the Tikhonov and dynamic Tikhonov based on the DNN models for
2004 and 10,016 states.

Table 1 shows the estimation results for the static and dynamic Tikhonov approach in
terms of the least-squared error for a model with 2004 and 10,016 states.
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Table 1. Mean-squared estimation error.

Model Regularized LS Model 2 K Regularized LS Model 10 K

Estatic 639.016 602.9669
Dynamic 127.4491 95.4469

The least-square error for the dynamic Tikhonov approach is significantly lower than
for the static Tikhonov approach for both models. This suggests that incorporating the
temporal dynamics in the state estimation problem can significantly improve the accuracy
of the estimation. In addition, Table 2 shows the estimation errors by using the proposed
dynamic Tikhonov with DNN constraints approach using several configurations of hidden
layers in terms of the least-squared error.

Table 2. Mean-squared estimation error.

Hidden Layers Regularized LS-DNN Model 2 K Regularized LS-DNN Model 10 K

0 439.4857 897.7086
1 348.5712 60.4926
2 177.608 42.6174
3 104.813 34.2116

In terms of the least-squared estimation error, the dynamic Tikhonov approach with
DNN constraints outperformed both the static and dynamic Tikhonov approaches, as well
as achieved better results with an increasing number of hidden layers.

4. Discussion and Conclusions

The proposed dynamic Tikhonov based on the DNN constraints approach was eval-
uated to solve an EEG inverse problem for neural activity estimation. By approximating
the non-linear dynamic of state evolution using DNNs for two brain models with 2004
and 10,016 sources, the method improves the dynamic tracking of EEG. Qualitative and
quantitative analyses were conducted for state forecasting for dynamic tracking, and the
proposed method showed better results than the static and dynamic Tikhonov approaches.
The findings indicate that using a dynamic approach that considers changing dynamics
over time can improve the estimation accuracy, especially when combined with DNN
constraints and multiple hidden layers. The proposed method also has the potential for
future behaviour prediction and could be valuable in solving inverse problems in various
applications with dynamic behaviour and non-linear dynamics.
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Abstract: Functional data analysis has demonstrated significant success in time series analysis.
In recent biomedical research, it has also been used to analyze sequence variations in genome-
wide association studies (GWAS). The observations of genetic variants, called single-nucleotide
polymorphisms (SNPs), of an individual are distributed over the loci of a DNA sequence. Thus, it can
be regarded as a realization of a stochastic process, which is no different from a time series. However,
SNPs are usually coded as the number of minor alleles, which are categorical. The usual least-square
smoothing in FDA only works well when the data is continuous and normally distributed. The
normality assumption will be violated for categorical SNP data. In this work, we propose a two-
step method for smoothing categorical SNPs using a novel method and constructing haplotypes
having strong associations with the disease using functional generalized linear models. We show its
effectiveness through a real-world PennCATH dataset.

Keywords: stochastic process; functional data analysis; genome-wide association study; epistasis;
haplotype; variable selection

1. Introduction

Functional data analysis (FDA) is a common tool for analyzing complex datasets that
are collected over a sequence, such as time and location. It is based on the assumption that
there is an underlying stochastic process represented by a continuous function xi(t), but the
data can only be observed at discrete time points or locations. To overcome this challenge,
FDA represents the datasets as functions or curves by smoothing the observations. FDA
has found extensive application in many fields related to time series analysis. Examples
include predicting stock prices, discovering geophysical and meteorological patterns, and
forecasting traffic volumes. Recently, there has been increasing interest in using FDA in
biomedical research, such as genome-wide association studies (GWAS).

GWAS aim to find associations between single-nucleotide polymorphisms (SNPs) and
diseases or traits by case–control studies, providing insights into the genetic risk factors
for diseases and offering opportunities for preventive measures and treatments [1]. As
a result, GWAS plays a critical role in personal genomics, and thousands of GWAS have
been conducted over the past few decades. Fan et al. [2] have highlighted that genetic
variant data can be viewed as a collection of random variables forming a stochastic process,
and can be treated as functional data. One of the key advantages of FDA in GWAS is its
ability to naturally incorporate the correlation, linkage, and linkage disequilibrium (LD)
information of the genetic variants into the association tests. FDA can capture the complex
dependency structure and higher order LD among the genetic variants, which is often
missed by other methods such as the sequence kernel association test (SKAT) [3] and its
optimal unified test (SKAT-O) [4]. Another advantage of the functional data representation
is its suitability for large-scale genomic data, providing a computationally efficient way to
test the association between multiple variants and the phenotype.
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In their work, Fan et al. [2] proposed two methods for fitting the discrete SNP
values: either using ordinary least-square smoothers, or approximating SNPs with K
functional principal components. The effectiveness of FDA in GWAS, as demonstrated by
Fan et al., has also been confirmed in the subsequent studies [5–7]. Nevertheless, SNPs are
typically coded as the number of minor alleles, resulting in categorical data that violates
the normality assumption required for the least-square smoothing. The objective of this
paper is to propose a more robust approach to represent genetic variants using functional
data analysis, which addresses the problem of normality assumption violation in the least-
square smoothing method. In addition, we introduce a two-step method that integrates our
novel smoothing method with functional generalized linear models to identify haplotypes,
i.e., blocks of SNPs, that are strongly associated with the phenotype.

Our proposed approach is described in detail in the following sections. In Section 2,
we describe the PennCATH dataset used in our experiments and explain our two-step
method, which includes curve smoothing and variable selection by regression analysis, for
identifying haplotypes associated with the phenotype. Section 3 presents the performance
of our method, compared with single SNP test results and haplotypes constructed based
on genetic information. In Section 4, we discuss the strengths and limitations of our
approach, as well as possible future directions. We conclude the work in Section 5 by
summarizing our findings and emphasizing the potential impact of our approach on
genetics and genomics research.

2. Materials and Methods

2.1. GWAS Data

In GWAS, SNPs are often coded as the number of minor alleles observed at a given
locus. For a particular locus, there are two alleles on a homologous chromosome pair,
and the SNPs can be coded as 0, 1, or 2. As an example, if 90% of the genomes have
nucleotide A at the locus, and 10% have T, this locus would be an SNP with two alleles.
The nucleotide A, the more common allele, is referred to as the major allele or reference
allele, while T, the less common allele, will be the minor allele or non-reference allele.
Consequently, a genotype of AA is coded as 2, AT or TA as 1, and TT as 0. Section 3 of
this paper will present a GWAS example using the PennCATH dataset. PennCath [8] is
a GWAS of coronary artery disease (CAD) conducted by the University of Pennsylvania
Medical Centre. The study has recruited 3850 patients undergoing cardiac catheterization
and coronary angiography between 1 July 1998 and 31 March 2003. All of the patients have
provided written informed consent. Their age, gender, ethnicity, medical history, physical
exams, and other clinical data have been extracted from their medical records. The samples
in PennCath are genotyped by the calling algorithm “Birdseed”, offered by the Affymetrix
Genome-Wide Human SNP Array 6.0 platform. The dataset comprises 656,890 SNPs from
1401 patients after a quality control procedure [9]: 933 patients with coronary artery disease
(CAD) and 468 with no or minimal CAD. In this work, 3758 SNPs on Chromosome 9p21
are extracted and divided into 4 chunks of equal window size. It is expected to find strong
associations between some of the SNPs at around 9p21.3 (position 19.9Mb to 25.6 Mb) and
CAD according to previous studies [10–12].

2.2. Curve Smoothing

The characteristics of FDA make it natural to apply FDA to numerical data, but it may
not seem to be applicable to categorical data such as SNPs. To address this issue, we make
a different assumption about the underlying stochastic curves. Instead of assuming that
all the categorical values k = 0, . . . , K − 1 came from a single underlying curve xi(t), we
assume there are K probability curves pik(t) associated with the continuum t. Hence, an
observation yij can be seen as a sample drawn from a categorical distribution:

yij ∼ Categorical(pi0(tij), ..., piK−1(tij)) (1)
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The probability curves for any sample i at any position t need to follow the law of total
probability and lie between 0 and 1:

K−1

∑
k=0

pik(t) = 1

0 < pi0(t), ..., piK−1(t) < 1

In the case where the categorical observations k = 0, ...K − 1 can be regarded as the
number of “success” events in K− 1 trials, yij can be treated as a sample from the binomial
distribution:

yij ∼ Binomial(n = K− 1, p = pi(tij)) (2)

in which the probability of “success” depends on the value of a single probability curve
pi(tij). The bounds of 0 and 1 for probabilities still apply in this setting. In both (1) and (2),
the rationale behind smooth probability curves assumption naturally accommodated the
correlations among adjacent SNPs: for any two SNPs j and j′ of an individual i, if the SNPs
have close positions tij and tij′ , they should have similar probabilities for minor alleles.
Therefore, the probabilities are assumed to change smoothly as the position varies.

In minor-allele SNP coding, SNPs are coded as categorical variables 0, 1, and 2. There
are at least two ways to represent SNPs with functional data. The first method is to consider
them as 3 unordered categories with probabilities

P(SNPij = 0) = pij0

P(SNPij = 1) = pij1

P(SNPij = 2) = pij2

which has weak assumptions on interdependence among the categories. The observations
of SNPs can then be adapted into the FDA framework based on Assumption (1) with K = 3.
However, each sample will be determined by two probability curves, which may give too
much flexibility in fitting the data. In Assumption (2), SNPs are regarded as the outcome of
2 binomial trials with probability p, which is also a reasonable interpretation since each
SNP is equivalent to the number of occurrences of the less common allele in two alleles
at a position. With the Hardy–Weinberg Equilibrium (HWE) principle, which states that
“genotype frequencies in a population remain constant between generations in the absence
of disturbance by outside factors” [13], the occurrences of minor alleles in the two alleles
are independent of one another, and the probability of each outcome will be as follows:

P(SNPij = 0) = (1− pij)
2

P(SNPij = 1) = 2pij(1− pij)

P(SNPij = 2) = p2
ij

In GWAS, the check of violations of HWE is usually part of the quality control. The
departures from HWE can indicate potential genotyping errors [14,15], and it is a common
practice to remove those SNPs from the studies. Therefore, it is reasonable to make HWE
assumptions about the probabilities for minor alleles, and the functional representation
can also be built on (2). In either setting, the probabilities vary between individuals and
over SNP positions. Therefore, we can find the associations between the differences in their
probability curves and the target disease. In this paper, we will be converting the observed
SNP into functional data based on Assumption (2).

Smoothing for probability curves of SNP data is an example of curve smoothing with
constraints. One solution to this is to transform them into unconstrained curves. For SNP
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data, fitting the probability curves can be achieved by fitting the following unconstrained
log-odds curves:

gi(t) = log
pi(t) + α

(1− pi(t)) + α
(3)

where α is a Laplace smoothing parameter set to 0.01 to avoid zero probabilities. Once the
log-odds curves have been smoothed, they can easily be transformed back to probability
curves pi(t) by the logistic function. To smooth the log-odds curves, we can use maximum
likelihood estimation (MLE) to solve for the coefficients iteratively with gradient descent.
Alternatively, we can smooth the empirical log-odds values (−4.62, 0, 4.62) that are trans-
formed from the empirical probabilities (0, 0.5, 1) for categorical SNP observations of (0,
1, 2), respectively. This transformation brings the values closer to a normal distribution,
enabling us to obtain a better approximation via least-square smoothing.

2.3. Variable Selection through Regression Analysis

Finite-dimensional regression models such as GLMs and MLMs are commonly used
in GWAS. These models treat the phenotype or disease as the response variable, and the
SNPs as explanatory variables. By examining the coefficients and p-values of the SNPs,
we can determine which SNPs are strongly associated with the phenotype/disease. Sim-
ilar to the finite-dimensional regression models, coefficients and p-values in functional
regression models can also indicate the relationship between phenotype and covariates
through the “scalar-on-function” model. Depending on the response data type, the model
can be a functional linear regression or a functional logistic regression. When the pheno-
type is continuous Vi, such as height or blood pressure, a functional linear model can be
employed, where β0 is a scalar intercept term and β(t) is the functional coefficient of the
probability curve:

Vi = β0 +
∫

β(t)pi(t)dt + εi (4)

On the other hand, when the phenotype Vi is binary, such as a disease indicator, the
probability of the individual having the phenotype, πi = Pr(Vi = 1), can be modeled by:

log(
πi

1− πi
) = β0 +

∫
β(t)pi(t)dt (5)

Due to the complication of GWAS data, there may be some confounding factors making
it difficult to find the true relationships between probability curves and the target disease.
These factors can be accounted for by including them in the regression model. Therefore,
the final disease-SNP model that accounts for age, sex, and population substructure can be
formulated as:

log(
πi

1− πi
) = β0 + β1agei + β2sexi + β3pci1 + ... + β12pci,10 +

∫
β(t)pi(t)dt (6)

The number of basis functions q(β) for β(t) needs to be carefully selected. If q(β)

is too large, β(t) will have more curvature and may be capturing noise instead of sig-
nals in pi(t). A common method to determine q(β) is to select the value that minimizes
AIC = −2l + 2q(β) such that each additional basis function in β(t) should significantly
increase the log-likelihood in order to justify a lower AIC value.

In regression analysis, determining if an explanatory variable has a statistically sig-
nificant association with the response variable requires taking into account not only the
coefficient but also the standard errors of the estimated coefficients. The same principle
applies to functional regression analysis. The statistically significant SNPs can be found by
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examining the confidence band of β(t), which connects the point-wise confidence intervals
of β(t) at each position t:

b̂Tφ(t)± zα/2

√√√√q(β)

∑
k=1

q(β)

∑
l=1

φk(t)φl(t)Cov(bk, bl)

where φ(t) is a set of basis functions for β(t), and b is a vector of coefficients corresponding
to the basis functions.

3. Results

In our experiments, we aim to evaluate the performance of our two-step method
in identifying important SNPs by comparing it with single SNP tests and genetic-based
haplotypes using real-world data from the PennCATH study of coronary artery disease
(CAD). We will use two different approaches to create genetic-based haplotypes: a fixed
number of SNPs and a fixed window size. For these haplotypes, we will conduct GWAS by
fitting logistic models. In contrast, for our FDA-based haplotypes, we will use functional
logistic models to analyze all SNPs at once and identify haplotypes with strong associations
with the target disease.

3.1. Single SNP Tests

The single SNP test is an association analysis that regresses the phenotype on each
SNP separately. While it can identify SNPs with large marginal effects on the phenotype,
it does not consider epistatic effects among the SNPs. The test results shown in Figure 1
(left) are based on logistic models fitted on each SNP using CAD as the response, adjusted
for confounding factors. By setting the threshold for p-value to 10−3, we identify 9 signif-
icant SNPs between position 22064465 and 22125503. Additional information about the
significant SNPs and their test results is provided in Table 1.

Table 1. Single SNP tests found 9 SNPs strongly associated with CAD in chromosome 9p21 with
p-value < 10−3.

SNP Position Estimate Std. Error t-Value p-Value

rs6475606 22081850 −0.445673 0.092841 −4.800395 1.583531 × 10−6

rs1333049 22125503 −0.442759 0.094169 −4.701767 2.579192 × 10−6

rs4977574 22098574 −0.436480 0.094321 −4.627610 3.699095 × 10−6

rs2891168 22098619 −0.432042 0.094221 −4.585422 4.530707 × 10−6

rs1333042 22103813 −0.431915 0.094976 −4.547645 5.424963 × 10−6

rs10757272 22088260 −0.421598 0.094232 −4.474050 7.675192 × 10−6

rs1333048 22125347 −0.404207 0.094842 −4.261892 2.027037 × 10−5

rs10757270 22072719 0.389317 0.094121 4.136343 3.528847 × 10−5

rs8181047 22064465 −0.425314 0.109852 −3.871706 1.080763 × 10−4

3.2. Genetic Haplotypes

We used two common approaches to construct the genetic-based haplotypes: (1) blocks
containing a fixed number of SNPs and (2) fixed genomics window of size. In these two
approaches, we have constructed blocks containing 5, 10, 20, and 50 SNPs and blocks with
window sizes 10 kb, 20 kb, 50 kb, and 100 kb, respectively. It ends up with 1392 blocks
generated for (1) and 2394 blocks generated for (2).

To compute the p-value of each haplotype, we fit a GLM for each haplotype while
adjusting for confounding factors and compare it to a base model with only an intercept
and confounding factors. However, due to missing values in our genotype data, samples
containing missing values for any SNP in a haplotype were excluded when fitting the
models. To ensure sufficient data for fitting GLMs, we imputed missing values using the
most frequent value (mode) for each SNP before computing the p-values.
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Applying the same p-value threshold of 10−3 as we did for single SNP tests, we found
9 significant blocks associated with CAD using Approach (1) and 11 significant blocks
using Approach (2). Figure 1 (middle) displays the positions of the significant blocks,
which are primarily located around 22 Mb with a few at around 24 Mb. These findings are
consistent with our results from single SNP tests, which identified significant single SNPs
near 22 Mb. The haplotypes at around 24 Mb have larger p-values (>10−4) as compared
with the haplotypes at 22 Mb. Therefore, they could be considered as noise instead of
true associations. Table 2 provides further details on the significant blocks, including their
p-values.

Figure 1. (Left) Manhattan plot displaying the distribution of p-values for 3758 SNPs located on chro-
mosome 9p21 in relation to their genomic position. (Middle) Genetic-based haplotypes constructed
using a fixed number of SNPs and fixed window size that showed significant associations with CAD.
(Right) Estimate and 95% confidence bands of β(t) in functional logistic model using 3758 SNPs.

Table 2. Significant genetic haplotypes found by fixed SNP and fixed window size methods.

Method Haplotype No. Position Number of SNPs p-Value

SNP-5

1 22073334–22088260 5 1.522134 × 10−5

2 22098574–22125503 5 1.941005 × 10−4

3 22128709–22133251 5 9.663982 × 10−5

4 24095607–24112974 5 1.712341 × 10−4

SNP-10
5 22073334–22125503 10 2.645748 × 10−4

6 22128709–22136489 10 6.936598 × 10−5

7 24075082–24112974 10 9.016075 × 10−4

SNP-20 8 22073334–22136489 20 1.599449 × 10−4

SNP-50 9 24018470–24233746 50 8.881007 × 10−4

LEN-10k

10 22070008–22080008 2 1.605103 × 10−4

11 22080008–22090008 4 5.748821 × 10−6

12 22090008–22100008 2 1.189989 × 10−5

13 22100008–22110008 1 3.743386 × 10−6

14 22120008–22130008 3 1.541748 × 10−5

LEN-20k

15 22060008–22080008 5 1.955793 × 10−4

16 22080008–22100008 6 1.896116 × 10−5

17 22100008–22120008 1 3.743386 × 10−6

18 22120008–22140008 15 4.555725 × 10−4

LEN-50k 19 22100008–22150008 17 2.301992 × 10−4

LEN-100k 20 22100008–22200008 30 9.809913 × 10−4

3.3. Two-Step FDA Approach

In the two-step approach, we construct the FDA-based haplotypes based on the
functional GLM coefficients, as explained in Section 2. This involved smoothing the log-
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odds curves g(t) using 64 cubic spline basis functions to approximate the genotype, with
the positions of the SNPs in the genome treated as the continuum t for the functions. Then,
we transform the log-odds curves back to probability curves and fit the functional logistic
model as described in Equation (6). In regression analysis, we used AIC to select the
appropriate number of basis functions for β(t), resulting in q(β) = 4 cubic spline basis
functions with AIC = 1440.4. The confidence bands of the estimated coefficient curve are
displayed in Figure 1 (right). However, in a large number of SNPs, small signals in the
SNPs may be overlooked. In fact, the confidence bands in Figure 1 barely found any signals
in SNPs. As a result, we divided the SNPs into four chunks with an equal window size
of approximately 3.3 Mb per chunk and fit the curves independently. For each chunk, the
number of basis functions for SNPs q(SNP) was set to 64. The number of bases for β(t) in
the functional logistic models of the four chunks were chosen as q(β) = 18 (AIC = 1442.4),
q(β) = 5 (AIC = 1444.3), q(β) = 4 (AIC = 1442.2), and q(β) = 4 (AIC = 1442.0) in the model
selection. The final estimated coefficient curves and their confidence bands for all four
chunks are presented in Figure 2.

The plots suggest that SNPs located around 22 Mb exhibit strong associations with
the phenotype, CAD. The confidence bands indicate strong positive associations of 68
SNPs in the position range of 21986218 to 22219365 at the 5% significance level. When the
significance level is 1%, the number of SNPs with significant associations is reduced to 62
in the position range of 21988896 to 22176961. It is worth noting that there are some weak
associations between CAD and a small number of SNPs located at 19914792 to 19915135,
20028452 to 20057787, and 21747672 to 21869079. These associations are significant at 5%
significance level but not at 1%, and therefore, are considered noises rather than signals.

Figure 2. Coefficient curve β(t) with its 95% confidence band. It indicates significant associations
between CAD and SNPs in Chunk 1 at around position 22.1 Mb only.

4. Discussion

As stated in Section 2.1, we anticipated finding associations between SNPs in 9p21.3
and CAD. In our experiments, all three methods identified significant SNPs and haplotypes
within this region (19.9 Mb to 25.6 Mb). Specifically, the SNPs with the smallest p-values in
single SNP tests were located between 22.06 Mb and 22.13 Mb, while most of the strongly
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associated haplotypes in genetic haplotypes were found at 22.06 Mb to 22.20 Mb. Similarly,
in FDA haplotypes, the most significant haplotype was found around 21.98 Mb to 22.22 Mb.
Notably, in the region where these associations were detected, two genes, cyclin-dependent
kinase 2A and 2B: CDKN2A (21.97 Mb to 21.99 Mb) and CDKN2B (22.00 Mb to 22.01 Mb),
have been implicated in conferring risk for CAD in multiple studies [16–18], thus validating
our findings.

5. Conclusions

In this paper, we presented a novel method for smoothing the categorical SNP data in
GWAS and demonstrated its effectiveness in identifying haplotypes strongly associated
with disease using the PennCATH dataset. The FDA haplotypes successfully retrieved all
significant regions in the SNPs while maintaining low false-positive rates at low signifi-
cance levels. Both functional and non-functional methods were successful, but the main
advantage of the functional method is its ability to efficiently identify important SNPs with-
out an exhaustive search while naturally incorporating spatial information and correlation
among SNPs into the regression models. Additionally, in the presence of missing values, it
implicitly imputes the missing SNP values when smoothing the curves, eliminating the
need to exclude or impute missing values in SNPs. This prevents it from getting biased
results when missing values are not handled correctly. There is not a large discrepancy
between the curves smoothed directly by the least-square method and the curves smoothed
by our novel approach. However, our approach, which considers the data as binomial prob-
ability curves, has better interpretability and resolves the issue of violating the normality
assumption.
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Abstract: Identifying meaningful and actionable relationships between the price movements of
financial assets is a challenging but important problem for many financial tasks, from portfolio
optimization to sector classification. However, recent machine learning research often focuses on
price forecasting, neglecting the understanding and modelling of asset relationships. To address
this, we propose a neural model for training stock embeddings that harnesses the dynamics of
historical returns data to reveal the nuanced correlations between financial assets. We describe
our approach in detail and discuss several practical ways it can be used in the financial domain.
Specifically, we present evaluation results to demonstrate the utility of this approach, compared to
several benchmarks, in both portfolio optimization and industry classification.

Keywords: time series; representation learning; asset relationships; risk management; industry
classification

1. Introduction

The stock market is a challenging but appealing target for time series analysis [1,2],
and it has long attracted the attention of researchers. While state-of-the-art time series
techniques have demonstrated an excellent performance in the financial domain [3], much
of the recent literature applying time series analysis to financial markets overlooks relational
information. Instead, assets are analysed in isolation while valuable relational information
is overlooked [4]. Understanding asset relationships is essential for several important
financial tasks like portfolio optimization, hedging, and sector classification [5]. The
conventional measure of asset similarity is correlation, popularised by Markowitz’s seminal
paper on modern portfolio theory [6]. However, there has been criticism of the application
of correlation to financial returns [7] and recently proposed alternative similarity measures
include geometric [8] and adjusted correlation-based approaches [9].

In recent years, learning embedding representations have led to breakthroughs in
capturing semantic relationships in natural language processing [10]. However, the appli-
cations of embeddings in finance are mainly limited to applying pre-trained large language
models to textual data, with very limited work on learning embeddings directly from non-
textual financial data such as historical returns [11]. For example, the authors in [12–14]
use event embeddings from financial news for stock return forecasting, [15] employ BERT
in annual report texts, and [16] uses word embeddings for stock selection.

In this paper, we outline a novel methodology that allows for rich relational infor-
mation to be extracted from financial returns time series and encoded using embedding
representations. After a detailed description of the approach in Section 2, we present
two evaluations to showcase how the learned representations are useful in tackling the
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real-world financial problems of sector classification and portfolio optimization. The main
contributions can be summarized as follows:

• A novel approach to learning embedding representations of time series is proposed
and applied in the context of financial assets.

• In contrast to existing sector classification schemes, which are highly subjective, we
showcase how the learned representations can be used to objectively segment stocks
into industry sectors.

• The learned embeddings are used within a novel approach for portfolio construction
that results in portfolios with statistically significantly lower out-of-sample volatility.

2. Architecture and Approach

Inspired by the distributional semantics area of natural language processing, the
model described in this section uses the idea of context stocks to learn the embeddings of
target stocks. In linguistics, the distributional hypothesis, which underpins a number of
popular language models [10], encodes the idea that words commonly occurring in the
same contexts tend to have similar meanings.

In the financial domain, a similar hypothesis also holds: companies with similar
characteristics—such as those operating in the same business sectors—tend to exhibit
similar stock price fluctuations [17]. By engineering the selection of context stocks to reflect
this hypothesis, and adding noise reduction strategies, our proposed framework generates
embeddings that capture nuanced relationships between financial assets purely based on
historical pricing time series.

2.1. Generating Training Data

Consider a universe of stocks U = {a1, . . . , an}. For each stock ai, there is a time series
pai = {pai

0 , . . . , pai
T } representing its price at discrete points in time t ∈ {0, 1, . . . , T} (daily

or weekly, for example). From these pricing data, we can compute a returns time series
rai = {rai

1 , . . . , rai
T } using Equation (1).

rai
t =

pai
t − pai

t−1

pai
t−1

(1)

Using these returns time series, we can generate sets of stocks called target:context sets
made up of a target stock and its set of context stocks. More concretely, for a context size
C (a hyperparameter), the context stocks for the target asset ai at time t are the C stocks,
which have the closest return at that point in time. The closest return is defined by the
lowest absolute value difference in return between candidate stock aj and the target asset

ai, formulated as
∣∣∣rai

t − r
aj
t

∣∣∣. An example of this process is outlined in Figure 1, with AAPL
as the context stock and t is 3 January 2000. We compute the absolute value difference
between the return of AAPL at that point in time with the return of each other stock at the
same point in time. Then, we choose the C stocks with the lowest values (most similar) as
the context stocks, excluding AAPL itself. In this case, IBM and MSFT have the smallest
difference with AAPL and so are chosen as context stocks. We generate a target:context set
for every stock at each point in time, which results in a total of |U| × T sets for training.

An example of a target:context set for C = 3 is S(a1, t) = [a1 : a270, a359, a410], which
corresponds to [Apple: IBM, Microsoft, Oracle] since, for example, 270 is the index value
for IBM in the dataset and so a270 corresponds to IBM. This tells us that, at a certain point
in time t, the three stocks with the closest returns to Apple Inc. were IBM, Microsoft
and Oracle.
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Figure 1. Generating training data, i.e., target:context stock sets.

2.2. Base Model Architecture

The proposed model architecture is illustrated in Figure 2 with the stock embeddings
as the model parameters. Thus, each row in the weight matrix W ∈ R|U|×N is a stock
embedding, all of which are randomly initialized. Here, N is the embedding size (a
hyperparameter), and |U| is the number of stocks/assets in the dataset. The architecture
is unusual because the goal of the model is not to make predictions in a downstream
task; rather, its sole purpose is to learn parameters such that the resulting embeddings
encapsulate the relationships present in the underlying returns time series. In the remainder
of this section, the model architecture is described in detail from input (the context stocks
aj1 , aj2 , . . . , ajC , where j1, j2, . . . , jC ∈ {1, 2, . . . , |U|} are the index values of context stocks)
to output (the probability of each stock being the associated target).

Figure 2. Model Architecture

The first step is to compute the hidden layer h ∈ RN , which can be thought of as an
aggregation of the context stocks’ embeddings. To do this, each of the context stocks is
one-hot encoded, which allows for us to easily extract the relevant embedding (row) from
W. For example, the first context stock aj1 is encoded as xj1 ∈ R|U|, a one-hot vector of all
zeros except for the element in position j1. As a result, computing WT · xj1 will extract a
single row from W— the embedding corresponding to the first context stock aj1 .

In this way, C one-hot vectors are obtained, {xj1 , xj2 , . . . , xjC}, one for each context
stock. The embeddings corresponding to the C context stocks are then extracted by pre-
multiplying each one-hot vector by WT as previously described. Finally, to compute the
hidden layer h, the context stock embeddings are aggregated. The most basic form of
aggregation proposed is an element-wise average of the extracted embeddings, which is
formalized in Equation (2).

h =
1
C

WT(xj1 + xj2 + · · ·+ xjC ) (2)

Thus, the hidden layer, h, is an N-dimensional vector and can be thought of as an
aggregate embedding representation of the context stocks. In Equation (2), each embedding
receives an equal weighting of C−1; however, in Section 2.3, we describe a more complex
aggregation approach intended to reduce noise.

The next step is to estimate the conditional probability of a particular stock ai being the
target stock given the context stocks, which have aggregate embedding h. This is computed
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as shown in Equation (3), where we define vT
ak

:= WT · xak , interpreted as the embedding
corresponding to asset ak.

P(aT = ai | aj1 , . . . , ajC ) =
exp(vT

ai
· h)

∑
|U|
k=1 exp(vT

ak
· h)

(3)

Ensured by the softmax activation, the output is a conditional probability expressing
the probability stock ai is the target stock, given the context stocks that were observed. The
goal is to learn the weight/embedding matrix that maximizes the conditional probability
for the correct target stock aT . As a result, we frame this as an optimization problem where
the goal is minimizing the loss function shown in Equation (4) with respect to W, which
can be achieved using stochastic gradient descent.

L = −vT
aT
· h + log

|U|
∑
k=1

exp(vT
ak
· h) (4)

In this way, after training, stocks that commonly co-occur in target–context sets will
have high similarity representations in the latent space, as desired.

2.3. Noise Reduction Strategies

Financial returns data are notoriously noisy [18], and so, in addition to the base model
architecture, we propose two amelioration strategies to improve performance. Firstly,
a weighting strategy based on overall distributional co-occurrence is introduced, and
included in Figure 2. With this, the hidden layer h is computed via a weighted average,
and is implemented by scaling each xj using a weight, which is proportional to the rate
at which the given context stock aj appears in the context of the target stock ai over every
time point in the training dataset (t = 1, 2, . . . , T). This is outlined in Equation (5), where 1

denotes the indicator function.

wi,j,t ∝ βi,j =
1
T

T

∑
t=1

1
(

aj ∈ S(ai, t)
)

(5)

The constant of proportionality here, ki,t, is computed such that the weightings over
all context stocks sum to one.

wi,j,t = ki,t · βi,j : ki,t =

⎛⎝ ∑
j:aj∈S(ai ,t)

βi,j

⎞⎠−1

(6)

Secondly, the distribution of returns over a short time period, such as daily, contains a
large proportion of values close to 0, which indicates little movement in stock price. In an
effort to isolate meaningful cases and reduce noise, a context set S(ai, t) was deleted from
the training data if the target stock return, rai

t , was within the interquartile range (IQR) of
returns on that day. As a result, only sets where the target stock had a movement outside
the IQR of the market average on a given day were included in training.

3. Evaluation Dataset

In the following two sections, we present the results of initial evaluations of the
proposed stock embeddings approach. We describe two experiments to evaluate different
aspects of the learned distributed representations. In Section 4, we evaluate the ability of
the embeddings to capture sectoral similarity by: visualizing the embeddings in 2D space,
examining nearest-neighbour stocks, and finally quantifying the results through sector
classification. In Section 5, we describe an evaluation within the portfolio construction
setting and show that the proposed approach results in out-of-sample portfolios with
statistically significantly lower volatility than conventional hedging strategies.
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In both experiments, we used a publicly available dataset of daily pricing data for
611 US stocks during the period 2000–2018. In addition to daily returns, each stock is
also associated with a sector and industry classification label from the Global Industry
Classification Scheme (GICS). The former corresponds to the business sector in which
the company operates—there are eleven sectors in total, including Finance, Health Care
and Technology, for example—while the latter represents a finer-grained classification so
that a stock in the Technology sector may have Computer Software as its industry label,
for example, to contrast it with another Technology stock in the Electronic Components
industry. The embeddings used in both experiments were generated using a context size of
3 and an embedding dimension of 20. Results are reported both with and without noise
reduction techniques.

4. Evaluation 1: Sector Classification

Stock prices are influenced by a myriad of hidden factors and unpredictable events,
making investing a risky venture. Individual stocks expose investors to both market risk
(systematic) and asset-specific risk (idiosyncratic). Exchange-traded funds (ETFs) have been
growing in popularity because they allow investors access to mitigate idiosyncratic risk,
through diversification, at very low costs. They are securities traded on public exchanges,
that provide partial ownership in large portfolios of stocks. These portfolios often track a
specific market sector or geographical region, allowing for investors diversified exposure
to desired market segments. By 2016, ETFs’ market share surpassed 10% of total US market
capitalization, accounting for over 30% of trading volume [19].

However, ETF providers must decide on portfolio constituents, which is currently
a very subjective process, particularly for ETFs tracking particular market sectors. For
instance, a strong case could be made for Amazon, classified as consumer discretionary by
the GICS, to be included in consumer discretionary, technology, or consumer staples ETFs.

Aside from deciding on ETF constituents, segmenting stocks into market sectors is
also crucial for many other types of financial and economic analysis—measuring economic
activity, identifying peers and competitors, quantifying market share and bench-marking
company performance—none of which would be possible without industry classifica-
tions [5]. A well-defined sector classification system also facilitates relative valuation and
sector-specific return and risk estimates [20].

We demonstrate the utility of stock embeddings in classifying stocks into business
sectors and identifying inconsistencies in existing classification schemes. We first visualize
the latent space of learned embeddings to examine stock clustering and relationships. We
then present a nearest neighbors analysis, and finally train a classification model using the
embeddings to assign sector labels to companies.

4.1. Clustering Stocks Using Embeddings

Visualizing latent embeddings in a lower dimensional space can often be useful to
identify relationships and clustering behavior. Figure 3 shows a graphical representation of
the embeddings for stocks in four of the largest business sectors: Energy, Finance, Public
Utilities and Technology. Each node represents a stock, colored by sector, and an edge
indicates that the two nodes it connects have greater than 0.7 cosine similarity between
their embeddings. The plot is generated using a force-directed graph-drawing algorithm.

The clustering of stocks into business sectors is clearly evident in Figure 3. We can also
see that nearly all the edges in the graph are between nodes from the same sector. From
this, we conclude that the proposed model architecture and training procedure result in
embeddings that successfully capture relationships between stocks from their time series.

When we consider that the training data used are purely derived from historical
returns data, this is a very positive result because it suggests that it is possible to reconstruct
important sectoral information from the embeddings, and indeed this can likely be achieved
a way that is more nuanced than might be possible using simple sectoral labels.
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Figure 3. Graphical Visualization of Stock Embeddings Colored by Business Sector.

4.2. Identifying Nearest Neighbor Assets

Ideally, we should expect the embeddings of related stocks to be ‘semantically’ closer,
by some suitable similarity metric, than dissimilar stocks, and the ability to identify similar
stocks is an important tool for effective portfolio design. Here, we use cosine similarity
as our similarity metric to provide examples of the k nearest neighbors for a sample of
example stocks; similar results can be obtained when using alternative metrics such as
Euclidean distance.

Table 1 shows the top-3 nearest neighbors for JP Morgan Chase, Analog Devices, and
Exxon Mobil Corp, three well-known companies in very different sectors. In each case, the
nearest neighbors pass the “sanity test” in that they belong to similar sectors and industries.
For example, the three nearest neighbors of JP Morgan, a major bank, are also all major
banks. Remember, no sectoral or industry information was used to determine these nearest
neighbors, and only daily returns time series were used to generate the embeddings used
for similarity assessments.

Table 1. Examples of Top-3 Nearest neighbors for Given Query Stocks.

Query Stock
Sector-Industry

3 Nearest Neighbors-Sector-Industry Similarity

JP Morgan Chase
Finance

Major Bank

Bank of America Corp-Finance-Major Bank
State Street Corp-Finance-Major Bank

Wells Fargo & Company-Finance-Major Bank

0.88
0.82
0.81

Analog Devices
Technology

Semiconductors

Maxim Integrated-Technology-Semiconductors
Texas Instruments-Technology-Semiconductors

Xilinx, Inc.-Technology-Semiconductors

0.93
0.91
0.90

Chevron Corporation
Energy

Oil & Gas

Exxon Mobil-Energy-Oil & Gas
BP P.L.C.- Energy-Oil & Gas

Occidental Petroleum-Energy-Oil & Gas

0.89
0.82
0.78
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Nearest neighbor stocks can be used in a variety of ways by investors. By focusing
on the k nearest neighbor stocks, we can develop a basic stock recommendation system
which, when given a target stock—a novel stock for the investor or one already in their
portfolio—can generate a ranked list of similar stocks based on their historical returns
data. Conversely, the ability to identify maximally dissimilar stock is an important way to
improve portfolio diversity in order to provide an investor with the ability to guard against
volatility and hedge against sudden sectoral shocks.

4.3. Sector Classification Performance

This section uses the generated embeddings to objectively segment companies into
industry sectors. To do this, the learned embeddings serve as the input to a classification
model and their corresponding GICS sector labels represent the ground truth. However,
classification accuracy is limited by the unpredictable factors inherent in historical returns
data and inconsistencies in current subjective approaches to stock labeling [5]. Therefore,
sector classification in finance is a challenging task, particularly when relying solely on
returns data.

A considerable class imbalance exists among the sectors within the dataset, which
can introduce algorithmic bias and adversely affect the results. To mitigate this issue,
we implemented the Synthetic Minority Oversampling Technique (SMOTE) [21] on the
training data.

Table 2 shows the performance of the proposed methodology in the sector classifica-
tion task. We also include alternative several time series classification models as baselines.
The embedding model with both noise reduction techniques achieves the highest accu-
racy of 60%. In addition, our method provides the added benefit of producing learned
representations that can serve as features in other asset-related tasks.

Table 2. Sector Classification Results.

Model Precision Recall F1 Accuracy

Catch22 0.31 0.35 0.31 35%
Contractable BOSS 0.47 0.39 0.37 39%

RBOSS 0.57 0.42 0.45 42%
Shapelet 0.54 0.42 0.45 42%

Shapelet Transform 0.39 0.46 0.40 46%
WEASEL 0.50 0.47 0.47 47%

MUSE 0.54 0.54 0.51 54%
Time Series Forest Classifier 0.55 0.55 0.53 55%

Canonical Interval Forest 0.57 0.56 0.52 56%
Arsenal 0.64 0.58 0.53 58%

Embedding 0.57 0.54 0.55 54%
Embedding + IQR 0.59 0.56 0.56 56%

Embedding + Weight 0.59 0.57 0.57 57%
Embedding + Weight + IQR 0.62 0.60 0.60 60%

This is an impressive result considering the aforementioned limitations and the fact
that there are 11 sector classes (Basic Industries, Capital Goods, Consumer Durables,
Consumer Non-Durables, Consumer Services, Energy, Finance, Health Care, Public Utilities,
Technology, Transportation). A more in-depth analysis shows a variation in accuracy across
sectors, with the more populated sectors being very accurately classified (F1 > 0.9 in some
cases) while other minority sectors have relatively low accuracy. With this in mind, we
believe the accuracy could be improved with a larger dataset.

The objective sector classification approach presented has considerable potential for
addressing and mitigating inconsistent company segmentation—a well-documented is-
sue [22]—in practical applications.
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5. Evaluation 2: Hedging/Diversification

As previously mentioned, the existing literature on computational methods for stock
markets mainly targets returns forecasting. However, not all investors prioritize maximiz-
ing returns; for some, portfolio protection is more important. For instance, a defined benefit
pension fund portfolio manager primarily focuses on covering agreed benefits, making
risk management more crucial than maximizing returns. To ensure protection, investors
and portfolio managers use diversification and hedging, measuring effectiveness in terms
of volatility reduction. As a result, identifying dissimilar stocks that behave oppositely to
similar ones is essential for traders to hedge their target stocks and limit overall risk.

Typically, hedging involves negatively correlated assets and various correlation met-
rics. We propose an alternative: using generated embeddings to find maximally dissimilar
stocks and inform hedging strategies. We evaluate a scenario where an investor holds
a position in a stock (query stock) and seeks a single stock (hedge stock) to reduce risk,
measured as volatility, as much as possible.

To do this, we create a hedged two-asset long-only portfolio for each stock in the
dataset, resulting in 611 portfolios, each containing a query stock and its lowest similarity
hedge stock. The similarity is based on cosine similarity between embeddings or baselines
from Table 3. We then simulate each portfolio’s out-of-sample performance using different
similarity metrics, recording realized volatility values. See Algorithm 1.

Algorithm 1 Finding Hedged Portfolios and Simulating Realized Volatility

for target_stock in stocks do
# Initialize variables
min_similarity ← ∞
selected_hedge ← None
# Iterate over all stocks to find the least similar stock as a hedge
for candidate_hedge in stocks do

if similarity(target_stock, candidate_hedge) < min_similarity then
# Update the minimum similarity and the selected hedge stock
min_similarity ← similarity(target_stock, candidate_hedge)
selected_hedge ← candidate_hedge

end

end
# Simulate the performance of the hedged portfolio

end

Table 3. Portfolio hedging experiment results along with Tukey HSD test indicating significantly
lower volatility than Pearson baseline at α = 0.01.

Method Avg Volatility Significant

Pearson 23.8% -
Spearman 24.0% �

Geometric 23.9% �

Embedding 22.9% �

Embedding + Weight 22.8% �

Embedding + IQR 21.3% �

Embedding + Weight + IQR 21.9% �

A train-test split is crucial to resemble real-world out-of-sample trading applications.
Due to financial data’s time sensitivity, we use the first 70% of data (2000–2013) for training
embeddings and computing baseline similarity metrics, and the remaining 30% (2014–2018)
for simulating portfolios and computing realized volatility.

In modern portfolio theory [6], similarity is defined using Pearson correlation, a
common method in industry and academia. We suggest that cosine similarity between
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proposed embeddings may be superior. The evaluation includes Pearson correlation,
Spearman rank-order correlation coefficient, and a recent geometric shape similarity [8]
as baselines.

Table 3 displays the average volatility results. To ensure the robustness of results, we
reran the experiment 100 times; instead of choosing the single most dissimilar stock as the
hedge stock, we randomly chose one of the 25 most dissimilar results for each target stock
on each iteration. Overall, the proposed embeddings approach with IQR noise reduction
results in portfolios with the lowest average volatility, at 21.3%. Post-hoc Tukey HSD tests
indicate that the volatility in all of the embedding-based methods is statistically significantly
lower than the Pearson baseline at α = 0.01; none of the other baseline approaches generate
a significantly lower mean volatility compared to the Pearson approach.

Thus, the proposed embedding methodology can be used to inform a hedging strategy
that is superior to a number of baselines, at least within the simplified setting used for this
experiment. Obviously, real-world settings are based on more complex portfolios with
many different stocks that need to be collectively hedged, and it is a matter for future work
to further evaluate our embeddings approach in these more realistic settings. That being
said, the approach used here still serves as an important indication of success: had the
embeddings approach not been able to demonstrate improved volatility in these simple
two-stock portfolios, this would cast doubt on its likely future success in more complex
portfolios. Similarly, there is more work to be carried out when it comes to understanding
the dynamics of the distributed representations and how they are learned: for example,
how changing the context size or embedding dimension impacts these findings.

6. Conclusions

In this paper, we presented a novel methodology for quantifying the relationships
between financial assets by learning embedding representations derived solely from histori-
cal returns. The effectiveness of the approach is demonstrated through a nearest neighbour
case study and benchmark comparisons in two key financial tasks: (1) accurately classifying
stocks into their respective industry sectors, and (2) constructing portfolios that exhibit
statistically significant reductions in volatility compared to traditional baseline methods.

Moving forward, we aim to further assess the potential of this methodology by exam-
ining more intricate portfolio management scenarios and incorporating additional datasets.
The proposed technique is versatile and applicable to any group of financial assets with
accessible pricing information, allowing us to extend our analysis to encompass multiple
asset classes beyond equities. Furthermore, we plan to conduct a thorough exploration
of the model parameter space used for learning the embeddings, as well as investigating
alternative approaches for generating context stocks.
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Abstract: We propose a novel approach to cluster hierarchical time series (HTS) for efficient fore-
casting and data analysis. Inspired by a practically important but unstudied problem, we found
that leveraging local information when clustering HTS leads to a better performance. The clustering
procedure we proposed can cope with massive HTS with arbitrary lengths and structures. In addition
to providing better insights, this method can also speed up the forecasting process for a large number
of HTS. Each time series is first assigned the forecast from its cluster representative, which can be
considered as “prior shrinkage” for the set of time series it represents. Then, the base forecast can be
efficiently adjusted to accommodate the specific attributes of the time series. We empirically show
that our method substantially improves performance for large-scale clustering and forecasting tasks
involving HTS.
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1. Introduction

Time series with hierarchical aggregation constraints are commonly seen in many
practical scenarios [1]. In applications such as finance or e-commerce, an HTS normally
represents historical records from one user (e.g., the cash flow example in Figure 1). Nor-
mally, separately building a predictive model for each user is inefficient, particularly when
the number of users is quite large, or the length of user records varies significantly. To
address this problem, we design a novel clustering procedure. It effectively finds the
cluster representatives of a large group of HTS, followed by fine-tuning forecasts on these
representatives to obtain user-specific forecasts.

Clustering time series is an important tool for discovering patterns over sequential
data when categorical information is not available. Most clustering approaches fall into
discriminative and generative categories. Discriminative approaches normally define a
proper distance measure [2] or construct features [3] that capture temporal information.
Generative approaches [4] specify the model type (e.g., HMM) a priori and estimate the
parameters using maximum likelihood algorithms. Deep learning has also been applied to
time series clustering. Most state-of-the-art discriminative approaches first extract useful
temporal representations followed by clustering in the embedding space [5]. However,
there is no prior work on clustering HTS data. This problem is more challenging since
data at different level of HTS have distinct properties. Regular clustering methods for time
series lead to inferior performance, particularly when the hierarchy is complex. When
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clustering HTS, we need to leverage level-wise information, but it is difficult to completely
respect the hierarchy since the data are not easy to partition given the imposed constraints.

There is little prior work on the clustering of multilevel-structured data. A pioneering
effort [6] proposed to simultaneously partition data at both local and global levels and
discover latent multilevel structures. This work proposed an optimization objective for
two-level clustering based on Wasserstein metrics. Its core idea was to perform global
clustering based on a set of local clusters. However, this work mainly applies to discrete
and semi-structured data such as annotated images and documents. It cannot be applied to
HTS involving continuous or structured data, which has more constraints. A follow-up
work [7] extended this to continuous data by assuming that the data at the local level is
generated by predefined exponential family distributions. The authors then performed
model-based clustering at both levels. However, model-based clustering for time series is
computationally expensive and crucially depends on the modelling assumptions. Moreover,
both these works were limited to two-level structures, whereas for several HTS applications,
given a set of pre-specified features as aggregation variables, it is possible to have a
multilevel hierarchy. Note that, our problem is different from hierarchical clustering [8]:
the hierarchy comes from the time series data instead of the method that builds a hierarchy
of clusters.

In this paper, we propose HTS-Cluster, an efficient model-free clustering method that
can handle HTS with various types of individual components and hierarchies. HTS-Cluster
employs a combined objective that involves clustering terms from each aggregated level.
This formulation uses Wasserstein distance metrics coupled with Soft-DTW divergence [9]
to cater to variable length series that are grouped together. In addition to providing
superior clustering results for multilevel hierarchies, HTS-Cluster significantly improves
the efficiency of forecasts when applied to large HTS datasets containing hundreds of
thousands of time series.

Total
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Figure 1. Left: an example of hierarchical time series (HTS) with five bottom-level time series and
three-level hierarchical structure. Each vertex (V = {vi}8

i=1) represents time series aggregated on
different variables related through a domain-specific conceptual hierarchy (e.g., product categories,
locations, etc.). Right: the summation matrix S ∈ {0, 1}8×5 used to denote the given hierarchy.

2. Backgrounds

Hierarchical time series: Given the time stamps t = 1, . . . , T, let xt ∈ Rn be the value of
HTS at time t, where xt,i ∈ R is the value of the ith (out of n) univariate time series. Figure 1
shows an example of HTS with a three-level structure. We refer to the time series at the leaf
nodes of the hierarchy as bottom-level time series and the remaining nodes as aggregated-
level time series. We split the vector of xt into m-bottom time series and l-aggregated time
series such that xt = [at bt]� where at ∈ Rl and bt ∈ Rm with n = l + m. The summation
matrix S ∈ {0, 1}n×m satisfies xt = S · bt, which can later be used to calibrate forecasting
results to be aligned with a given hierarchical structure. For notational simplicity, we omit
the time stamp of each series in the following discussion.

Dynamic Time Warping (DTW) [10]: DTW is a popular method for computing the
optimal alignment between two time series with arbitrary lengths. Given X and Y of length
T1 and T2, respectively, DTW computes the T1 × T2 pairwise distance matrix between each
time stamp and solves a dynamic program (DP) using Bellman’s recursion in O(T1 · T2)
time. DTW discrepancy can be used to describe the average similarity within a set of time
series [2]. However, DTW is not a differentiable metric given its DP recursion nature. To
address this issue, the authors of [11] proposed Soft-DTW by smoothing the min operation
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using the log-sum-exp trick. Specifically, we assume A ∈ {0, 1}T1×T2 is the alignment
matrix between two time series and C ∈ RT1×T2 is the cost matrix, the formulation of the
Soft-DTW can be written as

SDTWγ(C(X, Y)) = min
A∈A(T1,T2)

γ〈A, C〉 = −γ log ∑
A∈A(T1,T2)

exp(−〈A, C〉/γ), (1)

where γ > 0 is a parameter that controls the trade-off between the approximation and
smoothness, and A(T1, T2) is the collection of all possible alignments between two time
series. Soft-DTW is differentiable with respect to all of its variables and can be used for
a variety of tasks such as averaging, clustering, and prediction of time series. However,
Soft-DTW also has several drawbacks. Ref. [9] recently showed that Soft-DTW is not a valid
divergence given its minimum is not achieved when two time series are equal; furthermore,
the value of Soft-DTW is not always non-negative. Ref. [9] proposed Soft-DTW divergence,
which can address these issues and achieves a better performance. This divergence D can
be written as

D(X, Y) := SDTWγ(C(X, Y))− 1
2

SDTWγ(C(X, X))− 1
2

SDTWγ(C(Y, Y)). (2)

Our method incorporates the Soft-DTW divergence as a base distance measure for
variable length sequences, and use it as a differentiable loss during the clustering procedure.

Wasserstein distance: For any given subset Θ ⊂ Rd, let P(Θ) denote the space of Borel
probability measures on Θ. The Wasserstein space of order r of probability measures on Θ
is defined as Pr(Θ) =

{
G ∈ P(Θ) :

∫
‖x‖rdG(x) < ∞

}
, where ‖ · ‖ denotes the Euclidean

metric in Rd. For any P or Q in Pr(Θ), the r-Wasserstein distance Wr between P and Q is

Wr(P, Q) =

(
inf

π∈Π(P,Q)

∫
Θ2
‖x− y‖r dπ(x, y)

)1/r
, (3)

where Π(P, Q) contains all the joint (coupling) distributions whose margins are P and Q,
and the π coupling that achieves the minimum of Equation (3) is called the transportation
plan. In other words, Wr(P, Q) is the optimal cost of moving mass from P to Q, which is
proportional to the r-power of the Euclidean distance in Θ. Furthermore, by recursion of
concepts, we define Pr(Pr(Θ)) as the space of Borel measures on Pr(Θ), then ∀P′, Q′ ∈
Pr(Pr(Θ)),

W(2)
r (P′, Q′) =

(
inf

π∈Π(P′ ,Q′)

∫
Pr(Θ)2

Wr
r (P, Q) dπ(P, Q)

)1/r
.

Similarly, the cost of moving unit mass in its space of support Pr(Θ) is proportional
to the r-power of the Wr distance in Pr(Θ). The Wasserstein distance can be thought of
as a special case of the Wasserstein barycenter problem. Computation of the Wasserstein
distance and Wasserstein barycenter has been studied by many prior works, where [12]
proposed an efficient algorithm to find its local solutions. The well-known K-means
clustering algorithm can also be viewed as a method to solve the Wasserstein means
problem [6].

3. Hierarchical Time Series Clustering

In this section, we present the HTS-Cluster for clustering time series with both two-
level and multilevel hierarchical structures. We use xj,i to denote the ith univariate time
series of the jth HTS, where 1 ≤ j ≤ N and 1 ≤ i ≤ nj. We assume the index i of each
series is given by the level-order traversal of the hierarchical tree from left to right at each
level. We will use aj,i and bj,i for the corresponding aggregated and bottom-level series,
respectively.
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3.1. Two-Level Time Series Clustering

We define a new Wasserstein distance measure Wsdtw as

Wsdtw(P, Q) = inf
π∈Π(P,Q)

∫
Θ2
D(x, y) dπ(x, y). (4)

For any j = 1, . . . , N, we denote the empirical measure of all bottom-level series
as PN′ = 1

N′ ∑N
j=1 ∑

nj
i=1 δbj,i

, where N′ ≥ N given that each HTS has at least one bottom-
level series. For local (bottom-level) clustering, we assume that at most k2 clusters can
be obtained, we perform K-means that can be viewed as finding a finite discrete measure
G = ∑k2

k=1 ukδμk ∈ Ok2(Θ) that minimizes Wsdtw(G, PN′), where μk ∈ RT is the “cluster
mean” time series to be optimized in support of the finite discrete measure G and u ∈ Δk2 ,

where Δk =
{

w ∈ Rk : wi ≥ 0, ∑k
i=1 wi = 1

}
is the probability simplex for any k ≥ 1.

Although this approach can be extended to any aggregated level, such a method
cannot leverage the connections with adjacent levels. As Figure 2 shows, aggregation
of data will cause the loss of information: it is less likely to obtain reasonable results by
simply clustering data at the aggregated level. Therefore, we believe that with the help of
bottom-level information, clustering at the aggregated level can be further improved.

User 1 User j……

Aggregated

Bottom Cluster bottom TS using 
Soft-DTW Divergence

Cluster distributions of  TS 
means using Wasserstein 

metrics

Figure 2. Leveraging local clustering results for HTS clustering. We improve the clustering per-
formance at the aggregated level by clustering empirical distributions over cluster representatives
obtained from the bottom-level.

Problem formulation: A direct solution is to replace each top-level series with a large
feature vector obtained by concatenating all bottom-level series, but this will introduce
redundancy and require large training datasets due to the induced high dimensionality.
Instead, we propose to leverage local information by utilizing local clustering results. For
the jth HTS, we denote Fj(i) as the set that contains all descendant indices of its ith series,
and assume each top-level series aj,1 is aggregated from the bottom-level series {bj,i}i∈Fj(1).
First, we cluster all bottom-level series {bj,i}j∈[N],i∈Fj(1) into k2 clusters {Ck}k∈[k2]

with Ck

centred at μk. We then assign the following probability measure to each aj,1:

ãj,1 =
1

|Fj(1)| ∑
i∈Fj(1)

∑
k∈[k2]

1μk 1bj,i∈Ck
, (5)

that is, we represent the top-level time series as an empirical distribution of {μk}k∈[k2]
,

where the weight of each μk is determined by the number of bj,i that belongs to cluster
Ck. Note that, we distinguish ãj,1 from aj,1, where ãj,1 is its corresponding probability
measure of aj,1. This formulation represents the top-level time series using a finite number
of bottom-level clusters, reducing computation time from concatenating bottom-level time
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series while simultaneously leveraging local information. We now define the objective
function to jointly optimize both local and global clusters as follows

inf
G∈Ok2

(Θ),
H∈Ok1

(Pr(Θ))

Wsdtw(G, PN′) + W(2)
sdtw(H,

1
N

N

∑
j=1

δãj,1), (6)

where k1 is the number of clusters at the top-level, and H is the distribution over top-level
cluster centroids. Similar to each top-level time series ãj,1, the supports of H are also finite

discrete measures. Specifically, H = ∑k1
k=1 vkδνk ∈ Pr(Pr(Θ)), where v ∈ Δk1 , νk ∈ On̄(Θ)

and n̄ = 1
N ∑N

j=1 Fj(1). Equation (6) is our formulation for the two-level HTS clustering
problem, where the first term Wsdtw(G, PN′) is the Wasserstein distance defined in the space
of measures Pr(Θ) and the second term is defined in Pr(Pr(Θ)).

3.2. Multilevel Time Series Clustering

For HTS with multiple levels, we employ a “bottom-up” clustering procedure that
recursively uses lower-level information for higher-level clustering, till the root is reached.
We assume we are given N HTS with L levels; we denote by xl

1:N a collection of the lth-level
time series from the first N HTS and xl

1:N as the replacement of the corresponding time
series represented by lower-level clusters. We formulate the objective function to cluster
multilevel time series as

inf
G∈OkL

(Θ),

Hl∈Okl
(Pr(Θ))

Wsdtw(G, PN′) +
L−1

∑
l=1

W(2)
sdtw(Hl ,

1
G(l)

G(l)
∑
j=1

δxl
1:N [j]), (7)

where G(l) is the total number of time series at level l among N HTS. Similarly, we have
Hl = ∑kl

k=1 vkδνl
k
, v ∈ Δkl

and νl
k ∈ On̄l (Θ). Algorithm 1 shows the full procedure of

the bottom-up clustering for HTS with arbitrary levels, while its core steps also apply to
two-level HTS clustering. Specifically, steps 4 and 5 are the centring and cluster assignment
steps for clustering time series at the Lth (bottom) level, which uses Soft-DTW divergence
as a distance measure between each input pair. After obtaining the clustering result at
the Lth-level, its cluster indices and means are used to construct probability measures for
each time series at the L− 1 level (step 8). Meanwhile, we still have access to the original
time series in the aggregated levels. Steps 10 and 11 perform clustering in the space of
probability measures. To efficiently compute the Wasserstein barycenter, we optimize the
support of the barycenter νl

k, featured as the free-support method studied in [12]. For cluster
assignment, we compute the Wasserstein distance between pairs of probability measures in
the Soft-DTW divergence space. Both the assignment and centring steps utilize information
from lower aggregation levels, where these steps are repeated until the cluster assignments
are stable. We then use the results of the cluster assignment to compute the cluster means
of the original time series at that level, used as supports of the probability measure to
represent time series in the next aggregation level, until the clustering procedure for all
levels is finished.

Computational efficiency: Compared with model-based clustering, HTS-Cluster
waives the extensive computation of HMM parameters and the data assumptions. Note
that, computing the Wasserstein barycenter at step 10 is very efficient since one just needs
to compute the Soft-DTW divergence between the supports of each distribution, which
can be obtained beforehand. The process of finding the optimal barycenter (steps 4 and 10)
is differentiable. Therefore, the clustering time is progressively reduced as we proceed to
higher levels.
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Algorithm 1 HTS-Cluster.

1: Input: L, total aggregation level; xl
1:N , collection of the lth level series from #1 to #N HTS

2: Initialize: cluster assignment: {Cl
k}k∈[kl ],l∈[L]

3: while not converged do
4: μL

k = arg minμ∈RT
1
|CL

k |
∑i∈CL

k
D(xL1:N [i], μ)

5: CL
k = {i : D(xL1:N [i], μL

k ) = min
k∈[kL]

D(xL1:N [i], μL
k )}

6: end while
7: for l = [L− 1,L− 2, . . . , 1] do
8: xl

j[n] =
1

|Fj(n)| ∑i∈Fj(n) ∑k∈[kl+1] 1νl+1
k

1xl+1
j [i]∈Cl+1

k

9: while not converged do
10: νl

k = arg minν ∑i∈Cl
k

λiWsdtw(xl
1:N [i], ν)

11: Cl
k = {i : Wsdtw(xl

1:N [i], νl
k) = min

k∈[kl ]
Wsdtw(xl

1:N [i], νl
k)}

12: end while
13: νl

k = arg minν∈RT
1
|Cl

k |
∑i∈Cl

k
D(xl

1:N [i], ν)

14: end for

HTS forecasting; Forecasts for individual HTS can “borrow strength” from the fore-
casts of the nearest cluster means at each level. Specifically, we first perform forecasts for
the bottom- and aggregated-level cluster-mean time series {μL

k }k∈[kL] and {νl
k}k∈[kl ],l∈[L−1],

respectively. The forecast for each time series can be represented as the weighted combi-
nation of forecasts of the corresponding cluster means at that level. We define the weight
between time series i and cluster mean j at level l as

wl
i,j =

1

∑kl
k=1

(
D(xl

i ,ν
l
j )

D(xl
i ,ν

l
k)

) 2
m−1

, m ∈ (1, ∞), (8)

where the closer xl
i is to a certain cluster mean, the higher its weight is. Equation (8) is

well known in fuzzy clustering, where a data point can belong to more than one cluster,
and m is the parameter that controls how fuzzy the cluster assignments are. One can use
post-reconciliation methods, such as in [1], to calibrate the results for individual forecasts.

4. Experiments

We evaluate HTS-Cluster in multiple applications. Overall, our experiments include
(1) clustering time series with multilevel structures (Section 4.1); (2) facilitating time series
forecasting with the help of clusters (Section 4.2).

4.1. HTS Clustering

Two-level HTS: We first conduct experiments on synthetic data using ARMA simu-
lations, to provide a feel for the setting and the results attainable. We generate a simple
HTS with two levels: one parent node with four children vertices, i.e., for the jth hierarchy
Xj = {xi}5

i=1, x1 = ∑5
i=2 xi. The length of each X is different, ranging from 80 to 300. We

use the following simulation function for each time series x1:T

xt = 0.75xt−1 − 0.25xt−2 + 0.65εt−1 + 0.35εt−2 + εt + c,

where εt is a white noise error term at time t, and c is an offset that is used to separate
different clusters. We simulate four clusters, each having 30 HTS as members. Additionally,
the evaluation is performed on a real-world HTS dataset containing financial records from
multiple users for tax purposes. This dataset contains 12,000 users’ electronic records
of expenses in different categories. The bottom-level time series are summed across all
categories to obtain the total expenses. Each user owns an HTS but the length of records
varies from user to user.
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Multilevel HTS: We also test our method on HTS with multiple aggregated levels. It is
simple to extend simulated two-level HTS to multiple levels by modifying the summation
matrix S. The evaluation is also performed on a large, real-world financial dataset that
contains HTS with ≥3 aggregated levels. Each HTS represents the expense records of
a small business, where the bottom level (or the lowest two levels) time series are user-
defined accounts (or sub-accounts), which are then aggregated by different tax purposes
to obtain the middle-level time series. The top-level time series are the total expenses
aggregated from the middle level, including the overall information of the business. The
dataset contains 18,568 HTS with 222,989 bottom-level time series in total.

Experiment baselines: Our baselines for evaluating HTS-Cluster include the recent
state-of-the-art method DTCR [5], which employs an encoder–decoder structure integrated
with a fake sample generation strategy. The authors of [5] showed that DTCR can learn
better temporal representations for time series data that improve the clustering perfor-
mance. Here, we implement DTCR to treat HTS as regular multivariate time series data.
In addition, we implemented independent level-wise clustering using Soft-DTW diver-
gence (Soft-DTW), i.e., without local information and clustering aggregated-level data via
simply concatenating lower-level time series (concat). We used three prevalent methods
for clustering evaluation: normalized mutual information (NMI) [13], adjusted mutual
information (AMI) [14], and adjusted rand index (ARI) [15].

Clustering results: We conducted 10 experiments, with different random seeds, on
both simulated and real datasets. As shown in Table 1 (upper), for the synthetic two-level
HTS, our method is superior to the baseline methods in both clustering performance and
computational efficiency. Specifically, in terms of clustering performance, level-wise cluster-
ing approaches are better than DTCR, at both global (aggregated) and local (bottom) levels,
since separating information from different granularities can improve the partitioning of
data. As for computation time, DTCR training consists of two stages: it first learns temporal
representations and then performs K-means clustering. This results in a longer computation
time compared with HTS-Cluster. For level-wise approaches, clustering using Soft-DTW
divergence and simple concatenation yield the same results at the bottom level, but concate-
nating bottom-level data provides better results at the top level since aggregation causes
the loss of information. Finally, the alternating updates using the global and local cluster
formulations of Equation (6), lead to improved performance due to leveraging both local
and global information. Specifically, the top-level time series are represented by empirical
distributions over bottom-level cluster means, and the cluster means at the top level can
be obtained more efficiently via fast computation of the Wasserstein barycenter. Based on
user-specified domain knowledge or constraints, we utilize the global cluster assignment
to calibrate local time series that are far from the nearest cluster centre. This procedure
improves both the local and global clustering results while simultaneously reducing the
total computation time.

HTS-Cluster also demonstrates improved performance over baseline methods on
multilevel HTS. As shown in Table 2, all methods are evaluated on HTS datasets with four
aggregation levels, where level one is the top level and four is the bottom level. Here,
HTS-Cluster employs the bottom-up procedure of Algorithm 1, where the clustering re-
sults from the lower level are leveraged for upper-level clustering until the root is reached.
Therefore, the level-wise clustering methods (Soft-DTW, Concat, and HTS-Cluster) share
the same results at the bottom level. At aggregated levels, HTS-Cluster consistently out-
performs DTCR and Soft-DTW with the help of local information and achieves a competitive
performance with Concat at a much smaller computational cost.

For the financial data, there are no cluster labels. Therefore, we use the “business
type”, included in the metadata of each HTS, as a weak “ground truth” label for clustering.
Unsurprisingly, the results metrics for all the methods are low (Table 1 bottom), and the
utility of HTS-Cluster really emerges when we examine the downstream forecasting results
later on. For now, to show that the clusters are still meaningful, we visualize the HTS
metadata at the tax code level using our method (Figure 3). We see that HTS-Cluster
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does create meaningful partitions for HTS by accounting for features from a local time
series. Finally, we monitor the level-wise clustering time of each method. The compared
baselines include (1) level-wise clustering using Soft-DTW divergence without leveraging
local clustering results; (2) simple concatenation of lower-level time series for higher-
level clustering. All three methods are conducted in a bottom-up fashion, with the same
bottom-level clustering procedure. As shown in Table 3 (left), HTS-Cluster provides
the most efficient method for clustering aggregated-level time series. This is because (1)
computing the Wasserstein barycenter at aggregated levels based on [12] is more efficient
than obtaining the barycenters using Soft-DTW divergence; (2) HTS-Cluster only leverages
lower-level clustering result instead of the entire set of time series at that level.

Table 1. Level-wise clustering results on HTS with two aggregated levels. The upper part shows the
results of simulated data. The lower part gives the results on real-world financial record data using a
weak proxy for the cluster labels.

Method\Metric Time (s) Global Local

NMI AMI ARI NMI AMI ARI

DTCR 132 0.325 ± 0.012 0.257 ± 0.023 0.21 ± 0.011 0.392 ± 0.014 0.313 ± 0.006 0.284 ± 0.009
Soft-DTW 67 0.412 ± 0.009 0.326 ± 0.019 0.277 ± 0.008 0.411 ± 0.022 0.342 ± 0.009 0.304 ± 0.014
Concat 186 0.436 ± 0.015 0.342 ± 0.014 0.314 ± 0.016 0.411 ± 0.022 0.342 ± 0.009 0.304 ± 0.014

HTS-Cluster 37 0.455 ± 0.018 0.354 ± 0.015 0.302 ± 0.013 0.424 ± 0.018 0.366 ± 0.013 0.321 ± 0.018

DTCR 72 0.065 ± 0.002 0.015 ± 0.001 0.008 ± 0.002 0.105 ± 0.011 0.059 ± 0.002 0.054 ± 0.003
Soft-DTW 49 0.119 ± 0.005 0.043 ± 0.003 0.027 ± 0.003 0.126 ± 0.008 0.082 ± 0.006 0.061 ± 0.005
Concat 174 0.135 ± 0.004 0.073 ± 0.007 0.045 ± 0.006 0.126 ± 0.008 0.082 ± 0.006 0.061 ± 0.005

HTS-Cluster 34 0.134 ± 0.005 0.075 ± 0.005 0.041 ± 0.004 0.128 ± 0.014 0.064 ± 0.005 0.065 ± 0.002

Table 2. Level-wise clustering results on HTS with multiple aggregated levels. On the left are the
results on simulated data while the right shows the results on real-world user financial record data.
Since cluster labels are not available for the financial data, scores obtained from a weak proxy are
lower than expected.

Level Metric Simulation Financial Record

DTCR Soft-DTW Concat HTS-Cluster DTCR Soft-DTW Concat HTS-Cluster

1
NMI 0.28 0.313 0.342 0.356 0.037 0.124 0.156 0.154
AMI 0.243 0.277 0.301 0.322 0.021 0.079 0.112 0.106
ARI 0.221 0.265 0.285 0.304 0.009 0.056 0.094 0.092

2
NMI 0.298 0.317 0.357 0.375 0.056 0.116 0.147 0.152

AMI 0.271 0.282 0.314 0.346 0.034 0.087 0.115 0.121

ARI 0.236 0.259 0.302 0.317 0.016 0.034 0.083 0.092

3
NMI 0.272 0.324 0.364 0.372 0.055 0.134 0.163 0.172

AMI 0.234 0.295 0.322 0.33 0.028 0.098 0.132 0.141

ARI 0.217 0.268 0.307 0.309 0.012 0.057 0.106 0.113

4
NMI 0.303 0.369 0.369 0.369 0.076 0.136 0.136 0.136

AMI 0.275 0.341 0.341 0.341 0.043 0.102 0.102 0.102

ARI 0.264 0.316 0.316 0.316 0.026 0.061 0.061 0.061
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Figure 3. Word cloud visualization of time series metadata from massive financial records. The
keywords represent different types of expenses for tax purpose. The results show keywords from
three representative clusters at the expense level, by leveraging the local information of clustering
results obtained at the user level. The clusters provide meaningful partitions, such as “payroll
expenses”, “administrative expenses”, and “service cost”, which are from distinct categories.

4.2. HTS Forecasting

We propose two forecasting applications that can utilize our proposed method. We
use the mean absolute scaled error (MASE) [16] to evaluate the forecasting accuracy.

Case 1: Forecast single-HTS with complex structure: Many public datasets comprise
a single hierarchy that includes a large number of time series; this is common when HTS
has many categorical variables to be aggregated. Forecasting a large number of correlated
time series requires extensive computation for global models or parameter tuning for local
models. HTS-Cluster provides an efficient way of modelling such HTS. For the bottom
k-levels that have large numbers of time series, one just needs to forecast their cluster means
obtained from clustering “sub-trees” at these levels. The forecasts of each time series at
the bottom k-levels can be “reconstructed” using a soft combination of cluster means in
Equation (8). We test our method using two popular models: DeepAR [17] and LSTNet
[18] and two public HTS: Wiki and M5 [19]. In Table 4, this strategy achieves competitive
results with less computation compared with the original methods. This could also improve
aggregated levels without applying clustering.

Table 3. Left: level-wise computation time of different clustering approaches, DTCR is excluded
since it is not a level-wise approach and requires a much longer time. Right: forecasting massive HTS
with the help of clustering, results are measured by MASE and relative computing time. Results are
averaged across ten runs on four-level simulated HTS.

Method \
Level

1 2 3 4 Total Time

Without
cluster 62.39 76.26 78.25 84.14 1

DTCR 82.35 96.09 104.85 104.33 0.39

Soft-DTW 78.61 93.04 93.12 96.76 0.27

Concat 74.24 84.65 83.73 96.76 0.57

HTS-Cluster 72.99 80.07 85.29 96.76 0.16
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Table 4. HTS-Cluster can be used to improve HTS forecasting when a large number of forecasts are
required. Results are measured by the mean absolute scaled error (MASE, the lower the better) using
two multivariate time series models. Both Wiki and M5 possess a single hierarchy with many time
series; we cluster “sub-trees” at the bottom two levels (out of five) of Wiki and the bottom three levels
(out of twelve; we only show levels eight to twelve) of M5 to reduce the total number of time series to
be modelled.

Dataset Wiki M5

Levels 1 2 3 4 5 8 9 10 11 12

LSTNet 76.36 76.89 79.65 81.13 86.22 63.74 69.43 73.35 76.46 82.36
LSTNet-
Cluster 76.33 76.56 77.68 78.07 95.16 62.48 69.14 71.11 76.52 98.78

DeepAR 73.98 74.54 77.42 79.12 84.77 59.36 67.18 72.04 76.41 80.24
DeepAR-
Cluster 74.21 74.37 77.36 77.56 89.67 58.74 65.46 74.39 75.04 90.49

Case 2: Forecast massive HTS with simple structures: Similarly, we forecast cluster
means obtained from each level of HTS, and then use Equation (8) to obtain a prediction
for each HTS. To ensure forecasts are consistent with respect to the hierarchy, we apply
reconciliation from [1] to the forecasts of each HTS. Table 3 shows the effectiveness of the
clustering, where the total time is normalized by the method without cluster. From the re-
sults, HTS-Cluster can greatly reduce the overall computation time without compromising
the forecasting accuracy.

5. Conclusions

In this paper, we addressed an important but understudied problem for clustering
time series with hierarchical structures. Given that time series at different aggregated
levels possess distinct properties, regular clustering methods are not ideal. We introduced
a new clustering procedure for HTS such that when clustering is conducted at the same
aggregated level it simultaneously utilizes clustering results from an adjacent level. In
each clustering iteration, both local and global information are leveraged. Our proposed
method shows improved clustering performance in both simulated and real-world HTS
and proves to be an effective solution when a large number of HTS forecasting is required
as a downstream task. For future work, we plan to extend this framework to model-based
clustering for HTS with some known statistical properties.
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Abstract: In recent decades, Artificial Intelligence (AI) has become an essential tool for modeling
and forecasting in different research fields. Mechanical engineering is no exception because practical
problems that classical methods can hardly solve can receive more efficient solutions using AI. Given
a support scheme of a structural system, the article aims to determine the maximum stiffness of the
system based on the series of moments’ variation for a variable dimensional parameter of the support.
The series represents the input for a Gene Expression Programming (GEP) aiming to determine the
model for a specific geometric parameter in mechanical structures, namely, deflection.

Keywords: Gene Expression Programming (GEP); stiffness; structure deflection; modeling

1. Introduction

Structural design, material selection, and optimizing fabrication costs are the main
subjects in the machinery industry. The goals of structural design are rational exploitation,
economical maintenance, and safety operation. All of these demand a good structural
design confirmed by optimal structural stiffness.

Engineering optimization problems are often very complex and present non-linear
behavior, so finding their solution represents a topic of interest in the scientific literature.
Classical approaches might fail in finding the best solution, so other techniques are nec-
essary. It was shown that Artificial Intelligence (AI) methods could provide alternative
solutions without restrictions on the data series. Methods like Gene Expression Program-
ming and Generalized Regression Neural Networks (GRNN) have been successfully used
in optimization problems in material science [1], mechanics [2], signal processing [3],
meteorology and hydrology [4–7], natural sciences [8], and economics [9].

This paper proposes to find the solution to a mechanical engineering problem using
GEP. The proposed approach can determine a better solution in a shorter time [2].

2. The Study Problem

The application presented in the paper [10] requires finding a value of a geometric
parameter “a” of a particular support scheme to determine the maximum rigidity of the
system (Figure 1, top-left representation). The structure is designed as a circular frame,
laterally supported through two beams by fixed support and slide support. The frame is
loaded in its plane with two forces P in the highest and lowest points (in circle quadrants).
The frame has the R radius, and the supporting beams are equal in length (“a” value).
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Figure 1. The initially indeterminate static system (top-left representation) and the basic form used in
removing indeterminacy.

Figure 1 presents a possible basic form of the proposed statically three times indeter-
minate system. Considering the symmetry of the support schemes, respectively loading,
the value of the unknown antisymmetric shear force type is zero [11]. By using the bending
moment terms in Maxwell–Mohr [11] exclusively, eliminating the system indeterminacy
involves solving the system of two equations with two unknowns (1) of the form:{

δ11X1 + δ12X2 + Δ10 = 0
δ21X1 + δ22X2 + Δ20 = 0

(1)

Using the moment diagram, the system’s solution has the following form [10]:{
X1 = P

π

(
1 + 2 a

R
)

X2 = PR
π

[(
π
2 − 1

)
+
(

π
2 − 2

) a
R
] (2)

The performance criterion chosen for quantifying the global stiffness of system (2) is
the projection of the displacement of point Q on the vertical plane given by the relation:

vQ =
1

EI

∫
m0

Q·M·ds (3)

where m0
Q, M are the polynomial forms of the corresponding bending moment varia-

tions [10].
Considering the working variable q = a/R, the vertical projection displacement of the

point Q will depend on q, that is vQ = f (q). The goal is to determine a GEP model for the
deflection vQ.

In the following, we shall solve the problem for a sample case in which the val-
ues for the force, frame radius, and material properties are P = 150 daN, R = 5 m,
E = 2.1 × 105 MPa, and I = 4.93 × 106 mm4, respectively.

3. Methodology

The first step is to generate the deflection values for different q values. To reduce the
computation effort, the AxisVM13LT (https://axisvm.eu/ (accessed on 3 February 2023))
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and Solidworks (https://www.solidworks.com/ (accessed on 3 February 2023)) software
were utilized. The software was chosen because it is designed for structure calculations
using Finite Element Analysis (FAE) [12].

Since the aim of the article is not the FEA computation, we shall not present these
details here. For more information on the topic, the reader may see [10].

In the second step, GEP was employed to model the deflection.
GEP has futures from Genetic Algorithms (GA) and Genetic Programming (GP),

working with function and terminal sets, evaluating the individual using a fitness function,
and evolving the generation until a termination condition is met [13,14]. In GEP, a candidate
solution to a problem represents a formula formed by a composition of constants, variables,
and functions structured as a mathematical expression parse tree. GEP individuals are
strings of symbols encoding non-linear expressions formed by genes with a fixed length.
The chromosomes are formed by genes in a constant number for all the population’s
members. The structure of a gene is formed by a head (composed of any symbol) and a
tail (composed of constants and variables). The operators used in GEP are transposition,
mutation, and crossover. The candidate solutions are evaluated using the fitness function.
For details on GEP, the reader may see [1,13].

The input was formed by the data series generated at the previous step and the
corresponding a values.

To perform the modeling data series was divided into two parts: 70% for training and
30% for validation. The following settings of the GEP parameters were used: population
size: 50, maximum tries for the initial population: 10,000, number of genes per chromosome:
4, the length of the gene’s head: 8, the maximum number of generations: 2000, and the
number of generations without improvement: 1000. The fitness function was the variance
explained by the model (R2), and the hit tolerance was 0.01. The addition was the linking
function. The inversion, IS, and RIS transposition rates were set to 0.1, the one- and two-
point recombination to 0.3, the gene transposition and recombination rates to 0.1, and the
mutation rate was 0.03. The following operators and functions were used to obtain the GEP
model: +, −, ×, /, sqrt. Leave-one-out method was used to check the model’s quality.

The modeling was carried out in DTREG.

4. Results and Discussion

Figure 2 shows the system deformation resulting from the AxisVM simulation in the
studied case.

Figure 2. The system deformation: q—on the abscissa, and vq on the ordinate.

After running the GEP algorithm, the following expression was generated for the
deflection as a function of a:

vq = 4
√

a− 0.47697− 1.63476 + 1.35321/a + (a + 1.04081)×
√

a, (4)
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or

vq = 4
√

5q− 0.47697− 1.63476 + 0.27064/q + (11.18034q + 2.3273221)×√q. (5)

Figure 3 shows the chart of the actual vs. predicted error in the model. Most values are
situated at a small distance (measured on the parallel of the Ox axis) from the first bisectrix
of the axes of coordinates, indicating good model quality. To confirm this last assertion, the
goodness of fit indicators (R2), mean square error (MSE), mean absolute error (MAE), mean
absolute percentage error (MAPE), and the correlation between the actual and predicted
values (rap) are displayed in Table 1.

Figure 3. Predicted target values vs. actual target values in the GEP model.

Table 1. The goodness of fit indicators in the GEP model.

Training Test

R2 MSE MAE rap MAPE R2 MSE MAE rap MAPE
98.705% 0.00003 0.0035 0.9935 0.1333 97.299% 0.00009 0.0073 0.9936 0.2935

The R2 values are over 0.97, showing that 98.705% (97.299%, respectively) of the
deflection variation is explained by the variation of the explicative variable. Moreover,
there is a very good correlation between the actual and target values, with both rap values
being above 0.99. In terms of MAE and MSE, the model performs better on the Train-
ing set than on the Test data set, but all these values are very low (MAEs < 0.036 and
MSE < 0.00009), indicating that the model fits very well the data series.

An analogous study has been conducted using the SolidWorks output. The results
are similar in terms of goodness of fit indicators on the Training set, while on the Test
set, they are worse. The explanation is that the accuracy mainly depends on the type of
discretization used in FEA computation by each application (beam meshing is a simpler
discretization than solid meshing) and on the structure supporting schema.

5. Conclusions

Based on a set of deflection values obtained through FEA software or manual calcu-
lation, an Artificial Intelligence algorithm was built using GEP. This algorithm finds the
expression of deflection variation as a function of parameter a, where a/R quantifies the
structure stiffness in the studied problem. For a practical case, using this model, the de-
flection’s extreme values can be determined to analyze the structural behavior in different
loading cases for this supporting schema. Similar modeling expressions for deflection
variation using Artificial Intelligence must be generated for other supporting schema.
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Abstract: In forecasting socio-economic processes, it is essential to have tools that are highly perform-
ing, with results as close to reality as possible. Forecasting plays an important role in shaping the
decisions of governments and central banks about macroeconomic planning, and it is an essential
analytical tool in defining economic strategies of countries. The most common forecasting methods
used in the analysis of macroeconomic processes are based on extrapolation, i.e., extending the
trend observed in the past (and present) to the future. However, the presence of non-linearity in
the socio-economic systems under uncertainty, as well as the partial observability of the processes,
has contributed to make researchers and practitioners consider other methodologies, too. In this
paper, we analyze 18 time series of macroeconomic variables of the United States of America. We
compare the benchmark results obtained with “classic” forecasting techniques with those obtained
with our proposed architecture. The model we construct can be defined as “hybrid” since it combines
a Convolutional Neural Network (CNN) with a Bidirectional Long Short-Term Memory Network
(BiLSTM) backend. We show that, for what concerns minimizing the forecast error, our model
competes with and often improves the results obtained with the benchmark techniques. The goal of
this work is to highlight that, due to the recent advances in computing power, new techniques can be
added to the set of tools available to a policymaker for forecasting macroeconomic data.

Keywords: time series forecasting; economic forecasting; macroeconometric forecasting; deep
learning; CNN-BiLSTM

1. Introduction

Machine Learning is now deeply entwined with many aspects of modern society,
from optimizing web searches and filtering content on social networks to personalized
recommendations on e-commerce sites. Increasingly, these applications make use of a class
of techniques called Deep Learning, which forms a subfield of Machine Learning. Deep
Learning techniques are based on Artificial Neural Networks (ANNs), which are vaguely
inspired by the structure and functioning of the brain. ANNs are made by artificial neurons,
and these neurons are organized in many different layers: a given layer computes the
values to be used as input for the next layer in order to process the data in an increasingly
complex and complete way.

With a sufficient amount of data, such networks are able to learn the correct repre-
sentation and to outperform Machine Learning algorithms [1,2]; in other words, Deep
Learning can be thought of as a learning technique in which ANNs are exposed to very
huge amounts of data so that they can efficiently learn to perform tasks [3].

Deep Learning is one of the main sources of success for the recent advances in Artificial
Intelligence: because of ANNs and their variations, which can efficiently analyze images,
video, audio and sequential data, this area is developing rapidly.

For some years now, researchers have been trying to apply Deep Learning for forecast-
ing analysis on time series data. Excellent results have been achieved in some fields (among
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all, that of weather forecasts [4,5]), but in the economic–financial field, the use of these new
tools has not yet matured except for some applications in portfolio selection [6,7] and in
stock price forecasting [8–10]. Even so, Machine Learning techniques and Deep Learning
algorithms have shed light on new approaches to dealing with prediction problems, in
which the relationships between input and output variables are modeled in a deep and
layered hierarchy. Machine Learning techniques such as Support Vector Machines (SVMs)
and Random Forests, as well as Deep Learning techniques such as Convolutional Neural
Networks (CNNs), Recurrent Neural Networks (RNNs) and Long Short-Term Memory
(LSTMs) have gained a lot of attention recently, and they are increasingly being applied in
many disciplines [11–13]. Unlike simpler classification and regression problems, time series
forecasting adds a further order of complexity, caused by the time dependence between
observations. Traditionally, time series forecasting has been dominated by linear methods,
such as ARIMA, because they have a good theoretical framework and are effective on many
problems [11,14]. However, these methods also suffer from some limitations, such as being
sensible to the presence of missing data, excluding complex non-linear mappings between
inputs and outputs, and requiring a careful data preparation to find the optimal number
of delays.

Forecasting time series data in the macroeconomic domain is an even more challenging
task, mainly due to the possible unprecedent changes in economic trends on the one hand,
and incomplete information on the other [15–17]. The market volatility in recent years has
created serious concerns over the precision of economic and financial forecasts; therefore,
the accuracy of the predictions is an extremely important parameter to consider when
selecting a forecasting method [18,19].

One of the goals of this paper is to study which techniques offer the best forecasts,
starting from a dataset of US macroeconomic data. In this regard, we first employed
three econometric models (ARIMA, ARIMAX, and VAR), as well as Machine Learning
models (Elastic Net, XGBoost, and BiLSTM), to measure their prediction accuracy on the
examined variables. We have chosen to use these models because they are the most popular
forecasting tools in the econometric field [20,21] or because they have been deemed as
optimal for forecasting certain macroeconomic variables [15] and because, in a comparison
with other techniques (naive forecasting, exponential smoothing, etc.) they demonstrated
better performances. Next, we measured the prediction accuracy reported by our Deep
Learning architecture.

Deep Learning methods add non-linearity and complexity in time series forecasting,
and therefore they can provide good performance [3]. Furthermore, neural networks
should be able to exploit all the capabilities of classical linear prediction methods, since
they basically try to find the best mapping from inputs to outputs [2]. However, when it
comes to time series forecasting, ANNs and complex methods should be evaluated and
applied carefully, as depending on the data at hand they do not always deliver better results
than more traditional tools [22,23]. It is therefore important to include and evaluate the
performance of multiple methods to justify the application of neural networks.

CNNs are feedforward neural networks with shared weights and sparse interactions,
often used for processing data that has a known grid-like topology (such as images or time
series data). In CNN architectures, it is custom to process the data with a certain number of
convolutional layers, followed by a max-pooling layer. Informally, the convolutional layers
filter the data by removing noise and extracting features of the input, while the max-pooling
layer acts as an information contractor, keeping only a summary of those filtered features.
RNNs are a family of neural networks obtained by adding feedback connections to the
feedforward architecture, and they are again used mainly for processing sequential data
(such as text and time series data); LSTMs are a particular kind of them, which introduced
the idea of gates to better control the flow of information and learn long-term dependencies.

The main goal of this paper is to show that, due to the recent advances in comput-
ing power, there are additional methods of analysis that are available to policymakers,
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especially when they are planning some interventions based on the forecasts of economic
variables. We suggest that these methods should be taken into consideration.

2. The Model

Our proposed architecture is a hybrid CNN-BiLSTM. First, we stacked two one-
dimensional convolutional layers (64 filters each, with a filter size of 3) to filter the input
signal. The results of these convolutions were then passed to a one-dimensional MaxPooling
layer (pooling size of 2, no strides and “valid” padding), in order to down-sample the
feature maps, reduce the dimensionality, extract only the relevant information and in
general make the network more robust. Notice that we only halved the dimensionality,
applying a modest pooling size of 2. Applying a pooling layer after (usually two or more)
convolutional layers in order to filter the relevant information while also making the
network easier to train is a standard procedure in CNNs, even though recently (see, for
example, [24]) some researchers proposed efficient architectures made only of convolutional
layers that often reached state-of-the-art performance in a series of object recognition tasks.
We then flattened the down-sampled results into a vector of neurons, and we provided it
as a sequence to three-layer stacked Bidirectional LSTMs (BiLSTMs), each one, respectively,
with 200, 100 and 50 units. A BiLSTM cell [25] can be simply thought of as made of two
LSTMs: one reading the input sequence forward and the other reading it backwards, before
concatenating both interpretations. Doing so increases the amount of information available
to the model because it provides more context and, while so far it has been typically applied
for Natural Language Processing tasks, it recently proved to be very useful also for time
series forecasting [13].

Finally, the output of the BiLSTM submodel is followed by a fully connected (FC) layer
of 25 neurons to interpret its outcomes. We then stacked the output layer, which was again
a fully connected one, this time made by 12 neurons (when we wanted to forecast the next
12 months) or just a single neuron (when we performed single-step forecasting).

When training complex Deep Learning models, overfitting the train set is a very
common phenomenon. To deal with this problem and provide a good generalization, we
applied extensive dropout. Dropout [26] is an algorithm for which, at every training step,
each neuron in the considered layer has a certain defined probability p of being “dropped”.
Dropout offers regularization because it approximates training in parallel many neural
networks with different architectures: since at each training step a neuron can be active or
not, we are effectively training 2N different networks (where N represents the number of
neurons to which dropout is applied). It is also a very suitable technique when we do not
have a high amount of training data [27,28].

We applied dropout after the CNN submodel, after each BiLSTM layer, and after the
FC layer (before the output layer), for a total of five dropout layers. We applied stronger
dropout (p = 0.5) after each BiLSTM layer, while after the CNN submodel and the FC layer
we applied a milder one (p = 0.1).

As highlighted by [26], dropout works even better when combined with other regular-
ization techniques, such as weight and bias constraints. Large weight size can lead to the
problem of exploding gradients [29] which in turn makes the network unstable. To deal
with this problem, we can force the norm of all the weights in a layer to be below a certain
threshold c. Following again [26], we combined dropout with max-norm regularization,
bounding both the weights and the biases of each hidden layer to have their norms be
below three.

The activation function of a neuron/node is used to map the weighted sum of the
inputs to the output. For the entire network, we applied a ReLU (Rectified Linear Unit)
activation function, which is a piecewise linear function that outputs the summed weighted
input if positive, otherwise it outputs zero:

ReLU(x) = max(0, x). (1)
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Non-linearity is needed in activation functions to learn complex enough (non-linear)
mappings from the inputs to the output. ReLU and its variants have become the standard
choice as activation functions for training deep neural networks because of their many
desirable properties, one among which is the fact that they deal well with the problem of
vanishing gradients [30]. Traditionally, for the LSTM cells, the hyperbolic tangent (tanh)
function is used as activation. However, empirically, we found that passing the BiLSTM
output as argument to a ReLU function performed slightly better, which is in line with
other results in the literature [31]. We initialized the weights of each layer applying the
Glorot uniform initializer [30], which in practice works well for deep networks [32].

Another important choice is the optimization algorithm. We selected Adam [33]
because it combines both the ideas of momentum estimation and RMSProp, and it is fast
and efficient. It is typically the default choice [34], and indeed in our experiments we found
it to perform the best.

Finally, we trained our network using mini-batch gradient descent, which works as
a compromise between gradient descent and stochastic gradient descent (SGD). Using
mini-batches, we obtained a more stable convergence than using SGD while still injecting
enough noise in the model, which is required for non-convex optimization [35]. We chose
mini-batches of size m = 32, which usually works well in practice [36,37].

Figure 1 shows a stylized picture of our architecture.

Figure 1. The network structure of our CNN-BiLSTM architecture.

Consider a normalized time series Xn, where n denotes the number of input variables
(n = 1 for the univariate case) and y ∈ Xn represents our variable of interest. After
reframing the data as a supervised learning problem (where a given segment of Xn is
used to forecast the next t steps of y—which we denote here as yt), our described model
first processes Xn by extracting different features with different filters, down-sampling
the resulting feature maps via MaxPooling. The resulting outcome F is then flattened and
provided as input to the BiLSTM backend, which further processes the data and makes the
final prediction, ŷt. In short,

F = CNN(Xn), (2)

ŷt = BiLSTM(F). (3)
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3. Empirical Analysis

We conducted our empirical analysis using data collected by the Bureau of Economic
Analysis (BEA) and the Bureau of Labor Statistics (BLS) on different economic indicators of
the United States of America. Among the many variables collected by the two agencies,
we chose those that presented a low correlation (see Figure 2) in order to capture different
aspects of the economy as a whole. The 18 chosen variables have already been seasonally
adjusted, and they range from June 1947 to December 2019. They were measured monthly
(we linearly interpolated those that were recorded on a quarterly basis).

Figure 2. Correlation matrix of the considered variables.

The collected variables are consumption of goods, expenditure on durable goods, pri-
vate investments, import, export, inflation, GDP, available household income, government
expenditure, house prices, employment rate, and unemployment rate (all expressed as
growth rate over the same period of the previous year); average wages, Per Capita GDP
(in dollars); corporate profits, corporate taxation, private savings (in billions of dollars);
long-term unemployment (as a percentage of total unemployment).

Each variable is numerical, and we had no missing values in the original dataset. We
had a total of 871 observations for each variable. We split each time series into a train set
and a test set, using an 80–20 split ratio (i.e., the first 697 values were used for training our
models while the last 174 values were used to evaluate their performance). The reason
behind this split is because it is one of the of the most common ones and has been shown to
work well in practice [38]. We ran both multi-step forecasting (where the models tried to
forecast at once the next 12 values) and one-step forecasting (where the models iteratively
forecasted the next time step).

We first implemented three “classic” econometric models to perform forecasting on the
test set: an ARIMA model, an ARIMAX model, and a VAR model. We also considered three
Machine Learning models: a regularized linear regression model (Elastic Net), a gradient
boosting algorithm (XGBoost), and a baseline Deep Learning architecture (BiLSTM). The
forecast errors obtained from these models were the benchmark results to which to compare
our proposed architecture.

First, we needed to verify that the considered processes were stationary. We applied the
Augmented Dickey Fuller (ADF) test to check for the existence of unit roots. For only 5 of
the 18 variables (average wages, Per Capita GDP, corporate profits, corporate taxation, and
private savings) we did not reject the null hypothesis of having a unit root at a significance
level of 0.01. We set for these variables the differencing term to d = 1 in the ARIMA and
ARIMAX models, and a further test on the differentiated data of these variables confirmed
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the absence of unit roots. In addition, the autocorrelation function (ACF) and the partial
autocorrelation function (PACF) of these five variables further suggested the idea that d = 1.
We employed ACF and PACF also for finding the appropriate order of the autoregressive
term p and the moving average term q. We further compared the model specification
suggested by ACF and PACF with the one suggested by information criteria, such as the
Akaike Information Criterion (AIC). The specification suggested by ACF/PACF and AIC
often matched; when it did not, we preferred the one that empirically performed better.
This selection criterion led to the definition of different models depending on the variable.
In regard to the specifications for ARIMAX and VAR models, we selected the additional
covariates relying on the results of the Granger causality test, i.e., we included only further
explanatory variables that “Granger-cause” the dependent one; this can be understood as
including only the variables that improve the forecast results of the dependent one.

The choices of the values of p and q in the ARIMAX models were conducted as for the
ARIMA case. Naturally, since we were also considering further covariates, the implemented
specifications were different from those of ARIMA.

The number of lags p in the VAR models were selected using the multivariate version
of AIC. Since for each VAR model we included different covariates in the system (recall that
we selected only those that passed the Granger causality test for the considered dependent
variable of interest), we obtained different specifications for each model. We also considered
the possible presence of cointegration but, given the few processes that were I(1) in first
place, we never encountered such a case. We ran both the Engle–Granger cointegration
test and the Johansen cointegration test, and indeed they excluded such a possibility.
Therefore, when we had one or more I(1) processes in the system, we implemented a VAR
in differences, without the risk of it being mis-specified.

For what concerns Elastic Net and XGBoost, we used a grid search approach on
the train set of each variable to optimize the values of the hyperparameters as well as
the number of inputs, testing the performance of multiple different configurations and
choosing the most performing one. The BiLSTM architecture is the same three-layer stacked
configuration chosen for the BiLSTM backend in our proposed CNN-BiLSTM model.

4. Results

After having implemented the econometric models, we ran diagnostic checks to verify
the homoskedasticity, normality and absence of autocorrelation in the residuals: all the
models passed these tests, confirming the correctness of the selected specifications.

In order to compare the performance of the results obtained with the baseline models
with that obtained from our CNN-BiLSTM architecture, we needed to select an error metric.
We chose two popular metrics regularly employed in evaluation studies: the Mean Absolute
Error (MAE) and the Root Mean Squared Error (RMSE), which is the square root of MSE.
MAE is considered a natural measure of average error [39], while RMSE has the property
of penalizing large errors more, and it is often the preferred measure for regression tasks in
absence of many outliers. Considering N observations, their equations are given by

MAE =
1
n ∑n

i=1|yi − ŷi|, (4)

RMSE =

√
1
N ∑N

i=1(yi − ŷi)
2, (5)

where yi is the true value and ŷi is the value predicted by the model.
The econometric models have been implemented using the statistical package gretl

(Version 2020b), while the Machine Learning models and our proposed architecture were
built with Python (Version 3.7.3). We collected all the results in Tables 1–4.
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Table 1. Multi-step forecast errors for the univariate input models. Text in bold denotes the best
performance (95% confidence level).

Variable ARIMA Elastic Net XGBoost BiLSTM
Our

CNN-BiLSTM

RMSE
MAE

RMSE
MAE

RMSE
MAE

RMSE (std. dev.)
MAE (std. dev.)

RMSE (std. dev.)
MAE (std. dev.)

consumption 4.0965 2.9343 3.0921 2.9725 (0.0686) 1.9736 (0.0463)
2.8597 1.9814 2.0763 2.0737 (0.0217) 1.5941 (0.0459)

investments
8.8201 6.0735 6.1441 6.2068 (0.7248) 3.7446 (0.1710)
6.0830 4.0524 3.9671 4.1441 (0.4170) 2.9190 (0.1372)

imports 11.088 8.3575 7.7900 7.8201 (0.4894) 4.3390 (0.1758)
7.1216 6.1214 5.2379 5.1850 (0.4264) 3.3621 (0.1416)

exports 10.599 7.1607 7.2648 7.1996 (0.2561) 5.1139 (0.1191)
6.6301 5.0656 4.9356 4.6305 (0.4166) 3.3972 (0.0941)

inflation
2.2526 1.5051 1.5849 1.5760 (0.0418) 0.8927 (0.0305)
1.4850 0.9833 0.9830 1.0704 (0.0357) 0.6801 (0.0404)

wages 206.60 148.31 166.21 164.75 (8.7017) 141.20 (2.4414)
143.02 101.07 127.92 130.71 (13.638) 95.986 (3.4415)

per capita GDP 145.61 102.61 114.19 148.54 (9.9937) 86.209 (2.9799)
107.06 76.707 87.994 125.79 (11.249) 68.618 (3.3470)

firms’ profits 39.849 28.078 29.166 29.548 (1.0818) 23.911 (0.9131)
28.648 19.137 19.690 19.660 (0.7318) 18.481 (0.5890)

corporate taxation 4.0462 3.2166 3.7096 4.5836 (0.6401) 3.0049 (0.0761)
3.1330 2.4978 2.9433 3.6909 (0.2091) 2.3460 (0.0533)

private savings 47.670 37.938 38.543 39.569 (1.5244) 36.840 (03155)
35.448 27.982 28.764 29.538 (1.2444) 27.392 (0.3602)

expen. durable goods 8.5890 6.0217 6.3203 6.5361 (0.1523) 4.2486 (0.0985)
5.9085 3.8684 4.2891 4.4667 (0.1151) 3.2753 (0.0737)

GDP
2.9405 2.2276 2.2654 2.1998 (0.1925) 1.3007 (0.0669)
2.0696 1.6256 1.5530 1.4258 (0.0305) 0.9965 (0.0445)

household income
4.4913 3.0415 3.3690 3.0825 (0.0092) 2.9496 (0.0172)
2.9752 2.0485 2.1789 1.9547 (0.0143) 1.8623 (0.0161)

government expenditure 2.4130 2.4078 2.6883 2.4379 (0.0322) 1.9379 (0.0894)
1.9668 1.8971 2.0271 2.0667 (0.0413) 1.5853 (0.0892)

house prices 5.5399 2.8767 3.4029 3.6669 (0.1034) 2.3246 (0.0597)
4.2488 1.9062 2.1275 2.5121 (0.1170) 1.8021 (0.0506)

employment rate 0.9396 0.4462 0.6097 1.0915 (0.1840) 0.8562 (0.0315)
0.5943 0.2688 0.3803 0.6800 (0.2310) 0.7342 (0.0032)

unemployment rate 1.2203 0.5638 0.7087 0.6782 (0.0911) 0.4307 (0.0561)
0.8644 0.4000 0.4847 0.4163 (0.0714) 0.3565 (0.0417)

unemp. over 27 weeks 5.8469 3.9508 11.856 5.4433 (0.8422) 1.9146 (0.1641)
3.8736 2.9983 8.7233 4.0504 (0.6085) 1.4947 (0.1287)
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Table 2. Single-step forecast errors for the univariate input models. Text in bold denotes the best
performance (95% confidence level).

Variable ARIMA Elastic Net XGBoost BiLSTM
Our

CNN-BiLSTM

RMSE
MAE

RMSE
MAE

RMSE
MAE

RMSE (std. dev.)
MAE (std. dev.)

RMSE (std. dev.)
MAE (std. dev.)

consumption 0.9643 0.9553 1.3197 0.9081 (0.0280) 0.8653 (0.0238)
0.7120 0.6583 0.9289 0.6078 (0.0211) 0.5385 (0.0168)

investments
1.4326 1.4369 2.3368 1.4349 (0.0392) 1.3400 (0.0365)
0.9711 0.9419 1.4167 0.9849 (0.0383) 0.9246 (0.0147)

imports 1.7607 2.3095 2.5519 1.7439 (0.1267) 1.5588 (0.0478)
1.1129 1.6583 1.7599 1.1268 (0.0544) 1.0276 (0.0273)

exports 2.283 2.2169 2.7194 2.3930 (0.1076) 2.0841 (0.0452)
1.6165 1.5940 2.0555 1.5815 (0.0847) 1.3116 (0.0749)

inflation
0.4846 0.9553 0.6456 0.6115 (0.0376) 0.5554 (0.0149)
0.2919 0.6593 0.4136 0.3695 (0.0223) 0.3225 (0.0204)

wages 117.50 98.920 127.54 126.99 (4.5553) 121.86 (1.1490)
50.580 44.557 78.866 81.072 (9.1984) 71.469 (2.7451)

per capita GDP 65.879 65.311 78.466 80.204 (5.5873) 64.167 (0.4711)
37.380 32.470 46.829 56.759 (6.7406) 40.493 (1.7013)

firms’ profits 20.872 19.399 23.328 20.771 (1.5599) 17.165 (0.0945)
10.754 9.1343 13.805 12.611 (0.8903) 9.4561 (0.1147)

corporate taxation 2.2362 2.2831 2.3848 2.5278 (0.1010) 2.0766 (0.0557)
1.3484 1.2905 1.4029 1.7611 (0.1016) 1.1868 (0.0732)

private savings 26.963 28.001 34.706 31.628 (2.3708) 25.765 (0.3857)
18.998 20.012 23.230 21.659 (1.8836) 15.805 (08.280)

expen. durable goods 2.1026 2.0493 3.2429 1.9780 (0.1184) 1.7694 (0.0524)
1.3557 1.4233 2.1295 1.4542 (0.0796) 1.2527 (0.0757)

GDP
0.6006 0.6097 0.7673 0.5439 (0.0094) 0.5086 (0.0291)
0.4002 0.3924 0.5539 0.3475 (0.0222) 0.3165 (0.0240)

household income
0.9904 1.1643 1.7724 1.1304 (0.0906) 0.8914 (0.0281)
0.5434 0.6927 0.9226 0.6783 (0.0442) 0.6085 (0.0277)

government expenditure 0.5634 0.6093 0.7855 0.5975 (0.0394) 0.5191 (0.0098)
0.4001 0.4405 0.6336 0.4525 (0.0304) 0.3923 (0.0062)

house prices 0.7943 0.7671 1.2116 0.9762 (0.0797) 0.8293 (0.0291)
0.5159 0.4363 0.7466 0.6241 (0.0592) 0.5085 (0.0313)

employment rate 0.1316 0.1373 0.2263 0.3539 (0.0297) 0.3716 (0.0058)
0.1029 0.1059 0.1703 0.2360 (0.0404) 0.2422 (0.0141)

unemployment rate 0.1547 0.1592 0.2037 0.1552 (0.0022) 0.1569 (0.0007)
0.1238 0.1279 0.1526 0.1230 (0.0027) 0.1247 (0.0011)

unemp. over 27 weeks 1.2845 1.2896 9.7659 1.3294 (0.0988) 1.5099 (0.0656)
0.9715 0.9756 6.6189 1.0333 (0.0757) 1.1661 (0.0587)
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Table 3. Multi-step forecast errors for the multivariate input models. Text in bold denotes the best
performance (95% confidence level).

Variable ARIMAX VAR Elastic Net XGBoost BiLSTM
Our

CNN-BiLSTM

RMSE
MAE

RMSE
MAE

RMSE
MAE

RMSE
MAE

RMSE (std. dev.)
MAE (std. dev.)

RMSE (std. dev.)
MAE (std. dev.)

consumption 4.0460 4.1935 3.6708 3.4773 3.4177 (0.1048) 3.2332 (0.0232)
2.7761 3.0393 2.6287 2.3817 2.5099 (0.0734) 2.2925 (0.0376)

investments 8.3121 11.113 6.9493 6.4072 6.2005 (0.3294) 5.6495 (0.0631)
5.4483 8.8338 4.5236 4.2031 4.2836 (0.2893) 3.8215 (0.1032)

imports 9.5076 8.7729 7.6435 7.8722 6.9976 (0.1286) 6.5982 (0.0757)
7.1720 6.8316 5.4115 5.5894 4.3225 (0.1295) 4.0813 (0.0615)

exports 8.6620 8.7729 7.6435 7.3792 7.3524 (0.1209) 6.9591 (0.1499)
6.4796 6.8316 5.4115 5.3136 5.2083 (0.2321) 4.7479 (0.1894)

inflation 1.9595 1.7622 1.6580 1.5018 1.5093 (0.0164) 1.5165 (0.0353)
1.5155 1.1454 1.2344 0.9855 1.0497 (0.0339) 1.0930 (0.0473)

wages 173.51 164.74 142.60 147.79 154.29 (7.3877) 141.65 (0.4800)
135.74 123.20 94.343 99.890 108.36 (11.398) 91.314 (1.1180)

per capita GDP 131.39 127.81 108.66 109.46 104.87 (2.6097) 97.836 (0.5310)
103.27 99.720 80.566 84.470 79.508 (2.7268) 72.670 (0.4794)

firms’ profits 29.515 29.606 29.169 28.808 28.881 (0.1190) 28.029 (0.0803)
20.162 20.127 20.061 19.758 19.517 (0.1231) 18.927 (0.1183)

corporate taxation 4.1696 3.9330 3.0939 3.5095 3.2635 (0.0528) 2.9983 (0.0300)
3.0078 2.8608 2.3600 2.7044 2.5187 (0.0696) 2.2922 (0.0125)

private savings 39.156 40.942 37.644 37.657 36.509 (0.3576) 35.862 (0.2169)
29.315 30.340 27.215 27.197 26.957 (0.1213) 26.416 (0.0249)

expen. durable goods 7.5644 6.9866 6.7296 6.6235 6.7366 (0.1282) 6.3273 (0.1463)
5.0644 5.3048 4.3630 4.4179 4.7585 (0.2162) 4.2023 (0.0660)

GDP 3.2227 3.3951 2.5851 2.3209 2.2353 (0.1251) 2.0479 (0.0587)
2.4332 2.3968 1.8965 1.6542 1.6550 (0.2241) 1.3924 (0.0620)

household income 3.5447 3.0540 3.1000 3.4116 3.0019 (0.0269) 2.8639 (0.1174)
2.5716 2.0809 2.1340 2.1781 2.0218 (0.0438) 1.9530 (0.0519)

government expen. 3.5540 4.8023 2.0151 2.3825 2.3299 (0.0241) 1.5517 (0.0455)
2.7296 3.4904 1.5048 1.8464 1.8869 (0.0480) 1.2469 (0.0295)

house prices 4.1156 5.2339 3.4730 3.4337 3.6274 (0.0694) 3.2234 (0.0437)
2.7895 4.0954 2.5971 2.4875 2.7029 (0.3359) 2.3406 (0.0359)

employment rate 2.0070 4.2618 0.4970 0.5008 0.5733 (0.1733) 0.3754 (0.0168)
1.5946 3.9164 0.3281 0.3830 0.4789 (0.1207) 0.2988 (0.0182)

unemployment rate 2.0894 2.3794 0.5858 0.5554 0.6595 (0.0508) 0.4636 (0.0306)
1.6533 1.7583 0.4443 0.4153 0.4667 (0.0342) 0.3147 (0.0314)

unemp. over 27 w. 17.772 17.696 2.9366 9.5743 3.7248 (0.6547) 2.8321 (0.0330)
15.120 17.218 2.2811 6.9341 3.1515 (0.5486) 2.2403 (0.0075)

Table 4. Single-step forecast errors for the multivariate input models. Text in bold denotes the best
performance (95% confidence level).

Variable ARIMAX VAR Elastic Net XGBoost BiLSTM
Our

CNN-BiLSTM

RMSE
MAE

RMSE
MAE

RMSE
MAE

RMSE
MAE

RMSE (std. dev.)
MAE (std. dev.)

RMSE (std. dev.)
MAE (std. dev.)

consumption 1.7566 2.9969 1.1707 1.6084 1.9307 (0.1019) 2.1592 (0.1323)
1.2117 2.4505 0.8992 1.2032 1.4358 (0.1144) 1.6629 (0.1393)

investments 5.3641 10.213 2.7433 2.8168 2.5233 (0.1986) 2.2397 (0.2277)
3.6766 9.2144 2.2516 1.8298 1.8002 (0.1657) 1.6682 (0.1700)

imports 5.3600 6.0002 2.8470 3.4139 3.2036 (0.2811) 2.3958 (0.0599)
4.3036 4.7285 2.1585 2.0686 2.4632 (0.1612) 1.7573 (0.0653)

exports 7.5044 7.2302 3.9126 3.9077 4.4484 (0.3598) 3.6799 (0.1089)
5.1107 5.4215 2.8886 2.7276 3.0564 (0.1857) 2.7379 (0.1062)
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Table 4. Cont.

Variable ARIMAX VAR Elastic Net XGBoost BiLSTM
Our

CNN-BiLSTM

inflation
2.4004 5.8533 0.6923 0.7326 1.3577 (0.1675) 1.1152 (0.2807)
1.9318 4.6454 0.4677 0.4734 1.0098 (0.1148) 0.8316 (0.2151)

wages 144.23 138.73 117.72 124.43 118.26 (2.1950) 114.22 (2.0562)
107.37 92.062 68.958 75.590 68.691 (2.4276) 63.500 (1.9796)

per capita GDP 87.899 78.678 64.985 83.200 71.752 (2.4801) 61.601 (1.3644)
62.521 59.400 45.917 54.800 49.911 (0.9571) 42.292 (2.1096)

firms’ profits 23.038 24.186 22.729 28.622 21.102 (0.6201) 18.358 (0.3645)
16.984 17.132 12.229 18.731 13.122 (0.3800) 11.501 (0.6107)

corporate taxation 3.5300 3.2948 2.3399 2.5744 2.4300 (0.1239) 2.2880 (0.0093)
2.6559 2.6556 1.5964 1.5975 1.6751 (0.0506) 1.5749 (0.0094)

private savings 29.915 32.496 28.248 37.090 33.859 (1.1122) 25.749 (0.4926)
21.136 22.814 16.479 23.940 22.989 (1.0929) 15.895 (0.2147)

expen. durable goods 7.6315 15.597 5.2789 5.0983 7.0292 (0.3995) 4.2094 (0.1529)
4.9930 12.497 3.4234 3.2737 5.0255 (0.7138) 3.1987 (0.1189)

GDP
1.3641 2.2758 0.9309 0.9349 1.1034 (0.0647) 0.8727 (0.0372)
0.9897 1.9223 0.7082 0.7232 0.7880 (0.0315) 0.6515 (0.0343)

household income
3.1828 7.3236 2.1474 1.9454 2.2263 (0.1348) 2.2520 (0.1713)
2.2418 5.7770 1.4936 1.0294 1.5581 (0.1717) 1.6404 (0.1257)

government expen. 3.8283 2.8563 1.2604 1.0056 1.1806 (0.1617) 1.0664 (0.0420)
3.1686 2.2076 1.0073 0.8085 0.8747 (0.1080) 0.8037 (0.0320)

house prices 4.0064 3.2791 0.7930 1.3561 1.3317 (0.1338) 1.2537 (0.0430)
2.7954 2.7633 0.6006 0.9131 1.0029 (0.1015) 0.9268 (0.0668)

employment rate 2.0802 0.6177 0.1319 0.2055 0.2540 (0.0274) 0.2182 (0.0099)
1.6528 0.4981 0.1027 0.1618 0.1981 (0.0160) 0.1700 (0.0067)

unemployment rate 1.8229 2.2742 0.1414 0.3147 0.2357 (0.0259) 0.2013 (0.0022)
1.3537 1.8059 0.1287 0.2085 0.1915 (0.0240) 0.1566 (0.0021)

unemp. over 27 w. 19.020 12.429 1.1769 10.796 1.9132 (0.2058) 1.7467 (0.0925)
16.049 11.726 0.9036 7.5981 1.4810 (0.2187) 1.3394 (0.0701)

For the sake of equal comparisons, we compared the MAE/RMSE of the ARIMA
models and univariate Elastic Net/XGBoost/BiLSTM with the MAE/RMSE obtained
from a univariate input CNN-BiLSTM (that used only lagged values of the dependent
variable), and we compared the MAE/RMSE of the ARIMAX, VAR, and multivariate
Elastic Net/XGBoost/BiLSTM models with the ones obtained from a multivariate input
CNN-BiLSTM (that used, in addition to the lagged values of the dependent variable, also
lagged values from additional covariates). As mentioned in Section 3, we selected as
additional covariates to be added to the multivariate input models only those variables
that Granger-caused the dependent variable. We reported the selected variables in the
Appendix A (Table A1).

In the above tables, for each variable, the text in bold denotes the best performance
for the considered metric. From Tables 1 and 2, we can see that for the univariate time
series analysis, the forecast errors of our architecture were in general much lower than
the competitor models, in particular for the multi-step forecast. Indeed, when trying to
forecast the next 12 values, the CNN-BiLSTM architecture significatively performed better
for 17 variables out of 18. For the one-step forecast, there were only six variables where
the results of the competitor models were significantly better, and even in those cases the
results of our architecture were often close.

We obtained the same excellent results for multi-step forecasting when we operated
in a multivariate time series context (see Table 3). The multivariate one-step forecast
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results (Table 4) were also satisfactory: our model performed better than the multivariate
competitor models for 10 variables out of 18.

It should be noted that, for all the models, the multivariate results were in general
significantly worse than the univariate case. In particular, for what concerns our proposed
model, we guess that one reason behind this worsening is related to the higher amount
of information (coming from multiple time series) that was processed by the network:
to determine the best configuration of the parameters, the network tries to minimize a
non-convex cost function that lies in a very high dimensional space, and non-relevant
information could make the optimization process to become more easily stuck in poor local
minima. We think that a longer training combined with injecting more noise (for instance,
by reducing the mini-batch size) could solve the problem, and we plan to study this issue
in greater detail in future studies.

It should also be mentioned that we cannot evaluate the quality of a Deep Learning
architecture from a single run. Indeed, as a consequence of the random weight initialization
and the optimization process, there is an inherent stochastic component in the obtained
results. The results reported in Tables 1–4 are the average mean of 10 different evaluations of
the Deep Learning models, where in brackets we reported the standard deviation. For each
variable, to confirm statistically significant differences in the results, we ran independent
t-tests with p < 0.05.

We can also visualize the predictions of the competitor models with those of our
architecture. As an example, let us consider the variable “Investments”. We compared the
one-step forecasts (Figure 3) and the multi-step forecasts (Figure 4) obtained with ARIMA,
Elastic Net, and the CNN-BiLSTM architecture.

Figure 3. A comparison between the one-step forecast results for ARIMA (left), Elastic Net (middle),
and our CNN-BiLSTM architecture (right) for the variable “Investments”.

Figure 4. A comparison between the multi-step forecast results for ARIMA (left), Elastic Net (middle),
and our CNN-BiLSTM architecture (right) for the variable “Investments”.
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5. Conclusions

This paper addresses the problem of obtaining increasingly accurate forecasts for
different macroeconomic indicators in order to offer a valid support for policymakers
to better plan economic policies. With the recent advances in Machine Learning (and in
particular Deep Learning), new investigation techniques are emerging, and they are gaining
popularity among researchers from different disciplines. However, in the context of macroe-
conomic forecasting, these techniques are not yet widely used (except for some financial
applications), and other more “traditional” econometric models are often preferred.

The question we asked ourselves was to understand how much a new model im-
plemented with these techniques was able to compete with the traditional tools; to this
purpose, we selected two error metrics (MAE and RMSE) and we compared the forecast
errors of the considered models. In constructing our architecture, we implemented a
“hybrid” model, combining a CNN to extract the salient features of the time series and a
Bidirectional LSTM backend to learn the timing relationships and perform the forecasts.
While econometric models are certainly easier to fit and are more interpretable, for what
purely concerns the forecasting component the results obtained with the proposed Deep
Learning architecture are very promising.

The main problem when applying these techniques to time series (in particular macroe-
conomic time series) is that to obtain good forecast results, one in general needs a huge
number of observations. Deep Learning is not suitable in contexts where the time series
are too short, or where the measurements are not frequent enough. However, we can
conclude that, with the data availability that increases more and more over time, Deep
Learning techniques should be taken into serious consideration to make predictions about
the evolution of the economy.

Our model can be further improved: first, we selected the model hyperparameters
with a “trial and error” approach, and an accurate grid search is likely to lead to better
results. However, the focus of this work was on producing better (or on par) results than
“traditional” methods, and not on finding the best possible architecture configuration.
Effective Deep Learning applications to time series analysis are being developed only
recently and there is certainly room for further improvement. We believe that new more
performing algorithms and architectures will be available shortly.
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Appendix A

Appendix A.1

Table A1. Additional covariates added in the multivariate input models for each dependent variable.

consumption
inflation, per capita GDP, corporate taxation, private savings, expen.

durable goods, household income, unemployment rate, unempl. over 27
weeks

investments
consumption, imports, exports, per capita GDP, firms’ profits, expen.

durable goods, GDP, house prices, employment rate, unemployment rate,
unempl. over 27 weeks
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Table A1. Cont.

imports consumption, exports, inflation, GDP, expen. durable goods, household
income, government expenditure, house prices

exports consumption, investments, inflation, GDP, expen. durable goods,
government expenditure, unemployment rate

inflation corporate taxation, private savings, GDP, government expenditure,
unempl. over 27 weeks

wages per capita GDP, firms’ profits, corporate taxation, household income

per capita GDP investments, wages, firms’ profits, corporate taxation, private savings,
GDP, household income, employment rate

firms’ profits wages, per capita GDP, Private savings, GDP

corporate taxation wages, firms’ profits, private savings, unemployment rate

private savings wages, per capita GDP, firms’ profits, household income

expen. durable good inflation, wages, firms’ profits, private savings, employment rate,
unemployment rate, unempl. over 27 weeks

GDP
consumption, investments, per capita GDP, firms’ profits, expen. durable

goods, household income, government expenditure, house prices,
unemployment rate

household income
consumption, imports, inflation, wages, firms’ profits, private savings,
expen. durable goods, house prices, employment rate, unemployment

rate, unempl. over 27 weeks

government expenditure investments, exports, inflation, expen. durable goods, household income,
unemployment rate

house prices imports, exports, inflation, corporate taxation, expen. durable goods,
GDP, government expenditure, employment rate, unemployment rate

employment rate consumption, inflation, per capita GDP, GDP, household income,
government expenditure

unemployment rate consumption, inflation, expen. durable goods, GDP, employment rate

unempl. over 27 weeks private savings, imports, exports, GDP, house prices, unemployment rate

Appendix A.2. Specifications of the ARIMA, ARIMAX, and VAR Models

For each variable we report, in order, (p,d,q) specification of multi-step ARIMA; (p,d,q)
specification of single-step ARIMA; (p,d,q) specification of ARIMAX; (l) lags for VAR.

Consumption (3,0,4), (4,0,1), (4,0,4), (8); investments (2,0,2), (4,0,1), (4,0,4), (5); imports
(2,0,4), (4,0,2), (0,0,4), (8); exports (6,0,4), (4,0,1), (0,0,4), (8); inflation (8,0,2), (4,0,1), (4,0,2),
(8); wages (3,1,2), (2,1,1), (4,1,2), (7); per capita GDP (8,1,4), (2,1,1), (5,1,4), (7); firms’ profits
(2,1,2), (3,1,1), (4,1,4), (7); corporate taxation (8,1,1), (3,1,1), (7,1,4), (7); private savings (3,1,4),
(3,1,1), (4,1,4), (7); expen. durable goods (3,0,4), (4,0,1), (0,0,4), (7); GDP (8,0,2), (4,0,1), (8,0,4),
(5); household income (3,0,4), (3,0,2), (0,0,4), (5); government expenditure (4,0,4), (4,0,1),
(4,0,4), (8); house prices (6,0,4), (4,0,1), (8,0,4), (8); employment rate (8,0,3), (4,0,1), (4,0,2), (8);
unemployment rate (8,0,4), (4,0,1), (7,0,3), (8); unemp. over 27 weeks (8,0,4), (4,0,2), (4,0,4), (7).

References

1. Fan, J.; Ma, C.; Zhong, Y. A selective overview of deep learning. Stat Sci. 2021, 36, 264–290. [CrossRef] [PubMed]
2. Mathew, A.; Amudha, P.; Sivakumari, S. Deep Learning Techniques: An Overview. In Advanced Machine Learning Technologies and

Applications, Proceedings of the International Conference on Advances in Intelligent Systems and Computing (AMLTA 2020), Jaipur, India,
13–15 February 2020; Hassanien, A., Bhatnagar, R., Darwish, A., Eds.; Springer: Singapore, 2020; Volume 1141, p. 1141. [CrossRef]

3. Chakraborty, C.; Joseph, A. Machine Learning at Central Banks; Working Paper 674; Bank of England: London, UK, 2017.
4. Espeholt, L.; Agrawal, S.; Sonderby, C.; Kumar, M.; Heek, J.; Bromberg, C.; Gazen, C.; Carver, R.; Andrychowicz, M.; Hickey, J.;

et al. Skillful twelve hour precipitation forecasts using large context neural networks. arXiv 2021, arXiv:2111.07470.
5. Chen, G.; Liu, S.; Jiang, F. Daily Weather Forecasting Based on Deep Learning Model: A Case Study of Shenzhen City, China.

Atmosphere 2022, 13, 1208. [CrossRef]

359



Eng. Proc. 2023, 39, 33

6. Corsaro, S.; De Simone, V.; Marino, Z.; Scognamiglio, S. l1-Regularization in portfolio selection with machine learning. Mathematics
2022, 10, 540. [CrossRef]

7. Asawa, Y.S. Modern Machine Learning Solutions for Portfolio Selection. IEEE Eng. Manag. Rev. 2022, 50, 94–112. [CrossRef]
8. Kumbure, M.M.; Lohrmann, C.; Luukka, P.; Porras, J. Machine learning techniques and data for stock market forecasting: A

literature review. Expert Syst. Appl 2022, 197, 116659. [CrossRef]
9. Khalid, A.; Huthaifa, K.; Hamzah, A.A.; Anas, R.A.; Laith, A. A New Stock Price Forecasting Method Using Active Deep Learning

Approach. J. Open Innov. Technol. Mark. Complex. 2022, 8, 96, ISSN 2199-8531. [CrossRef]
10. Staffini, A. Stock Price Forecasting by a Deep Convolutional Generative Adversarial Network. Front. Artif. Intell. 2022, 5, 837596.

[CrossRef]
11. Namini, S.S.; Tavakoli, N.; Namin, A.S. A Comparison of ARIMA and LSTM in Forecasting Time Series. In Proceedings of the

17th IEEE International Conference on Machine Learning and Applications (ICMLA), Orlando, FL, USA, 17–20 December 2018;
pp. 1394–1401. [CrossRef]

12. Zulfany, E.R.; Reina, S.; Andy, E. A Comparison: Prediction of Death and Infected COVID-19 Cases in Indonesia Using Time
Series Smoothing and LSTM Neural Network. Procedia Comput. Sci. 2021, 179, 982–988, ISSN 1877-0509. [CrossRef]

13. Jin, X.; Yu, X.; Wang, X.; Bai, Y.; Su, T.; Kong, J. Prediction for Time Series with CNN and LSTM. In Proceedings of the 11th
International Conference on Modelling, Identification and Control (ICMIC2019); Lecture Notes in Electrical Engineering; Wang, R.,
Chen, Z., Zhang, W., Zhu, Q., Eds.; Springer: Singapore, 2020; Volume 582. [CrossRef]

14. Jama, M. Time Series Modeling and Forecasting of Somaliland Consumer Price Index: A Comparison of ARIMA and Regression
with ARIMA Errors. Am. J. Theor. Appl. Stat. 2020, 9, 143–153. [CrossRef]

15. Hall, A.S. Machine Learning Approaches to Macroeconomic Forecasting. Econ. Rev. Fed. Reserve Bank Kans. City 2018, 103, 63–81.
[CrossRef]

16. Khan, M.A.; Abbas, K.; Su’ud, M.M.; Salameh, A.A.; Alam, M.M.; Aman, N.; Mehreen, M.; Jan, A.; Hashim, N.A.A.B.N.; Aziz, R.C.
Application of Machine Learning Algorithms for Sustainable Business Management Based on Macro-Economic Data: Supervised
Learning Techniques Approach. Sustainability 2022, 14, 9964. [CrossRef]

17. Coulombe, P.G.; Leroux, M.; Stevanovic, D.; Surprenant, S. How is machine learning useful for macroeconomic forecasting?
J. Appl. Econom. 2022, 37, 920–964. [CrossRef]

18. Nosratabadi, S.; Mosavi, A.; Duan, P.; Ghamisi, P.; Filip, F.; Band, S.S.; Reuter, U.; Gama, J.; Gandomi, A.H. Data Science in
Economics: Comprehensive Review of Advanced Machine Learning and Deep Learning Methods. Mathematics 2020, 8, 1799.
[CrossRef]

19. Yoon, J. Forecasting of Real GDP Growth Using Machine Learning Models: Gradient Boosting and Random Forest Approach.
Comput. Econ. 2021, 57, 247–265. [CrossRef]

20. Vafin, A. Forecasting macroeconomic indicators for seven major economies using the ARIMA model. Sage Sci. Econ. Rev. 2020, 3,
1–16. [CrossRef]

21. Shijun, C.; Xiaoli, H.; Yunbin, S.; Chong, Y. Application of Improved LSTM Algorithm in Macroeconomic Forecasting. Comput.
Intell. Neurosci. 2021, 2021, 4471044. [CrossRef]

22. Makridakis, S.; Spiliotis, E.; Assimakopoulos, V. Statistical and Machine Learning forecasting methods: Concerns and ways
forward. PLoS ONE 2018, 13, e0194889. [CrossRef]

23. Staffini, A.; Svensson, T.; Chung, U.-I.; Svensson, A.K. Heart Rate Modeling and Prediction Using Autoregressive Models and
Deep Learning. Sensors 2021, 22, 34. [CrossRef]

24. Springenberg, J.; Dosovitskiy, A.; Brox, T.; Riedmiller, M. Striving for Simplicity: The All Convolutional Net. arXiv 2015,
arXiv:1412.6806.

25. Graves, A.; Schmidhuber, J. Framewise phoneme classification with bidirectional LSTM networks. In Proceedings of the IEEE
International Joint Conference on Neural Networks 2005, Montreal, QC, Canada, 31 July–4 August 2005; Volume 4, pp. 2047–2052.
[CrossRef]

26. Srivastava, N.; Hinton, G.; Krizhevsky, A.; Sutskever, I. Dropout: A Simple Way to Prevent Neural Networks from Overfitting. J.
Mach. Learn. Res. 2014, 15, 1929–1958.

27. Yuanyuan, C.; Zhang, Y. Adaptive sparse dropout: Learning the certainty and uncertainty in deep neural networks. Neurocomput-
ing 2021, 450, 354–361, ISSN 0925-2312. [CrossRef]

28. Bikash, S.; Angshuman, P.; Dipti, P.M. Deterministic dropout for deep neural networks using composite random forest. Pattern
Recognit. Lett. 2020, 131, 205–212, ISSN 0167-8655. [CrossRef]

29. Bengio, Y.; Simard, P.; Frasconi, P. Learning long-term dependencies with gradient descent is difficult. IEEE Trans. Neural Netw.
1994, 5, 157–166. [CrossRef] [PubMed]

30. Glorot, X.; Bengio, Y. Understanding the difficulty of training deep feedforward neural networks. J. Mach. Learn. Res. 2010, 9,
249–256.

31. Le, Q.; Jaitly, N.; Hinton, G. A Simple Way to Initialize Recurrent Networks of Rectified Linear Units. arXiv 2015, arXiv:1504.00941.
32. Calin, O. Deep Learning Architectures: A Mathematical Approach; Springer Series in the Data Sciences; Springer International

Publishing: New York, NY, USA, 2020; ISBN 978-3-030-36721-3.
33. Kingma, D.; Ba, J. Adam: A Method for Stochastic Optimization. arXiv 2014, arXiv:1412.6980v9.
34. Ruder, S. An Overview of Multi-Task Learning in Deep Neural Networks. arXiv 2017, arXiv:1706.05098.

360



Eng. Proc. 2023, 39, 33

35. Ge, R.; Huang, F.; Jin, C.; Yuan, Y. Escaping from Saddle Points---Online Stochastic Gradient for Tensor Decomposition. arXiv
2015, arXiv:1503.02101.

36. Bengio, Y. Practical recommendations for gradient-based training of deep architectures. In Tricks of the Trade, 2nd ed.; Volume
7700 of Theoretical Computer Science and General Issues; Springer: Berlin/Heidelberg, Germany, 2012; pp. 437–478.

37. Masters, D.; Luschi, C. Revisiting Small Batch Training for Deep Neural Networks. arXiv 2018, arXiv:1804.07612.
38. Gholamy, A.; Kreinovich, V.; Kosheleva, O. Why 70/30 or 80/20 Relation Between Training and Testing Sets: A Pedagogical Explanation;

University of Texas at El Paso Departmental Technical Reports (CS): El Paso, TX, USA, 2018.
39. Willmott, C.J.; Matsuura, K. Advantages of the Mean Absolute Error (MAE) over the Root Mean Square Error (RMSE) in Assessing

Average Model Performance. Clim. Res. 2005, 30, 79. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

361





Citation: Alexander, N.; Scherer, W.

Forecasting Tangency Portfolios and

Investing in the Minimum Euclidean

Distance Portfolio to Maximize

Out-of-Sample Sharpe Ratios. Eng.

Proc. 2023, 39, 34. https://doi.org/

10.3390/engproc2023039034

Academic Editors: Ignacio Rojas,

Hector Pomares, Luis Javier Herrera,

Fernando Rojas and Olga Valenzuela

Published: 30 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

Forecasting Tangency Portfolios and Investing in the Minimum
Euclidean Distance Portfolio to Maximize Out-of-Sample
Sharpe Ratios †

Nolan Alexander * and William Scherer

Department of Systems Engineering, University of Virginia, Charlottesville, VA 22903, USA; wts@virginia.edu
* Correspondence: nolan_alex2018@yahoo.com
† Presented at the 9th International Conference on Time Series and Forecasting, Gran Canaria, Spain,

12–14 July 2023.

Abstract: We propose a novel model to achieve superior out-of-sample Sharpe ratios. While most
research in asset allocation focuses on estimating the return vector and covariance matrix, the first
component of our novel model instead forecasts the future tangency portfolio, and the second
component then determines the optimal investment portfolio. First, to forecast the tangency portfolio,
we forecast the efficient frontier by decomposing its functional form, a square root second-order
polynomial, into three interpretable coefficients, which can then be used to calculate a forecasted
tangency portfolio. These coefficients can be forecasted using vector autoregressions. Second, the
model invests in the portfolio on the efficient frontier that is the minimum Euclidean distance from
this forecasted tangency portfolio. A motivation for our approach is to address the limitation that
the tangency portfolio only maximizes the Sharpe ratio when future returns and covariances are
stationary, and can be directly estimated with historical data, which often does not hold in out-of-
sample data. Our approach addresses this shortcoming in a novel way by forecasting the tangency
portfolio, rather than estimating return and covariance. For empirical testing, we employ two sets of
assets that span the market to demonstrate and validate the performance of this novel method.

Keywords: modern portfolio theory; mean–variance optimization; tangency portfolio; forecasting;
efficient frontier; asset allocation

1. Introduction

Mean–variance optimization, developed by Markowitz [1], is the foundation to Mod-
ern Portfolio Theory (MPT). The model uses quadratic programming to select portfolios
that minimize risk, as measured by volatility, while generating a fixed expected return.
The model constructs a pareto frontier that consists of these optimal portfolios, known as
an efficient frontier. This efficient frontier allows investors to visualize tradeoffs between
portfolio risk and return. A natural question that arises is which portfolio on the efficient
frontier is best to invest in. In 1964, William Sharpe developed a portfolio metric known as
the Sharpe ratio, defined as the ratio of the portfolio return exceeding the risk-free rate and
the portfolio’s volatility [2]. The portfolio that maximizes the Sharpe ratio when there is a
risk-free rate is the one that corresponds with the market. This portfolio intersects with the
capital market line (CML) under the Capital Asset Pricing Model (CAPM), which has an
intercept at the risk-free rate and a slope defining the Sharpe ratio. This Sharpe-maximizing
portfolio is known as the tangency portfolio because the CML is tangent to the efficient
frontier as the feasible region is convex.

The tangency portfolio model makes several assumptions that researchers have at-
tempted to relax, such as transaction costs [3]. This paper, however, will only focus on
relaxing one: that the future expected asset returns and covariances will be identical to the
asset’s historical data. This paper will focus on relaxing this assumption, as there often exist
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significant estimation errors in practice because of nonstationary market behavior. This
limitation is significant, as Dickinson [4] found that the misestimation of these parameters
causes the portfolio weights to be unstable, and Kan and Zhou [5] found that estimating the
population parameters with samples leads to poor performance out-of-sample. There exist
multiple models that attempt to relax this assumption already. Some of the most significant
are the Black–Litterman model, Covariance Matrix Shrinkage, and Dynamic Conditional
Correlation Multivariate GARCH (DCC MV-GARCH).

In 1992, Black and Litterman [6] proposed a closed-form model to provide better
posterior estimates of the return vector and covariance matrix using a Bayesian approach.
The Black–Litterman model uses two priors: investors’ beliefs in the assets and the market
capitalized equilibrium view, which weights assets by their market capitalization. The
model requires investors to provide several inputs: a matrix of their views on the assets,
a vector of the returns in each view, the level-of-unconfidence in each view, and the
hyperparameter weight-on-views, which determines how much weight should be put on
each prior.

Engle and Sheppard [7] proposed a method to forecast covariance matrices using Gen-
eralized Autoregressive Conditional Heteroskedasticity (GARCH), which is a time-series
method to estimate volatility (Engle and Sheppard, 2001). DCC MV-GARCH transforms
residuals from GARCH models applied to each asset to obtain conditional correlation
estimators, which can be used to estimate the covariance matrix.

Ledoit and Wolf [8] proposed a model to obtain better estimates of the covariance
matrix through shrinkage (Ledoit and Wolf, 2003). Shrinkage reduces estimation error by
reducing the sample covariance matrix towards a highly structured estimator, which helps
ensure that estimates of the covariance matrix are stable when the number of columns is
greater than the number of rows.

While these models improve estimation of the MPT parameters, and therefore provide
more accurate tangency portfolios, they still have limitations. Mankert [9] explains that, in
practice, the Black–Litterman model can be difficult to implement because it requires that
the investor input a large number of estimates including matrices and vectors. Covariance
matrix shrinkage and DCC MV-GARCH may provide better estimates of covariance matri-
ces, but are unable to provide estimates of the return vector, which is the other parameter
required for mean–variance estimation. Finally, the complexity of the Black–Litterman
model and DCC MV-GARCH relative to the Markowitz model makes them difficult for
investors to interpret and trust.

We provide a novel approach to relax this assumption. While multiple researchers
have attempted to relax this assumption to provide more accurate tangency portfolios by
providing better parameter estimates, we propose an alternative approach: forecasting the
tangency portfolio through the dimensionality reduction of the efficient frontier’s square
root second-order polynomial coefficients and selecting the portfolio that is the minimum
Euclidean distance from this forecasted tangency portfolio.

This novel approach is related to two previous works. The standard approach to
creating the efficient frontier is to use mean–variance optimization to find several efficient
portfolios and extrapolate between these, but Merton derived a closed-form solution
of the efficient frontier as a square root second-order polynomial function with three
coefficients [10]. Alexander et al. [11] previously developed a model to forecast these
coefficients to provide better parameter estimates. However, this previous method was
more prone to overfit than our proposed method, since the coefficients were calculated
using yearly data rather than rolling windows, and used a less-robust weights extraction
method that did not use the forecasted tangency portfolio. In addition, the previous paper
forecasted the same coefficients that Merton derived, rather than a set of interpretable
coefficients. The set of assets used in the previous empirical analysis was also not as diverse
as the two sets used in this paper.

This paper provides three main contributions: (1) This paper develops three novel,
interpretable coefficients: rMVP, σMVP, and u. (2) This paper provides a method to forecast
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the coefficients with time-series regression. (3) With these forecasted coefficients, we
propose a method of selecting the portfolio that is the minimum Euclidean distance from
the forecasted tangency portfolio, because it is the most robust to market movement.
We provide empirical results demonstrating that this novel approach outperforms four
benchmark portfolios across metrics like Sharpe ratio and max drawdown relative to annual
return. We also provide a visual showing that this novel approach consistently outperforms
the benchmarks over time.

1.1. Assets Data

To test our proposed models, we used two asset universes: one set corresponding to
market capitalization and growth/value, and the other set corresponding to the market
sectors. The first set included six mutual funds representing the French–Fama three-factor
model’s [12] classification of portfolios: growth/value stocks and large/small market
capitalization (we refer to this set as GVMC).

The mutual funds in the first set were:

• Fidelity OTC Portfolio—large-cap growth (FDGRX)
• Fidelity Growth and Income Portfolio—large-cap value (FGRIX)
• Fidelity Growth Company Fund—mid-cap growth (FLPSX)
• Fidelity Low-Priced Stock Fund—mid-cap value (FOCPX)
• Invesco Oppenheimer Discovery Fund—small-cap growth (HRTVX)
• Heartland Value Fund Investor class—small cap value (OPOCX)

The second set included all nine original S&P Sector ETFs:

• Materials (XLB)
• Energy (XLE)
• Finance (XLF)
• Industrial (XLI)
• Technology (XLK)
• Consumer Staples (XLP)
• Utilities (XLU)
• Health Care (XLV)
• Consumer Discretionary (XLY)

Both also included a mutual fund to represent an investment in bonds: FPA New
Income Fund (FPNIX). These asset datasets were collected using the Yahoo Finance API. In
addition, we used the French–Fama three-factor data from Dr. French’s website [13] for the
risk-free rate of our tangency portfolios.

1.2. Formulation of Markowitz Efficient Frontiers

The MPT model performs mean–variance optimization to select portfolios and creates
an efficient frontier as a visual. The following is the formal notation used in MPT: ri is the
expected ln return of an asset in r. wi is the weight of an asset in w, satisfying ∑n

i=1 wi = 1.
rtarget is the target expected return of the portfolio. V is the covariance matrix. e is the ones
vector. The formulation of the mean–variance optimization is:

min
w

wTVw

s.t. wTr = rtarget and eTw = 1

By adding a constraint that wi ≥ 0, we can forbid shorting; this paper uses models
that allow shorting to better simulate a breadth of investment strategies.

We used both the CVXPY optimizer and the Sequential Least-Squares Quadratic
Programming algorithm (SLSQP) in the SciPy package of Python to perform mean–variance
optimization for the 33 years of assets data.
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1.3. The Tangency Portfolio

In MPT, there is often a question of which portfolio to select on the efficient frontier, i.e.,
what target return to select. Tobin’s Separation Theorem [14] states that rational investors
would choose a combination of the risk-free asset and an optimal portfolio known as
the tangency portfolio. The tangency portfolio is the portfolio that intersects the Capital
Market Line (CML) under the Capital Asset Pricing Model (CAPM). The tangency portfolio
maximizes a standard portfolio metric, the Sharpe ratio [15], which is defined by

rp−r f
σp

.
The standard approach to finding the tangency portfolio [16] poses it as an optimization
problem. Further below, we provide a method to find the tangency portfolio from efficient
frontier coefficients.

1.4. Efficient Frontiers Coefficients

Merton [10] used Lagrange multipliers to derive a functional representation of the
efficient frontier as a square root second-order polynomial with three coefficients [17]:

A = eTV−1e > 0
B = rTV−1e
C = rTV−1r > 0

(1)

The equation for the efficient frontier is

σ2(r) =
Ar2 − 2Br + C

AC− B2 (2)

2. A Novel Set of Interpretable Efficient Frontier Coefficients

We derive an equation with the same form as Equation (2), but with more interpretable
coefficients, as

σ2(r) =
(

u−1(r− rMVP)
)2

+ σ2
MVP (3)

rMVP and σMVP are the return and standard deviation associated with the minimum
variance point (MVP). u is the rate of curvature of the efficient frontier utility function, and
represents the usefulness of the set of assets returns for mean–variance optimization. An
efficient frontier with a higher u diminishes more slowly, and therefore has better tradeoffs
of risk and return at every efficient portfolio except for the minimum variance point. We
can rearrange terms to calculate each of these more interpretable coefficients as functions of
A, B, C as shown in Equation (4).

rMVP =
B
A

, σMVP =
1√
A

, u =

√
AC− B2

A
(4)

These more interpretable coefficients each control one graphical efficient frontier
component: each coordinate of the vertex, and the rate of curvature. An increase in rMVP
implies the market demanding greater returns for all levels of risk. An increase in σMVP
implies greater risk for all returns. An increase in u signals a better market for risk-seeking
investors.

The u coefficient can be reduced to a more interpretable form in Equation (5).

u =
√

rTV−1r·
√

1− Sc(r, e)2 (5)

We can observe that u is a product of the Mahalanobis distance of the return vector to
the zero vector and a function of the cosine similarity between the return vector and the
vector of ones.
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The Tangency Portfolio Defined by Coefficients

When using a forecasted efficient frontier, we cannot find the tangency portfolio
by solving the standard optimization problem to maximize the Sharpe ratio, because it
requires knowledge of the future return vector and covariance matrix. Alternatively, with
the efficient frontier coefficients, we can solve for the return and standard deviation of the
tangent portfolio. We will start with Equation (3). The equation for the line that intersects
the efficient frontier and goes through (σ, r) is σ − σP = σ′(r)(r− rP), where σP and rP
are portfolio volatility and return, respectively. The CML must be tangent to the efficient
frontier, so we take the derivate of σ(r):

σ′(r) =
r− rMVP

u2
√
(u−1(r− rMVP))

2
+ σ2

MVP

The tangent portfolio has an intercept at the risk-free rate, so let r = r f and σ = 0,
then:

0− σTP = σ′(rTP)
(

r f − rTP

)
−
√
(u−1(rTP − rMVP))

2
+ σ2

MVP = rTP−rMVP

u2
√
(u−1(rTP−rMVP))

2
+σ2

MVP

(
r f − rTP

)
Solving for return of the tangency portfolio, rTP, yields

rTP =
r2

MVP + u2σ2
MVP − rMVPr f

rMVP − r f
and σTP = σ(rTP) (6)

Therefore, to invest in the tangent portfolio of a forecasted efficient frontier, we extract
the weights on the efficient frontier at this return.

3. Efficient Frontier Forecasting

The model uses an online vector autoregression with exogenous variables (VARX) with
lag order 1 to forecast the average efficient frontier coefficients for the forward time period
that is the same length as the lookback period used in the mean–variance optimization. In
1980, Sims [18] proposed the use of vector autoregressions in macroeconomic forecasting as
a theory-free model, which is still a particularly relevant model to this day. To demonstrate
our approach, we elected to limit our feature set to only the lag of the coefficients, and the
historical equal-weighted return moving average, as a smaller feature set is less likely to
overfit. For each model, we only selected up to two predictors to create more parsimonious
models that have greater interpretability. This regularization was incorporated into the
model by forcing coefficient parameters of the VARX model in vector notation to 0 as the
associating features were not significantly predictive in-sample.

We selected a VARX model to forecast the coefficients so that the results would
be interpretable while being able to model autocorrelation. We forecasted the 1 month
(21 business days) forward coefficients. The forecasts are online, so after each daily rolling
forecast, the current day’s coefficients are observed and then included. We elected to use
online models as static models do not update as new information arrives. Table 1 shows
the out-of-sample R2s for the three proposed online VARX models. The subscript denotes
the time the variable is measured, and the superscript denotes the window length used for
the calculation of the rolling variable. The predictors all used a 1-year (252 business days)
window, demonstrating that long-term efficient frontier coefficients can provide predictive
power to forecast the shorter-term future efficient frontier coefficients.
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Table 1. Out-of-Sample R2s of the online VARX Efficient Frontier Coefficients forecasting models.

VARX Model GVMC OoS R2 (%) Sectors OoS R2 (%)

rMVP
(21)
t+21 = β1,trMVP

(252)
t + β0,t 13 2

σMVP
(21)
t+21 = β1,tσMVP

(252)
t + β0,t 34 9

u(21)
t+21 = β2,tσMVP

(252)
t + β1,trEW

(252)
t + β0,t 1 2

While these R2s are low, these are measured out-of-sample to ensure the model is not
overfitted, and measuring R2 out-of-sample is significantly harsher than standard R2.

4. The Minimum Distance Portfolio to the Forecasted Tangency Portfolio

With the forecasted coefficients, we can find the forecasted tangency portfolio using
Equation (6). Because a forecasted efficient frontier does not provide its return vector and
covariance matrix, we cannot directly solve for the forecasted tangency portfolio weights.
In addition, the forecasted tangency portfolio likely does not exist on the current efficient
frontier given the nonstationary behavior of the market. Instead, we are able to solve for
the portfolio on the current efficient frontier that is the minimum Euclidean distance from
the current efficient frontier to the forecasted tangency portfolio, formulated as

min
r

√
(r̂TP − r)2 +

(
σ̂TP −

√
(u−1(r− rMVP))

2
+ σ2

MVP

)2

To solve this optimization problem, we can solve for the square of this objective
function because the distance function is convex and cannot be negative. This optimization
problem can be solved by taking the derivative of the square of the objective function, and
solving for the root using Newton’s Method.

0 = 2(r̂TP − r) +
2(r− rMVP)

(
σ̂TPu−

√
(r− rMVP)

2 + σ2
MVPu2

)
u2
√
(r− rMVP)

2 + σ2
MVPu2

) (7)

Now, with the return of the minimum distance portfolio to the forecasted tangency
portfolio, we can find the weights by performing mean–variance optimization at this return.
Figure 1 provides a visual of the minimum distance portfolio.

Figure 1. The Minimum Distance Portfolio to the Forecasted Tangency Portfolio on 1 February 2018
with a 1-month lookback.
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5. Empirical Analysis

5.1. Benchmarks and Ensuring Realistic Portfolios

To select the best benchmark for our proposed model, we must determine the best
version of the tangency portfolio model. The standard tangency portfolio model is sensitive
to the update frequency and the lookback period of the historical data. More frequent
updates allow the model to use the most relevant data, so we used daily updates. A shorter
lookback period uses only the most relevant data, so we used a 1-month window.

To ensure the portfolios do not transfer all of their risk to leverage, we limited the
leverage to 1.5× with the following scaling:

∼
w<0 = w<0

l−1
2

∑(|w<0|)
and

∼
w>0 = w>0

l−1
2 + 1

∑(|w>0|)

where l is the maximum leverage allowed, and in our case, l = 1.5. While this leverage
restriction could have been added as a constraint to the optimization, we chose not to do
so, so that our empirical results can be generalized to standard tangency portfolios.

Finally, we added 1% daily transaction costs calculated by subtracting the 1% of the
sum of absolute changes in weights.

5.2. Empirical Results and Discussion

For the first set of assets, the online VARX was initially trained on 1990–1999 data,
and the portfolio returns were measured out-of-sample 2000–2022. The second set was
trained on 1999–2007 data, and the portfolio returns were measured out-of-sample 2008–
2022. We measured the performance of our proposed model against four benchmarks:
The Tangency Portfolio with a 1-month rolling window, the equal-weighed portfolio, the
S&P 500 total return, and the 60/40 stock and bonds portfolio (60% S&P 500 and 40%
FPNIX). Figures 2 and 3 show that the proposed model (black line) outperforms all the
benchmarks in terms of return and volatility. Across all years, the proposed model is able to
provide consistent returns, while suffering low drawdown during crashes, like in 2008 and
2020. The proposed model in Figure 3 is 2×-levered to provide a better visual comparison,
as the proposed model had higher Sharpe than the benchmarks, but lower return.

Figure 2. The performance of the proposed portfolio model as compared to four benchmarks with
the GVMC data.
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Figure 3. The performance of the proposed portfolio model as compared to four benchmarks with
the S&P Sector ETFs data.

The proposed model has a greater Sharpe ratio compared to all of the benchmark
portfolios, as shown in Tables 2 and 3, for each set of assets, with high annual return relative
to max drawdown.

Table 2. Portfolio metrics for the market cap and growth/value assets from 2000 to 2022.

Portfolio Sharpe Ratio Sortino Ratio Annual Return Max Drawdown

Minimum Distance Portfolio to
Tangency rolling 1 mo 1.00 1.31 10.7% −18.7%

Tangency Portfolio rolling 1 mo 0.67 0.71 7.0% −25.0%

Equal Weighted 0.41 0.53 9.2% −50.6%

S&P 500 Total Return 0.33 0.42 8.3% −55.3%

60/40 Stocks and Bonds 0.47 0.60 5.3% −22.6%

Table 3. Portfolio metrics for the S&P sector assets from 2008 to 2022.

Portfolio Sharpe Ratio Sortino Ratio Annual Return Max Drawdown

Minimum Distance Portfolio to
Tangency rolling 1 mo 2× Levered 0.76 0.99 10.7% −29.3%

Tangency Portfolio rolling 1 mo 0.01 0.01 6.3% −25.8%

Equal Weighted 0.52 0.63 10.6% −46.7%

S&P 500 Total Return 0.48 0.58 11.2% −51.8%

60/40 Stocks and Bonds 0.57 0.69 5.5% −22.0%

We conducted alpha regression to demonstrate that the proposed model statistically
significantly outperforms the benchmarks, as shown in Table 4.
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Table 4. Alpha regressions against baseline portfolios for each universe.

Universe GVMC and Bonds Sectors and Bonds

Baseline Portfolio Alpha p-Value Alpha p-Value

Tangency Portfolio rolling 1 mo 0.06 <1 × 10−4 0.10 0.0003

Equal Weighted 0.07 <1 × 10−4 0.06 0.01

S&P 500 0.06 <1 × 10−4 0.06 0.02

60/40 Stocks and Bonds 0.06 <1 × 10−4 0.05 0.02

6. Conclusions and Future Research

This paper presents a novel approach to improve out-of-sample Sharpe ratios in
comparison to investing in the tangency portfolio. This method is interpretable and does
not require input estimates like the Black–Litterman model. This approach decomposes
efficient frontiers into three interpretable coefficients: rMVP, σMVP, and u. The utility
coefficient, u, controls the rate of curvature of the efficient frontier. u measures the value of
using the set of assets in mean–variance optimization, as we show that it can be decomposed
into the Mahalanobis distance of the return vector to the zero vector and a function of the
cosine similarity between the return vector and the ones vector. This method forecasts
these coefficients using an online VARX, and determines a forecasted tangency portfolio.
This approach invests in the portfolio on the current efficient frontier that is the minimum
Euclidean distance from the forecasted tangency portfolio. Using this method out-of-
sample from 2000–2022 and 2008–2022 for the two universes, this model outperformed
four benchmark portfolios: the tangency portfolio, the equal-weighted, the S&P 500 total
return, and the 60/40. The proposed model achieved a higher Sharpe ratio compared to
these benchmarks.

While this analysis yielded significant results, there exist certain limitations that we
will investigate in future research. The results may have been dependent on the selected
assets, so we will test the model on other universes that span the market than the two we
tested. The results may also be dependent on the up to 1.5× leverage allowed, so we will
perform further analysis on the portfolio risk of using leverage. Another limitation is that
the forecasting model used a VARX with only one or two features, so for future research
we will explore whether technical indicators such as stochastic oscillators or economic
data can improve the regression. Additionally, with a larger feature set, we will employ
automated approaches such as Least Absolute Shrinkage and Selection Operator (LASSO)
and nonlinear models including decision trees.
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Abstract: In this article, we develop the Nerlove models that give the area of cacao and cashew
nuts in terms of the area, the price and the rainfall. These models are estimated using the methods
of ordinary least square and likelihood maximum and are used to analyze the link in a short time
between the agricultural determinants. The results showed that the anticipation elasticity had an
effect on the price practiced and forecast model. In a short time, the price delayed by one year, and
the area delayed by one and two years, had decreasing returns to scale for the current area.

Keywords: price elasticity; Nerlove model; econometric modeling; econometric forecasting

1. Introduction

The agricultural sector has always been one of the pillars in the Ivorian economy. As
the world’s leading producer of cocoa beans and the cashew nuts, Côte d’Ivoire is a key
country in this sector. Export agriculture (coffee and cocoa) has long been the mainstay of
the economy. Despite the emergence of a growing industrial fabric and the government’s
commitment to invest in other sectors such as education, Ivorian agriculture continues
to contribute significantly to government revenues. Thus, in 2021, the agricultural sector
represented 20% of Côte d’Ivoire’s GDP and 60% of the country’s exports in 2018. The
agricultural sector employs 46% of the workforce and provides a living for two-thirds of
the population.

After independence, Côte d’Ivoire inherited cocoa. Its production, which was 1.5 million
tons in 1964, reached the mark of 4.162 million tons in 2013–2014 [1]. It has now become
one of the most profitable crops in the world, generating 7.4 billion USD in 2008 among
small producers [2]. In contrast, cashew nuts were introduced in northern Côte d’Ivoire in
the late 1950s for reforestation and soil protection. Progressively, from a purely ecological
aspect, the establishment of the cashew tree met a socio-economic need, since this tree can
produce marketable nuts. Thus, cashew became a real speculation from the 1990s, due to
the increasing demand for cashew nuts on the international market. The cashew sector has
thus experienced spectacular development, with national production of raw cashew nuts
increasing from 19,000 tons in 1990 to about 750,000 tons in 2018.

In Cote d’Ivoire, the development of the agricultural sector has had a significant and
considerable impact on the economic and social well-being of the population. The economy
of Côte d’Ivoire is still based on the exploitation and export of raw materials, mainly
agricultural materials [3]. This economy is much more oriented towards the analysis of
agricultural supply. This consists of analyzing the supply response to product prices and to
the prices of production factors and intermediate consumption. This analysis also concerns
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the agricultural income of suppliers (producers). Producers are rational economic agents
who offer the total quantity of a good on the market in exchange for a price.

Several econometric models have based their studies on the relationship between
agricultural determinants such as supply and price. We can cite the work of Nerlove, who
was the first to develop a theory known as “the Nerlovian models of supply response”
in 1956 and 1958. This article is part of the econometric modeling and forecasting of
agricultural determinants based on the Nerlove model. The first part aims at estimating
the price elasticities of the agricultural products cocoa and cashew nuts and analyzing
their effects on forecasting using the Nerlove model. In the second part, we develop an
estimation technique for the parameters of the Nerlove model, based on the maximum
likelihood method. This study is applied to data on rainfall, agricultural areas and prices
paid to farmers in Côte d’Ivoire over the period 1980–2022.

2. Materials and Methods

According to Nerlove [4,5] the most robust starting point to determine what is likely
is to assume that the expectation price of agricultural determinants depend on past price
values. Nerlove defined the adjustment coefficient as a ratio between the actual price
variation and the expected price change. This assumption is similar to that of Cagan’s [6]
theory of adaptive expectations, which states that “The expected rate of price change is
revised in each period in proportion to the deviation of the observed rate of price change
from the previously expected rate of price change”.

2.1. Specification of the Nerlove Model of the Cultivated Area

The basic Nerlove model formed by the three hypotheses is, thus, finally written⎧⎨⎩
SFe

t = a0 + a1Pa
t + a2Zt + ut

Pa
t = Pa

t−1 + β
(

Pt−1 − Pa
t−1
)

SFt = SFt−1 + δ(SFe
t − SFt−1)

(1)

where SFe
t is the area desired; SFt is the area practiced; Pa

t is the expected price deemed
“normal” by producers in period t; Pt is the actual price in period t; β is the “expectation
coefficient”, or “anticipation elasticity”, it is the correction factor assumed constant and
such that 0 ≤ β ≤ 1; and a0, a1, a3 and δ are adjustment coefficients.

Nerlove said that the actual change in area is a proportion of the difference between
the equilibrium level of area (noted δ) and the area actually cultivated in the previous
period. Eliminating the unobservable variable (SFe

t) using the Koyck transformation [7],
we consider that the random variable ut is a white Gaussian noise if Vt is a moving average
process of order 1 (MA(1) or ARMA(0, 1)).

Model (1) can still be written as follows:[
SFt − (1− β)2SFt−2

]
= b1 + b2Pt−1 + b3[SFt−1 − (1− β)SFt−2]

+b5[Zt − (1− β)Zt−1] + Vt
(2)

2.2. Estimation of the Cultivated Area Model

We estimated the parameter β from the second equation of Model (1) with the method
of ordinary least squares (OLS). The estimated parameter was denoted β̂.

The β̂ statistic was injected into Model (2) and we also estimated the other parameters
with the OLS method.

The estimation errors of the OLS method, denoted Vt, must be independent and
identically distributed (normal distribution). In some cases, we had assumptions that were
not verified; then, the models were adjusted with the maximum likelihood method. In this
case, the estimation errors must be a moving average process of order 1.
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(a) Estimation of the β parameter

From Equation (1), we derive the following linear fitting model:

Pa
t = Pa

t−1 + β
(

Pt−1 − Pa
t−1
)
+ ut,

where ut is the assumed independent and identically distributed normal distribution
error term. Using the OLS method, we obtained the expression for the estimator β̂ of the
parameter β defined by

β̂ =
∑T

t=1
(

Pt−1 − Pa
t−1
)(

Pa
t − Pa

t−1
)

∑T
t=1
(

Pt−1 − Pa
t−1
)2

(b) Ordinary least squares method (OLS)

In Model (2), we denote

λ = 1− β̂ and yt = SFt − λ2SFt−2

Then, the model is written

yt = b1+b2Pt−1+b3(SFt−1 − λSFt−2) + b5(Zt − λZt−1) + Vt. (3)

In matrix form, the multiple regression model is written (the matrix for Model (3)) is

Y = XB + V,

with

Y =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

y1
y2
y3
y4
...

yT

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, X =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

1 P0 SF1 − λ2SF−1 Z1 − λZ0
1 P1 SF1 − λSF0 Z2 − λZ1
1 P2 SF2 − λSF1 Z3 − λZ2
1 P3 SF3 − λSF2 Z4 − λZ3
...

...
...

...
1 PT−1 SFT−1 − λSFT−2 ZT − λZT−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠

B =

⎛⎜⎜⎝
b1
b2

b3
b5

⎞⎟⎟⎠ and V =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

V1
V2
V3
V4
...

VT

⎞⎟⎟⎟⎟⎟⎟⎟⎠
.

We obtained the estimator B̂ of B defined by

B̂ =

⎛⎜⎜⎝
b̂1

b̂2
b̂3
b̂5

⎞⎟⎟⎠ =
(
X′X

)−1X′Y.

(c) Maximum likelihood method

For this method, we used Model (2) with the error term Vt = δ[ut − (1− β)ut−1],
which is a moving average of order. Model (2) is written

yt = b1 + b2Pt−1 + b3(SFt−1 − λSFt−2) + b5(Zt − λZt−1)+δ(ut − λut−1)

375



Eng. Proc. 2023, 39, 35

The model is then rewritten

Y = XB + AU,

with

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

δ 0 0 0 · · · · · · 0
−λδ δ 0 0 · · · · · · 0

0
0
...
0

−λδ
0
...
0

δ
−λδ

...
0

0
δ
...
0

· · ·
· · ·
...
0

· · ·
· · ·
...
δ

−λδ

0
0
...
...
δ

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and U =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u1
u2
u3
u4
...

uT−1
uT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

We have

Y = XB + AU ⇔ AU = Y − XB ⇔ U = A−1(Y − XB)

The vector U is a vector whose components are Gaussian noise. Therefore,

U = A−1(Y − XB) ∼ N

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0

0
...

...
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
; σ2 IT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
where IT is the identity matrix of order T.

The density function of the vector U is given by

f (u1, . . . , uT) =
1

(2π)T/2
1(

σ2)T/2 exp
(
−1

2

[
A−1(Y − XB)

]′
∑−1

[(Y − XB)]
)

,

where ∑ =σ2 It and ∑−1 = 1
σ2 It.

The likelihood can be written as follows

L(b1, b2, b3, b5, σ) =
T

∏
t=1

(
1

(2π)1/2
1(

σ2)1/2 exp
(
− 1

2σ2

[
A−1(Y − XB)

]′[
A−1(Y − XB)

]))
.

We show by recurrence that:

 

We can easily define the likelihood

L(b1, b2, b3, b5, σ) =

(
1

2π

)T/2( 1
σ2

)T/2
exp

⎡⎣− 1
2σ2δ2

T

∑
t=1

(
t

∑
j=1

λt−j

(
yt−j+1 −

4

∑
k=1

Xt−j+1;kBk

))2
⎤⎦
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The log-likelihood is given by

log(L(b1, b2, b3, b5, σ)) = −T
2

log
(

2πσ2
)
− 1

2σ2δ2

T

∑
t=1

(
t

∑
j=1

λt−j

(
yt−j+1 −

4

∑
k=1

Xt−j+1;kBk

))2

.

We obtained the optimal values of the parameters by maximizing the log-likelihood
function. To do this, we have

∇log(L(b1, b2, b3, b5, σ)) = 0. (4)

We used the first four equations. We obtained

(S)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

T
∑

t=1

(
t

∑
j=1

Xj′ ;1λt−j
(

yj′ − Xj′ ;1b1 − Xj′ ;2b2 − Xj′ ;3b3 − Xj′ ;4b5

))
= 0

T
∑

t=1

(
t

∑
j=1

Xj′ ;2λt−j
(

yj′ − Xj′ ;1b1 − Xj′ ;2b2 − Xj′ ;3b3 − Xj′ ;4b5

))
= 0

T
∑

t=1

(
t

∑
j=1

Xj′ ;3λt−j
(

yj′ − Xj′ ;1b1 − Xj′ ;2b2 − Xj′ ;3b3 − Xj′ ;4b5

))
= 0

T
∑

t=1

(
t

∑
j=1

Xj′ ;4λt−j
(

yj′ − Xj′ ;1b1 − Xj′ ;2b2 − Xj′ ;3b3 − Xj′ ;4b5

))
= 0

.

We developed each equation of the system (S) and applied the double sum on each
term to write our system (S) in matrix form. We obtained the following matrix equation

N = MB ⇐⇒ B = M−1N

where M is a symmetric matrix given by

M =

⎛⎜⎜⎝
M11
M21
M31

M12 M13 M14
M22 M23 M24
M32 M33 M34

M41 M42 M43 M44

⎞⎟⎟⎠ N =

⎛⎜⎜⎜⎜⎜⎜⎝
∑T

t=1

(
∑t

j=1 Xj’;1λt−jyj′
)

∑T
t=1

(
∑t

j=1 Xj’;2λt−jyj′
)

∑T
t=1

(
∑t

j=1 Xj’;3λt−jyj′
)

∑T
t=1

(
∑t

j=1 Xj’;4λt−jyj′
)

⎞⎟⎟⎟⎟⎟⎟⎠ and B =

⎛⎜⎜⎝
b1
b2
b3
b5

⎞⎟⎟⎠.

We denoted

t− j + 1 = j′,Mik = ∑T
t=1

(
∑t

j=1 Xj’ ;iXj’ ;kλt−j
)

and i, kε{1, 2, 3, 4}.

We define Equation (5) from the gradient of the log-likelihood function given by
Equation (4).

1
σ3δ2

T
∑

t=1

(
t

∑
j=1

λt−j
(

yj′ − Xj′ ;1b1 − Xj′ ;2b2 − Xj′ ;3b3 − Xj′ ;4b5

))
2 = T (5)

After the computation the estimator B̂ of the parameter matrix B, we injected the esti-
mated values b̂1, b̂2, b̂3 and b̂5 into Equation (5) of our system (S) to calculate the estimated
variance σ̂2 of the errors.

2.3. Data

This study was carried out on two types of agricultural products most practiced in
Côte d’Ivoire. It was, in particular, about cocoa and cashew nuts, where Cote d’Ivoire
occupies the first world rank. These two agricultural products were chosen because they
contribute significantly to reducing poverty in Côte d’Ivoire. The determinants of cocoa and
cashew used in our study were the cultivated area (hectare), the effective price (field price),
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the average annual rainfall in the Savane and Denguélé regions where the cashews are
produced and the average annual rainfall (in millimeters) in the southeast, east, central-east,
central-west, central and west, where cocoa is produced. The cultivated area was assumed
to be the harvested area that is relatively available. The effective price was the edge-of-field
price, which is the price at which a kilogram of cocoa or cashew nuts is purchased from
the producer (farmer). Our data for cashew nuts were collected from the databases of the
Cotton and Cashew Council (CCA), the Food and Agriculture Organization (FAO) and
SODEXAM. These data cover the period from 1990 to 2019 (sample of 30 observations).
For cocoa, the data for our study came from the databases of the Coffee-Cacao Council,
the World Bank and the FAO (Food and Agriculture Organization). These data cover the
period from 1980 to 2020 (sample of 41 observations). We worked with 26 observations for
the cashew nut variables and 38 observations for the cocoa variables. In any case, the four
remaining observations were used to test the predictive quality of our models.

3. Results and Discussions

3.1. Estimation of the Elasticity Coefficient

The elasticity estimation for the cashew nuts was calculated by assuming the expected
price to be within the range of prices announced by the board. We had Pa

t ∈ [Pmin, Pmax],
where [Pt,min, Ptmax] is the range of prices charged to buyers of the cashew nuts given by
Cotton and Cashew Council. The effective price (Pt) was the average annual price practiced.
We assumed the expected price of cocoa (Pt) as the average annual market price. The actual
price was the field price of cocoa. The results are given in the following.

The price elasticity coefficients in Table 1 are included in [0, 1].

Table 1. Estimation of the elasticity coefficients.

Variables Anticipation Elasticity Estimated Values

Cacao β 0.012

Cashew nuts

βmin 0.37
βq1 0.71

βmed 0.65
βq3 0.31

βmax 0.23

• For the cashew nuts: we remark that the elasticities βmin, βq3 and βmax of the minimum,
third quartile and maximum prices, respectively, were moderately sensitive to the
prices actually practiced. On the other hand, the elasticities βq1 and βmed, respectively,
of the first quartile and median prices were highly sensitive to the price practiced.

• In the case of cacao, we also noted a low sensitivity of the stock market price in relation
to the field price of cocoa.

These estimated values of the elasticities were then fixed in the Nerlove model to
estimate the parameters of the model.

3.2. Estimation of the Nerlove Model Parameters of the Cultivated Area

Cashew nuts:

We estimated the parameters using the OLS method. These estimates were made to
calculate the elasticity values because they presented the best conditions of estimation.

The results of the estimates are given in Table 2.
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Table 2. Parameters estimated using the OLS method.

Models
Anticipation
Elasticity

b̂1 b̂0 b̂2 b̂3 b̂5 R2 p Value DW

1 βmin 1.716 ** 0.694 *** −0.00114 * 0.268 ** −0.0027 0.9665 0.8602
2 βq1 2.092 ** 0.514 *** −0.00112 0.459 ** −0.0016 0.9647 0.8018
3 βmed 1.992 ** 0.545 *** −0.00113. 0.427 ** −0.00173 0.9649 0.8143
4 βq3 1.696 ** 0.7469 *** −0.00112 * 0.209 ** −0.0031 0.9668 0.8543
5 βmax −1.752 × 106 ** 1.708 × 105 *** 4.546 × 10 2.046 × 100 *** −1.381 × 103 0.9221 0.01856

*** significance to 1%, ** to 5% and * to 10%, R2, the coefficient of determination. p value test, Durbin–Watson.

Table 2 presents the estimated parameters of the Nerlove model of the cultivated area
of cashew nuts using OLS. The results show that the good quality given by the R2 was
close to one. The residuals of these models were independent and identically Gaussian.
The estimated Models 1, 2, 3 and 4 are given by the following equation:

log(SF t)= b̂1 + b̂0 ∗ log(λ 2SFt−2

)
+ b̂2 ∗ Pt−1

+b̂3log(SFt−1 − λSFt−2) + b̂5 ∗ (Zt − λZt−1) + Vt.

The last model, 5, is given by

SFt = b̂1 + b̂0 ∗ λ2SFt−2+b̂2∗Pt−1+b̂3(SFt−1 − λSFt−2) + b̂5 ∗ (Zt − λZt−1) + Vt,

where Vt; t = 1, 2, . . . ; n is the residual of the model, independent and normally distributed;
and λ = 1− β.

Cacao:

The estimation of the Nerlove model with the cocoa data was done using the maximum
likelihood method. The residuals of this model did not respect the assumptions required
by the OLS method. Table 3 presents the results of the estimation using the maximum
likelihood method.

Table 3. Parameters estimated using the maximum likelihood method.

Model Elasticity b̂1 b̂2 b̂3 b̂5

6 βcacao 0.375 0.010 0.002 −0.001

The results show that all the variables, namely the delayed cocoa price, the delayed
area of one and two periods, rainfall and the delayed rainfall of one period, statistically
and significantly permit explanations for the variations in the area actually practiced and,
therefore, in the supply of cocoa in Côte d’Ivoire. Nervole model of the cocoa did not give
the good prediction qualities. For this reason, we used models 1, 2, 3 and 4 to predict the
area practiced for the cashew nuts.

3.3. Forecast of Cashew Area

In this section, we present the prediction results of our estimated cashew model.
Figure 1 shows the graphs of the cultivated area and the predictions of Models 1, 2, 3 and
4. For the choice of the best model, we compared the results of the Root of the Sum of the
Mean Squares (RSMS) of the bias. We calculated the bias between the practiced area and
the cultivated area estimated by the model. We define the bias by:

Biaist =
Sur ft − Sur f t,estim

Sur f t,estim
and RSMS =

√
1

N − 1∑N
t Biais2

t
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Figure 1. Graph of Nerlove model predictions of cashew nut.

The results in Table 4 show that the RSMS of the practiced areas and those given by
the different models are quite close. The bias was calculated with 26 observations used in
our model estimation. Table 5 shows the RSMS between the four observations that were
conserved and those given by the estimated models. We can see that the RSMS are also
quite close.

Table 4. RSMS results of the estimated values.

Model 1 2 3 4

RSMS 0.02841696 0.02842018 0.02841973 0.02841385

Table 5. RSMS results of the predicted values.

Model 1 2 3 4

RSMS 0.0109437 0.01070902 0.01072822 0.01119934

We noticed that Models 2 and 3 gave smaller RSMS results. The expectation coeffi-
cients (anticipation elasticity) calculated from the median and first quartile expected prices
contributed to the better fit of the Nerlove model of the practiced area.

The circled portion of Figure 1 shows the predictions of the estimated Models 1, 2, 3, 4.

3.4. Discussion

To apply the logarithm, the estimated parameters were considered as elasticities at
short times in Models 1, 2, 3 and 4 [8]. The practiced area delayed by one year and two
years had positive coefficients. This means that they contributed positively to the variation
of the practiced area. On the other hand, the coefficient of the variation price (b̂2) of the
cashew nuts was not positive. This variable contributed negatively to the variation in the
practiced area. The sum of the elasticities of the practiced area delayed by one year, by two
years and the price variation of the cashew nuts were positive and less than one. This is
decreasing returns to scale. This means that when all factors of production are increased by
one unit (1%), supply will decrease by one unit (1%). These determinants of production
contributed significantly and decreasingly to explain the area variation in cashew nuts.

The coefficient of the rainfall factor was not significant and positive. The effect of
rainfall was negligible (short time) in the supply variation of cashew nuts. The significance
of the parameters and the RSMS results (Table 5) indicated that Models 2 and 3 were better
fits for the areas of the cashew nuts. They give good predictions for the practiced area.
When the sum of the elasticity of cocoa was equal to one, then we had constant returns to
scale. Indeed, if we increase or decrease the variables (factors of production) by 1%, then
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the supply will also increase or decrease by 1%. The estimated parameters represent the
elasticities in a short period. The estimated value of β, which corresponded to the elasticity
of anticipation, was 0.012 or 1.2%, which means that Ivorian producers assume that the
price in the current period is equal the sum of 98.8% of the price anticipated in the previous
period and 1.2% of the actual price.

4. Conclusions

This study considers the relationships between certain factors of production in Côte
d’Ivoire. Using the Nerlove model, the econometric results of the study confirm that even
in Côte d’Ivoire, the price variation has a negative effect on supply. Nerlove’s econometric
model, which is a pioneering model of farmer behavior and has been used in a multitude
of studies around the world, with quite variable results [9] allowed us to show in this
study that price (delayed), rainfall (current and delayed) and area (delayed by one and two
periods) are key variables in production decisions for farmers. Producers are positively
sensitive in the short run to the variation in delayed price, area and all other supply
determinants except current rainfall. Thus, over the study period, changes in price, area
delayed by one and two years and rainfall delayed by one period contributed differently to
increasing cocoa and cashew supplies in Côte d’Ivoire.
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Abstract: Most real time series exhibit certain characteristics that make the choice of model and its
specification difficult. The objective of this study is to address the problem of parameter estimation
and the accuracy of forecasts k-steps ahead in non-stationary time series with outliers in the context
of state-space models. In this paper, three methods for detecting and treating outliers are proposed.
We also present a comparative study of the proposed methods using data simulated from a local
level model with sample sizes of 50 and 500 and with various combinations of parameters, with a
5% contamination error rate of the observation equation. The results were evaluated in terms of the
accuracy of model parameters and the forecasts k-steps ahead, as well as the detection rate of true
outliers. These methodologies are applied to three real examples. This study shows that the local
level model is sufficiently robust even for non-stationary contaminated series, in the sense that they
are able to handle non-stationary time series and outliers in a satisfactory way.

Keywords: outliers; contaminated data; non-stationary time series; state-space models; Kalman filter;
simulation study

1. Introduction

State-space models were originally developed in aerospace engineering in the early
1960s for the purpose of monitoring and correcting the trajectory of a spacecraft headed to
the moon. Today, these models have wide applicability in many areas, such as finances [1],
ecology [2], machine learning [3], and time series analysis and forecasting [4–7]. These
models, associated with the Kalman filter algorithm [8], are a very powerful tool given
their ability to update predictions both in real time and in a recursive procedure as new
observations of the time series become available, thus improving the accuracy of predictions.
In addition, state-space models are very flexible due to their ability to incorporate fixed
effects and stochastic components that can represent the different unobserved components,
such as periodic structures, trends, seasonality, and temporal correlation. These components
describe the structural variation of the time series under study. Furthermore, potential
covariates can be added because they are important to explain the process and complement
the information introduced by the different stochastic components of the model. These
models include two sources of variability: one corresponding to measurement errors and
the other to process variations. In this way, it becomes simpler to interpret both errors
separately. One advantage of these models is that they do not require the assumption
of stationarity and can handle time series with missing values in a particularly simple
way [4,9]. However, the existence of outliers in real data can influence the estimation and
prediction accuracy of both the parameters.
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Outliers can be a problem for model specification and prediction accuracy, since the
Kalman filter is not generally robust to the presence of outliers. An incorrectly specified
model can lead to incorrect covariance matrices of predictions given by the Kalman filter,
and thus there is no way to describe the actual quality of the filter [10]. According to [11],
the presence of outliers in a time series can induce non-Gaussian heavy-tailed noise, leading
to misspecified models, biased estimates, and inaccurate forecasts. The authors of [12]
showed that simple linear Gaussian state-space models can present estimation problems.
Therefore, in this paper, several methods of detecting and treating outliers are discussed.
These methods will be compared and illustrated with a simulation study that considers a
simple Gaussian stationary state-space model with 5% data contamination. To create the
non-stationarity scenario, the local level model, which is a particular case of the state-space
model, will be considered for the sake of simplicity. Detection and treatment of the methods’
performance is evaluated by the root-mean-square error (RMSE) and the mean absolute
error (MAE) of the Gaussian likelihood of the parameters’ estimates and the one-step
ahead predictions of the time-series variable. Several scenarios are considered accounting
for different combinations of parameters and times series sizes, n in this specific case,
(n = 50,500). Time series simulations are generated until 1000 time series have a state-space
model with valid estimates, i.e., estimates within the space parameter.

2. Methodologies

The univariate state-space model can be represented by the observation and state
equations, respectively, given by

Yt = Wtβt + et (1)

βt = μ + φ(βt−1 − μ) + εt (2)

where t represents the time, Yt is the observed data, Wt is a factor assumed to be known
that relates the observation Yt to the latent variable βt at time t. The disturbances et and εt
are independent and identically distributed, with Gaussian distribution of zero mean and
variances σ2

e and σ2
ε , respectively, and are uncorrelated with each other.

The state βt is a latent variable and therefore must be estimated. The Kalman filter
algorithm ([8]) provides optimal unbiased linear one-step ahead and update estimators
of the unobservable state βt. Let Θ = {φ, σ2

e , σ2
ε } be the vector of the model’s unknown

parameters, let β̂t|t−1 denote the predictor of βt based on the observations Y1, Y2, . . . , Yt−1

and Pt|t−1 be its mean square error, i.e., E[(β̂t|t−1 − βt)2]. The one-step ahead forecast for
the observable vector Yt is given by Ŷt|t−1 = Wt β̂t|t−1. When, at time t, Yt is available,
the prediction error or innovation, ηt = Yt − Ŷt|t−1, is used to update the estimate of βt
(filtering) through the equation

β̂t|t = β̂t|t−1 + Ktηt,

where Kt is called the Kalman gain and is given by Kt = Pt|t−1Wt(W2
t Pt|t−1 + σ2

e )
−1. The

mean square error of the updated estimator β̂t|t, represented by Pt|t, verifies the relationship
Pt|t = Pt|t−1 − KtWtPt|t−1. Furthermore, the predictor of βt+k at time t is given by

β̂t+k|t = μ + φk
(

β̂t|t − μ
)

,

and its mean square error is Pt+k|t = φ2kPt|t + ∑k−1
i=0 φ2iσ2

ε .

Outlier Detection and Treatment Procedures

Three approaches to outlier detection and treatment are presented. The first approach
is based on linear interpolation, which represents the naive method. The other two ap-
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proaches are based on iterative processes from the robust Kalman filter and from the
Kalman filter in the missing values perspective.

1. Linear interpolation (LI)

• Outlier detection: Observations are considered outliers if they are less than
Q1 − 1.5IQR or greater than Q3 + 1.5IQR, where Q1 and Q3 denote the first
and third quartiles, respectively, and IQR (interquartile range) is the difference
between the third and first quartiles (IQR rule).

• Outlier treatment: Any outliers that are identified are replaced by LI using the
neighbouring observations [13].

2. Iterative method based on the robust Kalman filter (RKF)

• Outlier detection: Outlier detection is performed by applying the IQR rule on
the standardized residuals after fitting a state-space model to the data.

• Outlier treatment: An alternative to the state estimator β̂t|t, inspired by the
work by [14] and subsequently by [15], is proposed. In this approach, the state
prediction β̂t|t is replaced by

β̂∗t|t = argmin
β

{(
β̂t|t−1 − β

)2
P−1

t|t−1 +
(
Yout

t −Wtβ
)2

σ−2
e

}
(3)

where Yout
t is an identified outlier that is replaced by Ŷ∗t = Wt β̂

∗
t|t. This proposal

considers the robust version of the Kalman filter only at moments at which
outliers are detected, as opposed to the original work, in which it is applied at all
moments. In the end, the model is iteratively fitted j times to the corrected time
series until ‖Θ̂(j)

ML − Θ̂(j−1)
ML ‖ < δ, j ∈ N, or for some value j.

3. Iterative method based on the Kalman filter for time series with missing values (naKF)

• Outlier detection: Outlier detection is performed by applying the IQR rule to
the standardized residuals after fitting a state-space model to the data.

• Outlier treatment: Outlier observations Yout
t are assumed to be missing val-

ues and the state estimator β̂t|t and its mean square error P∗t|t are replaced by

β̂∗t|t = β̂t|t−1 and P∗t|t = Pt|t−1, respectively. The missing observations Yout
t are re-

placed by Ŷ∗t = Wt β̂
∗
t|t and the state-space model is fitted j times to the corrected

time series until ‖Θ̂(j)
ML − Θ̂(j−1)

ML ‖ < δ, j ∈ N, or for some value j.

The aim of this paper is to investigate under which conditions the presence of outliers
affects the estimation of parameters and states in the state-space model and to propose
competitive approaches for outlier detection and treatment. Thus, we simulate time series
of size n (n = 50,500), considering for all simulation studies the local level model, which is
a simple and particular case of the state-space model (2)–(4), where Wt = 1, ∀t and φ = 1,
which will be used to illustrate the non-stationary case. The local level model is given by:

Yt = βt + et (4)

βt = βt−1 + εt
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In the literature, some approaches have been proposed for the initialization of the
Kalman filter for non-stationary stochastic processes. Perhaps the best known is the
diffuse initialization ([16]). In this paper, we will use the approximate diffuse initialization,
assuming a zero mean and a very large variance of the state (σ2

e × 107).
This study examines two distinct situations: one characterized by non-contaminated data,

i.e., the clean data where et∼N(0, σ2
e ); εt∼N(0, σ2

ε ), and the other involving data that has been
contaminated at a rate of p = 0.05, i.e., et∼(1− p)N(0, σ2

e ) + pN(10σe, σ2
e ); εt∼N(0, σ2

ε ).
For each of the scenarios, the simulation design was formulated with a sample sizes

of n = (50,500), and σ2
ε and σ2

e (0.10, 1.00, 0.05). For each parameter combination, 1000
replicates with valid estimates were considered, i.e., σε > 0, and σe > 0; It was considered
as convergence criteria ‖Θ̂(j)

ML − Θ̂(j−1)
ML ‖ < 10−4 or until j = 100. To initialize the Kalman

filter, μ1 = 0 and P1 = σ2
e × 107 was taken.

To evaluate the quality of the parameter estimates and the k-steps ahead forecasts, it
was considered that

• RMSE(Θ) =

√
1
n ∑n

i=1

(
Θi − Θ̂i

)2
;

• MAE(Θ) = 1
n ∑n

i=1

∣∣∣Θi − Θ̂i

∣∣∣.
To evaluate the rate of true outliers detected, two rates were used rate 1 = A/B; rate 2 =

A/C, where A is the number of true outliers detected, B is the total number of outliers
detected by the method (total number of true and false outliers), and C is the total number
of true outliers.

3. Results

In this section, the results obtained from the proposed methodologies are presented.
The results of the simulation study are represented in the first subsection. In the second sub-
section, the application of outlier detection and treatment methodologies are demonstrated
via three illustrative examples.

3.1. Simulation Results

Tables 1 and 2 show the RMSE and MAE of the local level model parameters and
the one-step ahead forecasts for sample sizes n = 50 and n = 500 for the simulation
study, respectively. In most scenarios, the methodologies improved the accuracy of model
parameters and one-step ahead forecasts. However, this improvement was minimal. In fact,
there are scenarios where the RMSE and MAE evaluation measures are lower in the non-
treated case compared to when outliers are treated; for example, for the scenario n = 500,
σ2

ε = 0.10 and σ2
e = 0.05. In particular, LI performed least favourably in comparison to

RKF and naKF, especially to estimate the variance of the observation error σ2
e . For example,

for n = 500, σ2
ε = 0.10 and σ2

e = 1.00, in the case of treating outliers by LI, the RMSE
of σ2

e was 2.0559, while for RKF it was 0.2428 and for naKF it was 0.1168. Overall, it can
also be seen that naKF was the method that showed the better performance to improve
the accuracy of the parameters and one-step ahead forecasts, especially for n = 500. The
proposed methodologies had problems in improving the accuracy of the estimates of
the level variance σ2

ε . Finally, regarding the detection of outliers, it is clearly seen the
advantage of identifying outliers over standardized residuals, whose means of rate 1 and 2
were higher.
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Table 1. Root-mean-square error (RMSE), mean absolute error (MAE), rate 1, and rate 2 of Θ with
1000 simulations of non-stationary time series of sample sizes n = 50, considering Gaussian errors
(NC = non-contaminated; C = contaminated; RKF = robust Kalman filter; naKF = Kalman filter for
time series with missing values).

Parameters RMSE MAE Outlier Mean Mean

σ2
ε σ2

e σ2
ε σ2

e Ŷt|t−1 vs. Yt σ2
ε σ2

e Ŷt|t−1 vs. Yt Detection Rate 1 Rate 2

0.10 0.05

NC 0.0416 0.0276 0.4271 0.0335 0.0217 0.3399 - -

C 0.0621 0.2614 0.5243 0.0475 0.2214 0.4033 - -

LI 0.0584 0.1772 0.4910 0.0438 0.1286 0.3781 Time series 84% 42%

RKF 0.0665 0.0910 0.4910 0.0456 0.0718 0.3781 Standardized
74% 88%

naKF 0.0536 0.0556 0.4667 0.0393 0.0337 0.3607 residuals

1.00 0.10

NC 0.3114 0.1453 1.0734 0.2488 0.1088 0.8539 - -

C 0.4638 0.6275 1.2216 0.3644 0.4951 0.9507 - -

LI 0.4255 0.5723 1.2127 0.3432 0.4499 0.9421 Time series 45% 8%

RKF 0.4216 0.4347 1.2048 0.3384 0.3422 0.9387 Standardized
61% 42%

naKF 0.4285 0.3821 1.2210 0.3422 0.2706 0.9383 residuals

0.10 1.00

NC 0.0840 0.2456 1.1675 0.0618 0.1977 0.9326 - -

C 14.5332 468.2479 1.4690 1.3638 77.8606 1.1298 - -

LI 0.1025 0.3266 1.1653 0.0719 0.2373 0.9250 Time series 91% 99%

RKF 0.3768 0.5958 1.2860 0.1245 0.3587 0.9876 Standardized
78% 98%

naKF 0.4510 0.3155 1.2844 0.1582 0.2525 0.9620 residuals

0.05 0.10

NC 0.0275 0.0329 0.4413 0.0212 0.0260 0.3517 - -

C 0.0564 0.4242 0.5416 0.0333 0.3516 0.4180 - -

LI 0.0343 0.1501 0.4663 0.0237 0.0830 0.3652 Time series 91% 83%

RKF 0.0586 0.0710 0.4914 0.0327 0.0557 0.3798 Standardized
75% 97%

naKF 0.0476 0.0391 0.4714 0.0279 0.0294 0.3635 residuals

3.2. Illustrative Examples

In this subsection, a comparative analysis of the proposed outlier detection and
treatment methods using the local level model is presented based on three illustrative
examples. The aim is to evaluate the performance of the methodologies from a practical
point of view, in terms of outlier detection and treatment and validation of the assumptions
(normality and independence of residuals). The three time series that present outliers and
are used for illustrative purposes are the following:

• TS1: Number of earthquakes per year of magnitude 7.0 or greater, between 1900 and
1998 (Figure 1);

• TS2: Kiewa River at Kiewa, Victoria, Australia, between 1885 and 1954 (Figure 2);
• TS3: Tree: Beyond Burn, Australia. Pencil Pine, between 1028 and 1975 (Figure 3).

The data is available on GitHub (https://github.com/FinYang/tsdl (accessed on
27 June 2023)) in the Time Series Data Library (TSDL), created by Professor Rob Hyndman.

The data was divided into a training sample (80%) and a test sample (20%). TS1
presents one outlier in the training sample corresponding to the year 1943; TS2 presents
one outlier in the training sample (1916) and one in the test sample (1955). TS3 presents 18
outliers in the training sample (16 outliers before 1335 and two outliers corresponding to
the years 1770 and 1777, respectively) and three outliers in the test sample, namely 1972,
1973 and 1975.
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The results of the local level model fit to the three time series are shown in Table 3.

Table 2. Root-mean-square error (RMSE), mean absolute error (MAE), rate 1, and rate 2 of Θ with
1000 simulations of non-stationary time series of sample sizes n = 500, considering Gaussian errors
(NC = non-contaminated; C = contaminated; RKF = robust Kalman filter; naKF = Kalman filter for
time series with missing values).

Parameters RMSE MAE Outlier Mean Mean

σ2
ε σ2

e σ2
ε σ2

e Ŷt|t−1 vs. Yt σ2
ε σ2

e Ŷt|t−1 vs. Yt Detection Rate 1 Rate 2

0.10 0.05

NC 0.0138 0.0086 0.4315 0.0109 0.0068 0.3443 - -

C 0.0170 0.2228 0.5303 0.0137 0.2187 0.4115 - -

LI 0.0184 0.2156 0.5561 0.0147 0.2112 0.4193 Time series 52% 4%

RKF 0.0189 0.0696 0.4913 0.0146 0.0684 0.3822 Standardized
77% 91%

naKF 0.0181 0.0133 0.4656 0.0137 0.0103 0.3613 residuals

1.00 0.10

NC 0.1156 0.0524 1.0891 0.0934 0.0419 0.8685 - -

C 0.1376 0.4955 1.2374 0.1112 0.4775 0.9679 - -

LI 0.1454 0.4962 1.3117 0.1165 0.4788 0.9915 Time series 19% 1%

RKF 0.1366 0.3261 1.2226 0.1102 0.3114 0.9550 Standardized
65% 41%

naKF 0.1643 0.2065 1.2561 0.1272 0.1803 0.9634 residuals

0.10 1.00

NC 0.0235 0.0771 1.1685 0.0188 0.0610 0.9324 - -

C 0.0351 4.7013 1.4334 0.0275 4.6231 1.1320 - -

LI 0.0341 2.0559 1.2754 0.0242 1.3978 1.0019 Time series 94% 68%

RKF 0.0299 0.2428 1.2191 0.0227 0.2255 0.9664 Standardized
89% 100%

naKF 0.0423 0.1168 1.1950 0.0254 0.0976 0.9436 residuals

0.05 0.10

NC 0.0086 0.0100 0.4466 0.0068 0.0079 0.3561 - -

C 0.0125 0.4614 0.5647 0.0098 0.4517 0.4417 - -

LI 0.0119 0.3605 0.5628 0.0094 0.3348 0.4290 Time series 81% 23%

RKF 0.0116 0.0722 0.4893 0.0088 0.0702 0.3854 Standardized
84% 99%

naKF 0.0104 0.0129 0.4617 0.0077 0.0106 0.3644 residuals

Figure 1. Number of earthquakes per year of magnitude 7.0 or greater, between 1900 and 1998 (TS1).
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Figure 2. Kiewa River at Kiewa, Victoria, Australia, between 1885 and 1954 (TS2).

Figure 3. Tree: Beyond Burn, Australia. Pencil Pine, between 1028 and 1975 (TS3).

Table 3. Parameter estimates and respective standard errors of the non-stationary state-space model
(local level model); LI—linear interpolation; RKF—robustified Kalman filter; naKF—Kalman filter for
time series with missing values.

σε σe
log L

Estimate (SE) Estimate (SE)

TS1

Non-treated 2.7103 (0.6932) 4.8341 (0.5760) −192.8515
LI 2.6438 (0.6735) 4.6330 (0.5578) −190.1958

RKF 2.9174 (0.6983) 4.0890 (0.5653) −185.7237
naKF 3.0671 (0.7237) 3.8387 (0.5844) −183.6041

TS2

Non-treated 1.6446 (0.8822) 9.3662 (0.9774) −170.7793
LI 1.2913 (0.7006) 7.8502 (0.8092) −161.2743

RKF 1.1704 (0.6859) 7.7522 (0.7959) −160.3136
naKF 1.0999 (0.6905) 7.7692 (0.7967) −158.2455

TS3

Non-treated 0.0623 (0.0058) 0.1054 (0.0046) 1096.8770
LI 0.0597 (0.0057) 0.0971 (0.0045) 1149.8800

RKF 0.0614 (0.0055) 0.1000 (0.0044) 1129.9350
naKF 0.0601 (0.0055) 0.1020 (0.0044) 1124.1500

After fitting the model to the non-treated data, outliers were detected in the standard-
ized residuals, and these outliers were treated in the two iterative methods, RKF and naKF.
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In TS1, two outliers were detected (1943 and 1957). In example TS2, the detected outlier
initially remained (1916). Finally, in TS3, where eighteen outliers were initially detected,
after the adjustment the residuals showed eight outliers, of which three (1042, 1158 and
1777) were initially detected in the time series.

Table 4 shows the observed evaluation measures and predicted values in the test
sample. This table highlights the lowest RMSE and MAE values, with the naKF method
performing best. However, the difference between these values is minimal, especially in the
case of TS3; therefore, these results are in line with those obtained in the simulation study.

Table 4. Root-mean-square error (RMSE) and mean absolute error (MAE) between the observed and
forecasted values via the local level model in the test sample.

Non-Treated LI RKF naKF

RMSE MAE RMSE MAE RMSE MAE RMSE MAE

TS1 Yt vs. Ŷt+k|t 7.0245 6.0496 7.0087 6.0353 6.8205 5.8609 6.7342 5.7788

Percentage reduction - - 0.22% 4.14% 2.90% 3.12% 4.13% 4.48%

TS2 Yt vs. Ŷt+k|t 11.4091 8.1459 11.3624 8.1456 11.2833 8.1455 11.2249 8.1455

Percentage reduction - - 0.41% 0.004% 1.10% 0.01% 1.61% 0.01%

TS3 Yt vs. Ŷt+k|t 0.3759 0.3231 0.3757 0.3229 0.3756 0.3228 0.3742 0.3213

Percentage reduction - - 0.05% 0.06% 0.08% 0.09% 0.45% 0.56%

Figures 4–6 show TS1, TS2 and TS3 in black, respectively, the forecasts in red, and the
95% prediction intervals using naKF for the treatment of outliers. The amplitude of the
prediction intervals for TS1 (Figure 4) and TS3 (Figure 6) show a considerable increase over
time, whereas for TS2 (Figure 5) this increase is minimal, and the interval does not cover all
the observations in the test sample.

Figure 4. TS1 (black), the k-steps ahead forecasts (red) and the 95% prediction intervals using naKF
(red shadow).

Regarding the analysis of the model assumptions, the residuals should behave sim-
ilarly to white noise. Normality was verified for all models and for all time series:
Kolmogorov–Smirnov p values between 0.398 (RKF and TS2) and 0.967 (RKF and TS1). The
models for TS1 and TS2 verified the independence assumption: p values ranging between
0.314 (non-treated and TS1) and 0.574 (NA and TS1) from the Ljung–Box test. However, this
assumption was not verified for TS3 (all p values of the Ljung–Box test were less than 0.003).
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Figure 5. TS2 (black), the k-steps ahead forecasts (red) and 95% prediction intervals using naKF
(red shadow).

Figure 6. TS3 (black), the k-steps ahead forecasts (red) and 95% prediction intervals using naKF
(red shadow).

4. Discussion

In this work, three methods for detecting and treating outliers in time series were
proposed. This study highlighted the problem of contaminated non-stationary time series
from a state-space modelling perspective. To study the impact of outliers on parameter
estimates and the observation forecasts, and to make a comparative analysis of the proposed
methods, a simulation study was conducted with sample sizes of 50 and 500 with various
combinations of parameters, generated using a non-stationary local level model. The
data were contaminated at a 5% error rate of the observations. It was found that the
proposed methods overall improved the accuracy of the parameters and forecasts; however,
this improvement was minimal compared to the contaminated data. The treatment of
outliers by naKF and RKF were found to be the most favourable, therefore highlighting the
performance of naKF. LI was overall performed the worse. These proposed methodologies
were applied to three real time series, where the same conclusion was drawn. In other
words, in view of the study’s results, the state-space models are generally sufficiently
robust, given that they are able to handle non-stationary time series and outliers in a
satisfactory way.
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Abstract: The challenges confronting management in making decisions on offshore outsourcing have
inevitably changed dramatically over the last decade. Offshore outsourcing today is characterized
by a higher level of complexity and disruption brought about mainly factors of change, as: (1) the
new waves of globalization; (2) the rapidly shifting conditions in the marketplace, which have made
offshoring a vital part of global strategies, leading the way to new business models; (3) the increasing
variety of models in the global supply chain; (4) the inroads of previous providers that have emerged
as world-class competitors; and (5) the irresistible march of technological disruption. Threatening
events, as terrorist attacks and wars, had disrupted the world economy since the 2000s. In these cases,
supply chains were disrupted although soon restored. After these critical events, globalization was
severely weakened by the arrival of the COVID-19 pandemic, on the threshold of 2020, and Russia’s
invasion of Ukraine dealt a blow to global supply chains, by 2022. Due to these complexities, the
trend to outsource production to other countries might increasingly push companies to transform
themselves into virtual organizations. Outsourcing strategies could therefore evolve moving towards
a digital era.

Keywords: digital technologies; flexibility; innovation; offshore outsourcing; supply chain

1. Introduction

In the globalized economy, multinational companies have led to the emergence in
many countries of local enterprises capable of producing at low costs and at an acceptable
level of quality. They are entrusted with all kinds of production and processing by an
increasing number of companies that, with these decisions, not only reduce their production
costs but also streamline their organizational structure.

In recent years, outsourcing strategies have undergone a profound evolution from
simple forms of production contracts entrusted to third parties to arrangements encom-
passing more strategically relevant functions: from technological innovation to logistics,
from customer relations to after-sales services.

The decision to outsource is not limited to production of modest technological and
marginal content, but is increasingly extended to activities that-requiring ‘core competen-
cies’, or being part of the ‘core business’ were considered inseparable from the company
and not outsourceable [1–3].

In the course of this evolution, outsourcing has shifted the center of gravity from
a ‘tactical’ choice-tending to have production outsourced in order to reduce production
costs-to a ‘strategic’ choice, to redefine the very boundaries of the enterprise.

Quinn and Hilmer [1] have stated that management have to consider two strategic
processes: (1) concentrating the own resources on the distinct and inimitable core capacities
that generate value for the customer; (2) entrusting to third parties the activities considered
non-core and for which the company has no special competencies. The concept of core
competence was introduced into the economic literature by Prahalad and Hamel in 1990 [2],
giving rise to many other definitions.
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The initial interest in outsourcing rapidly gave way to serious concerns. The threat
that cheap jobs in China, India and other countries pose to employment in more advanced
economies has been a central theme in economic policy choices and election campaigns in
recent years [4].

Larger supplier companies have moved out of the borders of their countries and into
those of their customers in order to provide the best mix of cost, risk and quality. While
companies from Western countries moved their production to India, Indian companies
invested in Western countries.

Proximity, both geographically and culturally, is important to build customer relation-
ships, to provide certain types of services and to give guarantees regarding data security
and confidentiality.

The outsourcing sector is also gradually moving towards maturity. This suggests that
the flow of jobs from rich to poor countries may be slowing down [4].

After a strong development in the 1990s and early 2000s, outsourcing has started
to show signs of slowing down (measured in terms of number of contracts). As the
development trend slowed down, the margins for supplier companies also began to fall.

Nowadays, global markets are subject to intense phenomena, which are sometimes
even difficult to predict. Offshore outsourcing is characterized by a higher level of com-
plexity and disruption caused mainly by change factors such as: (1) the new waves of
globalization; (2) the rapidly shifting conditions in the marketplace, which have made
offshoring a vital part of global strategies, leading the way to new business models;
(3) the increasing variety of models in the global supply chain; (4) the inroads of pre-
vious providers that have emerged as world-class competitors; and (5) the irresistible
march of technological disruption.

Threatening events, as terrorist attacks and wars, had disrupted the world economy
since the 2000s. In these cases, supply chains were disrupted although soon restored. After
these critical events, globalization was severely weakened by the arrival of the COVID-19
pandemic, on the threshold of 2020, and Russia’s invasion of Ukraine dealt a blow to global
supply chains, by 2022.

2. The Main Drivers of Change

Offshore outsourcing today is characterized by a higher level of complexity and disrup-
tion brought about mainly factors of change, as: (1) the new waves of globalization; (2) the
rapidly shifting conditions in the marketplace, which have made offshoring a vital part
of global strategies, leading the way to new business models; (3) the increasing variety of
models in the global supply chain; (4) the inroads of previous providers that have emerged
as world-class competitors; and (5) the irresistible march of technological disruption.

(1) Since their inception, the forces of globalization have pushed companies to develop
new capabilities to enter international markets. The rules for competition have changed.
Competing globally requires supply chains that seek the most efficient sources of supply,
which means developing more complex supply chains, adapting to larger operational
scales, and establishing relationships with more providers covering more functions and
processes, and in more countries.

In recent times, an abrupt change in the degree of internalization of production and
in the scope of offshore transactions has led to what we define as “the new waves of
globalization”. Leading Western economies are seeking alternative models. Three main
consequences for offshore outsourcing have resulted from these changes: (1) an increase in
the number of “participants” in international trade, and thus in the demand for products
and services and in their supply; i.e., low-wage countries are now able to produce high-
quality manufactured goods; (2) a revival of protectionism in Western countries; and (3) an
“unbeatable” uncertainty that is forcing outsourcers to frequently revise their offshoring
strategies. These and other consequences force firms to often restructure the supply chain.

(2) The recent wave of changes in the economic, technological and regulatory envi-
ronment worldwide, as well as shifts in corporate thinking and digital disruption, have
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made offshoring a vital part of any search for sustainable competitive advantage, and
consequently for global strategies. Being competitive on a global scale has become increas-
ingly important in most industries. Companies are exploring alternative ways that can
raise the level of efficiency in the use of resources at all stages of the value chain, from
R&D to production, logistics, sales and marketing. This move is leading the way to new
business models, on the one hand by reducing costs, thereby improving profitability, and
on the other by reducing the investment needs of outsourcers to increase shareholder value.
Constantly reviewing core competencies is the basic premise for defining activities that a
firm should retain for competitive advantage. The “core” is a shifting target, as competition
changes and new technologies emerge, new activities become the core, and other activities
that do not add competitive value are shifted to other organizations that can perform them
better, faster, cheaper, or at least as efficiently.

(3) The complexity of business functions being moved offshore has increased the
range of possible relations between the lead firms and their suppliers. As a consequence,
organizations using the offshore approach have developed a variety of models to manage
the relationships with their providers and to build international networks of production.
We distinguish between the type of outsourcing agreement and the way in which the firm
manages the supply chain by means of the distribution of value added and the sharing of
technology along the various phases. As for the type of agreement with foreign vendors
or with allied partners, solutions are far from being homogeneous. The characteristics of
providers exert a profound effect as well: size, experience, skills, financial resources and
organization. By managing the share of value added and of technology assigned to the
various elements in the supply chain, outsourcers have strengthened their power asymme-
try, thereby achieving the opportunity to pursue different strategies in their relationships
with providers.

(4) Over the past two decades, some ‘old’ suppliers have become leaders in their
industry. They are now able to compete with traditional multinationals on the same level
and they have the advantage to produce in low-cost countries. Their entrance into the
outsourcing arena has forced many players to restructure the organization of the global
supply chain.

(5) In recent years, technology has profoundly impacted offshoring decisions as well
as their implementation. There are no obstacles to the disruption of the previous equilibria.
Modern methods have continued to uproot traditional practices, with many supply chains
facing challenging times, necessitating in many instances a reorganization of the supplier
network. Digital technologies are reshaping supply chains. The Internet of Things is set to
transform the supply chain of many industries, from transport to manufacturing, banking
to retailing. Acquiring digital skills has become a must for those firms that want to be
competitive and in the vanguard in the near future. In this challenging and crowded market,
new competitors are emerging all the time. New technologies can suddenly make room for
new competitors from other industries, competitors who are often cash-rich and looking
for new investments (i.e., Apple and Google in driverless cars). In such a context, flexibility
is more important than ever for companies. An important reason for lead firms to establish
a global supply chain is the flexibility this provides in allowing for rapid adjustments to
changes in market demand and, to a greater extent, a shift in the risk to supplier firms from
possible declines in demand and excessive inventory.

3. The Recent Tensions on Globalization and the Effects of COVID-19

The supply chain has been at the center of globalization over the past two decades.
However, there has been no shortage of stresses on globalization, such as the financial crisis
of 2007–2009, the slowdown in global economic growth, uncertainties about the future,
Brexit, and the trade wars between the US and China.

On the threshold of 2020, with the arrival of the COVID-19 pandemic, globalization
has been considerably weakened. Previously, many threatening events had occurred, from
the 9/11 terrorist attack to the SARS-CoV-1 virus and the tsunami in Japan. However, the
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consequences of these events had only affected the affected geographical areas to a limited
extent. Supply chains had been disrupted, but nevertheless restored within a short time.

The consequences caused by COVID-19 were traumatic and in this case the shock
affected the entire global supply chain. Major economies went into recession within a few
months and the effects are likely to remain in the economy and society for a long time.

The pandemic caused the largest and fastest decline in international flows in modern
history [5], even giving some governments the excuse to withdraw from multilateral and
free trade agreements.

The management strategies of companies with supply chains located in different
countries, and far away from the market of origin, have been very complex and debated.
The pandemic has reduced demand for many products in end markets. The need to provide
flexibility and resilience to supply chains has forced companies to sacrifice short-term
profit margins [6].

However, it is widely believed that globalization can contribute strongly to growth.
Indeed, countries with higher scores on the DHL Global Connectedness Index tend to
experience faster economic growth.

4. The Effects of Ukraine War on Globalization

Even after the COVID-19 pandemic, big companies showed less interest in true glob-
alization. Non-economic facts, such as activist pressure against sourcing from countries
known for human rights violations, further contributed to this trend. After two years of
pandemic, Western governments were grappling with rising energy prices that threatened
to slow economic recovery.

Russia’s invasion of Ukraine in late February 2022 began to disrupt supply chains and
the export of critical raw materials, from food and mining to car and aircraft production.

Energy prices increased precipitously and thereby inflation as well. “From crude
oil to diesel to natural gas, the fossil fuels that power the global economy are trading
at or towards record levels, threatening to redraw geopolitical relations between pro-
ducers and consumers, drive up inflation and potentially even disrupt the fight against
climate change” [7].

The war in Ukraine seems even to have debilitated the economy’s ability to over-
come its difficulties and regain its balance towards development, which it had previously
demonstrated.

The globalization of supply chains has been weakened by the collision between the world’s
largest economies, on the one hand, and their major raw material suppliers, on the other.

It is widely deemed that the long-term impact will be to accelerate the division of
the world into economic blocs and Russia will move towards trade and financial ties with
China. “The invasion of Ukraine might not cause a global economic crisis today but it will
change how the world economy operates for decades to come” [8].

5. The Evolution of Offshore Outsourcing towards Greater Flexibility for Managing
Complexities and Disruptions

Globalization has driven the dispersion of markets. The reaction of companies has been
to distribute core assets and create clusters of skills around the world. In this perspective,
“the innovative firm of the future will restructure each individual cell, the basic building block of
the firm consisting of an occupation devoted to a product, and redeploy and relocate them globally,
where it is most advantageous” [9].

As early as 2000, Quinn remarked that: “Strategically outsourcing innovation–using
the most current technologies an management techniques–can put a company in a sustain-
able leadership position [10].

It is widely recognized that many companies have difficulty to inject flexibility into
the global value chain in the short term because they are anchored to old tools and unable
to adapt to a changing environment. “The growing trend towards globalization and out-
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sourcing is in fact leading many industries to outsource important parts of their business to
suppliers often located in developing countries” [11].

Technological progress in the last two decades has strongly impacted offshoring
decisions and implementation. As novel methods continue to overturn conventional
practices, supply chains are being challenged and companies are forced to overhaul the
existing supplier networks. In addition, new market segments may open up to competitors,
who are often cash rich and in search of new investments, from sectors far removed
from those the firms had to deal with in the past. These changes have led to the re-
emergence of reshoring and to frequent power shifts among firms in the supply chain.
Most significantly, there now exists an “unbeatable” uncertainty that can be dealt with
only through increased flexibility in the design and management of the supply chain. For
these reasons, offshore outsourcing is transforming the functions of traditional firms into a
network of competencies [12].

Some authors argue that business competition in the future will lead the traditional
company towards supply chain networks [13–15] and this evolution could lead towards
virtual organizations. A virtual organization is defined as: “a set of geographically distributed,
functionally and/or culturally diverse entities linked by electronic forms of communication and
relying on lateral and dynamic relationships for coordination” ([16], p. 695).

In particular, Tuma ([17], p. 642) defines a virtual enterprise as a “production sys-
tem with mainly independent enterprises as single elements, which can be dynamically
insourced or outsourced depending on the market demands”.

“The recent proliferation of cloud-based technologies will further boost ‘virtualization’
of firms. The progression of the corporation from a national to a multinational entity will evolve to
the next generation, possibly into a seamless web of best-sourced people and processes around the
globe bound together by a common vision and mission and managed through collaborative tools
leading to a plethora of innovations” ([18], p. 165).

The evolution of supply chains, prompted by the Fourth Industrial Revolution, allows
an increasing use of digital technologies. Supply chain management has made the most
from going digital.

As defined by Kinnett ([19], p. 5), digital supply chain is “an intelligent, value-driven
network that leverages new approaches with technology and analytics to create new forms of revenue
and business value, through a centric platform that captures and maximizes the utilization of
real-time information emerging from a variety of sources”.

Digital supply chain can “lower operational costs by more than 30 percent, reduce lost sales
opportunities by more than 60 percent, and even reduce inventory requirements by more than 70
percent, all while making companies faster, more agile, granular, accurate, and efficient” ([20], p. 1).

“The effectiveness of the development of modern business entities of various scales and profiles
in a dynamically developing digital economy largely depends on the quality of the use of virtual
outsourcing opportunities” ([21], p. 63).

In this perspective, the trend to outsource most of the production and economic
activities and processes could transform companies into virtual organizations, improving
the formation of flexible networks and agile organizational structures. This evolution will
even push companies towards open innovation [22] and greater flexibility.

6. Conclusions

Nowadays, global markets are subject to intense phenomena, which are sometimes
even difficult to predict. Management is challenged with a higher level of complexity
and disruptions brought about in particular by the new waves of globalization and the
irresistible march of technological changes. In addition, globalization has been severely
weakened by the arrival of the COVID-19 pandemic, on the threshold of 2020, and Russia’s
invasion of Ukraine dealt a blow to global supply chains, by 2022.

There is now ‘unbeatable’ uncertainty that can only be addressed through greater
flexibility in supply chain design and management. For these reasons, offshore outsourcing
is transforming the functions of traditional companies into a network of competencies.
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The evolution of supply chains, prompted by the Fourth Industrial Revolution, allows
an increasing use of digital technologies. In this perspective, the trend to outsource most of
the production and economic activities and processes could transform companies into virtual
organizations, improving the formation of flexible networks and agile organizational structures.

Outsourcing strategies could therefore evolve by exploiting digital technologies, mov-
ing towards a digital era.
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Abstract: In this paper, we are interested in modeling the dynamics of cutaneous leishmaniasis
(CL) in Errachidia province (Morocco), using epidemiologic data and the most notable climatic
factors associated with leishmaniasis, namely humidity, wind speed, rainfall, and temperature. To
achieve our objective, we compare the performance of three statistical models, namely the Vector
Auto-Regressive (VAR) model, the Vector Error Correction model (VECM), and the Generalized
Linear model (GLM), using different metrics. The modeling framework will be compared with the
Markov Switching (MSM) approach.

Keywords: leishmaniasis dynamics; generalized linear model (GLM); Markov switching model
(MSM); meteorological data; vector auto-regressive model (VAR); vector error correction model
(VECM)

1. Introduction

Despite new developments in disease control and advanced treatment methods, leish-
maniasis is still one of the most prevalent tropical diseases in the world. The World Health
Organization (WHO) defines leishmaniasis as an infectious disease caused by protozoan
parasites in the genus Leishmania. The transmission of the disease occurs through the bite
of a sandfly infected with Leishmania parasites. Infection may be restricted to the skin in
cutaneous leishmaniasis (CL), to the mucous membranes in mucosal leishmaniasis (MCL),
or spread internally in visceral leishmaniasis (VL). This disease is in fact a vector-borne
disease whose transmission is highly influenced by climatic factors, whereas the nature
and magnitude differ between geographical regions. Further, it is known that spatial het-
erogeneity influences shifting patterns of vector parasite interactions, vector–host contact,
and susceptibility of the population [1].

Many recent studies and research papers [2–4] suggest that the incidence of leishma-
niasis is influenced by climatic variables. Therefore, prediction approaches are needed
to achieve a better outcome in disease forecasting. In this context, the predictions made
through time series analysis are extremely important in light of recent developments. This
will undoubtedly help identify trends and possible disease outbreaks, which may ultimately
facilitate the smooth and timely implementation of control programs through appropriate
precautionary interventions.

In this paper, we compare the performance of three statistical models, namely the
Vector Auto-Regressive (VAR) model, the Vector Error Correction Model (VECM), and
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the Generalized Linear Model (GLM), using different metrics. These models are used to
measure the impact of climate change on the epidemiology of leishmaniases in Errachidia
province, Morocco.

These models were selected based on a benchmarking study that showed their useful-
ness in explaining the dynamics in different fields. Furthermore, the time series modeling
framework will be compared with the Markov Switching approach.

2. Materials and Methods

The main contribution of this study is to model cutaneous leishmaniasis (CL) dy-
namics in Errachidia province (Morocco) using epidemiologic data and the most notable
climatic factors associated with leishmaniosis, namely humidity, wind speed, rainfall, and
temperature. To achieve our objective, we use three statistical models, namely the Vector
Auto-Regressive (VAR) model, the Vector Error Correction model (VECM), and the Gener-
alized Linear Model (GLM). The modeling framework will be compared with the Markov
Switching approach.

2.1. A Brief Overview of Generalized Linear Models (GLM)

Generalized Linear Models include several types of models, such as linear regression,
logistic regression, Poisson regression, and Negative Binomial Regression [5]. In these
models, the response variable Yi is assumed to follow an exponential family distribution.
The mean μi of the response variable is often assumed to be a nonlinear function of xT

i β.
The model is given by:

g(E(Y)) = β0 + β1X1 + β2X2 + · · ·+ βnXn + ε, (1)

where g(E(Y)) specifies the link between the mean E(Y) and the linear combination of
predictors X1, X2, . . . , Xn. GLMs are generally fitted using a Newton-type method, such
that an iteratively re-weighted least square (IWLS) algorithm is also referred to as a Fisher
Scoring algorithm [6].

Various predictor selection methods are used to compromise the stability of a final
model from several nested models. Based on the significance of the predictors and their
correlation values with the outcome Yi we can reduce the number of predictors. Using
forward-selection or backward-elimination variable-selection algorithms, the deviance,
and the AIC criterion, we can determine the best-fitting model [7]. In order to assess the
relevance of GLMs, we use the residual deviance test, defined as:

D = 2{l(saturated)− l(M)}, (2)

where l(M) is the log-likelihood of the model M, and l(saturated) is the log-likelihood of
a saturated model. A saturated model is where the number of parameters is equal to the
number of data points. Thus, models with high likelihoods will have low deviances, and
vice versa. If the model M is correct and has p + 1 parameters, including the intercept, then
the deviance will generally approach a chi-square distribution with degrees of freedom
equal to n− (p + 1).

Poisson and negative binomial regression models (Figure 1) are part of the family of
Generalized Linear Models that are commonly used in epidemiological studies [8]. These
models are widely used to model disease incidence data with a non-negative integer, no
upper limit, and highly skewed distribution. Otherwise, a zero-inflated Poisson (ZIP)
model, a zero-inflated negative binomial (ZINB), or a negative binomial need to be used [9].
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Figure 1. Checking for zero-inflation and overdispersion in the analysis of count data.

2.2. A Brief Overview of Multivariate Time Series Models

The Multivariate Time Series approach (Figure 2) is used to model and explain the
interactions among a group of time series. In this framework, the strength of associations
among different variables is expressed across time lags.

Figure 2. VAR and VECM Analysis model.

The Vector Auto-Regressive (VAR) model is one of the most commonly used tech-
niques. It is considered as an extension of the auto-regressive model. The VAR model
involves multiple independent variables and therefore has more than one equation, ex-
plaining the behavior of the relationship between endogenous variables as well as between
endogenous and exogenous variables. Each equation uses as its explanatory variables the
lags of all the variables and likely a deterministic trend.

If all of the original variables have unit roots and are not cointegrated, then they
should be differenced and the resulting stationary variables should be used in the VAR. Let
x(t) = (x1(t), . . . , xm(t))

′ be an m-dimensional stationary process admitting the following
VAR(p) representation:

x(t) = A1xt−1 + · · ·+ Apxt−p + εt, t ∈ Z (3)

where A1, · · · , Ap are (m×m) coefficient matrices, p is the model order, and εt = (ε1t, · · · , εmt)′

is a (m× 1) vector of white noises with E[εtε
′
s] = 0 for t �= s and εt ∼ N(0, ∑ε). The coeffi-
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cient matrices A1, · · · , Ap describe the temporal relationships within the m time series in
the system.

If the cointegration exists then a vector error correction model (VECM), which com-
bines levels and differences, can be estimated instead of a VAR in levels. The VECM
regression equation is given by:

Δyt = α1 + ρ1e1 + ∑n
i=0 βiΔyt−i + ∑n

i=0 δiΔxt−i + ∑n
i=0 γiΔzt−i (4)

Δxt = α2 + ρ2e2 + ∑n
i=0 βiΔyt−i + ∑n

i=0 δiΔxt−i + ∑n
i=0 γiΔzt−i (5)

2.3. A Brief Overview of the Markov Switching Model (MSM)

Although ARMA models are quite successful in numerous applications, they are
unable to represent many nonlinear dynamic patterns such as asymmetry, amplitude
dependence, and volatility clustering [10]. In addition, nonlinear time series models are
not a panacea and have their own limitations. First, the nonlinear optimization algorithms
easily get stuck at a local optimum in the parameter space. Second, most nonlinear models
are designed to describe certain nonlinear patterns of data and hence may not be so flexible.

The Markov Switching model of Hamilton [11], also known as the regime-switching
model, is one of the most popular nonlinear time series. This model involves multiple
equations that can characterize the time series behavior in different regimes. By permitting
switching between these structures, this model is able to capture more complex dynamic
patterns. This model and its variants have been widely applied [12,13]. The following
network mapping [14] summarized the co-occurrence of author’s keywords when using
the Markov Switching model (Figure 3).

Figure 3. A network analysis of keyword co-occurrence.

In this network mapping, the sizes reflect the frequency of the author’s keywords in
the Markov Switching literature, while the colors represent the number of clusters.

Let st denote an unobservable state variable assuming the value of one or zero. As
mentioned by Kuan (2002), a simple switching model for the variable zt involves two
AR specifications:

zt =

{
α0 + βzt−1 + εt, st = 0
α0 + α1 + βzt−1 + εt, st = 1

(6)

where |β| < 1 and εt are i.i.d random variables with mean zero and variance σ2
ε . This is

a stationary AR(1) process with mean α0/(1− β) when st = 0, and it switches to another
stationary AR(1) process with mean (α0 + α1)/(1− β) when st changes from 0 to 1. This
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model admits two dynamic structures at different levels, depending on the value of the
state variable st. In this case, zt are governed by two distributions with distinct means, and
st determines the switching between these two distributions (regimes).

To implement our methodology and test all aforementioned modeling approaches, in
this research we used monthly CL incidence data from Errachidia province and climatic
variables. Data covers the period from January 2010 to December 2019.

Errachidia province is located in the Ziz Ghris Valley in the south-east of Morocco
(Figure 4), including the Saharan areas, plains, and highlands at an altitude above 1900 m
and covering a surface of 46,000 km2. Errachidia has an arid climate with temperatures
between−4 ◦C and 48 ◦C, with large daily and seasonal temperature variations. The annual
mean temperature is 21 ◦C. Rainfall is scarce and usually occurs between February and
March. The annual total precipitation is 134.64 mm [15].

Figure 4. Location of Errachidia province (HCP).

3. Results and Discussions

The analysis of collected data shows that Errachidia province recorded 8487 cases of
cutaneous leishmaniasis between 2010 and 2019 (Figure 5). It can be observed from Figure 5
that the monthly CL incidence peaked between 2010 and 2011, declined between 2011 and
2016, and rose around the end of 2016 to 2018. In addition, the number of CL cases had
seasonal fluctuations. Most cases were recorded in the months of November, December,
and January. The trend starts to increase in October, with high peaks in December and
January, and declines until February. A steady-state period is observed until September.

Figure 5. The evolution of LC incidence in Errachidia province from 2010 to 2019.

To study the impact of climate change on the CL incidence in this region, we selected
seven predictors, namely the monthly average humidity (Hmoy), precipitation (Prec),
average wind speed (Vmoy), minimum temperature (Tmin), mean temperature (Tmoy),
and maximum temperature (Tmax), as well as evaporation (Evap).

A linear correlation between the covariables was assessed using the Pearson coefficient,
and predictors that present a strong correlation with CL cases were retained. The Spearman
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coefficient and the cross-correlation between the CL cases and climatic data were estimated
to determine the predictors and the adequate lags to be included in the model.

Our first fitted model is Poisson regression. However, the dispersion coefficient
showed severe over-dispersion (ΦPoisson = 145.18). Thus, negative binomial regression was
used as an alternative approach to model over-dispersion in the data.

The use of the stepwise method for 3- and 6-month gaps between CL cases and
predictors leads to the retention of the model given by (Table 1):

CL ∼ Vmoy6 + Tmin6 (7)

Table 1. Results of the stepwise selection algorithm for the 3- and 6-month gaps between CL and
predictors.

GLM: Negative Binomial Models AIC

Log(E(CL))~9.0747 Hmoy − 28.3713 Prec + 1.0572 1030.9
Log(E(CL))~6.90924 Hmoy3 + 0.18451 Tmoy3 − 2.26628 980.74
Log(E(CL))~1.20795886 Vmoy6 + 0.07317 Tmin6 − 2.34280875 932.59

Note: The bold means that this is the optimal value.

To examine the adequacy of the fitted model, a residual diagnosis as well as the
deviance test were performed.

The multivariate time-series analysis shows that data can be considered as stationary
time series. The optimal VAR model identified is given by:{

CLt = 0.629 CLt−1 + 3.326 Tmoyt−1 − 45.573
Tmoyt = −0.010 CLt−1 + 0.894 Tmoyt−1 + 2.844

(8)

To assess the performance of this model a post analysis is required. The test of the
presence of serial correlation in the residual, the Portmanteau Test, shows a p-value equal
to 0.0874 > 0.05, meaning that we can accept the null hypothesis of nonexistence of serial
correlations.

Concerning the test of heteroskedasticity, the p-value of the arch test is equal to
0.009107 < 0.05, meaning that we reject the null hypothesis and thus the absence of het-
eroskedasticity.

The Jarque-Bera test was then used to check if the residuals fit the normal distribution.
Because the p-value is higher than 0.05, the normal distribution is accepted. The following
figure (Figure 6) shows no structural break.

Figure 6. Stability Test of the VAR model adjusted.
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One of the most useful tools to characterize the dependence among time series when
running the VAR model is the causality test. In our case, the objective of this test is to check
if the variable “Tmoy” contributes to forecasting the “CL incidence” variable.

The p-value of the Granger causality test is equal to 0.0023 < 5%, meaning that we can
reject the null hypothesis. Hence, “Tmoy” is considered a pertinent feature (risk factor)
when predicting the “CL” variable. As displayed in Figure 7, a good performance is shown,
in terms of predictions obtained from VAR(1).

Figure 7. Forecasts for CL cases and the mean temperature from VAR(1).

The following figure (Figure 8) provides results about the Markov Switching model
fitting with the estimation of regime 1 and regime 2. However, based on the AIC and
residuals diagnosis, the VAR(1) performs better than the Markov Switching model.

Figure 8. Results about Markov Switching model fitting.
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4. Conclusions

In this study, we are interested in modeling the spread of cutaneous leishmaniasis (CL)
using the Vector Auto-Regressive (VAR) model, the Vector Error Correction model, (VECM)
and the Markov Switching approach (MSM). Based on our findings, we can mention that
the CL time series are characterized by extreme values; therefore, it was cumbersome to
explain them using meteorological data. It is worth noting that among all candidate models,
the VAR model performs well in terms of underlying hypotheses such as the stationary
series, so there is no need to use the VECM. In addition, the VAR model provides good
results in terms of prediction. In our case, the implication of the adequacy of the VAR is
that the CL variable can be considered as a function of its own past values.

It is worth noting that the VAR model is one of the most successful, flexible, and easy to
use models for the analysis of multivariate time series. This model often provides superior
forecasts to those from univariate time series models. In addition to data description and
the underlying theory based on simultaneous equations and forecasting, the VAR is also
used for structural inference.
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Abstract: In today’s world of large volumes of data, where the usual statistical estimation methods
are commonly inefficient or, more often, impossible to use, aggregation methodologies have emerged
as a solution for statistical inference. This work proposes a novel procedure for time series regression
modelling, in which maximum entropy and information theory play central roles in the replication of
time series, estimation of parameters, and aggregation of estimates. The preliminary results reveal
that this three-stage maximum entropy approach is a promising procedure for time series regression
modelling in big data contexts.

Keywords: big data; bootstrap; maximum entropy; neagging; regression modelling; time series

1. Introduction

Understanding, predicting, and interpreting information collected over different peri-
ods of time (days, weeks, years, etc.) has been of major concern in recent decades. Time
series analysis, concerning longer or shorter periods, has been of major importance in vari-
ous areas, such as economics and finance, agriculture, meteorology, astronomy, medicine,
and health sciences, just to name a few. Current reality is characterized by large volumes
of data, generally complex, unstructured and/or non-homogeneous, which are usually
referred to as big data to emphasize the challenges they present to traditional computational
and statistical techniques. In many situations, it is not possible to treat all data as a whole,
either because of the inadequacy of the methodology or the insufficient computational
capacity available. In such situations, traditional methods of estimation become inefficient
and new statistical approaches are needed. The methodology adopted in this study was
contextualized in the reality described above and is presented here as an alternative tool to
deal with large volumes of data.

The strategy that is followed in this work is based on a three-stage maximum entropy
approach for time series analysis. We started by considering a given data set to which the
linear regression model could be applied, but represented a high computational burden
when considering estimation. Instead of trying to tackle this issue using the whole data
set, we started by considering only a few, say G, small samples or groups (with a few
observations, say Obs) that were extracted from the original data using a random sampling
procedure. The first step, after collecting the G small dimension random samples, was to
replicate each of them following the maximum entropy bootstrap methodology proposed
by H. D. Vinod [1,2]. Each replica could then be easily estimated using a proper estimation
procedure. In the second stage, the generalized maximum entropy (GME) estimator was
used to obtain estimates for the linear regression model parameters. Other estimators
could have been considered in this stage, but due to the stability of the GME estimator in

Eng. Proc. 2023, 39, 39. https://doi.org/10.3390/engproc2023039039 https://www.mdpi.com/journal/engproc409



Eng. Proc. 2023, 39, 39

ill-posed problems (which are common in a big data context) this estimator was chosen
for this work. Having an estimate for each parameter of the model and for each replica
obtained of each original small sample, it was time to aggregate this information and
obtain an overall estimate for each parameter of the model. Considering the total number
of replicas, the percentile method can be used to obtain a confidence interval with any
given confidence level for each of the model parameters (for a particular small sample
of G groups collected). Alternatively, an overall estimate for each of the G group can be
obtained by calculating the median of the estimates. As the normalized entropy is also
calculated for each replica, the median normalized entropy can be obtained for each of
the G samples. The third and last stage of the procedure consisted of aggregating the
G estimates into one single estimate for each model parameter. To accomplish this last step,
an entropy-based procedure was used once again, as the normalized entropy was used as
the weighting factor for the aggregated overall model parameter estimate. Details about
this aggregation technique, called neagging, can be found in [3,4]. This work reports the
first time these three maximum entropy-based procedures have been combined into one
single three-stage framework for regression analysis of time series. There are still many
details that need further exploration, such as the adequate number of small samples or
groups, G, and the proper number of observations per group, Obs, to consider; however,
the preliminary results presented here are promising and certainly deserve to be brought
to light.

2. Materials and Methods

This study considered daily available prices (USD; United States Dollar) for car-
bon dioxide (CO2) emissions, coal, natural gas, and Brent oil. Data from 2 July 2018 to
29 June 2022 were collected from Investing.com [5], considering only days with simulta-
neous information for all variables. The collected data for 994 days were considered a
“big data set” that could only be analyzed using an aggregation methodology. Naturally,
given the purpose of this work, the dimension was carefully chosen so that, although of
high dimension, it was still computationally tractable, and the results of the model with
994 observations could be compared with those from the aggregation methodology. It is
also important to note that the purpose of this work was not to provide an economic inter-
pretation of the regression model defined below, but rather to illustrate how the combined
methods may work in time series regression modelling scenarios. The methods considered
in this work for replication of time series, estimation of parameters, and aggregation of
estimates are briefly presented next.

2.1. Maximum Entropy Bootstrap for Time Series

The maximum entropy bootstrap for time series was proposed by H. D. Vinod [1,2];
a package (meboot) in the R software was developed by H. D. Vinod and J. López-de-
Lacalle [6]. The methodology creates a large number of replicates of the time series for
inference purposes (1000 replications were considered in this study). Those generated ele-
ments of the ensemble retain the shape of the original time series using maximum entropy
density, as well as the time dependence structure of the autocorrelation and the partial
autocorrelation functions. Moreover, and probably most importantly, the methodology
avoids all structural changes and unit root type testing, and all the usual shape-destroying
transformations, such as detrending or differencing, to achieve stationarity. Details of the
algorithm can be found in [6].

2.2. Generalized Maximum Entropy Estimation

The GME estimator was proposed by A. Golan, G. Judge, and D. Miller [7] based
on the maximum entropy (ME) principle of E. Jaynes [8,9] and the entropy measure of
C. E. Shannon [10]. Recently, A. Golan [11] presented a new area of research at the inter-
section of statistics, computer science, and decision theory, entitled info-metrics, in which
the GME estimator and other information–theoretic estimation methods are included. The
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GME estimator represents a stable estimation procedure in ill-posed models, namely in
ill-conditioned models, in underdetermined models, and when only samples of small size
are available for inference purposes (the micronumerosity problem).

Under GME estimation, the linear regression model y = Xβ + e, where y denotes a
(N × 1) vector of noisy observations, β is a (K × 1) vector of parameters to be estimated,
X is a (N × K) matrix of explanatory variables, and e is a (N × 1) vector of random errors,
needs to be reformulated as y = XZp + Vw, where Z is a (K × KM) matrix of support
spaces, V is a (N × NJ) matrix of support spaces, p is a (KM× 1) vector of probabilities to
be estimated, w is a (NJ × 1) vector of probabilities to be estimated, and M and J are the
number of points in the support spaces. The GME estimator can then be stated as

argmaxp,w
{
−p′ ln p−w′ ln w

}
, (1)

subject to the model and the additivity constraints y = XZp + Vw, 1K = (IK ⊗ 1′M)p

and 1N =
(

IN ⊗ 1′J
)

w, where ⊗ represents the Kronecker product. Using numerical
optimization techniques, because the statistical problem has no closed form solution, the
estimates of the parameters are given by β̂ = Zp̂. Additional details regarding GME
estimation can be found in [7,11–14].

2.3. Normalized Entropy Aggregating (Neagging)

Aggregation methods become useful in big data contexts, where a significant computa-
tional effort is required and traditional statistical estimation methods become inefficient or,
more often, impossible to apply. Normalized entropy aggregating (neagging) is based on
identifying the information content of a given (randomly selected) group of observations
(g = 1, 2, . . . , G) through the calculation of the normalized entropy; [3,4]. The aggregated
(global) estimate is given by

β̂ := ∑G
g=1 wg β̂g, (2)

where β̂g is the estimate in group g, wg ∝ 1− S(p̂)g, with S(p̂)g =
(
−p̂′ ln p̂

)
/(K ln M),

and ∑G
g=1 wg = 1. Thus, neagging consists of weighting the estimates obtained from the

GME estimator for each group g according to the information content of the group.

2.4. Statistical Model and Estimation Configuration

The regression model is defined as

CO2t = b0 + b1COALt + b2GASt + b3OILt + et, (3)

where CO2 represents the price of CO2 emissions, COAL represents the price of coal, GAS
represents the price of natural gas, OIL represents the price of Brent oil, t represents the
day, and e is the error component.

First, maximum entropy bootstrap was used to create 1000 replications of the four
series under study, using the package (meboot) in the R software [6]. Next, the four
parameters of the 1000 models were estimated using the GME estimator (implemented in
MATLAB by the authors) considering symmetric supports about zero in matrix Z, with
five (M = 5) equally spaced points, and the following lower and upper bounds: [−2, 2],
[−5, 5], [−10, 10], [−100, 100], and [−1000, 1000]. The use of five supports was intended to
illustrate different a priori information scenarios, and also to evaluate the performance of
the estimation process. Regarding the matrix V, the supports were defined symmetrically
and centered on zero with three (J = 3) equally spaced points, using the three-sigma rule
with the empirical standard deviation of the noisy observations, namely

[
−3σ̂y, 3σ̂y

]
.

With 1000 estimates for each parameter of the model in (3), the percentile method was used
to construct confidence intervals for each one at 90%, 95%, and 99%. The twelve confidence
intervals obtained from the 1000 models with 994 observations were then used to evaluate
the performance of neagging.
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Finally, to implement neagging in different scenarios, random sampling with replace-
ment was performed considering two different number of groups, G = 5 and G = 10,
where the numbers of observations per group were 20 (Obs = 20), 50 (Obs = 50), and 100
(Obs = 100). The parameters of the different models obtained by random sampling were
estimated using the GME estimator with the same configuration mentioned above. As
there were 1000 estimates and 1000 values of normalized entropy for each scenario, the
median of the 1000 estimates was considered the estimate of each parameter, and the value
of wg was obtained using the median (and the mean for comparison purposes; see next
section) of the 1000 values of normalized entropy.

3. Results and Discussion

The results obtained in this work are summarized in Table 1, in which the rows contain
the five different supports used: [−2, 2], [−5, 5], [−10, 10], [−100, 100], and [−1000, 1000].
For each support, two different numbers of groups were tested, G = 5 and G = 10. The
number of observations per group is represented in the columns of Table 1, where the
confidence intervals obtained by the percentile method for the confidence levels of 90%,
95%, and 99% are also listed. As these confidence intervals were calculated for each model
parameter, we had twelve confidence intervals per support that related to the model with
994 observations. To evaluate results from the aggregation methodology, we checked if
the overall aggregated confidence intervals, obtained for each of the random sampling
scenarios listed in Table 1, had the same sign of the corresponding confidence interval.
The best case scenario, evaluated for each of the 90 different scenarios tested, was four
correct identifications of the corresponding confidence intervals signs (one for each model
parameter), which we called four hits out of four. The worst case scenario would have been
zero hits, which did not occur. Table 1 presents the number of hits for each scenario tested.

Table 1. Number of hits in the comparison between confidence intervals for original data and overall
confidence intervals for aggregated data.

Supports G
Obs = 20 Obs = 50 Obs = 100

CI90 CI95 CI99 CI90 CI95 CI99 CI90 CI95 CI99

[−2, 2]
5 4 4 3 4 4 4 4 4 4

10 4 4 3 3 3 4 4 4 4

[−5, 5]
5 4 3 3 4 4 4 4 4 4

10 3 3 3 3 3 4 4 4 4

[−10, 10]
5 4 4 3 3 4 4 4 4 4

10 3 3 3 3 3 3 4 4 4

[−100, 100]
5 2 2 2 4 2 2 4 4 3

10 2 2 2 2 2 2 4 4 3

[−1000, 1000]
5 2 2 2 4 2 2 4 4 3

10 2 2 2 3 2 2 4 4 2

Note that the number of possible hits for each scenario was four, given that there were four model parameters
to estimate. Each confidence level listed in Table 1 is represented in the HDR graphs with the following color
correspondence: 99% CI—red, 95% CI—green, and 90% CI—blue.

The weighting of the estimates obtained from the GME estimator for each group
according to the information content of the group—the neagging procedure—was done
considering two alternative forms: using the median and the mean of the normalized
entropy. The results are presented in a single table because they were exactly the same in
terms of the number of hits. This equality of the median and the mean can be explained by
the fact that the wg of the median and the mean were very close.

The discussion of the results in Table 1 has two focuses of analysis. The first one,
looking at the lower amplitude supports [−2, 2], [−5, 5] and [−10, 10], where it is expected
that this lower amplitude comes from the fact that the user has a lot of information about the
model (relating to a situation of a high a priori information), and the second one, looking at
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the supports [−100, 100] and [−1000, 1000], with greater amplitude, where it is expected
that the user has little information about the model (low a priori information scenarios).

In the first case, where the supports have smaller amplitude, it can be seen that with
less observations per group (20 and 50), as the amplitude of the supports decreases, the
number of hits increases and the results improve in cases where the aggregation is done
with a smaller number of groups. However, the results are better for the scenario with
50 observations, when compared to the scenario with 20 observations. Finally, in the
scenario with samples of 100 observations, the normalized entropy aggregation procedure
presents 100% of hits in all supports [−2, 2], [−5, 5] and [−10, 10], regardless of the number
of groups.

For the second case, where we have little information about the model and the supports
are of greater amplitude, whatever the support [−100, 100] or [−1000, 1000], it can be seen
that as the number of observations increases, the number of hits improves significantly, and
for 50 and 100 observations it improves even more when the number of groups decreases
from 10 to 5.

Therefore, in general, we can say that the results improve as the number of observa-
tions increase and the amplitude of the supports decrease, as well as the number of groups.

Looking at the highest density region (HDR) graphs below, which represent the model
with 994 observations, we can see that the constant (b0) in Figure 1 and the coefficient
b2 in Figure 2 are not statistically significant, as all confidence intervals (at confidence
levels of 90%, 95%, and 99%) include zero. On the other hand, coefficients b1 and b3 can
be considered statistically significant, as the corresponding confidence intervals do not
include zero at any confidence level tested.

Figure 1. HDRs for the sampling distribution of estimates of b0 and b1.

Figure 3 shows the trend in the price of CO2 emissions. Figure 4 (on the left) shows
trends in the price of coal, the price of natural gas, and the price of Brent oil in the period
under study. Figure 4 (on the right) highlights only the price of natural gas, because it is
not clear in the figure on the left.
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Figure 2. HDRs for the sampling distribution of estimates of b2 and b3.

Figure 3. Price of CO2 emissions.

 

Figure 4. Prices of coal, natural gas, and Brent oil (left), and the price of natural gas (right).

The values for all observed variables had an increasing trend, including the one
represented separately in the graph on the right.

4. Conclusions

Recently, a two-stage maximum entropy approach for time series regression modelling
was proposed in the literature [14]. This work extends that idea to big data contexts by
adding a third stage with the neagging procedure. Although further research is needed,
the preliminary results reveal that this three-stage approach, in which maximum entropy is
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used in replication of the time series, estimation of parameters, and aggregation of estimates,
is a promising procedure in big data contexts. As future work, an exhaustive simulation
study is being planned to investigate the adequate number of groups and the adequate
number of observations per group. Additionally, comparisons with other aggregation
methods, such as bagging, are expected to be analyzed, in order to explore the advantages
and disadvantages of this three-stage approach.
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Abstract: Despite being the second largest oil exporter in Africa, Angola continues to lag behind in
most macroeconomic and institutional indicators. At least partially, this is a consequence of the Dutch
disease, a phenomenon that establishes a clear link between high resource endowments and lack of
economic diversity through the loss of international competitiveness in non-resource sectors. In this
paper, we use a nonlinear autoregressive distributed lag (NARDL) model to identify the cointegrated
relationship between international oil prices and the real effective exchange rate of the kwanza, which
is a striking sign of the presence of the Dutch disease.

Keywords: resource curse; spending effect; real exchange rate; cointegration

1. Introduction

A significant body of empirical literature shows that the economic performance of
resource-rich countries is typically inferior to that of their resource-deficient counterparts.
Auty [1], for example, found that resource-poor economies grew four times faster than big
oil exporters between 1970 and 1993. In case of OPEC members, Gylfason [2] calculated
that the real GDP per capita fell by an average of 1.3% between 1965 and 1998. Furthermore,
examining 51 resource-rich economies during the 1990s, Weber-Fahr [3] reported that in
countries where more than 50% of export revenues came from mineral exports, the real
GDP per capita declined by an average of 2.3%. This phenomenon, commonly known as
the resource curse, has been explained by several theories of neoclassical economics and
political economy [4]. This study predominantly focuses on the former, as it uses statistical
techniques to identify the presence of the Dutch disease in Angola.

The Dutch disease refers to the deindustrialization of a national economy as real
appreciation of the domestic currency induces a loss of international competitiveness in
non-resource sectors. First developed by Corden and Neary [5], the theoretical model deals
with the effects of a resource boom in a three-sector, small, open economy. As windfalls from
commodity exports drive domestic demand, the relative price of non-tradables increases,
causing real appreciation through the Balassa–Samuelson mechanism. Referred to as
the spending effect, this change in terms of trade induces indirect deindustrialization as
domestic manufactures are crowded-out by cheaper imports. Furthermore, the Dutch
disease also undermines the competitiveness of agricultural tradables. Although Angola
was once the fourth largest coffee exporter in the world, currently no more than 8–14% of
the arable land is being utilized [6]. Agricultural exports in 2013 counted only for 8.5% of
the peak figure in 1974, while the related revenues constituted a negligible 0.4% share in
the national budget [7].
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Until the end of the 2014 commodity supercycle, these negative effects did not have a
direct impact on growth. However, the complete loss of the agricultural sector and domi-
nance of the oil industry suggest that Angola did suffer and keeps suffering from the Dutch
disease. Our aim is to address the involvement of this problem in Africa’s second largest
oil exporter by examining the cointegration—i.e., long-term statistical co-movement, free of
confounding factors—between oil prices and the real effective exchange rate (REER) of the
national currency (the Angolan kwanza)—in the framework of a nonlinear autoregressive
distributed lag (NARDL) model. In other words, we are looking for signs of the spending
effect to explain the lack of economic diversity. More specifically, we seek to answer the
following two questions:

Can cointegration—a long-term statistical link—be detected between the real price
of oil on the world market and the REER of the kwanza? We expect to find a cointegrated
nexus as a remarkable symptom of the Dutch disease in Angola.

Furthermore, if this link exists, is it asymmetrical? That is, does a unit change in
the price of oil affect the appreciation or depreciation of the exchange rate to a different
extent? This asymmetry would suggest a long-term deterioration in terms of trade, which
commonly characterizes the trade relationships of developing nations. We assume that the
cointegration is asymmetrical, and that the amplitude of appreciation is higher than that
of depreciation.

2. Data and Methods

In the related empirical literature, the technique of cointegration is typically used to
detect a long-term statistical relationship between commodity prices and different real
effective exchange rates [8,9]. This procedure filters out the intermittent local co-movements
caused by accidental fluctuations, which otherwise would result in biased and inconsistent
estimations [10,11]. Based on Shin et al. [12], we formulated our error correction model
using an asymmetrical form so that we could address both research questions outlined in
the introduction.

To develop the asymmetric distributed lag model, first we broke down the logarithm
of the real price of oil on the world market (pt) into partial sum processes by separating the
positive (p+

t ) and negative (p−t ) changes:

log p+
t =

t

∑
j=1

Δ log p+
j =

t

∑
j=1

max
(

Δ log pj; 0
)

(1)

log p−t =
t

∑
j=1

Δ log p−j =
t

∑
j=1

min
(

Δ log pj; 0
)

(2)

If we add up the time series produced by Equations (1) and (2), we obtain our original
log pt series. The ξt error term representing the deviation from the long-term stochastic
equilibrium can be calculated as the difference between et, the real affective exchange rate,
and the logarithms of the decomposed oil price [12]:

ξt = log et − β+ log p+
t − β− log p−t (3)

To estimate both the long- and short-term effects, we used the following equation:

Δ log et = ρ log et−1 + θ+ log p+
t−1 + θ− log p−t−1 +

n−1
∑

j=1
γjΔ log et−j

+
m−1
∑

j=0

(
φ+Δ log p+

t−j +φ−Δ log p−t−j

)
+ εt

(4)

Δ log et = ρξt−1 +
n−1

∑
j=1

γjΔ log et−j +
m−1

∑
j=0

(
φ+Δ log p+

t−j +φ−Δ log p−t−j

)
+ εt (5)
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Equation (4) was used to estimate the long-term asymmetry parameters of Equation (5),
β+ and β−, which are based on−θ+/ρ and−θ−/ρ, respectively. Parameter ρ in Equation (5)
measures the convergence rate of return to the common stochastic equilibrium, a phe-
nomenon that occurs when this parameter is negative and statistically significant.

In summary, the relationship between the real effective price of the kwanza and the
real price of oil—and thus the presence of the Dutch disease—is confirmed if parameter
ρ is significant and negative. Furthermore, if the estimates for parameters β+ and β− are
significantly different, the model verifies the presence of asymmetry.

For the exchange rate, we used the Bruegel Institute’s REER time series, while nominal
oil prices were derived from the World Bank’s pink sheet databank and converted to real
terms using the consumer price index from the IMF’s IFS statistics database. Thus, we
obtained monthly time series data for the period between January 2005 and December 2018.

3. Results

The upper section of Figure 1 demonstrates the quasi-permanent appreciation of the
kwanza, while the lower section shows the effects of the financial crisis on the oil price, as
well as the end of the 2014 supercycle. In order to establish a link between the variables,
we examined the time series in terms of stationarity and cointegration.

Figure 1. Time series of real oil prices and kwanza REER.

Based on our model, the ADF and Phillips–Perron postestimation tests augmented
with an intercept were unable to reject the null hypothesis that the time series contained a
unit root at a 5% significance level (et : pADF = 0.14, pPP = 0.45, pt : pADF = 0.08, pPP =
0.07). The 5.73 statistic of the Pesaran–Shin–Smith (PSS) test for asymmetric cointegration
exceeded the upper critical value of 3.23 and thus indicated hidden cointegration [13].

The fit of the estimated model shown in Table 1 was satisfied with an adjusted R2

of 15%. In addition, all postestimation tests were passed and there were no signs of
autocorrelation (χ2

SC = 0.54) nor ARCH effect (χ2
H = 0.88). The value of the ρ convergence

parameter was, as the theory suggested, significant and negative with a value of −0.05,
indicating cointegration and a slow return to the joint equilibrium. Furthermore, the model
was symmetrical, that is, we were not able to reject the null hypothesis of the long-term
asymmetry test at any conventional significance level (WLR = 0.18).
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Table 1. Regression results of the NARDL model.

Parameters Coeff. S.E. t-Stat p-Value
EC Parameters

Const. 0.23 ** 0.10 2.28 0.02
ρ −0.05 ** 0.02 −2.21 0.03
θ+ 0.01 0.01 1.28 0.20
θ− 0.01 0.01 0.77 0.44
γ1 0.35 *** 0.08 4.41 0.01
φ+ −0.02 0.05 −0.39 0.70
φ− −0.03 0.04 −0.92 0.36
Asymmetric LR parameters

β+ 0.20 ** 0.09 2.22 0.03
β− 0.11 ** 0.05 2.21 0.03

Diagnostics

R2 0.18
adj. R2 0.15
χ2

SC 0.54

χ2
H 0.88

WLR 0.18
Observations 168

** Significant at 5% level; *** Significant at 1% level

4. Discussion

The oil sector in Angola counts for one-third of the GDP and more than 90% of export
revenues. This extreme oil-dependency raises serious doubts since reserves are expected
to be depleted by 2032 at current production levels [7]. At the same time, economic
growth is clearly linked to the dynamics of international oil prices and has been fuelled
by extraction since oil production doubled between 2002 and 2008. The 2014 oil price
slump, however, revealed the unsustainability of the oil-based growth strategy. While
Angola enjoyed an average annual growth rate of more than 8% between 2002 and 2014,
the GDP declined by 0.98% yearly between 2015 and 2018. Currently, macro-stability is
threatened by indebtedness, a decline in production, and a lack of foreign investments due
to corruption.

The model shown in Table 1 supports our first hypothesis about the cointegration
of oil prices and the kwanza REER, indicating a long-term statistical relationship. This
result suggests that the Dutch disease is present and evolves through the spending effect.
The subsequent deindustrialization exposes the country to the volatility of international
commodity prices and divests the economy from the positive spillovers associated with
manufacturing. Ultimately, Angola becomes even more dependent on the natural resource,
which poses substantial risks to long-term economic growth. On the other hand, we did
not find statistically significant evidence of asymmetry, that is, the effects of oil price shocks
on the exchange rate are symmetrical. This result suggests that there is no long-term
deterioration in terms of trade and oil price plunges still provide an opportunity to restore
the competitiveness of non-resource sectors. Conclusively, policies aimed at diversifying
the economy of Angola have the highest potential when international oil prices are low.
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Abstract: Weather forecasts are indispensable for the decision on the direction of operation of a
runway system. Since the forecasts contain uncertainties, additional challenges arise for runway
configuration management (RCM). With developments in machine learning, numerous models have
been developed to improve forecasts and assist management. In this contribution, an intrinsically
explainable Self-Enforcing Network (SEN) is presented as a decision support system for the RCM at
Frankfurt Airport.

Keywords: Self-Enforcing Networks (SEN); Explainable AI (xAI); ICON-D2-EPS; runway configurations

1. Introduction

Weather forecasts are fundamental to flight safety and management. The functioning
of airport-related meteorological services supports decision-making regarding flight routes
and planning [1].

Despite the greatest efforts in recent years to improve weather forecasts, the uncer-
tainties that still exist must be considered [2,3]. In addition, new challenges arise from
climatic changes, extreme weather conditions, strong wind shear at low altitudes [4,5],
lateral boundary perturbations [6], or general hazardous meteorological conditions [7] that
require variation or extension of previous models [8–10].

The digitalization and increase in, e.g., sensors and satellite imagery, create a large
amount of data that is analyzed with various tools (for an overview, see [8]). For example,
Key Performance Indicators (KPIs) are recommended to be used as a propensity metric in
the preparation of Terminal Aerodrome Forecasts (TAFs) for future weather conditions [1].
Parameters for traffic management initiatives (TMI) under uncertain weather conditions are
proposed using an epsilon greedy approach and a Softmax algorithm [2]. For postprocess-
ing models, natural gradient boosting (NGB), quantile random forests (QRF), distributional
regression forests (DRF), or Support Vector Quantile Regression (SVQR) are used [11,12].

Advances in machine learning and deep learning have led to many methods being
developed in recent years to improve weather forecasts and support air traffic management
(ATM) [13]. These methods are correspondingly diverse, such as an encoder-decoder U-net
neural network to forecast convective storms and lightning [10], offline model-free reinforce-
ment learning, or eXtreme Gradient Boosting (XGBoost), to support runway configuration
management (RCM) [14,15], detection of adverse weather with EEG-enabled Bayesian
neural networks [7], or anomaly detection and hierarchical clustering to spot anomalous
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data and group similar forecasts [1]. Additional methods are used, e.g., Transductive
Long Short Term Memory (T-LSTM) for weather forecasting [16] or Spatio-Temporal Graph
Convolutional Network to estimate the arrival and departure capacity under weather
impact [17].

Hybrid systems combine different methods and learning concepts, such as supervised,
unsupervised, and self-attention [18,19], or decomposition methods with adaptive learning
strategies [20].

In comparison, few articles were found in which self-organizing neural networks are
used for weather prediction, e.g., structural self-organizing maps (S-SOMs) for weather
typing [21], combining SOM with ensemble climate forecasts to investigate the predictability
of European summer climate in relation to the North Atlantic jet stream [22], to predict
ocean currents [23], or to analyze radar data for nowcasting [24].

A big challenge remains regarding the explainability of the results in the context of
ATM [5,25–27]. According to Degas et al. [28], the problem for responsible end users in ATM
is that the results are difficult to understand or are not transparent for safety-critical areas
such as air traffic. Explainability is necessary to (a) describe the algorithms or the results
(descriptive xAI), (b) predict the behavior of an algorithm (predictive xAI), or (c) detect
errors or undesirable behavior of an AI method (prescriptive xAI).

Explainable AI algorithms are distinguished by their scope. The scope describes the
area to which the explanation refers. It can refer to the logic of the entire model (global xAI)
or to the explanation of the background of a particular decision (local xAI) [29].

A further differentiation is made between post-hoc and ante-hoc explanation methods.
In a post-hoc method, an explanation is given after training, in an ante-hoc method, it is
given during training and is already available through the design of the algorithm. This
method is also called intrinsic xAI, which is model-specific and explainable due to its
internal structure. The learning process is transparent (algorithmic transparency), the
technical operation is understandable (simulatability), or the algorithm can be decomposed
into its individual parts (decomposability) [30].

We address the problem by showing how decision support for runway selection based
on weather forecasts is accomplished with a Self-Enforcing Network (SEN), a self-organized
learning neural network [31]. To explain the recommendations, Shapley Values are used to
indicate which wind speeds and directions are determinants for the recommendation. Due
to the way the overall system works, we are referring to an intrinsically explainable SEN.

The contribution is organized as follows: the next section provides a brief introduction
to the methods used. Subsequently, the model as well as the results are presented. Finally,
the challenges posed by the new, more complex, and detailed data structure are pointed
out, and solution concepts are proposed.

2. Methods

The ensemble forecast system COSMO-DE-EPS, the Self-Enforcing Network (SEN),
and Feature Importance using Shapley Values (SV) are briefly described below.

2.1. ICON-D2-EPS

Air traffic management at Frankfurt Airport requires not only weather data for a
specific point in time but also forecast data for the next period. The forecast data comes
from the ICON-D2 ensemble prediction forecast system (ICON-D2-EPS), which is operated
by the German Weather Service (DWD). The use of an ensemble forecast system makes it
possible to quantify uncertainties or probabilities for the predicted wind situations.

The main purpose of running an ensemble system is to enable an estimation of the
forecast uncertainty, in our case, the development of the wind situation, by running a
number of physically consistent scenarios of future development. The different scenarios
arise from uncertainties in the initial conditions and model errors. An additional source of
forecast uncertainty arises from the border conditions of a limited area model [32].
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ICON-D2-EPS is a limited area model and currently consists of 20 ensemble members.
It runs eight times a day with 48 h of forecasts for the 00, 03, 06, 09, 12, 15, 18, and
21 UTC runs.

In the case of ICON-D2-EPS, the 20 ensemble members were created through pertur-
bations of the initial state and perturbations of a number of parametrizations of the model
physics (e.g., turbulence, microphysics, or shallow convection). In addition, the boundary
conditions were received from the global ICON-EPS forecast model, which consists of
40 ensemble members. From the total 40 ensemble members, the first 20 (arbitrarily cho-
sen) were used to provide the boundary conditions for the 20 ensemble members of the
limited area model ICON-D2-EPS [32].

On the one hand, this is an advantage over the use of traditional deterministic fore-
cast models, but on the other hand, it poses an additional challenge for management as
uncertainty must be included in the decision-making process [33].

2.2. Self-Enforcing Network (SEN)

The Self-Enforcing Network (SEN) is a deterministic, two-layered, and self-organized
learning neural network that acquires and orders knowledge according to cognitive theory
learning models [34,35].

The characteristic features of the SEN algorithm and SEN tool are: (a) a semantic
matrix; (b) the so-called cue validity factor (cvf) for highlighting essential attributes; (c) the
transformation of the data from the semantic matrix into the weight matrix by the specific
learning rule; and (d) various visualizations.

(a) The semantic matrix is the basis of the learning process. It contains the essential at-
tributes (features) and their degree of membership in an object [35]. The data is normalized
in the interval (−1, 1).

(b) For each feature, a cue validity factor (cvf) is set when building the model. The cue
validity factor influences the strength of an attribute’s effect on activation by the network.
In the model, the cvf influences how much of the wind from the eleven measurement points
is used for the decision. The measurement points that are farthest away have the lowest
cvf; beyond that, the middle quantile (median) has the highest cvf (see below, Section 3).

(c) The Self-Enforcing Rule (SER) is the learning rule used in SEN, which transforms
the values of the semantic matrix vsm into a weight value between attribute and object wao
with the learning rate c, a parameter responsible for adjusting weights in a neural network,
and the cue validity factor (cvfa):

wao = c× vsm × cv f a. (1)

The peculiarity of SEN is that the weight matrix is not randomly generated.
There are several activation functions available that return the activation value aj of a

neuron; for this problem, the enforcing activation function (EAF) is the most suitable [33].
In the general representation of the functions in neural networks, wij (the weight w between
the sending neuron i and the receiving neuron j) is the equivalent of wao:

aj =
n

∑
i=1

wij × ai

1 + |wij × ai|
. (2)

(d) The following visualizations are used to display the results: The so-called map vi-
sualization places the reference types on a two-dimensional map. The greater the Euclidean
distance between the objects, the further apart they are shown on the map; correspondingly,
similar objects are close together.

In the SEN-visualization, the activation values indicate the degree of similarity be-
tween the new input data (weather forecasts) and the reference types, i.e., the runway
directions. The higher the final activation values are, the more the input data resembles the
reference types. The computed Euclidean distances are also displayed, where similarity
is indicated by the smallest distance between the input data and the reference types (see
below, Section 3).
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2.3. Shapley Values

The calculation of the Feature Importance is based on the concept of Shapley Values
(SV) from the cooperative game theory of Shapley [36], according to which the influence of a
player can be computed considering the effects of cooperation and individual performance
on the game outcome.

The value a player contributes to the payoff is called the SV, with four defining
properties: “zero player property”, “efficiency”, “symmetry”, and “linearity” [37].

The zero player property means that an actor receives no share of the payoff if that
actor contributes nothing to the final outcome. The efficiency property refers to the actual
influence of an actor on the outcome and allows inferences to be made about that actor.
Symmetry states that two actors who have the same influence on the outcome have the
same SV. Apart from that, the actor who contributes the most has the highest SV. Linearity
ensures that the sum of all SVs accounts for the total influence on the outcome.

Only if these four properties are true can a value be called a Shapley Value. The SV Φ
of a player i on the game outcome v can be calculated with the following formula [38]:

Φi(v) = ∑
S⊆N�{i}

|S|!(n− 1− |S|)!
n!

(v(S ∪ {i})− v(S)). (3)

From the set of players participating in the game, all possible player sets S are formed,
each containing a subset n of the entire number of players N. The influence Φ of player
i on the outcome of the game v is calculated for each player set, considering the effects
of cooperation between the players. The total contribution of the player to the game
outcome Φi(v) is the sum of all partial influences resulting from coalitions in the respective
player sets.

It turns out that the features in SEN have the properties of dummy players [39].
Dummy players are SV whose constant contribution to the game result is independent of
the other players.

This property results from the fact that the weight matrix is not initialized with random
values but with the values from the semantic matrix. This leads to the effect that the weight
values directly reflect the importance of the individual attributes in the reference types, and
thus the SV has corresponding effects on the output. Therefore, the formula for calculating
the SV is shortened to [39]:

Φi(v) = v(i). (4)

The four properties of Shapley Values described above are met since, on the one hand,
the feature’s individual impact on the total activation is extracted, and on the other hand,
the added values constitute the total activation value.

Because of the structure and operation of SEN and the immediate identification of its
Feature Importance, we can consider SEN to be an intrinsically Explainable AI.

3. Model and Results

The operating direction of the runway system has to be selected according to the
wind conditions between the ground and up to approximately 5000 m. The two possible
operating directions at Frankfurt airport are “Direction 07”, used during generally easterly
winds, and “Direction 25”, used during westerly winds.

The weather data necessary for the appropriate decisions are derived from the COSMO-
DE-EPS ensemble prediction System of the German Weather Service (Deutscher Wetterdi-
enst (DWD)).

The required weather data are ensemble forecasts for 11 reference positions located
at different distances along the glide path to the airport and on the airport itself. For each
position, five quantiles (i.e., a statistical measure reflecting the dispersion of the ensemble
forecasts) are computed for the parallel wind component (i.e., the headwind or tailwind
component of a departing or approaching aircraft). The ensemble forecast data of the DWD,
processed over years, are the basis for our experiments.
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For the development of the reference types, representing the operation directions 07
and 25 at the airport in Frankfurt, the decisions of air traffic controllers based on the weather
forecasts were considered. The knowledge of several experts (including meteorologists,
air traffic controllers, and SEN developers) was incorporated into the development of the
model shown in Figure 1.

Figure 1. Model of the decision reference types (Figure on the left ([32], p. 9); Figure on the right
METAR: https://metar-taf.com/de/EDDF accessed on 27 June 2023).

The reference types for directions 07 and 25 are defined in the semantic matrix,
which contains 55 attributes (5 wind components reflecting the 5 quantiles for each of
the 11 measurement points of the forecasted wind direction at the reference positions along
the glide path—GP). The normalized data are transformed into the weight matrix using the
learning rule and are learned by SEN as “representative or ideal wind conditions” with a
learning rate c of 0.5 and three iterations using the Enforcing Activation Function (EAF).
In Figure 2, there is a section of the reference types in which the west direction always
contains negative values [35].

 
Figure 2. Excerpt of the semantic matrix (on the left) and the weight matrix.

After the learning process and given new input data (weather forecasts), different
visualizations are available, as shown in Figure 3 with a recent weather forecast.

The input vectors include the forecasted data at 0000 UTC for the next fifteen hours.
The two visualizations next to the input vectors show the similarity of the forecasts to
the reference types for the corresponding operation direction. In the SEN visualization,
only one selected prediction is focused, and the appropriate reference type is attracted
according to the similarity of the wind conditions. In the map visualization, all predictions
are classified into the reference types Direction 07 (at the bottom) and Direction 25 (at the
top). The calculated activation values are visualized in tabular form (colored green for high
positive activation, white for low activation and red for high negative activation) as well as
by bars sorted according to highest activation (Ranking) and smallest Euclidean distance
(Distance). In this case, the unambiguous recommendation is runway 07.
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Figure 3. Results and visualizations of the SEN recommendation at 0000 UTC.

The intrinsic explainability of SEN allows the straightforward determination and
visualization of the feature’s importance for the final activation of a forecast. For a better
interpretation of the results, it was decided to calculate the feature importance for the
11 measurement points along the glide path and to adjust the visualization by rotating
the visualization by 90 degrees and sorting the values according to the location on the
glide path. Figure 4 shows the feature importance of the two reference types, Directions 07
(colored green) and Direction 25 (colored blue).

Figure 4. Illustration of the Feature Importance of Directions 07 and 25.

The forecast at 0000 UTC for 0400 UTC is classified by SEN as Direction 07 with a
final activation of 0.63 (Figure 3). An analysis of the feature importance of this prediction
in Figure 5 shows the influence of the conditions at the measurement points on the final
activation compared to the classified direction. For 0400 UTC, the high-altitude winds
(GP_5, GP_4) have a stronger influence on the final result than for Direction 07, while the
medium-altitude winds at GP_3, GP_2, and GP_1 have a weaker influence. The winds
directly on the runway (GP_00) have a negative Feature Importance. Here, wind conditions
oppose the use of Direction 07 and thus support the use of Direction 25 by reducing the
activation of Direction 07.
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Figure 5. Forecast for 0400 UTC at 0000 UTC.

The prediction at 0000 UTC (Figure 3) can be further analyzed by examining the
change in feature importance at the fifteen predicted times (Figure 6).

Figure 6. Feature Importance between 0400 UTC and 1400 UTC at 0000 UTC.

The influence of the high-altitude winds decreases in the course of time until 0700 UTC,
and the ground-level wind has less and less influence on the final activation, too. At
0800 UTC, the winds are classified by SEN as being in direction 25, and thus a change
of the operating direction is recommended. Here the correspondence between ranking
and distances is not correct, an indication of the upcoming change (Figure 7). Currently,
the winds close to the ground are crucial for the decision. Until 1400 UTC, the feature
importance increases at all measurement points, and finally, even the high-altitude winds
have a stronger activation than the classified direction 25.
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Figure 7. Prediction of SEN at 00 UTC between 07 UTC and 09 UTC for Case.

The forecast at 0000 UTC predicts a change of direction from Direction 07 to Direction
25 at 0800 UTC. Examining the forecasts between 1800 UTC of the previous day and
0900 UTC of the following day, the change was already predicted at that time. Figure 8
shows the map visualization of SEN for the different forecasts, which was created in Python.
This visualization was not generated by attraction and repulsion as in the SEN tool but by
calculating the concrete coordinates; nevertheless, it gives the same representation. The line
between the forecasts allows the user to see the progression of the forecast. The corridor
immediately indicates the time at which a change in wind direction occurs.

 
Figure 8. Predictions of forecasts between 1800 UTC and 0900 UTC.

Upon analyzing the Feature Importance at the time of the change, it can be seen how
the recommendation for a change at 0800 UTC strengthened over time as the time of the
change got closer (Figure 9).
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Figure 9. Feature Importance of 0700, 0800, and 0900 UTC at 2100, 0000, 0300, and 0600 UTC.

In this case, at 0249 UTC, it was decided to start air traffic with Direction 25 at the
start of flight operations at 0400 UTC. This was justifiable because, until 0800 UTC, the
winds were very weak, and in this case, flight operations with a tailwind were possible.
This saved the costly change during the day.

4. Conclusions and Recent Work

For complex systems such as weather forecasting and runway configuration man-
agement, we have shown how Feature Importance can be used to help understand the
results of the recommendation. The architecture and learning procedures of SEN fulfill the
properties of Shapley Values with no loss of performance in determining Feature Impor-
tance. Feature Importance can be read directly by decomposing a vector into its individual
components; thus, SEN can be classified as intrinsically Explainable AI.

While the first version used for predicting the best runway to approach used 11 selected
measurement points in the planes’ glide path, a currently enhanced model utilizes wind
data from around the airport in an area of 2.500 km2. When taking into account the area,
the grid’s density, and the number of ensembles, this increases the amount of input data
to be processed for a single prediction by a factor of more than 168.000. With thousands
of available training data entries, the amount of data to be processed is staggering. The
fact that weight matrices grow exponentially with increasing object numbers complicates
matters even further.

The amount of data to deal with has two consequences: firstly, raw data can no longer
be inspected reasonably because the human mind is unable to cope with the given amount.
Secondly, the required computational power to run experiments is not available on current
consumer desktop systems. This applies especially to the number of CPU cores available.

The above considerations lead to the following consequences:
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1. It is necessary to build tools to view raw data in an aggregated and easily perceiv-
able manner.

2. It is necessary to move the experimentation software away from a desktop application
and towards a command-line tool that can be executed on a HPC. Techniques and
optimizations have to be introduced to deal with the new dimension of data.

3. The modeling process can no longer be accomplished by a human alone but instead
needs to be computer-aided in terms of data selection for the training process and
validation of the resulting model.

4. When discussing the results with domain experts, i.e., air traffic controllers, the
decisions taken by the system must be retraceable and must be presented to them in a
manner that makes it clear how the predicted result came about.

We are confident that the usage of Explainable AI, as presented in this contribution,
will support the professional exchange with flight controllers by enabling us to quickly
comprehend why the system came to a specific prediction and which edge cases can be
ignored or must be considered.
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Abstract: This study extends previous work applying unsupervised machine learning to commodity
markets. The first article in this sequence examined returns and volatility in commodity markets.
The clustering of these time series supported the conventional ontology of commodity markets for
precious metals, base metals, agricultural commodities, and crude oil and refined fuels. A second
article used temporal clustering to identify critical periods in the trading of crude oil, gasoline, and
diesel. This study combines the ontological clustering of financial time series with the temporal
clustering of the matrix transpose. Ontological clustering, contingent upon the identification of
structural breaks and other critical periods within financial time series, is this study’s distinctive
contribution. Conditional, time-variant ontological clustering should be applicable to any set of
related time series, in finance and beyond.

Keywords: unsupervised machine learning; clustering; financial time series; commodities; energy;
fossil fuels

The sea is the land’s edge also, the granite
Into which it reaches, the beaches where it tosses
Its hints of earlier and other creation:
The starfish, the horseshoe crab, the whale’s backbone;
The pools where it offers to our curiosity
The more delicate algae and the sea anemone.

T.S. Eliot, “The Dry Salvages”, Four Quartets (1943) [1] (p. 36)

1. Introduction

This paper extends previous work using unsupervised machine learning to evaluate
commodity markets. “Clustering Commodity Markets in Space and Time” examined
returns and volatility in commodity markets [2]. That paper supported the conventional
ontology of commodity markets for precious metals, base metals, agricultural commodities,
and crude oil and refined fuels. These groupings emerged from the application of clustering
methods and a nonlinear manifold to the matrices formed by the concatenation of daily
logarithmic returns for individual commodities or conditional volatility forecasts based on
a GARCH(1, 1, 1) process.

A sequel to [2], “A Pattern New in Every Moment,” used temporal clustering to iden-
tify critical periods in energy-related commodity markets [3]. That article applied a suite of
clustering methods to the transpose of the time-series matrix evaluated in [2]. The temporal
clustering of financial markets reveals market events that can be readily interpreted as
shifts in volatility, cumulative logarithmic returns, or both. As applied to energy-related
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commodities trading during the first two decades of the twenty-first century, temporal
clustering isolated critical periods associated with wars, terrorist attacks, comprehensive
economic crises, and other disruptions in energy supply or demand (Figure 1).

 

Figure 1. Cumulative logarithmic returns during critical periods for four oil and fuel commodi-
ties (dotted colored lines), with cumulative log returns on precious metals (solid gray line) as a
benchmark [3] (p. 41).

This study proposes further elaborations in unsupervised machine learning. By com-
bining the ontological (or spatial) approach to clustering of [2] with the temporal approach
of [3], this study makes its own distinctive contribution to the application of unsupervised
machine learning to financial time series. Ontological clustering, conditioned upon the
identification of structural breaks and other critical periods, should reveal information
about co-movement among asset classes and discrete assets as markets shift between
normal and extraordinary states. By focusing on critical periods identified by temporal
clustering, this study’s novel hybrid clustering method reveals the extent, if any, to which
the unconditional spatial ontology among financial assets changes under economic stress.

Together with its predecessor articles, this study expands the machine-learning toolkit
for time-series analysis to three methods: (1) ontological clustering, (2) temporal clustering,
and (3) the new hybrid method of conditional, time-variant ontological clustering. In
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principle, all three methods can be applied to any time series, in finance and beyond.
Indeed, future research applying unsupervised machine learning may address forecasting
tasks involving meteorology, air quality, and other environmental sciences.

This study contemplates the application of time-variant ontological clustering to
markets for crude and refined fossil fuels as well as related commodities. Energy-related
commodity markets are affected not only by background macroeconomic events, but also
by events specific to energy markets. Shocks to supply should be distinguished from shocks
to demand. Co-movement in prices for crude oil and refined fuel is asymmetrical insofar
as these markets respond differently to rising and falling prices. Finally, biofuel demand
affects markets for agricultural commodities that can provide human food or animal feed
in addition to serving as biofuel feedstocks.

2. Materials and Methods

2.1. Materials

This study marshals market data across a variety of commodity markets, ranging
from markets for crude oil, natural gas, and refined fuels to agricultural commodities
and precious and base metals. Agricultural commodities are both substitutes for and
complements to fossil fuels. Precious and base metals track inflation, consumer demand,
and other macroeconomic conditions.

• Raw energy commodities: crude oil (Cushing and Brent) and natural gas;
• Refined energy commodities: gasoline, diesel/gasoil, and heating oil;
• Agricultural commodities: corn, soybeans, and sugar;
• Precious metals: gold, silver, platinum, and palladium;
• Base metals: copper, tin, nickel, and aluminum.

These five categories comprise 17 distinct commodity markets. Those 17 markets,
in turn, are divided between six energy-specific markets and 11 commodity markets not
typically regarded as energy-related. Data used in this study were drawn from Datastream
and the United States Energy Information Administration. The data cover the period from
2000 to 2022.

Different combinations among commodity markets advance different research objec-
tives. For instance, their traditional contribution to portfolio hedging and diversification
enables precious metals to serve as a control variable for certain macroeconomic conditions,
such as inflation or flights to safe havens [4–6]. Perhaps surprisingly, oil itself serves as
a hedge, safe haven, and diversifier relative to conventional currencies during periods
of turbulence [7]. Base metals indicate industrial demand, especially during declines in
demand attributable to events exogenous to the business cycle, such as the COVID-19
pandemic [8].

Hypotheses anticipating asymmetric relationships between crude oil and refined
fuels may be evaluated with as few as two individual commodity series, such as Brent
or WTI and gasoline. Divergence between crude oil and natural gas prices may prove
especially revealing. Finally, agricultural commodity markets may reveal the impact, if any,
of renewable energy policies prescribing ethanol additives, E85 fuel, or biodiesel. Soft food
commodities, such as corn, cotton, and cocoa, demonstrated safe-haven properties during
the COVID-19 pandemic [9]. These crops are intriguingly diverse: whereas corn serves
as human food, animal feed, and a biofuel feedstock, cotton is both food and fiber. As a
component of sweets and a stimulant in its own right, cocoa serves more as a complement
to staple grains and oilseeds than as a substitute for those crops [10].

2.2. Methods

This study applies a broad variety of clustering methods to different subsets of these
commodity market time series. The clustering methods deployed in this study include
spectral clustering [11–13], mean-shift clustering [14], affinity propagation [15–17], hier-
archical agglomerative clustering [18], and k-means clustering [19]. A single method of
manifold learning—t-distributed stochastic neighbor embedding (t-SNE)—facilitates the
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visualization of clusters among commodity markets [20–22]. A comprehensive discussion
of those five clustering methods and t-SNE appears in [3] (pp. 12–14).

3. Anticipated Results

The application of conditional, time-variant ontological clustering to energy-related
commodities should provide deeper insights into a wide range of contestable and contro-
versial propositions about the behavior of these markets. Oil price shocks comprise two
distinct components: effects endogenous to the global business cycle and effects specific
to markets for energy-related commodities [23]. The endogenous component of oil price
volatility reflects cyclical differences in the performance of equity markets in the United
States and other advanced economies [24,25].

Industry-specific effects may be usefully divided according to a dichotomy between
supply-side and demand-side effects [26,27]. Supply-side disruptions are conventionally
ascribed to geographic events, such as storms [28,29], or to or geopolitical events, such
as wars or acts of terrorism [30]. Supply-side disruptions have their most pronounced,
enduring impacts on poorer countries [31,32]. Disruptions in oil supply leave an especially
deep footprint on oil-exporting countries [33–36].

By contrast, many disruptions in demand arise from broader macroeconomic phenom-
ena, such as the financial crisis of 2008–2009 and the ensuing Great Recession. Unsupervised
machine learning has suggested that the COVID-19 pandemic should be evaluated as a
stochastic “black swan” event in commodity markets rather than an artifact of the busi-
ness cycle [3]. Demand-side effects are more pronounced in the wealthy, industrialized
countries that account for most of the world’s consumption of exhaustible and renewable
fuels [37–39].

Refined fuel markets, particularly for gasoline, move asymmetrically vis-à-vis crude
oil markets [40–43]. According to the “rockets and feathers” hypothesis, increases in crude
oil prices are transmitted more quickly to gasoline than decreases [44–46]. Other sources
identify Edgeworth price cycles, which are characterized by sawtooth-shaped time series
consisting of many price decreases punctuated by occasional upward jumps [47,48]. Since
they identify periodicity within otherwise stochastic phenomena, Edgeworth price cycles
may be regarded as a special instance of “rockets and feathers” [49]. Edgeworth cycles may
arise from consumers who are extremely loyal to a brand and therefore unaware of lower
retail gasoline prices, or at least are unwilling to search for bargains [50,51].

Other sources contest the alleged asymmetry of oil and refined fuel markets [52].
Recent crises in energy-related commodity markets have neither exhibited “rocket and
feathers” behavior nor followed Edgeworth cycles. The “rockets and feathers” hypothesis
may partially explain oil–gasoline asymmetry, but not completely. When oil prices are
falling, gasoline prices follow a contrary “boulders and balloons” dynamic by which
gasoline more swiftly tracks oil price declines than increases [53]. Reversals in oil–gasoline
asymmetry strongly suggest that volatility transmission between crude oil and refined
fuels varies over time [54].

Finally, energy commodities move in tandem with agricultural commodities that
supply fuel as well as food, feed, or fiber [55–59]. Fuel feedstock crops, such as corn
and soybeans, either compete directly against crude oil as renewable substitutes or pro-
vide complements to fuels refined from petroleum [60–62]. Although biofuel policies in
wealthy countries are suspected of affecting volatility transmission between energy-related
and agricultural commodities [63], firm evidence supporting such hypotheses has not
emerged [64–68].

4. Discussion

This study advances the understanding of energy-related commodity markets. This
study also expands the toolkit for unsupervised machine learning in time-series forecasting.
This section discusses each of these contributions.
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4.1. Commodity-Specific Insights

Energy-related commodity markets have a disproportionate impact on developmental
economics, international trade, and environmental policy. Factors affecting oil prices
include wars and other political disturbances, shifts in global supply and demand, and
technological and regulatory changes promoting demand for renewable energy. OPEC
production decisions and extreme weather events must also be taken into account.

Interactions between fossil fuels and renewable fuel feedstocks attract especially
intense security. Crude oil, gasoline, and diesel affect not only energy policy but also
demand for agricultural feedstocks for ethanol and biodiesel. Biofuel feedstock demand
may be swayed by domestic and international policies responding to global climate change.

Asymmetry, persistence, and cyclicality in volatility must be understood in the context
of other financial markets and the macroeconomy. Beyond its impact on public policy,
co-movement among all commodity markets and between commodities and other asset
classes influences the leadership of energy companies and other forms of private risk
management, including portfolio allocation. Fuel taxes, renewable energy policy, and the
impact of energy prices on the behavior of industries and households hang in the balance.

4.2. Prelude and Performance: Unsupervised Machine Learning and Time-Series Forecasting

Unsupervised machine learning coexists comfortably alongside conventional methods
for time-series forecasting. Indeed, more complete integration of unsupervised machine
learning with forecasting forms the basis for future work. Each of the energy market
propositions raised in this study—(1) macroeconomic versus industry-specific effects,
(2) supply-side versus demand-side shocks, (3) upside versus downside asymmetry in
oil and refined fuel prices, and (4) interactions with agricultural commodities—can be
described and visualized through clustering and manifold learning.

The unsupervised machine-learning methods in this article exhibit strengths as well
as limitations. Unlike traditional forecasting methods or even generalized linear methods
for panel data, unsupervised machine learning does not rely on the formal apparatus of
null hypothesis significance testing [69]. The statistical community has raised particularly
sharp concerns over the rampant misunderstanding and misuse of p-values [70].

Willingness to use unsupervised machine learning does not hinge on a researcher’s po-
sition on p-values or the growing movement seeking alternatives to statistical conventions
based on them [71,72]. Nor should it. Unsupervised machine learning reveals mathematical
properties and relationships within the data in ways not restricted by the rigid conventions
of null hypothesis significance testing. In the absence of p-values and other conventional
indicators of statistical significance, unsupervised learning converts raw data into mathe-
matical outputs that can, in turn, enable more fruitful applications of economic domain
knowledge and expert judgment. Other applications of machine learning and artificial
intelligence, particularly in natural language processing, readily accommodate a blend of
formal mathematics and subjective but mathematically informed analyst judgment [73–75].

The application of unsupervised machine learning to time series provides both prelude
and performance in this branch of financial economics. Although unsupervised learning
cannot directly forecast time series, unsupervised learning does generate insights beyond
those available through descriptive statistics or exploratory data analysis. As the poet T.S.
Eliot rendered the sentiment, unsupervised machine learning scours “the beaches where
[the sea] tosses / Its hints of earlier and other creation” [1] (p. 36).

Time-variant ontological clustering represents a methodological innovation in its own
right. The time-series data of greatest interest to the research questions in this study con-
sist of the transpose of a more conventional matrix whose rows designate trading days
and whose columns represent distinct commodity markets. Temporal clustering iden-
tifies mathematically distinct periods within the historical record. Transitions between
clusters may indicate structural breaks in a trading regime [76]. Successfully locating
such events addresses a known weakness of conventional forecasting methods. As the
most labor- and data-intensive form of unsupervised machine learning for time series,

439



Eng. Proc. 2023, 39, 42

time-variant ontological clustering can report changes in co-movement among market
components—dynamic shifts, as it were, punctuating longer episodes of evanescent equi-
librium among assets within a financial ecosystem [77].

Further applications of this study’s methods include the investigation of changes in co-
movement among asset classes or, more narrowly, among equity or bond market subsectors
during shifts in macroeconomic conditions. This study’s application of unsupervised
machine learning may shed light on jump-diffusion models [78–81], a venerable economic
tradition well represented in the literature on commodity markets [82–85]. If jump-diffusion
processes can generate random sampling algorithms in pattern theory, computer vision,
and medical imaging [86], unsupervised machine learning might facilitate the extraction of
previously undetected mixtures within time series.

This study’s methods also invite the extension of unsupervised machine learning to
forecasting tasks that supervised machine learning methods have begun to tackle. For
instance, all three methods of clustering presented in [2,3] and this study can be applied to
the immensely popular task of forecasting air pollution in Beijing [87–89]. Unsupervised
machine learning holds promise for addressing similar problems in meteorology, pollution
control, and other environmental sciences [90].

The application of unsupervised machine learning to time series in finance, meteo-
rology, and ecology should follow a Hegelian dialectic [91,92]. Unconditional ontological
clustering as thesis stands beside its antithesis, temporal clustering of the matrix transpose.
As the synthesis of space and time, time-variant ontological clustering reveals shifts within
these stylized ecosystems during critical periods. What financial economics calls jumps
or structural shifts, upon closer inspection, may display the mathematical properties that
distinguish recessions from ordinary macroeconomic equilibria [93–95]. Given the common
origins of economics and ecology [96], the similarities between these phenomena and
punctuated equilibria in biology [77] should come as no surprise. The only difference is the
frequency of ticks on the clocks measuring financial and geological time.

5. Conclusions

This study anticipates the completion of a toolkit for applying unsupervised machine
learning to financial time series. An initial application of clustering and manifold learning to
logarithmic returns and forecast volatility garnered quantitative support for the traditional
ontology of commodity markets [2]. Temporal clustering then identified critical periods
within energy-related commodity markets [3]. This study combines these methods into a
novel hybrid called time-variant ontological clustering.

At a higher level of theoretical abstraction, this study unveils the distinct contributions
of machine-learning methodology and data-gathering to time-series analysis. In machine
learning, there is no such thing as a free lunch [97,98]. No single method or family of
algorithms should be expected to outperform others, with respect to any dataset or even a
broad category of problems [99]. The absence of a free lunch counsels the deployment of
all plausible methodologies.

Unsupervised machine learning offers a meaningful combination of predictive success
and explanatory power. The intrinsic parsimony of mathematics [100], remarkably effective
in the natural sciences [101], notoriously fails when applied to economics [102]. By relying
on all available data and the mathematical relationships lurking therein, unsupervised
machine learning captures the most probable source of “unreasonable effectiveness” in
the otherwise dismal science of economics: the data [103]. In that spirit, this study reveals
the mechanics underlying energy-related commodity markets through machine-learning
methods that neither require nor request human judgment.
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Abstract: The power sector is a major contributor to anthropogenic global warming and is respon-
sible for 38% of total energy-related carbon dioxide emissions and 66% of carbon dioxide emission
growth in 2018. In OECD member countries, the residential sector consumes a significant amount of
electrical energy, with household refrigerating appliances alone accounting for 30–40% of the total
consumption. To analyze the energy use of each domestic appliance, researchers have developed
Appliance-Level Energy Characterization (ALEC), a set of techniques that provide insights into indi-
vidual energy consumption patterns. This study proposes a novel methodology that utilizes robust
probability density estimation to detect refrigerators with high energy consumption and recommend
tailored energy-saving measures. The methodology considers two consumption features: base energy
consumption (energy usage without human interaction) and relative energy consumption (energy
usage influenced by human interaction). To assess the approach’s effectiveness, the methodology
was tested on a dataset of 30 different appliances from monitored homes, yielding positive results
that support the robustness of the proposed method.

Keywords: household refrigerating appliances; energy-saving recommendations; appliance-level
energy characterization

1. Introduction

The power sector is responsible for 38% of total energy-related carbon dioxide emis-
sions and 66% of carbon dioxide emission growth in 2018, making it the main cause
of anthropogenic global warming according to [1]. The residential sector is the largest
consumer of electricity, accounting for 30–40% of total consumption in OECD member
countries [2]. Thus, it is unsurprising that the United Nations’ Sustainable Development
Goal 12 aims to promote sustainable consumption and production patterns to reduce
humanity’s impact on the environment [3].

One of the means to pursue that objective is Appliance-Level Energy Characterization
(ALEC). ALEC is the technique used for the analysis of consumers’ energy use for each
domestic appliance [4]. This analysis can be used to provide feedback and energy-saving
recommendations to users, which, if provided after energy consumption, can have an
impact ranging from 3.8% to 8.4% of energy savings [4].

There are two main ways to provide ALEC: Intrusive Load Monitoring (ILM) and
Non-Intrusive Load Monitoring (NILM). Although ILM provides highly accurate results
[5], its adoption is limited due to the high cost and difficulty of installing and maintaining
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individual sensors for each target appliance [6]. To overcome these challenges, NILM uses
intelligent techniques to disaggregate data collected from a single sensor, eliminating the
need for individual sensors [7].

This paper focuses on household refrigerating appliances, which include refrigerators
(fridges), freezers, or a combination of both. These appliances are responsible for an average
of 13.4% of the electrical energy consumption of private households in OECD countries,
according to [8].

One effective strategy for promoting energy efficiency in household refrigerating
appliances is energy labeling. Typically, energy labels use a rating system that ranges from
A+++ (very efficient) to G (least efficient). These labels provide essential information, such
as the appliance’s energy consumption, annual energy cost, and other relevant energy-
related data. As a result, consumers can easily compare the energy efficiency of different
models of refrigerators and select the most efficient one that meets their needs. By choosing
the most efficient model, significant energy savings can be achieved over the lifetime of
the appliance. For instance, in the UK, energy labeling has resulted in a 26% reduction in
consumption per refrigerator within ten years [9]. However, it is worth considering the
age of the product, as research shows that 16-year-old fridges experience, on average, a
27% increase in energy consumption, with the cabinet’s thermal resistance being one of the
most significant factors contributing to the degradation of efficiency [10,11].

Consumer behavior also plays a significant role in the energy consumption of house-
hold refrigerating appliances. For instance, a decrease in temperature by one degree Celsius
can cause the energy consumption of a refrigerator to rise by 7.8% [12], and excessive daily
openings can further increase it by 10% [13].

Consumption habits of household refrigerating appliances can be classified into two
categories: Direct Using Behavior (DUB) and Indirect Using Behavior (IUB). DUB refers
to the actions of consumers that directly interact with the appliances, such as opening
the door, while IUB pertains to external factors that impact the appliances, such as their
installation location [14].

According to a recent study, a commonly used refrigeration appliance’s DUB accounts
for over 13.5% of its total energy consumption within a year. However, the study found that
the IUB had a greater impact on energy consumption. Specifically, the ambient operating
temperature in consumer homes was responsible for an average of approximately 18.5% of
the appliance’s total energy consumption [14].

This study is a crucial component of the RC4ALL project, which aims to provide
energy-saving techniques for households by closely monitoring particular appliances in
a carefully selected group of homes. The insights and information gleaned from these
monitored households will then be utilized to provide personalized recommendations
to other households throughout Spain. This study focuses on identifying refrigerators
that consume more energy than necessary and can benefit from automated energy-saving
recommendations. The study proposes a new method based on robust probability den-
sity estimation to select these refrigerators. The selected refrigerators will then receive
customized recommendations to reduce their energy usage. The RC4ALL project is a
collaboration between Comillas University and Endesa and is being funded by the Ministry
of Science and Innovation (MCI) and the State Research Agency (AEI) [15].

The rest of the paper is organized as follows: Section 2 describes the dataset, and
Section 3 presents the proposed methodology for the selection of fridges to be notified
about with significant recommendations in order to reduce their energy consumption. A
case example is presented in Section 4, while conclusions and future work are in Section 5.

2. Fridge Dataset Analysis

We have collected historical energy consumption data from various home appliances
at five-minute intervals. We aim to use this information to provide energy-saving recom-
mendations tailored to fridges that need it. Due to clients’ installation limitations, most of
the fridges’ data became fully available in November 2022. For that reason, we only include
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energy usage recorded between 1 November 2022, and 1 February 2023 in this study. To
prepare the dataset, we filtered out those fridges that had less than 60 consumption days
in that time period. Consequently, in this section, we analyze the resulting 30 fridges’
consumption history. Note that we do not have additional information about the fridges,
such as the energy label, their size, or their age.

2.1. Operating Cycle Analysis

The frequency and value of a fridge’s operating cycles are among the primary metrics
that characterize it [10]. Fridges operate intermittently and are only turned on when neces-
sary, i.e., when the temperature inside rises above a threshold. The first step in analyzing
fridges is to count the number of cycles each fridge has per unit of time and compare it to
others. To achieve this, we counted the number of cycles for each fridge by tracking the
times per day that the energy consumption increased from below average to above average.
As depicted in Figure 1, the sampled fridges had an average of approximately 20 cycles per
day, with a maximum of fewer than 60 cycles. The box plots also indicate that some fridges,
such as Fridges 9 and 10, had a significant variation in cycle counts, while others, such as
Fridge 11, remained stable; bear in mind that no data cleansing has been carried out.

Figure 1. Boxplot of daily cycles per fridge.

2.2. Interval Analysis

To compare fridges’ energy consumption, we created consumption profiles for each
day by dividing them into 3 h intervals, as can be seen in Figure 2, which would include at
least one cycle per interval for all fridges.

Figure 2. Average daily profile of all fridges.

To estimate the fridge energy consumption without human interaction, we selected
the interval with the lowest consumption, which we called the base consumption. This
approach allows for a fair comparison of energy consumption between different fridges
without considering differences in user behavior. We applied a 7-day Centered Moving
Average [16] to soften the impact of possible outliers and improve the base consumption
estimation. Figure 3 illustrates the benefits of applying the moving average over one of the
fridges’ energy consumption time series.

To normalize the total energy consumption of each fridge, we used the daily base
consumption as a daily reference. This enabled us to calculate the relative consumption of
each fridge as a percentage of base consumption, allowing us to study energy consumption
due to human interaction. Figure 4 illustrates the first percentile, median, and third
percentile consumption for all fridges in 3 h intervals in terms of relative consumption. It is
evident from the relative energy consumption that, on average, most fridges have a lower
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energy consumption in the morning between 3 AM and 9 AM, gradually increasing as it
approaches the evening. This pattern can be attributed to higher ambient temperatures and
more frequent door openings during the daytime hours.

Figure 3. Illustrative example of the daily base consumption estimation for Fridge 30, with and
without the centered moving average smoother.

Figure 4. Average daily relative profile of all fridges.

Figure 5 displays the consumption of all 30 fridges in terms of total consumption,
base consumption, and relative consumption. There are some crucial observations to
note. Firstly, the base consumption for each fridge is relatively stable, with a slightly
decreasing trend due to lower temperatures in January than in December. Secondly, relative
consumption provides a more realistic comparison between fridges’ daily consumption
fluctuations than absolute consumption values.

Figure 5. Cont.
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Figure 5. Daily total, base, and relative consumption of each fridge, represented by different colors.

2.3. Variance Analysis

Analysis of Variance (ANOVA) is a widely used statistical method in research [17]. It
partitions the observed variance of a variable into components that can be attributed to
different groups, providing a measure of confidence in the influence of a particular factor
on the resulting variable [18]. In this study, we employed one-way ANOVA with an F-test
to assess the degree of influence of the hour interval, day of the week (dow), and month of
the year on the resulting relative consumption of each fridge, including their interactions.

As shown in Table 1, the factors of month and interval had, on average, a statistically
significant impact on the energy consumption for most fridges (p-value < 0.1), while the day
of the week factor and interaction pairs did not. Based on these results, we will primarily
use consumption at each three-hour interval to characterize the daily consumption of
fridges, as the day of the week is not significant and we only have records for three months
out of the year.

Table 1. ANOVA p-value results.

Month Dow Interval Dow∗Interval Dow∗Month Month∗Interval

mean 0.0714 0.4525 0.0287 0.4487 0.6031 0.4908
std 0.1930 0.3398 0.1156 0.3408 0.3611 0.3764
min 0.0000 0.0001 0.0000 0.0000 0.0004 0.0001
max 0.7677 0.9934 0.5846 0.9991 0.9969 0.9844

2.4. Clustering Analysis

To gain more insights into the usage patterns of fridges, we utilized an unsupervised
machine learning algorithm. Our approach involved analyzing the daily relative energy
consumption profiles of individual fridges using the K-means algorithm, with Dynamic
Time Warping as the distance metric [19]. To determine the optimal number of clusters, we
used the maximum value of the silhouette as an automated selection approach [20]. The
resulting cluster profiles, shown in Figure 6, revealed that while fridges typically exhibit
lower energy consumption in the mornings that gradually increases throughout the day,
there can be significant variations in usage patterns both within and between fridges.
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Figure 6. Cluster profiles of relative energy consumption, represented by different colors.

3. Proposed Methodology

This section describes the proposed methodology for selecting refrigerators exhibiting
anomalous or exceedingly high consumption records and the assignment of energy-saving
recommendations tailored to their needs. As we can see in Figure 7, our method consists of
three phases: the extraction of features, the comparison of fridges based on these features,
and the elaboration of energy-saving recommendations based on the comparison.
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Figure 7. Schema for the proposed methodology.

3.1. Base and Relative Consumption Features

We will use as features the daily base and relative energy consumption for each fridge.
The base consumption will be calculated as the three-hour interval of least consumption,
as described in the dataset analysis section. The relative consumption for each day is
calculated as a proportion of the total daily consumption over the base consumption.
Each fridge will then have a daily time series of base and relative consumption, as can be
seen in Figure 8. The base energy consumption represents a fridge’s energy consumption
without users’ interaction, while the relative consumption represents the users’ impact on
energy consumption.

Figure 8. Base and relative consumption history of a sample fridge.

3.2. Comparison of Fridges Based on Features

After characterizing each fridge by its base and relative consumption time series, we
aim to compare it against others. To achieve this, we employ a non-parametric approach
that estimates the probability density function of daily energy consumption for each fridge
and compares it with that of all other fridges [21]. The probability density values for
each day will then be aggregated by fridge using the median statistic and will serve as
a metric for how probable each fridge’s consumption is compared to the rest on its base
and relative consumption dimensions. Figure 9 presents an example of this approach,
where the probability density estimation of energy consumption of Fridge 30 for each day
is represented over the others’ distribution and aggregated using the median statistic. The
median statistic has been chosen as a measure of central tendency as it is not distorted by
outliers or skewed data [22].

3.3. Fridge Recommendations Based on Comparison

Fridges will be shown recommendations according to their probability density scores.
These recommendations will depend on if they have a low score on base energy consump-
tion probability density or a low score on relative energy consumption probability density.
These recommendations will also be accompanied by their percentile of consumption
among other fridges and the expected savings if they follow these guidelines.
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Figure 9. Base and relative consumption for Fridge 30 over the histogram and estimated probability
density function of all fridges except itself.

If a fridge’s median probability density estimation of base energy consumption is low
and falls to the right of the distribution, this indicates that the fridge’s energy consumption
without human intervention is high compared to the rest.

Alternatively, if a fridge’s median probability density estimation of relative energy
consumption is low and falls to the right of the distribution, it indicates that the fridge’s
energy consumption is high due to user behavior.

The methodology involves providing energy-saving recommendations tailored to
address whether the high energy consumption is due to high base consumption or high
relative consumption. Table 2 shows examples of these recommendations, based on estab-
lished guidelines provided by the Energy Star agency [23] and research studies cited in [24]
and [12].

Table 2. Energy-saving recommendations.

Base Energy Recommendations Relative Energy Recommendations

Set the appropriate temperature. Keep the door closed.
Place your fridge in a cool place. Do not introduce hot food.
Allow air circulation behind the fridge. Keep the freezer as full as possible.
Check the door seals. Keep containers closed to lower ambient humidity.

4. Results

In this section, we will apply the proposed methodology to the household refrigerating
appliances in our dataset.

First, we calculated the daily base and relative energy consumption for each fridge. The
histograms and the probability density functions in Figure 10 show how, once consumption
is normalized from total to relative, the distribution of energy consumption is much more
transparent and comparable between appliances.

Figure 10. Energy consumption histogram and estimated probability density function for all fridges.
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Following the proposed methodology, we then conducted a comparison of the re-
frigerators. Firstly, we calculated their daily estimated probability density of base and
relative energy consumption against the probability density function estimated from all
other fridges. The resulting data were then aggregated by fridge using the median statistic.
Figure 11 displays the median probability density estimation for each fridge against the
probability density function of all fridges for both base and relative energy consumption.

Figure 11. Base and relative consumption histogram and estimated probability density function of
all fridges.

After the application of the probability density method to compare the fridges, we
identified those in our dataset that exhibited high consumption and low probability density.
Figure 12 displays the fridges selected based on their base energy consumption. Notably,
Fridges 1 and 10 had a significantly lower probability density and higher consumption
compared to the other fridges, making them stand out. We will therefore show the users
of these two fridges the recommendations based on the fridge’s performance without
human interaction.

Fridge ID Median Density of Probability Estimate Median Base Daily Consumption (kW)

1 0.0005 171.23
10 0.0007 172.48

Figure 12. Fridges selected for base consumption recommendations.

Figure 13 presents the results for relative energy consumption. The probability density
estimates revealed that Fridges 7 and 28 consumed energy above the expected levels. We
will recommend these fridge users adopt the consumer habits suggested by the experts to
reduce their energy consumption.
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Fridge ID Median Density of Probability Median Relative Daily Consumption (% over Base)

28 0.0085 1160.64
7 0.0097 926.02

Figure 13. Fridges selected for relative consumption recommendations.

5. Conclusions and Future Work

We collected energy usage data from 30 household refrigerating appliances between
November 2022 and February 2023. Firstly, the data were analyzed to study the frequency
of operating cycles. Daily energy profiles were then grouped into 3 h intervals, and the
period with the minimum energy consumption was identified as the base consumption.
This represents the refrigerator’s energy usage in the absence of human interaction. The
relative energy consumption was then calculated as a proportion of base consumption
to understand the user’s impact on energy consumption, which showed that energy con-
sumption was on average lower in the morning and higher in the evening, coinciding with
usage hours. We then used ANOVA to analyze the impact of different factors on energy
consumption, finding that the month and interval had a significant impact, but not the day
of the week. Lastly, a K-Means with DTW clustering analysis was performed to identify
different energy consumption patterns of each fridge. It revealed that different days can
produce varying energy consumption profiles within and between fridges.

We have proposed a novel methodology to identify high-energy-consuming refrigera-
tors and provide personalized energy-saving suggestions using robust probability density
estimation. The process includes three stages: feature extraction, comparison of fridges
based on features, and providing tailored recommendations. We use daily base and relative
energy consumption as features and compare fridges based on probability density esti-
mates. Recommendations are then provided based on a fridge’s position in the distribution
of energy consumption and offer guidelines for enhancing energy efficiency.

We tested our methodology on 30 refrigerators. The fridges were compared using their
daily energy consumption against the probability density function estimated from all other
fridges’ daily base and relative energy consumption. The base energy consumption analysis
revealed that Fridges 1 and 10 had a high, improbable consumption while the relative
energy consumption analysis did the same for Fridges 7 and 28. The proposed methodology
proved to be a reliable method to identify fridges with extreme energy behavior.

In future work, we will continue recording consumption to further improve the dataset
volume, as it will enable us to study the effect of seasons on fridges’ energy consumption.
We would also like to track the effectiveness of these recommendations in modifying
energy-consuming behavior.
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Abstract: The modeling of hydrogeological processes often involves a quantitative description of
complex systems in which a limited dataset is available, bringing about the formulation of conceptual
models able to describe them in a simplified framework. In order to evaluate the reliability of these
conceptual models, a statistical description of the elements composing the system can be useful,
especially with reference to their mutual interactions. This study shows, through some applicative
examples in the hydrogeological field, that the statistical analysis of characterizing the parameters
and cause–effect relations arising from time series monitoring data can give useful information about
the system dynamic, thus contributing to updating the conceptual model and therefore improving
the results of following numerical modeling. Indeed, this dynamic description of the system, with
the introduction of the verification and validation processes of the conceptual model, allows the
correction of possible errors due to a lack of data or the phenomenon’s complexity. This leads to
many hydrogeological issues, such as the identification of the most productive aquifer or the one that
has the highest vulnerability to pollution, as well as zones of interest in groundwater flow that can
trigger slope instability.

Keywords: conceptual model; hydrogeological issues; monitoring data; numerical modeling; time
series analysis

1. Introduction

Numerical modeling is often used for describing and forecasting the behavior of
complex hydrogeological systems, and has several purposes, from water resources man-
agement [1], to pollution analysis and related remediation design [2], as well as in slope
stability problems [3].

Nevertheless, in mathematical modeling, not all geological and hydrogeological issues
can be fully investigated. In fact, most geological phenomena cannot be described by
simple predictable quantities (due to cause–effect relationships) on the basis of boundary
conditions or as a function of the values obtained from other variables. On the contrary,
many typical hydrogeological parameters can be considered as random variables due to:

• the intrinsic variability of natural processes;
• an inability to understand the physical system in its complexity;
• a lack of sufficient data, both in terms of quality and/or quantity [4].

In the applicative field, the hydrogeological complexity of both the system and the
processes, and their limited knowledge, can involve unexpected risk, bringing about the
need for a different approach in the system characterization [5].

Consequently, when dealing with hydrogeological risk assessment, a statistics-based
conceptual model should be considered in order to take into account the different risk
scenarios, and therefore to identify the proper mitigation measures.

Conceptual models are simplified descriptions of complex natural-anthropic systems,
involving the identification of geomaterials, the reconstruction of their distribution in space,
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as well as their physical and technical characterization; this characterization is aimed at
forecasting the system behavior, by taking into account the main processes which rule it. In
fact, based on the conceptual model, the numerical or analytical model can be implemented
and afterwards validated; the validation process often involves an improvement in the
conceptual model, by means of a refinement in available data or an increasing complexity
in the processes description. Regardless, the need for such an improvement must be
quantitatively assessed, and this assessment can be efficiently based on time series analysis
(i.e., by comparing time series of different parameters, or time series of simulated vs.
observed parameters).

This paper proposes some typical hydrogeological situations in which a statistical
approach to the conceptual model definition was essential for the reliability of the results of
subsequent numerical modeling. With this aim, the hydrogeological system is represented
through quantitative conceptual models, in which some elements, and their mutual interac-
tions, are analyzed from a statistical point of view, endeavoring to reproduce the system
evolution in a dynamic framework and involving back-analysis upgrading.

2. Conceptual Model Update: From Monitoring Data to Error Detection

In order to implement a statistical framework in which the conceptual model can
be dynamically improved, it is necessary to quantify the effect of the modeling error
on the forecasting and, therefore, proceed with checks and updates of the model itself,
based on monitoring data [6]; the goal is to establish if, and to what extent, the model can
explain and predict the observed phenomena, and detect any inconsistencies that require
model refinement [7]. Indeed, the mismatch in between the time series of observed values
compared to modeling results (values obtained by simulating the system behavior based
on the defined conceptual model) should be minimized [8], by taking into account the fact
that possible errors can arise from:

• modeling errors—because of incorrect hypotheses in the conceptual model, the model
fails in reproducing some processes or some cause–effect relationships;

• parametric errors—due to an insufficient knowledge of the parameters describing
the system behavior (i.e., connected to measurement errors, system heterogeneity or
incorrect working scale).

The simplest method in order to detect conceptual model errors consists of a graphical
comparison between the calculated and observed data [9]; for quantifying the capability of
the model to fit the observed data, a goodness-of-fit test can be carried out. More specifically,
an analysis of the deviations (i.e., the differences between the observed and simulated data)
makes it possible to identify errors together with their typology. In fact, conceptual model
errors are systematic and their effects on the modeling results depends on the spatial and
temporal scale of the simulation. Consequently, a correlation between residuals over time
or space means that a trend exists and, therefore, the model is affected by errors [10]. In
more detail, if the residual deviation is constant but not null, the parameters have not been
properly calibrated whereas, if it shows a trend, the model setting should be improved;
only when it is null can the model be considered acceptable.

This approach has been implemented in a dynamic framework for hydrogeological
risk assessment, which accounts for a conceptual model to be updated based on the time
series analysis of the residuals (Figure 1). A similar approach had already given quite
good results in managing the geological risk in civil engineering design [11] and built
heritage [12]. In the present study, this framework has been applied in some applicative
problems typical of the hydrogeological field, resulting in a significant improvement in risk
mitigation and management.
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Figure 1. Framework for hydrogeological risk assessment with dynamic conceptual modeling.

3. Examples of Time Series Analysis in Hydrogeological Modeling Improvement

3.1. Hydrogeological Risk in Tunneling

The hydrogeological risk in tunneling [13–15] consists in an inflow risk for the tun-
nel [16,17], and a water table drawdown with spring depletion for the environment [18–20];
these risks can be analyzed by considering, as a performance function, the water balance
over a control volume, and the corresponding elements (i.e., rainfall and permeability) can
be statistically described, leading to a stochastic modeling approach. Therefore, modeling
results can be compared to monitoring data, typically with references to time series of
water table drawdown or spring flow rate; for instance, the differences in between the
simulated and observed values of water table (residuals) can be analyzed; if differences
are detected, specifically an increasing deviation in residuals (purple line in Figure 2), it
means that the conceptual model, based on which the numerical one has been implemented,
was too simplified. When dealing with hydrogeological problems, a quite typical error
consists in considering the presence of a single aquifer, instead of two different aquifers
locally interconnected. In such a case, the performance function describing the conceptual
model has to be improved for taking into account the two aquifers and their interaction;
nevertheless, some parametrical errors could still be present (blue line in Figure 2 ex-
hibits a constant not zero value), and a further calibration of the modeling parameters is
still required.

3.2. Landslide Hydrogeological Risk

The Vajont landslide is a typical example in which several attempts were made to
frame and interpret the geological and hydrogeological setting, improving the conceptual
model from time to time.

In particular, as far as the hydrogeological conceptual model aimed at describing
the “landslide-aquifer-reservoir” is concerned, time series arising from some piezometers
of different depths were analyzed and compared to time series of reservoir level and
displacements. Based on this comparison, an inconsistency in water table data was detected;
in particular, by carrying out an analysis of the linear correlation between the data recorded
by piezometers and the reservoir level, one of the piezometers showed data uncorrelated
with respect to the others (Figure 3). The first conceptual model, which accounted for a
single-layer aquifer, was unable to explain this anomaly; this meant that it contained an
error. In fact, it was too simplified for reproducing the real system complexity. Indeed,
subsequent studies [21] reconstructed the correct conceptual model, by identifying the
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existence of a low permeability layer which separates two aquifers: one in the landslide
mass and the other one in the underlying bedrock. This updated conceptual model could
explain the trend of both shallow and deep piezometers. In fact, the two aquifers had
different flow conditions; the shallow one was strongly influenced by the reservoir level
(as shown in pz1 and pz3) whereas, in the confined aquifer (pz2), the water table was
independent of the reservoir level and strictly correlated to the total rainfall of the previous
period [21]. This updated conceptual model allowed the authors to identify a stability
threshold for the landslide, as a function of the reservoir level and rainfall in the previous
30 days, related to the measured landslide displacements.

Figure 2. Deviations between modeling results and observed data obtained by a simplified one-
aquifer model (in blue) and a more complex multi-aquifer model (in red).

Figure 3. Statistical correlation between water table in piezometers of different depths (pz1 and pz3
are in the shallow aquifer, whereas pz2 is in the confined one) and the reservoir level.

3.3. Groundwater Pollution Risk

The characterization of groundwater pollution involves the statistical analysis of
monitoring data both in time and in space (i.e., multivariate analyses, association and
correlation indexes on time series, variogram analyses on special distribute data), and
it should lead to the identification of the pollution source and processes, as well as to a
description of the groundwater quality and vulnerability.

In more detail, the statistical analysis of monitoring data should concern not only
the time evolution of pollution, but also the possible relationships between the different
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contaminants (Figure 4), as well as the relationships between water table and pollution
trends. Indeed, an analysis of correlation can be carried out among the time series of
all those variables that are representative of cause–effect phenomena; for example, by
comparing the time series of water table with the time series of the concentration of
some peculiar pollutants, it is possible to verify whether the latter arises from a release of
contaminants stored into an aquitard or in non-saturated soils.

Figure 4. Correlation indexes between the concentrations of some compounds in different polluted
sites: in site 1, primary contaminants (Pi) and their degradation products (Di) are predominant and
well correlated; in site 2, the correlation between Pi and Di decreases, which involves a different
pollution source (afterwards identified with a dump).

Once the processes involved in the pollution event have been identified, a further
analysis can be carried out by using variograms in order to identify not only the most
polluted areas and their evolution though time, but the type of contamination, too (hot-spot,
plume or diffuse; Figure 5).

Figure 5. Variograms corresponding to different types of groundwater pollution: (a) hot spots bring
about a nugget effect, such as for the CVM in an industrial site, (b) plume involves a spherical variogram
in the groundwater flow direction, such as for chlorides in the same industrial site and (c) diffuse
contamination usually shows a linear trend, such as for nitrates in a large-scale alluvial aquifer.
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4. Conclusions

Groundwater flow and transport are controlled by physical properties that are charac-
terized by a high degree of heterogeneity and by scales of variation that span several orders
of magnitude. This complexity can lead to unexpected risk in many applicative fields, from
water resources management to civil engineering design and land planning, and therefore
requires a strategy for risk mitigation. With this aim, a statistical analysis of the available
data and time series can be used in order to detect possible errors in the hydrogeological
conceptual model, thus improving its reliability.

The examples proposed in the present paper show the usefulness of this approach in
the applicative field of hydrogeology, as it allows, firstly, the upgrading of the conceptual
model of the system and then the subsequent numerical modeling results, especially when
the hydrogeological setting is very complex. In fact, this approach quantifies the relevance
of the different elements involved in the hydrogeological system and the related processes,
therefore identifying errors which can be corrected in order to update the conceptual model.
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Abstract: Nonstationary is one of the prominent phenomena in the current hydrological time series
due to climate change and urban expansion. In this study, using the long time series rainfall data
from rain gauges and satellite rainfall data, the trend and abrupt change of rainfall in the Taihu Lake
basin, China, are examined by the Mann–Kendall (MK) test and the Pettitt test, using rain gague data.
For seven water conservancy zones in this basin, the intensity–duration–frequency curves (IDFs) are
obtained using satellite rainfall and the stochastic storm transposition (SST) method, providing a
method for rainfall frequency analysis based on nonstationary assumption. The IDFs results between
the conventional frequency analysis method with the stationary assumption and the SST-based
method are compared. The results show an overall increasing trend of annual total rainfall in the
Taihu Lake Basin, with significant changes at most stations. The SST-based results show a significant
difference of IDFs in seven conservancy zones, which are linked to nonstationary changes in rainfall
series. Our results provide an important reference for understanding the nonstationary changes and
nonstationary frequency analysis of extreme rainfall in the Taihu Lake basin.

Keywords: nonstationary changes; extreme rainfall; stochastic storm transposition; rainfall frequency
analysis; Taihu Lake basin

1. Introduction

With global warming and rapid urbanization, extreme hydrometeorological events,
such as extreme rainfall/flood occur more frequently, with increasing intensity and severe
damage in urban areas [1]. It results in the potential need to update the current design
standard for hydraulic infrastructure to protect human life and property [2]. To this end, the
nonstationarity-based frequency analysis of hydrological time series is of vital importance.
The Taihu Lake basin contains several mega-cities and large and medium-sized cities with
highly developed urban economies and highly concentrated populations [3,4]. As the
urbanization process in the Taihu Lake basin further accelerates, the scale of cities expands,
the area of rivers and lakes decreases dramatically, and the flood storage capacity of the
basin is greatly affected. At the same time, flooding caused by extreme precipitation has
become one of the key issues affecting the safe and orderly development of the region [5].

Current research on the characteristics of storms in the Taihu Lake basin is mainly
based on hydrological data from ground stations [6]. However, due to the fixed location,
small number, and uneven distribution of hydrological stations, the actual maximum
rainfall is likely to be “missed” and the spatial heterogeneity of rainfall is difficult reflect [7].
Therefore, in the traditional urban design storm, the assumption of a spatially uniform
rainfall distribution is often used to simplify the calculation [8]. However, as urbanization
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has accelerated in recent years, the differences in the spatial and temporal distribution
of rainfall have further intensified, and it is necessary to consider the spatial distribution
of rainfall to ensure the reliability of the design storm results. In this study, taking the
Taihu Lake basin, which has experienced rapid urbanization in recent years, as an example,
we examine the nonstationary changes in extreme rainfall time series and then propose a
nonstationary-based frequency analysis.

Stochastic storm transposition (SST) is a regional rainfall frequency analysis method
based on a combination of regional probabilistic resampling and spatial transformation of
storms and is now widely used in various regions of the United States [9–12]. The main
principle to delineate a storm-shift area with a target region as the core is to select a series of
extreme rainfall events within the area as a “storm catalog”, simulate and extend the storm
sequence based on a combination of probabilistic resampling and geographic shifts, and
then perform frequency analysis. The main advantage of this method is that it avoids the
assumption of consistency of time series required by traditional methods and, at the same
time, describes the spatial variability of rainfall in addition to its intensity and magnitude,
reducing the uncertainty of the design storms.

Several studies have shown that high-resolution precipitation data combined with SST
methods can improve the accuracy of calculations in rainfall/flood studies. For example,
Zhou [12] used 16a radar data (2000–2015) for an urban area design storm study in the
Baltimore metropolitan area, USA; Wright [10] used 10a radar data (2001–2010) for a flood
study in the Little Sugar Creek Watershed, USA; and Zhuang [13] used 21a radar data
(2000–2020) for an urban area design storm study in Shanghai, China, all of which have
been well used. This paper analyzes the spatial and temporal distribution characteristics of
each conservancy zone in the Taihu Lake basin based on high-resolution satellite rainfall
data and also uses the SST method for storm frequency analysis, the results of which
can provide a basis for flood control planning and disaster prevention and mitigation in
the basin.

The paper is organized as follows: in Section 2, the scope of the study data and the
methodology will be presented. In Section 3, the results and discussions will be introduced.
A summary and conclusions are presented in Section 4.

2. Materials and Methods

2.1. Study Area and Data

The Taihu Lake basin is located between 118◦55′~122◦12′ E and 30◦06′~31◦53′ N. It
has a total area of 36,900 km2 and is dominated by plains, which account for 4/6 of the
total area; water surface accounts for 1/6; and hills account for 1/6. This study is based on
the Taihu Lake basin conservancy zone as the study unit.

A total of 9 rain gauges were selected as representative rain gauges for each of the
7 conservancy zones in the Taihu Lake basin, and the 60-year (1961–2020) daily rainfall
time series was used for the study. The locations of the rain gauges are shown in Figure 1.

Figure 1. Location of the study region (a). The distribution of the seven conservancy zones in Taihu
Lake Basin and the location of the 9 representative rain gauges (b).
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In this paper, the GPM-IMERG gridded satellite rainfall data are provided by NASA
were used to study and analyze the data from 1 January 2001 to 31 December 2020, with a
temporal resolution of 30 min and a spatial resolution of 0.1◦ × 0.1◦. It has been shown
that this dataset has good adaptation in China.

2.2. Research Methods
2.2.1. Nonstationary Analysis

In this paper, the Mann–Kendal test [14,15] and the Pettitt [16] variation point analysis
method were used to test the trend and abrupt change points of the rainfall series, respec-
tively, and the spatial heterogeneity and non-coherence analysis of the extreme rainfall
indicators were conducted. All the above methods are widely used in the analysis of time
series; the specific methods can be seen in references [16–18].

2.2.2. Stochastic Storm Transposition (SST) Method

The main steps in applying the SST method to a regional design storm study are
summarized as follows [19]. A more detailed description of the SST method can be found
in the literature [20].

(1) A region including the study area is defined as the transposition domain area A’,
and it is determined that the transposition of the storm will be carried out within this
area. The transposition domain should contain enough storm events, and its shape can be
defined as a rectangular area or an arbitrary shape. It is usually determined based on a com-
prehensive analysis of the regional hydro-meteorological and geographical characteristics.
The outline in Figure 2 is the selected transposition domain in this paper.

Figure 2. Depiction of stochastic storm transposition procedures for a single storm, taking the Huxi
Conservancy zone as an example.

(2) The maximum m storms (no overlapping time between rainfall events) in the
transposition domain are selected from the n-year satellite rainfall series to form a subset
containing spatial and temporal rainfall data as the “Storm catalog”. When A’ is a “ho-
mogeneous area”, which means that the storm has uniform characteristics in all parts of
the area, the probability of storm occurrence is the same in all parts of the area. When the
displacement area A’ is a “heterogeneity area”, it means that there is spatial heterogeneity
in the distribution of storms in the area. The probability of storm occurrence in different
parts of the transposition domain is different, and the probability magnitude is different.
The probability of occurrence of storm events differs from one place to another within the
transposition domin, and the probability can be determined by the location (longitude and
latitude) of m storms based on the non-parametric estimation method of Gaussian kernel
density. In this paper, we calculate the probability of storms shown in the figure based on
the premise that the transposition domain is a “heterogeneity area”.
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(3) Simulation of the “annual maximum storms” sequence. This means that ki storms
are randomly selected from the storm catalog. The random variable ki is assumed to follow
the Poisson distribution. The parameter of the Poisson distribution is λ = m/n, such as in
the storm catalog in the paper; if m = 200 rainfall events and n = 20 years of rainfall data,
then λ = 10.0. The relative movement and evolution of the entire storm field in all periods
are not changed; only the spatial location of the storm occurrence is changed (see Figure 2).
After shifting, the maximum value of t–h rainfall accumulation in the target watershed A
was retained as the “annual maximum storms”.

(4) Process (3) is repeated N times to construct the “annual maximum storms” sequence
with a duration of t–h for N years. If we assume that the above process is repeated
N = 500 times, we can obtain the annual maximum storm sequence of 500a. At this time,
the range of the recurrence period is 1~500a. Note that since the shifted storms are randomly
selected from the storm catalog, the shifting process is also called “resampling”. Therefore,
the cumulative rainfall calculated in target area A for each resampling process will not
be repeated. After resampling, the “annual maximum storms” sequence is obtained for
N years. The annual exceedance probability of each storm i is pi = i/Tmax, and the
recurrence period Ti = 1/pi. The calculation results can be plotted as empirical IDF curves
or input to hydrological models.

3. Results and Discussion

3.1. Nonstationary Analysis
3.1.1. Annual Rainfall Analysis

From 1960 to 2020, the annual total rainfall of rain gauges in the seven water con-
servancy zones in the Taihu Lake basin ranged from 521 to 2338 mm, and the average
annual rainfall ranged from 1075 to 1580 mm, with a decreasing trend from southwest to
northeast. The MK test showed that the annual total rainfall in more than 80% of the water
conservancy zones showed non-stationary changes and an overall increasing trend. From
the Pettitt test results, the annual total rainfall mainly changed abruptly in 1979 and 2008,
among which the Meixi, Jiaxing, Huangdu, and Chenmu rain gauges located in the south-
eastern part of the Taihu Lake basin all had abrupt changes in 1979, and the Wangmuguan,
Liyang, and Laoshikan rain gauges located in the western part of the Taihu Lake basin all
had abrupt changes in 2008. The rainfall sequence was tested with a significance level of
0.05, and 37.5% of the rain gauges that passed the significance level test were all urban rain
gauges with a high urbanization level (Table 1). The results of the nonstationary analysis
are shown in Figure 3.

Table 1. The results of the nonstationary analysis of the annual total rainfall of rain gauges in the
seven water conservancy zones in Taihu Lake basin.

Water
Conservancy

Zone
Rain Gauge Trend Change Point

Significance
Test

Yangchendianmao Xiangcheng increasing 1997 ×
Chenmu increasing 1979

√

Zhexi
Meixi increasing 1979 ×

Laoshikan increasing 2008 ×
Wuchengxiyu Qingyang increasing 2005 ×

Huxi
Wangmuguan no trend 2008 ×

Liyang no trend 2008 ×
Huangjiahu Jiaxing increasing 1979

√
Puxi Huangdu increasing 1979

√
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Figure 3. The results of nonstationary analysis of the annual total rainfall of each representative rain
gauge in the seven water conservancy zones in Taihu Lake basin. Analysis results for Xiangchen (a);
Chenmu (b) rain-gauges in Yangchendianmao water conservancy zone; Meixi (c); Laoshikan (d)
rain-gauges in Zhexi water conservancy zone; Qingyang (e) rain-gaugs in Wuchengxiyu water
conservancy zone; Wangmuguan (f); Liyang (g) rain-gauges in Huxi water conservancy zone;
Jiaxing (h) rain-gauge in Hangjiahu water conservancy zone; Huangdu (i) rain-gauge in Puxi water
conservancy zone.

3.1.2. Extreme Rainfall Analysis

Taking the annual maximum 1-day rainfall (Rx1d) as an example, shown in Figure 4,
we analyzed the extreme rainfall characteristics of the seven water conservancy zones
in the Taihu Lake basin. The Rx1d at each station from 1960 to 2020 ranged from 27 to
176 mm, and comparing the Chenmu, Xiangcheng, and Huangdu stations with the Meixi
and Laoshikan stations, we can obtain that the frequency of extreme rainfall is higher in
areas with more urbanization. The average frequency and intensity of heavy rainfall and
extreme precipitation events in the rest of the water conservancy zones, except Huxi, have
shown an overall upward trend over the past 60 years, and a significant upward trend in
the past 5 years, with an overall pattern of decreasing extreme rainfall from southwest to
northeast, which is consistent with spatial variation in annual total rainfall.
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Figure 4. The results of nonstationary analysis of the annual maximum 1-day rainfall of each
representative rain gauge in the seven water conservancy zones in Taihu Lake basin, showing average
rainfall, change point, the trend of rainfall before and after the change, and the overall trend of rainfall.
Analysis results for Xiangchen (a); Chenmu (b) rain-gauges in Yangchendianmao water conservancy
zone; Meixi (c); Laoshikan (d) rain-gauges in Zhexi water conservancy zone; Qingyang (e) rain-
gaugs in Wuchengxiyu water conservancy zone; Wangmuguan (f); Liyang (g) rain-gauges in Huxi
water conservancy zone; Jiaxing; (h) rain-gauge in Hangjiahu water conservancy zone; Huangdu (i)
rain-gauge in Puxi water conservancy zone.

3.2. SST-Based Rainfall Frequency Analysis

The design storm for various return periods for each conservancy zone was generated
based on the storm catalog, with a duration of 3d. The upper and lower curve intervals
were plotted using the 95th and 5th percentiles of the 500 estimates generated by the
SST (Figure 5). The results were compared with the conventional method of moments.
The figure shows that the SST estimates in each water conservancy zone were generally
analogous to the moment method but slightly lower than the moment method for large
return periods. Similar results have been found in previous studies [12,13,20,21]. A possible
reason is that the design storm under the large recurrence period is mainly generated by a
few storm events in the storm catalog after transposition; therefore, the estimates may be
upper-bounded. Another reason may be due to the quality of the GPM satellite, which had a
better ability to capture weak precipitation and less ability to detect heavy precipitation [22].
Therefore, the design results of the SST are reasonable from a comprehensive viewpoint.
It is advisable to increase the proportion of extreme storm events in the storm catalog or
improve the accuracy of rainfall data to improve the accuracy of the SST for designing
storms. In different regions, due to climate variations, each parameter shows different
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effects on the design results, and further solutions to the problems of SST uncertainty
analysis and design storm underestimation are needed for deeper research.

Figure 5. Comparison of IDF estimates between SST and moment method for Yangchendianmao (a),
Zhexi (b), Wuchengxiyu (c), Huxi (d), Hangjiahu (e), and Puxi (f) water conservancy zones.

A design storm generated by the conventional method generally only considers the
intensity and duration of rainfall, simplifying the spatial distribution of rainfall and the
temporal variation, which restricts the accuracy of a design storm/ design flood. The SST
method, on the other hand, can estimate the spatial distribution of rainfall (see Figure 6).
For design storm calculations in large-scale basins, the heterogeneity of rainfall spatial
distribution is significant. Currently, the SST method is used at the watershed level for
de-sign storm calculations in major watersheds in the United States; and in China, it is
applied mainly at the urban level. Taking 3d rainfall with a return period of 200 years
as an example, the design storms are mainly concentrated in urban areas, and the more
developed the urbanization is, the more heterogeneous the spatial distribution of the design
storms in the water conservancy zones.

The SST design storm calculation for the Taihu Lake basin based on the water conser-
vancy zone unit improves the accuracy of the calculation results as well as the reference
value compared with the traditional design storm calculation for the whole basin and
has a certain reference value for the design storm calculation for the basin with complex
topography, a large area, and uneven economic development status within the basin. It can
be seen that there is inhomogeneity in the spatial distribution of design storms, which is
more significant under large recurrence periods.
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Figure 6. Spatial distribution of 3d rainfall estimation at 200-year return period for
Yangchendianmao (a), Zhexi (b), Wuchengxiyu (c), Huxi (d), Hangjiahu (e), and Puxi (f) water
conservancy zones.

4. Conclusions

(1) The average annual rainfall in the Taihu Lake basin was approximately 1265 mm
for the 1960–2020 period. The rainfall has increased rapidly in the past 10 years. In recent
years, the rainfall centers in the Taihu Lake basin have been concentrated in the Puxi and
Yangchengdian Mao areas, showing a decreasing trend from Puxi to the surrounding areas.

(2) Rainstorms in the Taihu Lake basin are still mainly localized, concentrated in
the more urbanized areas, the southwestern mountainous and southeastern coastal areas,
and the northeastern areas, such as Yangchengdianmao. The western part of the lake has
relatively few rainstorms. It is recommended that flood control and drainage in the city
center be strengthened in the future.

(3) The SST results show that the rainfall in each water conservancy zone is mainly
concentrated in the urban area, gradually decreases in the surrounding area, and is influ-
enced by the topography. The spatial distribution variability of rainfall in the long duration
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is large, and the heterogeneity in spatial distribution is more significant under the large
return periods.

(4) Future work could focus on the error uncertainty analysis and correction method
of satellite data in the SST method, further improve the calculation accuracy of the SST
method, and combine the SST method with the basin subsurface data for analysis.
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Abstract: The paper deals with privatization processes in five selected countries of the communist
regime and their comparative analysis. Most countries have historically encountered the need
to privatize state-owned enterprises. A closed and inefficient economic system would reach the
brink of resilience and change was necessary. Privatization was a conceptual solution. Due to
diversified economic systems, internal social and political differences, as well as the complexity of
the privatization process itself, the ways in which it has been implemented vary greatly from country
to country. However, the aspiration has generally always meant overall economic improvement, and
the implementation of rapid, formal, as painless as possible, preferably spontaneous, and transparent
privatization. Still, everything took place in several stages and there was a mass, and most often
coupon, privatization in one of the phases. It was concluded that each privatization process is
specific, but there are still some overlaps. The main distinguishing criteria are related to the approach
towards privatization (modular or inflexible) as well as centralization (Croatia, Czechoslovakia, and
Poland) and decentralization (Slovenia and Hungary) of the system that implements and controls
privatization. In addition, in some countries there has been a lack of public support due to numerous
embezzlements, frauds and attempts to exploit positions of power at a given time, while on the
other hand orderliness, legitimacy, and innovation have resulted in an in-flow of foreign capital and
successful privatization supported by the public.

Keywords: privatization; Republic of Croatia; communist countries

1. Introduction

Privatization was rarely mentioned in the Eastern Bloc countries until the early 1980s.
However, after the fall of the Berlin Wall, it became a major preoccupation of political actors,
the economic academic community, and the public. It was necessary to define a strategic
plan that would lead to increased competitiveness, a greater degree of internationalization
and overall personal and social well-being. At that time, social ownership, as a public
good, began to dissolve in most of the former communist countries. Accordingly, it was
private ownership that was the conceptual solution since it is the foundation of market
business. However, confusing and turbulent struggles for ownership led to a series of
problems for companies and employees. One of the main background problems was the
desire for manipulation which led to numerous malversations. The complexity of the
topic has aroused the interest of many authors to research this issue in the domestic and
foreign environment.

The main aim of the paper is to compare the model of privatization in the Republic
of Croatia with models of privatization in selected former communist countries (Poland,
Hungary, Slovenia and Czechoslovakia). The authors seek to find answers on questions
related to the similarities and differences between these five models and to identify and
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itemize better and worse solutions in the process of resolving the privatization node that has
appeared in all European countries whose political systems had been based on communism.
In addition, the aim of this paper is to present the privatization processes in Croatia and
selected former communist countries.

The article deals with the analysis of secondary data in the domain of privatization
and problems related to the privatization processes. A particular focus has been placed
on the sources of the most prominent economists dealing with the topic of privatization in
selected countries, since privatization issues do not only cover the economic sphere, but
the topic of privatization has also been approached with interdisciplinarity. Moreover, it is
not only a consequence of economic processes but is a result of a broader legal, political,
and economic connotation.

The organization of the paper is as follows. The second chapter deals with the topic of
privatization in Croatia. The situation in Yugoslavia in the second half of the 20th century
is described and the key moments that brought Croatia closer to privatization and market
liberalization in general are discussed. A brief overview of the chronology of Croatian
privatization through a comparison of its features is also presented. The third chapter deals
with a review of privatization in selected former communist countries. Their historical
path to privatization and the characteristics of privatization are described and the effects
on citizens and the state are presented. Finally, a comparison of privatization in Croatia
with the mentioned countries through certain parameters is made. The conclusion, as the
last chapter, summarizes the topics discussed in the previous chapters.

2. Privatization in Croatia

2.1. Political Context and Economic Crisis in Yugoslavia

Yugoslavia was specific in comparison with other socialist countries. It sought to re-
form the socialist economy through decentralization of leadership and limited introduction
of competitive market forces [1]. Self-management was introduced while administrations
and work councils ran businesses relatively independently. This enabled a higher sense of
belonging of the employees to the companies, and consequently their motivation was at a
higher level. The system of social ownership was based on a non-proprietary principle in
which the basis of the system was not capital but labor [2].

The problems of the Yugoslav economy began in the early 1980s. Annual inflation had
grown steadily, and the government tried to solve the problem by printing money, which
led to hyperinflation (1980: 40.7%, 1989: 1252%) [3]. The loans from the Western world
(led by the US) which assisted in the development of the Yugoslav economy in order to
separate Yugoslav policy from the influence of the USSR (Union Republics of the Soviet
Union) became increasingly expensive and increasingly difficult to obtain. Furthermore,
the inability to finance production and sustain the economy led to a vicious cycle that
bankrupted Yugoslavia in 1982 (though it was never officially published). Yugoslavia’s
total debt was constantly growing as was its trade deficit. Productivity was low due
to a poor organizational structure of self-management and constant neglect of market
demands [4]. After the unofficial bankruptcy, Yugoslavia was forced to introduce austerity
measures in order to reprogram its debts with the IMF (International Monetary Fund) and
obtain new capital. Restrictions on the import of goods were introduced which resulted in
a shortage of basic items. Due to the shortage of gasoline, vehicle usage was also restricted
(depending on the number of the license plate people were able to drive only on certain
days). The economic crisis led to a strong political crisis, strengthening nationalism and
resentment of the Member States. Political leaders tried to determine the owners of social
property and introduce equality of all forms of ownership. Their main aim was to introduce
a capital and labor market instead of the current negotiated preferential business, social
planning, credit relations and monopoly. Such a strategic approach resulted in a short-
term recovery of the Yugoslav economy. Specifically, inflation was stabilized and living
standards and market activity increased [5].
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2.2. Specific Features of Croatian Privatization

In the case of privatization, the state took over the entire management mechanism
on all essentials related to the company. This form of asset centralization was described
by Gregurek (2001) as “original state-level accumulation”. The lack of strategic goals, the
neglect of the market as a reference in determining the value of the company, and the
frequent institutional rules and legal framework changes had affected the uncertainty of
potential prospective investors and led to numerous frauds that were not characteristic for
Central European countries.

Privatization in Croatia began in 1989 with liberalization as a response to the actual
crisis. Transformation of ownership and adoption of the law which regulates the implemen-
tation represents the first phase of Croatian privatization (1991–1994). The emphasis was
on protecting strategically important state-owned enterprises from privatization. Other
companies were subject to sale, and employees were given priority in buying shares on
preferential terms. However, the question arose to whom the ownership of individual
companies belonged after the collapse of the old system. Good examples are the cases of
Hungary and Poland, where the problem of ownership was relatively easy to solve because
it was assumed that it was state-owned, while in Yugoslavia it was not known who the real
owners of the capital were [1]. The funds had been perceived as social property used by
workers. The disadvantage of the first phase was the subjective valorization of the value of
enterprises due to the prompt sale and war. The second phase was marked by economic
stabilization which affected the competitiveness of the companies. During this period,
the companies that avoided the first privatization wave entered the privatization process.
The Croatian Privatization Fund and the Pension Fund disposed of their assets [6]. The
third wave of privatization was politically inclined. It was characterized by mass coupon
privatization and the distribution of shares of questionable quality to the overall public.
Specifically, companies facing bankruptcy were for sale. The fourth stage of privatization
continued the sale of the bankrupt companies. However, an initiative to revise conversion
and privatization emerged on suspicion of numerous frauds and criminal acts [7].

3. Privatization in Selected Former Communist Countries

3.1. Slovenia and Privatization

At the beginning of the transition, the economic situation in Slovenia was significantly
different from the situation in other transition countries. The degree of marketability was
much higher, and the system of self-government in Yugoslavia and the reforms imple-
mented in the 1980s enabled a high degree of enterprise independence. Central planning
was rarely seen, and most business decisions were made independently in enterprises
with the limitations of the actual semi-command system. The breakup of Yugoslavia and
the war threatened Slovenia’s international trade. The reorientation to western markets
was not easy, especially because of the high risk of doing business with a country near a
war environment. Many companies did not survive the new situation and unemployment
increased significantly in the early 1990s. Furthermore, the situation was complicated by
the fact that this crisis was taking place in the context of very high inflation. One of the most
important instruments in curbing inflation was a restrictive wage policy that would lead
to a real decline in purchasing power and living standards of the population [8]. Slovenia
was also fighting for international recognition which came rather late. Despite political and
economic uncertainty and recession, there were surpluses in macroeconomic balances and
a reversal in lowering inflation rates [9].

The period of transition from recession to long-term growth occurred in the mid-
1990s, and in those years injections and unemployment began to decline. By 1997, key
reforms had been implemented. There was a bank remediation and corporate ownership
transformation. The economy functioned as a true market economy and all former socially
owned enterprises were transformed into joint-stock companies. The historical context
of Slovenian privatization began in the late 1980s [10]. Legislation sought to abolish self-
governing and social relations in order to replace them with capitalist property relations.
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The Workers’ Council had the right to sell the business to private owners, and the gradual
transformation of socially owned enterprises into joint ventures was also allowed. However,
the government struggled with the implementation of massive, rapid, centralized, and
distributive privatization through mutual funds that was intended to break up with any
form of political, social and economic heritage from Yugoslavia. More specifically, it was
impossible to initially convert all socially owned property into state property and it made
no sense to allow politicians to choose new politically committed owners [11]. On the
other hand, a decentralized and commercial approach to privatization was proposed in
which managers and workers would initiate privatization processes spontaneously and
slowly. This would avoid the negative effects of privatization in the transition process, and
existing property rights would strengthen managers [12]. The struggle between the two
approaches resulted in a crisis of the relatively efficient Slovenian economy. They were
losing the market and numerous companies were becoming insolvent and on the verge of
bankruptcy, while banks were accumulating a large number of bad loans.

Mencinger (2007) divides enterprises into three groups: (i) large non-profit enterprises
most affected by political events and transition, (ii) less-affected enterprises that should be
privatized under the provisions of the new ownership-restructuring law, and (iii) utilities
that are supposed to remain in state ownership. The Development Fund established
corporate governance for the first group of companies with the aim of solving financial
problems and creating preconditions for privatization. The ultimate goal of the program
was to liquidate or sell the companies over a two-year period. Initially, the program was
successful and the results of the first year were impressive, but gradually the program
changed, and the Development Fund turned into an institution to provide various forms of
non-transparent and often politically motivated state aid to troubled companies.

Finally, at the end of 1992, an alternative solution was found—the Law on Trans-
formation of Social Property was enacted, which had the features of both approaches to
privatization—decentralization and gradual privatization and predominantly distributive
privatization via vouchers to Slovenian citizens. The proportions by which the shares in the
companies were divided were defined: 10% of the social capital belonged to the Pension
Fund and the Former Owners’ Compensation Fund, and 20% of the capital was transferred
to the Development Fund, which sold these shares to newly established private investment
funds, and employees in exchange for their certificates of ownership. For the remaining
40% of the capital, four options were available: (i) buy-out provided to employees on
preferential terms, (ii) public offer to citizens, (iii) public offer to privatization funds, and
(iv) buy-out to a strategic partner. Ownership certificates facilitated the free distribution of
shares among employees and citizens.

Since companies were able to choose between different methods of privatization, the
most popular was the internal purchase of shares, which included mandatory transfers of
40% of shares to institutional owners (three funds). This was in line with the expectations
and legacies of self-management. The choice of this model was enhanced with a 50%
discount and the possibility of deferred payments of up to five years. Workers and managers
received a majority in 44% of enterprises, but this represented only 22.9% of total capital,
while funds accounted for almost 41% in the ownership structure of enterprises after the
privatization process [13]. Another popular method was the combination of public auction
with internal stock allocation, which was a method preferred by profitable large companies.

In 2005, the entire Slovenian economy was reformed, with effects on the further
course of privatization. Specifically, the enterprises which remained the property of the
Government after the first phase of mass privatization had to be privatized by scattered
commercial privatization. Thus, the period of non-transparent consolidation of ownership
at low prices that followed the first stage of privatization was about to end. In the second
phase of privatization, the emphasis was on transparency and international actions, as
well as on coordinated privatization, from which even the largest state-owned enterprises
were not excluded. The patterns by which the state withdrew were strictly defined and its
impact on the economy gradually diminished. Sales criteria included maximizing the sales
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price, working together and constantly evaluating the company’s profitability, and finding
as many potential customers as possible. Furthermore, given the shallow Slovenian capital
market, the goal was to independently increase the value of the portfolio of shareholders
in accordance with the rules of the stock market. Finally, there are companies that were
not necessarily subject to immediate privatization, as they are large companies that are
important to the national economy. Their sale needed to be consistent with the obligations
of the funds, the market situation, and the sale of other state-owned enterprises [14].

3.2. Hungary and Privatization

Hungary has been trying to reform the socialist economy since the 1980s through
decentralization of leadership and the limited introduction of competitive market forces.
The countries of Central and Eastern Europe lost confidence in the Soviet model and
began to look for alternative methods of securing conditions for capital accumulation [15].
Hungary sought to secure fresh capital. The strategic approach involved the sale to foreign
owners from Western countries. In the late 1980s, a series of laws led to the gradual creation
of conditions for the legalization of privatization. The three most important laws that
enabled Hungary to begin privatization and transition to a new business system were:
(i) the Foreign Investment Act 1988, which created extremely favorable conditions for
foreign private companies; (ii) the Corporations Act, which allowed the formation of
corporations in the same year; and (iii) the 1989 Conversion Act, which allowed state-owned
enterprises and cooperatives to be converted into joint stock companies. Spontaneous
privatization arising from these laws is presented as “machinations survival of the elite of
the old system” [12].

Privatization in this form was not supported by the public. Therefore, the State
Property Agency was established, whose task was to control the privatization process in
accordance with the property policy directives. These directives created a legal framework
for more transparent privatization in Hungary. The Hungarian model of privatization is
different to other countries. A flexible approach has been put in place that implements
privatization on a case-by-case basis. In the first two years, this process was created by
managers in companies, with virtually no state control. Subsequently, certain laws were
enacted, and the State Property Agency was established, but there was never a significant
role for the state in centralizing the process due to the Agency’s failure to accelerate
privatization [1].

Privatization in Hungary can be divided into several categories: the first category
is characterized by spontaneous privatization; the second category is related to active
privatization where the main objective is to attract investors; the third category is the
self-privatization process, which is defined as an independent procedure with the support
of an authorized consultant; the fourth category is privatization initiated by investors;
and the fifth category is the sale of shares on preferential terms to employees (up to 15%
of shares). Regardless of the category, the main objective of the Hungarian privatization
was to create conditions for future economic operations to be as efficient as possible and
to achieve a privatization price and a satisfactory level of revenue to be used to service
the national debt. The privatization process was carried out in accordance with market
conditions (the issue of domestic and international demand and purchasing power), and
state intervention was only possible in emergency situations. An important element of the
strategy was the implementation of various privatization methods that would allow a wide
range of investors capable of acquiring companies (discounts and benefits for workers) and
the transfer of state ownership without compensation to local authorities, social security,
foundations and public welfare associations, but only if this reduced government grants [2].

The first privatization program was launched by the State Property Agency in Septem-
ber 1990 and at that time twenty companies of different sizes and profiles were put up
for sale. Although the program initially aroused special interest, mainly among potential
Western investors, it eventually proved unsuccessful as most of the enterprises remained
state-owned, with most of them under the direct control of the State Property Agency.
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The most common form of ownership changes up to that point had been encouraged by
managers, and despite the restrictions and legal solutions that the State Property Agency
had tried to impose, the maneuvering space of managers, although reduced, still played a
large role in the so-called spontaneous privatizations. This situation led to great speculation
and management efforts to downplay the value of the company. Thus, the process began of
transforming the communist classes to new owners [12].

At the end of June 1993, all state-owned enterprises were required to be converted
into business corporations. This decision forced enterprises to undertake rapid and formal
privatization. The major problem was the inability to raise funds from local citizens who
would invest in privatized companies. Therefore, the government formulated specific
schemes to assist the population in obtaining funding. The mechanisms included: renting
certain companies, using existing loans, buying property through a term plan, and small
investment programs for shares buying. Nevertheless, foreign capital has played an
important role in Hungarian privatization in the form of pure investments and through
participation in privatization projects [16].

3.3. Czechoslovakia and Privatization

For many years, Czechoslovakia was not in favor of reforms towards liberalism
since it had a balanced macroeconomy, a few competitive branches, a skilled workforce
and negligible indebtedness [17]. Still, privatization was inevitable. The implemented
privatization model was one of the most innovative solutions to the problem of mass
privatization because it did not represent the classic forms of privatization. Namely, the
goal was to carry out mass privatization without prior reconstruction of the company and
to transform the country from 100% state ownership into a country with an unusually small,
well-defined, state sector and a fast-growing private sector in a short period of time [18].
This was achieved by distributing vouchers to citizens in a fast and transparent manner to
prevent a lack of capital among the population. They were allowed, carefree, to buy shares
of one of the offered state-owned companies. The purchase could be made independently
or through investment privatization funds [19].

An important feature of the Czechoslovak model was the possibility that investors
could develop their own variants of company privatization that would compete equally
with the management’s proposals on the privatization of specific companies. Such a system
allowed the competent government institution to select the best of the proposed models
for enterprise transformation. Privatization was carried out exclusively by ministries, the
government and the national privatization committees. The reason for this was to avoid the
uncontrolled growth of managerial power that occurs during spontaneous privatizations.
However, there were some exceptions [20,21]. The implementation of this privatization
model involved a large number of state-owned enterprises being owned by several thou-
sand small shareholders, domestic citizens. The benefit of such rapid privatization was
certainly the awakening of the entrepreneurial spirit in this rigid communist system. How-
ever, the shortcomings and risks of this privatization method are reflected in the later
functioning of the companies. Due to the huge dispersion of ownership, the management
of the company is difficult, and this problem is expressed until the shareholders decide
to hand over their shares to a certain investment fund or some other institution. In addi-
tion, the downside is the high cost of implementing such privatization, which does not
contribute significantly to the state budget in the future. In any case, privatization of this
magnitude has not been recorded anywhere else. Analysts estimate that public support
was crucial for the success and realization of the proposed conversion concept. In addition,
foreign capital, mostly of German origin, also contributed significantly [22].

The first significant problems arose in the post-privatization period. The lack of
appropriate regulation contributed to the chaotic reshaping of the portfolio acquired in
the initial phase of privatization. Consequently, there was a notable reduction in the
concentration of ownership in the first year of the third round of privatization. Moreover, it
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took more than four years for ownership concentration indices to normalize and to increase
in line with initial expectations [13].

3.4. Poland and Privatization

Poland has the longest history of private ownership of all former communist countries
when considering “non-state economic activities that have been present since the late
1950s” [19]. The purpose of private companies was to advance the economy through addi-
tional capital and new technology. However, legislation on privatization was established
subsequently. The 1989 consolidation plan enabled the transformation of enterprises into
joint stock companies. A directorial experiment was also conducted. It provided an oppor-
tunity for managers of state-owned enterprises to be engaged in economic activities outside
the management of their own enterprises [12]. This led to an increase in political and social
stability, which is why some of the privatization measures had to be slowed down due to
citizens’ dissatisfaction with austerity and waiver measures. But the government gained
public trust and the Poles were willing to make a temporary “sacrifice” as a pledge for a
better future [15].

The formal Privatization Law was established in 1990. It redintegrated a normative
framework flexible enough to be able to implement different privatization strategies with
an emphasis on centralist regulation and control of privatization. The fundamental goals of
privatization included the reduction in the public sector and the inherent burden on the
state budget, as well as the generation of revenues. Thus, an efficient corporate governance
system was established that visibly improved the performance of the company itself [2].
Although the first exemplary privatizations were officially rated as successful, it soon
became apparent that the case-by-case method was too slow and too expensive. After
the change of government, the method of urgent mass privatization was supposed to be
implemented. The plan was to distribute free vouchers to citizens who would then exchange
them for shares in mutual funds. However, due to political instability and opposition
interventions, the concept of share division has not been implemented. Privatization
continued, on a case-by-case basis, through the capital method and privatization through
bankruptcy [19].

According to Polic (2008), two methodological approaches were applied in the Polish
privatization model. The first was the privatization of capital (indirect privatization), and
the second was the sale of company assets (direct privatization). Leasing dominated as
a method of direct privatization. Thus, the ownership was transferred to the employed
workers in “buy-out” privatizations. On the other hand, the bankruptcy method was
implemented in the case of small and medium enterprises. The company’s assets (or part
of it) were sold or more often rented to domestic or foreign buyers. The most widespread
was the so-called leveraged buy-out, in which investors paid 30% of the appraised value as
an investment and repaid the rest during the usual five-year period [12].

A special feature of the Polish privatization process is the sectoral approach. Namely,
they are trying to restructure and privatize companies from the same sector because of the
similarities that these companies have. Thus, they are able to overcome the concurrent
difficulties faced by companies in a particular industry. Privatization is decided by the
competent ministry, company management and the workers’ council. However, they
usually hire foreign consulting firms that prepare feasibility studies for restructuring and
privatization. This approach has accelerated the privatization process itself visibly and
made it more cost-effective and efficient. Privatization has resulted in the growth of the
private sector, the growth of private partnerships and employment in the tertiary and
quaternary sectors [22].

4. Comparative Analysis of Privatization Processes in Croatia and Selected Former
Communist Countries

Normative goals in all countries regarding privatization were relatively similar. Thus,
the political classes strived for economic growth, prosperity of citizens, inclusion in world
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trade, the desire to become a significant player on the international market, high employ-
ment, high standards, etc. The starting positions of the former communist countries and
Croatia were different when comparing their openness to the market at a time when they
were under communist regimes. Consequently, they all considered privatization as the
solution to a number of internal problems, the growth of competitiveness and overall
economic progress.

Croatia and Slovenia, which originated from Yugoslavia, were more market-oriented
than other socialist countries, especially Slovenia as the most developed Yugoslav republic.
Namely, their communism was relatively soft. In that manner, their openness to the market
was much higher, especially in the period after the death of Josip Broz Tito [23]. Poland
encouraged economic activities and also had a positive experience with private initiatives.
Furthermore, Hungary was often considered as the most unfettered country in the Eastern
bloc. This was achieved through a series of reforms that gradually moved Hungary away
from the Soviet grip and turned it to the West. On the other hand, Czechoslovakia was the
most rigorous of all selected countries in terms of economic freedoms. Accordingly, until
the beginning of the transition, it showed no affinity for privatization and the international
market in general.

Macroeconomic and political goals dominated in the design and selection of priva-
tization models in each country. The unfavorable institutional and legal framework for
post-privatization ownership transformation had only constrained effects on the results of
post-privatization ownership transformation. The reason why the privatization process
had stalled on many occasions was politics and the inability of major political actors to
agree on privatization models. The best example of the struggles of different privatization
approaches was visible in Slovenia, where the struggle of Mencinger’s and Sachs’s concept
lasted for 16 months, which eventually ended in a compromise and taking certain parts
from everyone’s program. A similar situation occurred in Poland, where parliamentary
parties were reluctant to support the government for the method of urgent mass privati-
zation after it became clear that case-by-case privatization was not fulfilling its task due
to slowness. Hungary was characterized by a flexible approach and minimal state inter-
ference. State intervention existed exclusively in cases of government rewarding of loyal
party members. The awards included key positions in central economic decision-making
institutions or on the boards of directors of state-owned enterprises that had undergone a
conversion or been “temporarily” placed under state control. The political elites in Croatia
and Czechoslovakia had a great influence and it can be said that the process was centralized
and in the hands of the state. Czechoslovakia’s advantage was that managers did not have
much influence or synergy with political leadership. In addition, external investors were
given the opportunity to create privatization programs for companies.

Mass privatization is the most attractive phase of privatization for citizens due to the
lack of funds for the purchase of shares and ownership of shares in companies. In Croatia,
it was most prevalent in the third phase of privatization, where shares were distributed
to a wider population despite a portfolio of dubious value. Czechoslovakia had a specific
form of mass privatization in which every adult citizen was allowed to participate. On
the other hand, in Croatia, vouchers were given only to certain social strata. If we look at
the number of coupons for privatized companies, in Czechoslovakia this approach led to
the privatization of 1849 companies with private capital of 9.25 billion euros [24], while
in Croatia the number of companies was 471, and the amount of privatized capital was
3.6 billion German marks [25]. Furthermore, Slovenia, which only at the end of 1992 passed
a law that fully regulated the privatization process, decided to award vouchers and this led
to workers and managers having a majority share in 44% of companies.

Citizens’ perceptions of privatization processes show differences in the view of priva-
tization, and it is interesting that the most pessimistic about privatization were the citizens
of Croatia, 50% of whom considered privatization to be extremely negative. Along with the
Croats, there are also the Poles, of whom only 18% believed that privatization is a positive
process. On the other hand, the citizens of Czechoslovakia, who are considered the biggest
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winners of the privatization process in the former communist countries, were the most
satisfied with privatization [15].

5. Conclusions

Privatization in selected countries has brought a lot of benefits to consumers, which is
reflected in lower prices and better quality of products and services. Internationalization
was necessary and there was no alternative. Therefore, it can be concluded that the
privatization process has been relatively positive given the historical context in which
it took place. An additional aggravating circumstance is inadaptability, as it was very
difficult for many to move from one system to another. Most of the “mistakes” made
during privatization in all countries can be attributed to beginner and inexperienced
omissions due to ignorance of the market mechanism and inadequate adjustment to market
competition conditions.

Citizens expected privatization to bring fresh capital, a more efficient management
system, and investments to impoverished companies that would contribute to the wider
community, but in many cases positions of power were exploited. The Czechoslovak model
proved to be a complete success that brought fresh foreign capital with incredible speed and
led to the widest privatization, which until the collapse of Czechoslovakia was synonymous
with successful privatization.

The fact is that the privatization process in these countries has significantly reduced
public debt by increasing budget revenues. In addition, successfully privatized companies
have created new jobs through their development and thus contributed to employment
growth. In most cases, due to successful privatization, there has been an increase in salaries,
and by participating in the purchase of shares, a large number of employees have become
owners of privatized companies. This has allowed them to participate in the management
of the company as small shareholders, although in certain cases this has proved to be a
negative determinant because the dispersion of ownership could lead to the impossibility
of running the company efficiently.
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6. Gregurek, M. Stupanj i učinci privatizacije u Hrvatskoj. Econ. Rev. 2001, 52, 155–188.
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Abstract: This paper shows that we can use social media data to improve the accuracy of GDP
estimates at the country level for developing countries. I use all publicly available image tweets from
2012 and 2013 to estimate GDP at the country level for developing countries. First, I find that one can
explain 76% of the cross-country variation in GDP with the volume of tweets sent from each country.
I then show that the residuals on these Twitter-GDP estimates are significantly larger for countries
with allegedly poor data quality. I then use Nigeria as a case study to show that this method delivers
much more timely and accurate estimates than those presented by official statistic agencies.

Keywords: national accounts; social media data; nowcasting

1. Introduction

On 7 April 2014, the Nigerian Bureau of Statistics declared that their 2013 gross
domestic product (GDP) estimates were being revised upward from USD 269 billion to
USD 510 billion [1]. Overnight, the Nigerian economy had grown by 89 percent and was
now the largest economy in Africa, overtaking South Africa in the process.

However, this sudden increase in GDP was not a result of successful economic policies
or benevolent external conditions. Instead, it was a product of a national accounting process
known as rebasing. Until 2014, Nigeria’s GDP was constructed by sampling businesses
weighed in accordance to the importance each sector had on the Nigerian economy in 1990.
Evidently, in the ensuing years, the economy morphed. This made emerging industries
vastly underrepresented in the country’s GDP estimate, and vice versa. In this sense, the
new and updated estimate was expected to more closely reflect the true GDP of the Nigerian
economy. However, it also meant that up until that point, policymakers, investors, and
everyone else making economic decisions based on the old GDP estimates were relying on
grossly inaccurate economic data.

This example, of which there are several others in the past few years (e.g., Zambia in
2010, Kenya and Tanzania in 2013, and Uganda in 2014 just to name a few examples from
other African countries. In each of these cases, the revised figures where 13–28% higher
than the previous estimates), sheds light on how complicated it is to put together national
statistics and how (oftentimes) inaccurate official GDP estimates are.

The inaccuracy of GDP measurements at the country level tends to be accentuated in
developing countries. This is due to several factors. First, statistical offices in developing
countries tend to have fewer resources to construct these estimates. Second, given that
developing countries tend to have relatively large informal sectors, they are oftentimes
included in official estimates [2]. Given that informal companies many times do not keep
proper accounting books, this generally complicates matters because informal companies
tend to provide inaccurate financial statements. These conditions leave statistical offices
in developing countries with a complicated task, to put together a reliable estimate of
the size of the countries’ economy, which includes a sizeable sector that generally does
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not count with reliable data and to put together this estimate with limited resources. The
inaccuracy of GDP measurements at the country level tends to be accentuated in developing
countries. This is due to several factors. First, statistical offices in developing countries
tend to have fewer resources to construct these estimates. Second, given that developing
countries tend to have relatively large informal sectors, they are oftentimes included in
official estimates [2]. Given that informal companies many times do not keep proper
accounting books, they tend to provide inaccurate statements of their own finances.

These conditions leave statistical offices in developing countries with a complicated
task, to use their limited resources to put together a reliable estimate of the size of the coun-
tries’ economy from a sample of (mostly) unreliable firm-level data. This leads economists
like [2] to conclude that GDP statistics from African countries are “best guesses of aggre-
gate production”.

These concerns and limitations have motivated efforts to find proxies that may estimate
economic activity. Several authors have proposed using satellite night-light images to
estimate GDP at the country level or sub-national level (A thorough overview can be
found in [3]). The use of night-lights has motivated economists to look for other proxies to
measure economic activity. Ref. [4] estimate the German business cycle at a monthly level
by measuring toll activity on important highways by heavy transport vehicles. On their
part, Ref. [5] use Google Trends search data to estimate economic activity. Finally, in a paper
closely related to this one, Ref. [6] suggests the use of social media data for estimating GDP,
both at the national and sub-national level. The paper shows how social media can be used
as a supplement to official GDP estimates to improve their accuracy. Given their accuracy
and availability, these alternative estimates could also serve as a tool for non-governmental
agencies and international organizations to corroborate official GDP estimates.

This paper proposes a way in which statistic agencies and international organization
can use social media data to improve the accuracy of their economic measurements. In
particular, I use all publicly available tweets with images sent in 2012 and 2013 to estimate
GDP at the country level for developing countries. I find that one can accurately estimate
GDP at the country level by using the volume of tweets shared from each location. I then
gather World Bank data on the quality and fidelity of the official economic data released
by each country and find that the residuals of the Twitter-GDP estimates for countries
with allegedly poor data quality tend to be larger than for countries that are considered to
have more reliable economic data. I finalize by using the aforementioned rebasing case of
Nigeria as an example of how social media data offers valuable information in finding the
true level of economic activity for a developing country. For 2012 and 2013, I find that the
GDP estimate using Twitter data is in fact quite close to the greatly revised estimate.

2. Materials and Methods

The Twitter data for this paper were obtained directly from Twitter. The dataset
was awarded via the 2014 Twitter Data Grant submission, which was awarded to the
Cultural Analytics Lab directed by Lev Manovich. The dataset contains all Twitter posts
containing geo-tagged images between 1 January 2012 and 31 December 2013. As per [7],
approximately 20% of tweets are geographically located, while [8] reports that 42% of
tweets contain an image. However, the latter analysis was limited to 1 million tweets sent
by US West Coast users, which could skew the results. To account for this, the author
collected 10,000 tweets randomly in December 2018 using the Twitter API. Among this set,
4.9% of tweets were geo-located, and 22.8% contained images.

The dataset contains 140 million tweets from all over the world, each with a unique
Twitter user ID, the latitude and longitude from where the tweet was sent from (with
5 decimal points for a precision of 1.1 m), the tweet’s date and time, the image tweeted, and
any accompanying text. Figure 1 shows a map indicating the location from where all image
tweets were sent from.

Bots that sent over five tweets in a minute were removed to prevent them from biasing
the data. However, this did not significantly alter the results presented in Section 3.
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Figure 1. This figure shows the location from where image tweets in our data were sent from. Each
blue dot represents an image tweet sent from that location. The map gives an overall indication of
the countries and regions with more Twitter activity.

Table 1 summarizes the Twitter data by year and by income group (based on the World
Bank’s classification) for developing countries. The data show that the average number of
tweets per country rose from around 50,000 in 2012 to almost 250,000 in 2013, suggesting
an increase in image tweets. Additionally, while countries with higher incomes had more
tweets on average, the growth rates of tweet numbers from 2012 to 2013 were higher among
lower income countries.

Table 1. Twitter data summary statistics: Mean and SD

2012 2013

Tweets 52,219.1 245,805.3
(148,147.3) (782,123.6)

Upper-middle (51) 89,123 406,004.9
(201,367.9) (836,887.4)

Lower-middle (43) 37,394.5 209,938.9
(106,230.9) (929,686.9)

Low (28) 735.9 3602.5
(898.9) (4370.9)

Notes: Top row shows the mean number of tweets per country and standard deviation in brackets for all
developing countries in the dataset. The bottom half of the table shows the mean number of tweets and the
standard deviation by country in each income group. The number of countries per income group is shown
in brackets.

3. Results

3.1. Estimating GDP from Tweets

In order to suggest that social media data can serve as a proxy for estimating economic
activity in developing countries, I first show that annual GDP can be accurately estimated
using solely the volume of tweets sent from each country.

I use the precise location (latitude–longitude) to geocode the country of origin where
each post was sent from, aggregate the volume of tweets by country per year and estimate

ln GDPi,t = β0 + αt + β1 ln Populationi,t + β2 ln Tweetsi,t + εi,t, (1)

where the explained variable is the natural log of GDP of country i in year t. The coefficient
we are most interested in is β2, which shows the relevance of the number of image tweets
taken from that country in each of those years for estimating GDP. In Equation (1), we
control for the population size in each country and include year fixed effects (αt) to control
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for any differences in the use of Twitter from one year to the other, as well as changes in
global economic conditions.

The corresponding estimates are reported in Table 2. There are 122 developing coun-
tries in the dataset with data on GDP, Twitter and population for both years. I also remove
countries in which Twitter was banned for a period of time during any of these years, such
as China and Iran. In column 1, I regress the natural log of GDP solely on the number of
image tweets sent from each country as well as country fixed effects. This is the baseline
regression. The coefficient of interest on ln(Tweets) is positive and highly significant and
the R2 is 0.76. Columns 2–4 run the same model separately for countries in each income
group. In all cases, the coefficient of interest is positive and statistically significant at the 1%
level. The R2 varies from 0.53 to 0.75 depending on the income group. Column 5 controls
for the population estimate for each of these countries in the regression. Column 5 shows
this model when we include all developing countries. Relative to column 2, the coefficient
on tweets declines but remains positive and statistically significant and the R2 increases to
0.9. Columns 6–8 run this model separately for countries in each income group. In all cases,
the coefficient of interest is positive and statistically significant (either at the 1% level or 5%
level for upper-middle income countries) and the R2 varies between 0.89 and 0.98.

Table 2. Estimating country GDP for developing countries.

(1) (2) (3) (4) (5) (6) (7) (8)

Countries: All Low
Lower-
Middle

Upper-
Middle

All Low
Lower-
Middle

Upper-
Middle

ln(Tweets) 0.60 *** 0.42 *** 0.58 *** 0.67 *** 0.13 *** 0.37 *** 0.16 *** 0.05 **
(0.02) (0.06) (0.04) (0.04) (0.02) (0.04) (0.03) (0.03)

ln(Population) 0.51 *** 0.82 *** 0.78 *** 0.98 ***
(0.02) (0.07) (0.04) (0.03)

R2 0.76 0.53 0.71 0.75 0.90 0.90 0.96 0.98
Adj. R2 0.76 0.51 0.71 0.74 0.90 0.89 0.95 0.98
Num. obs. 244 56 86 102 244 56 86 102
RMSE 1.01 0.67 1.01 1.29 0.65 0.31 0.40 0.38

*** p < 0.01, ** p < 0.05. Notes: The dependent variable in all columns is the log of GDP. Using the World Bank
classification, columns 2–4 and 6–8 estimate the log of GDP for the subset of low, lower-middle, and upper-middle
income countries separately. Columns 5–8 control for the log of population in each country. All models include
year fixed effects. Standard errors are included in parenthesis.

Table 2 shows that the volume of image tweets sent in a year is a valuable measure
for estimating GDP at the country level, being able to explain 76% of the cross-country
variation in GDP on its own. Figure 2 plots the residuals of Equation (1) against the fitted
values, enabling us to study the distribution of the residuals. The figure indicates that they
seem to be randomly distributed around zero.

3.2. Data Quality Issues

Section 1 showed that GDP estimates have been criticized for being inaccurate, partic-
ularly in developing countries. If this is the case, it would imply that Equation (1) is fitting
the data to the GDP reported by countries, which is not necessarily the true and accurate
GDP of these countries. Hence, it is possible that a portion of the differences between
the Twitter-GDP and official GDP estimates arise due to measurement error in official
GDP estimates. In this case, data from tweets could be used by statistical agencies as a
complementary measure to produce more accurate estimates.

To examine this, I will incorporate a measure of data quality developed by the World
Bank. The World Bank’s Statistical Capacity Indicator is a composite score assessing the
capacity of a country’s statistical system. It is based on a diagnostic framework assessing
areas including methodology, data sources, and periodicity and timeliness. The overall
score is a simple average of all three area scores on a scale of 0–100, where higher values
indicate better data quality assessment.
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Figure 2. This figure enables us to study the distribution of the residuals from our main specification
from Equation (1). The figure plots the residuals of tweets on GDP, against the fitted values of that
model. For clarity, only 10% of the observations in the lowest density regions are labeled.

Given that the World Bank works solely with low-income, lower-middle income, and
upper-middle income countries, the data available for such measures are restricted to these
countries. There are 140 countries for which there is an indicator on the quality of the data,
as well as GDP, Twitter, population, and percent of population with access to the Internet.

I will then collect the residuals of Equation (1) using the subset data and run the
following regression

Residuals2
i,t = β0 + β1DataQualityi,t + εi,t, (2)

where I will regress the squared residuals for country i in year t on the data quality
index and GDP. The coefficient of interest is β1; a negative and statistically significant
coefficient would indicate that the residuals in my baseline model in Equation (1) are larger
for countries with low data quality, and vice versa. Table 3 shows that the data quality
indicator coefficient is in fact negative and statistically significant at the 1% confidence
level. This indicates that GDP estimates under the baseline model are more accurate for
countries with high-quality data, and vice versa.

3.3. Example: Nigeria’s Rebasing

In April 2014, the Nigerian Bureau of Statistics announced that they were changing the base
year for their GDP calculations from 1990 to 2010. Authorities explained that the change was
made to reflect the new structure of the economy, which currently relied more heavily on the
financial and communication sectors, among others [1]. Interestingly though, the revised GDP
estimates for 2012 and 2013 (the two most recent years) were larger by roughly 90% each year.

These revisions, which are not infrequent (according to a statement from the Nigeria’s
Bureau of Statistics, they are considering to rebase their GDP estimates again [9]) enable us
to see if GDP estimates could be more accurate if we were to rely on GDP estimates based
on volume of tweets.

For this exercise, we gather the coefficients calculated in Equation (1) to estimate
Nigeria’s GDP for 2012 and 2013 based on the volume of image tweets sent from the
country in each of those years. We then compare these estimates to both the original (i.e.,
the one using the old series) and the revised (i.e., the one using the new series) official GDP
estimates for those years.
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Table 3. Data quality issues.

Dep. var.: Residual2

Data Quality −0.01 ***
(< 0.01)

R2 0.04
Adj. R2 0.03
Num. obs. 244
RMSE 1.30

*** p < 0.01. Notes: The dependent variable in columns 1–4 is the log of GDP; and in column 5 the residual
squared. Using the World Bank classification, columns 1–4 estimate the log of GDP for the subset of low-income,
low-middle, and upper-middle income countries combined. In column (5), I will collect the squared residuals of
the estimation in column 4 and regress them on the data quality index and the log of tweets.

Table 4 shows these different estimates. We see that the Twitter-GDP estimates are
closer to the revised estimates, than the old series estimates are. While the revised estimates
are 93 and 90% higher than the original estimates, respectively, they are 45 and 49% higher
than the Twitter-GDP estimates, respectively.

Table 4. Data quality issues.

2012 2013

Tweets 64,674 311,557

GDP estimates (billions of USD)
Twitter-GDP 319.9 343.8
Old series 240.3 269.6
New series 453.9 509.9

Notes: First row shows the number of image tweets sent from Nigeria in 2012 and 2013, respectively. The
following row shows the estimated GDP using the coefficients calculated in Equation (1) and the number of
tweets. The following two rows show the official GDP estimates, using the old series as well as the new revised
series. All GDP estimates are in billions of USD.

4. Discussion

The main goal of this paper is to study whether social media data from Twitter could
be used as a proxy for estimating GDP for developing countries. In particular, this paper
analyzes whether social media data can be used to improve the accuracy of official GDP
estimates for low-income countries. First, I find that the volume of image tweets sent from
a country, together with the population, can explain roughly 90% of the cross-country
variation in GDP for developing countries. This is pretty much in line with what others
have found for using social media to estimate economic activity [5,6].

As discussed in Section 1, developing countries tend to have highly inaccurate official
GDP estimates. Hence, it is possible that a significant share of the differences between the
Twitter-GDP and official GDP estimates arise due to measurement errors in these official
GDP estimates. If this is in fact the case, data from tweets could be used by statistical
agencies as a complementary measure to produce more accurate estimates. I study this by
collecting the residuals in the baseline model and then running a regression on a measure
of data quality in each country. The negative coefficient on the data quality index in
Equation (2) suggests that there is information to be captured from Twitter data that could
help close the gap between estimated GDP and the true GDP. Social media data could thus
be used as a complement to survey data to increase the accuracy of GDP estimates.

Furthermore, given that the measurement errors stemming from official GDP estimates
and Twitter-GDP estimates are not correlated, we can use both measures together to
improve their accuracy [10]. This was also one of the motivating factors to push for the use
of night-lights to improve GDP measurements in [11].

A word of caution should be expressed before incorporating social media (or related)
data to produce official statistics. While these data sources could represent valuable
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information, it is troublesome to incorporate measures that only represent a proxy. In other
words, it is important to understand the underlying mechanism relating economic activity
and social media posts. Ref. [6] explores the underlying mechanism between tweets and
economic activity and finds evidence to suggest that social media posts are often used by
users to showcase consumption of goods and services to their network of followers. Thus,
a larger number of posts represents a larger share of consumption, which is a significant
part of what drives the economy.

Nonetheless, the frequency with which users post on social media and reasons why
they choose to do so can evolve and change quickly. A much deeper understanding of these
mechanisms are needed before governments and statistic agencies rely on these measures
when putting together official measures. Given that people are generating increasingly
large volumes of data on social media applications (and related software), it would be
sensible to research these more carefully to see if they can help us obtain more accurate
measurements on the state of the economy.
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Abstract: The use of neuroimaging to predict individual and population-wide behaviors, also known
as neuroforecasting, was long applied to estimate movie popularity. Only recently, EEG-based neural
synchronization, which is indicative of engagement, was found as a valid predictor of the listening
behavior of the population. However, the population’s evaluative responses to the songs were not
incorporated. To fill this void, this study explored whether neural synchrony can also be related
to likes, dislikes and comments for the same songs on YouTube more than two years after their
release. In this way, we aimed to separate passive engagement (i.e., listening) from active engagement
(evaluating). The results showed that neural synchrony was a significant predictor of the likes and
comments on YouTube, even after controlling for explicit liking ratings from the lab study. In contrast,
frontal alpha asymmetry did not predict YouTube likes. Thus, engagement as represented by neural
synchronization could be a valuable tool for predicting active as well as passive engagement with
entertainment products. This underlines the value of neural similarity in predicting the impact of
music and videos before their true effect in the crowd can be known.

Keywords: neuroforecasting; neuromarketing; neural synchrony

1. Introduction

Traditionally, when investigating human decision-making, an individual’s previous
choices were the best indicator of future ones. However, more recently, it was supposed
that the choices humans make can be linked to changes in brain activity. Due to the contin-
uous advances in brain-imaging design and analysis, the use of brain activity to predict
individual and population-wide choices emerged in recent years. This prediction is also
called neuroforecasting [1] and can be applied in a variety of domains including consumer
behavior, neuromarketing, health-related choices and financial decision-making [2–5]. Re-
searchers tried to pinpoint neural dynamics that predict individual and population-wide
behaviors, but with mixed results. In a study by Genevsky et al. [6], the neural activity
in the reward center in the brain of only 30 human participants was predictive of the
market-level crowdfunding outcomes weeks later, while the behavior of those participants
did not provide any predictive value for market-level behavior.

Within this line of research, Berns and Moore [7] examined the brain activity in the
reward center of their subjects during listening to music, and they were able to correlate
these neural dynamics to the sales data of the music albums. Later studies [8] again found
that music popularity could be forecasted with brain activity, but these implemented a
metric of brain activity called neural synchrony.

The first notice of neural synchronization in the context of predicting behavior was in
2004, when Hasson et al. [9] identified similar brain responses across the subject pool while
they were watching a movie. This similarity was not only found in visual and auditory
cortices (where it could be expected due to the audiovisual input of the movie), but frontal
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and parietal regions also showed synchronized responses. This indicates that brain regions
that are associated with narrative and emotional processing were engaged while watching
the movie in a similar way across participants. Engagement with the narrative is a common
definition of the neural synchronization during natural stimuli [10]. Several studies showed
that scrambling a story, movie or music part significantly decreased the similarity in brain
patterns between individuals [11,12]. This metric of synchronized brain activity between
individuals was shown to be indicative of popularity of movies [13,14], social buzz [15]
and recall [13,16]. Other studies, such as Chan et al. [17], showed that this metric is not
only related to passive engagement but also evaluative responses.

Next to neural synchrony, another metric related to personal preferences should be
considered as well; frontal alpha asymmetry (FAA) is a popular metric in neuromarketing
and was linked to personal liking in several studies [18–20]. Moreover, FAA was a signifi-
cant predictor in the study of Leeuwis et al. [8]; on an individual level, the FAA during a
song was predictive of the individual ratings provided afterwards.

Thus, to capture the predictive value of neural measurements of evaluative responses
on a population-level, this study presents an accompanying analysis to Leeuwis et al. [8],
who showed that the number of plays on Spotify could be predicted by this neural marker.
To elaborate the finding that passive engagement in the form of consuming the content
could be predicted, we added the predictive value of neural synchrony for active engage-
ment in the form of evaluative responses to the songs; we inferred the number of likes,
dislikes and comments on YouTube and investigated whether neural markers of synchro-
nization and frontal alpha asymmetry within a small group of individuals could be related
to this evaluative engagement of the crowd as well.

2. Materials and Methods

Data for the experiment were obtained from Leeuwis et al. [8], where 30 participants
(23 female, 7 male; Age M ± SD = 26.87 ± 10.80) listened to fragments of music tracks on
two albums that were just released a few days prior to the experiment. During listening
to the 24 s excerpt of each track, brain activity was recorded on nine EEG channels. After
listening to a track, participants rated the track on a 1–5 Likert scale before continuing to
the next one. The order of the albums was counterbalanced, and the series of tracks were
randomized between subjects too.

Passive engagement was quantified by the number of views on YouTube. Four de-
pendent variables (DV) of active engagement on YouTube were evaluated 2 years and
10 months after the release of the albums; likes and comments were directly assessed from
YouTube.com. Dislikes were obtained with the Google Chrome extension Return to Dislikes
(https://returnyoutubedislike.com/ accessed on 23 February 2023). Additionally, likes of
the song YouTube were corrected by the times the song was played on YouTube, such that
this dependent variable was reflecting the number of likes per play of the video.

The EEG data were processed by Leeuwis et al. [8]. After pre-processing, power
spectral density was calculated in the alpha frequency range (8–12 Hz) and this data in the
central electrodes (C3, Cz, and C4) were pairwisely correlated between all participants for
each track separately to calculate neural synchrony for each track. Moreover, frontal alpha
asymmetry (FAA) was calculated from the F3 and F4 electrodes. More details about the
processing can be found in Leeuwis et al. [8].

Outliers were removed when their score on the dependent variable exceeded the
boundary of 2.5 SD above or below the mean and by Mahalanobis distance on both the
explicit ratings by participants in the lab and neural measurements.

Linear regression models were fitted to assess the predictability of the neural measure-
ments. As noted by Boksem and Smidts [5], when assessing the predictability of neural
measures, their value should be above and beyond the traditional methods (e.g., stated
preferences) to be relevant. Therefore, for each DV, a baseline model was created as H0 to
be compared to models H1 and H2 incorporating brain activity measures:

H0: DV~Likes Lab + Music Video (y/n)
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H1: DV~Likes Lab + Music Video (y/n) + Neural Synchrony

H2: DV~Likes Lab + Music Video (y/n) + Frontal Alpha Asymmetry

This meant that the basic (H0) model incorporates the average explicit liking of the
respondents in the lab and the fact that a track was accompanied by a music video as a
dichotomous factor. It is important to note here that the participants in the lab did not
see the music video, they only listened to musical excerpts of the songs while the desktop
screen was black. The DV was one of the five YouTube variables mentioned earlier: the
likes, dislikes, number of comments, the likes-per-view ratio, or likes-per-dislike ratio.

Consequently, the H0 model was then elaborated by adding neural synchrony or
frontal aslpha asymmetry to the model and comparing the explained variance with an
ANOVA test between the models. For the DV number of views, only H1 was compared to
H0, as the previous research already showed that frontal asymmetry was not predictive of
passive engagement in this context [8]. The assumptions underlying linear regression were
tested with a Shapiro–Wilk test for normality of residuals and Breusch–Pagan test checking
the assumption of constant variance [21]. Linearity assumptions were checked visually.
Numerical variables were scaled before inputted to the model.

Investigating four dependent variables, and for each comparing two models to H0,
resulted in 8 statistical tests. Moreover, the model for views was compared only on neural
synchrony, making the total of 9 tests. Following Bonferroni correction, significance levels
for these tests were set at 0.006.

Data acquisition, pre-processing, PSD and FAA calculation was carried out using
iMotions (2019). The neural synchrony was calculated using R (R Core Team, 2019), and
statistical analysis was also performed in R (R Core Team, 2022).

3. Results

One track exceeded the 2.5 SD boundary on likes and comments and was also identi-
fied as an outlier in Mahalanobis distance. This track was removed from analysis, which
left 23 tracks in the data for analysis (liking in lab before removal: M = 2.67, SD = 0.28;
liking in lab after removal: M = 2.66, SD = 0.28; likes YouTube before removal: M = 64.73,
SD = 63.18; likes YouTube after removal: M = 56.58, SD = 50.09). Models without outlier
removal did not meet the assumption of normality of errors; thus, all models reported here
had the outlier removed.

3.1. YouTube Views

To start with active engagement, we applied the model of Leeuwis et al. [8] on the
passive engagement on YouTube. To correct for normality of model errors, the YouTube
views were log transformed before they were put into the model. Here, as well, neural
synchrony added predictive value to the baseline model (F(20) = 8.57, p = 0.009). The H0
model predicted 29.05% of the views (R2

adj = 0.291, F(2,20) = 5.50, p = 0.012), while the model

incorporating neural measures predicted 48.34% of the views (R2
adj = 0.483, F(2,20) = 7.86,

p = 0.001).

3.2. YouTube Likes

The H0 model significantly predicted the number of likes on YouTube (R2
adj = 0.573,

F(2,20) = 15.76, p < 0.001), where the fact that the track was released with an accompanying
music video was significantly predictive (beta = 1.59, t(20) = 5.38, p < 0.001) but the average
subjective liking of the track by the participants in the lab was not (beta = 0.26, t(20) = 1.65,
p = 0.11), although an increasing line was observed (Figure 1).
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Figure 1. The distribution of liking scores in the lab (1 to 5 Likert scale) and the likes of that track on
YouTube (×1000) almost three years later. The blue line indicates the fitted regression line. The gray
area indicates the confidence interval. The tracks that are accompanied by a music video on YouTube
are indicated by blue triangles (please note that subjects in the lab only listened to an excerpt of the
track and did not see the music video).

Adding neural synchrony to this model of YouTube likes increased the predictive value
(F(20) = 9.68, p = 0.006). The predicted variance was improved to 70.21% (R2

adj = 0.7038,
F(3,19) = 18.28, p < 0.001). The predictive value of the stated preferences in the lab remained
insignificant (beta = 0.13, t(19) = 1.09, p = 0.29), while the fact that the track was released
with an accompanying music video was significantly predictive (beta = 1.46, t(19) = 5.80,
p < 0.001), as well as neural synchrony (beta = 0.38, t(19) = 3.11, p = 0.006) (Figure 2).

Figure 2. The neural synchrony scores for each track in the lab and the likes (×1000) of that track
on YouTube almost three years later. The blue line indicates the fitted regression line. The gray area
indicates the confidence interval. The tracks that are accompanied by a music video on YouTube are
indicated by blue triangles (please note that subjects in the lab only listened to an excerpt of the track
and did not see the music video).

Predicting the evaluative responses on YouTube by the stated preferences in the lab
and the accompanying frontal alpha asymmetry measures, provided a significant model
(R2

adj = 0.553, F(3,19) = 10.08, p < 0.001), although no improvement in predictive value was
achieved beyond the model incorporating only the lab-based liking (F(20) = 0.120, p = 0.73).

3.3. YouTube Dislikes

The same comparisons were also performed for dislikes on YouTube. To meet the
assumptions of homogeneity of variance, the dislikes were log transformed. The H0 model
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significantly predicted the number of dislikes on YouTube (R2
adj = 0.553, F(2,20) = 14.60,

p < 0.001), where the fact that the track was released with an accompanying music video
was significantly predictive (beta = 1.53, t(20) = 5.04, p < 0.001) but the average liking of
the track by the participants in the lab was not (beta = 0.28, t(20) = 2.00, p = 0.06). Adding
neural synchrony to this model increased the predictive value (F(20) = 7.39, p = 0.014),
although not significantly when considering Bonferroni correction. The predicted variance
was improved to 66.11% (R2

adj = 0.661, F(3,19) = 15.30, p < 0.001). The predictive value of the
stated preferences in the lab remained insignificant (beta = 0.19, t(19) = 1.50, p = 0.15), while
the fact that the track was released with an accompanying music video was significantly
predictive (beta = 1.40, t(19) = 5.22, p < 0.001), as well as neural synchrony (beta = 0.35,
t(19) = 2.72, p = 0.014). Interestingly, the positive value points out that neural synchrony
was positively correlated to likes as well as dislikes. This indicates that it was a predictor of
engagement rather than the direction of this engagement. Frontal alpha asymmetry did not
add any predictive value to the H0 model (F(20) = 0.43, p = 0.52; R2

adj =0.540, F(3,19) = 9.60,
p < 0.001).

3.4. YouTube Comments

Similarly, we further examined the predictability of YouTube comments on each
video. To meet the assumption of normality of model errors, the comments were log
transformed before putting into the model. The H0 model significantly predicted the
number of comments on YouTube (R2

adj = 0.616, F(2,20) = 18.7, p < 0.001), where the fact
that the track was released with an accompanying music video was significantly predictive
(beta = 1.71, t(20) = 6.09, p < 0.001) but the average liking of the track by the participants in
the lab was not (beta = 0.07, t(20) = 0.50, p = 0.62).

Adding neural synchrony to this model increased the predictive value (F(20) = 11.23,
p = 0.003), where the predicted variance was improved to 74.61% (R2

adj = 0.746, F(3,19) = 22.55,
p < 0.001). The predictive value of the stated preferences in the lab remained insignificant
(beta = −0.03, t(19) = −0.28, p = 0.78), while the fact that the track was released with an
accompanying music video was significantly predictive (beta = 1.58, t(19) = 6.79, p < 0.001),
as well as neural synchrony (beta = 0.38, t(19) = 3.35, p = 0.003).

Adding frontal alpha asymmetry to this model did not increase the predictive value
(F(20) = 0.20, p = 0.659), the model only explained 60.0% of the variance (R2

adj = 0.600,
F(3,19) = 12.01, p < 0.001).

3.5. Likes Per View Ratio

The H0 model predicting likes-per-view ratio explained only 20.02% of the variance
(R2

adj = 0.202, F(2,20) = 3.79, p = 0.04). In this case, adding neural synchrony did not add
predictive power (F(20) = 0.20, p = 0.66), as the model explained 16.88% of the variance
(R2

adj = 0.169, F(3,19) = 2.49, p = 0.09). FAA did also not improve the model (F(20) = 0.36,

p = 0.56), as the model explained 17.57% of the variance (R2
adj = 0.176, F(3,19) = 2.56,

p = 0.09).

4. Discussion

In investigating the use of neuroimaging techniques to predict population-wide evalu-
ative responses to music on YouTube, we explored the predictive value of neural synchrony
and frontal alpha asymmetry. The study presented an analysis of data from a previous
experiment by Leeuwis et al. [8], where the neural markers of synchronization and frontal
alpha asymmetry in response to music tracks of two new music albums were recorded.
The results showed that neural synchrony had predictive value above and beyond stated
preferences for evaluative responses by the population. The neural similarity was a positive
factor in predicting likes as well as dislikes and comments. This indicates the potential
usefulness of neural synchrony not only in predicting passive engagement (consuming the
content) but also active engagement (evaluating the content) with music tracks, regardless
of the direction of the evaluation. No such results were found for frontal alpha asymmetry.
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To further examine the active engagement measurement of likes, we corrected those by
the number of times the videos were played and found that the predictive value was not
present anymore.

While one could argue that the latter could be expected since the previous analysis by
Leeuwis et al. [8] showed that the number of times the song was played was significantly
predicted by neural synchrony, we believe this analysis of evaluative responses shows a new
aspect of engagement that was not covered in previous explorations of neural synchrony.
The previous analyses by Berns and Moore [7] and Leeuwis et al. [8], where the popularity
was derived from album sales and online streams, respectively, were relating more to
passive engagement. In this dataset, we validated once again that passive engagement was
better predicted when neural synchrony was included in the model, although the explained
variance was lower than the results observed for Spotify plays [8]. This could have to do
with a difference platform engagement or the fact that these data were gathered two years
later compared to the Spotify data.

Our study shows that the number of likes was not significantly predicted when
corrected for the total number of views, which indicates that the number of views could
be the most important contributor to the number of likes on the platform. However, the
number of views could not be known beforehand, making it not feasible for popularity
prediction. The other factors explored in the data, namely the neural correlates and the fact
that the song is released with music video can be established almost immediately after the
release of the song, enabling prediction of the evaluative responses straight away.

Previous studies that found that similarity in brain responses was indicative of evalua-
tive responses [17] were more focused on market review panelists. This is different from
YouTube video (dis)likes in the sense that for the latter, the likes are provided by individ-
uals that consumed the content on a voluntary basis while the panelists are intentionally
exposed to the stimuli. Ideally, in future research, we would correct the likes not for the
total number of plays but by the number of individuals that played the video. This may
present a more realistic scenario as it may be that a small group of individuals (assuming
this will be the likers) is responsible for a great lot of the plays [22].

The fact that frontal alpha asymmetry did not add extra explanatory value could be
explained by the fact that this metric is mostly found to be indicative of individual liking [8,18,19].
Moreover, the catchiness of music is not necessarily depending on positive emotions elicited;
irritating tunes stick particularly well [23], explaining why approach may not be sufficiently
predictive of passive or active engagement with the content. However, some studies also
found generalizations out-of-sample to be correlated to FAA measurements; Shestyuk
et al. [24] showed that frontal asymmetry in a combination of alpha and beta bands was
predictive of TV viewership and social media engagement.

In discussing these measures, it should be taken into account that we discussed the
brain activity measures of unimodal stimuli; only sound. For FAA, this was shown to
elicit weaker activity patterns than multimodal stimuli that most of the previous studies
employed [25]. Neural synchronization may also be diminished due to this unimodal
approach, since engagement in general was higher with multimodal design [26].

Another limitation of the study was the fact that only two music albums were incor-
porated as stimuli, which may not be representative of the wide variety of entertainment
media available. Future research could investigate the predictive value of neural metrics
in larger and more diverse stimulus sets. A replication with new music could provide
a valuable addition to this dataset. Moreover, the mediation variable of music videos,
social media campaigns or marketing budget were not accounted for but could have an
interesting effect on the predicted values of likes on YouTube.

Future research in this area could focus on tackling these limitations. By creating a full
image of all variables impacting entertainment popularity, the undisguised effect of neural
measure beyond all other could be explored. Moreover, replication of studies employing
neural synchrony is needed to strengthen the validity of this emerging metric. Especially
since various calculation methods exist, including different locations, frequency bands,
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neuroimaging techniques and algorithms in general. Moment-to-moment fluctuations
of neural synchrony may also provide an interesting metric for examination of entertain-
ment [11,27]. The field of neuroforecasting may also be expanded by the implementation
of more sophisticated prediction algorithms, machine learning or deep learning, which
generally improves prediction accuracies [28].

Our results underline that neuroforecasting has an additional value to surveys when
determining the success of entertainment types. Applications could include ranking songs
on an album to determine the marketing budget to put in each of them. Moreover, the
field can be broadened to other branches such as marketing, health and financial decision-
making where this metric could be used to indicate the engagement and predict the impact
of communication statements.

5. Conclusions

This work provided valuable insights into the potential usefulness of neuroforecasting
in predicting human behavior. The research findings suggest that neural synchrony may
have predictive value above and beyond stated preferences, indicating that brain activity
can be a useful tool in predicting not only population-wide passive engagement behaviors
but also active engagements; neural synchrony added value for predicting YouTube likes,
dislikes and comments almost three years after the release of the music tracks. Our results
showed a distinction between active and passive engagement and the potential of neural
synchrony to provide an indication of both types of interaction with the content. Thereby,
this work further contributes to the body of literature of neuroforecasting. Further research
in this field could have important implications for a variety of domains, including consumer
behavior, neuromarketing, health-related choices, and financial decision making.
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Abstract: During the first year of the COVID-19 pandemic, governments only had access to non-
pharmaceutical interventions (NPIs) to mitigate the spread of the disease. Various methods have
been discussed in the literature for calculating the effectiveness of NPIs. Among these methods,
the interrupted time series analysis method is the area of our interest. To study the second wave,
we clustered countries based on levels of implemented NPIs, except for the target NPI (X) whose
effectiveness wanted to be evaluated. To do so, the COVID-19 Policy Response Tracker data-set
gathered by the “Our World in Data” team of Oxford University, and COVID-19 statistical data
gathered by the John Hopkins Hospital were used. After clustering, we selected a counterfactual
country from the countries that were in the same cluster as the target country, and implemented
NPI (X) at its lowest level. Thus, the target country and the counterfactual country were similar
in implementation level of other NPIs and only differed in the implementation level of the target
NPI (X). Therefore, we can calculate the effectiveness of NPI (X) without being concerned about
the impurity of the effectiveness values that might be caused by other NPIs. This allowed us to
calculate the effectiveness of NPI (X) using the interrupted time series analysis with the control
group. Interrupted time series analysis assesses the effect of different policy-implementation levels
by evaluating interruptions caused by policies in trend and level after the policy-implementation
date. Before the NPI-implementation date, the implementation levels of NPIs were similar in both
selected countries. After this date, the counterfactual country could be treated as a baseline for
calculating changes in the trends and levels of COVID-19 cases in the target country. To demonstrate
this approach, we used the generalized least square (GLS) method to estimate interrupted time series
parameters related to the effectiveness of school closure (the target NPI) in Spain (the target country).
The results show that increasing the implementation level of school closure caused a 34% decrease in
COVID-19 prevalence in Spain after only 10 days compared to the counterfactual country.

Keywords: interrupted time series analysis; COVID-19; public health; Non-Pharmaceutical
Intervention (NPI); counterfactual analysis

1. Introduction

The highly transmissible COVID-19 virus was announced as a variant of concern (VoC)
by the World Health Organization (WHO) on the 11 March 2020 [1]. During the first year
of the COVID-19 pandemic, governments used non-pharmaceutical interventions (NPIs) to
control the spread of COVID-19, in the absence of medications and vaccines.

Restrictive NPIs can be categorized at the individual level, such as face covering
mandates, and the social level, i.e., public transport restrictions, school closure, workplace
closure, public event cancelations, restrictions on gatherings, stay-at-home orders, and
international travel bans. Researchers have applied various methodologies to assess the
effectiveness of these NPIs. Previous research has shown that even after developing
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and administering the COVID-19 vaccine and before achieving herd immunity, the NPIs
remained effective [1].

Navazi et al. [1] analyzed the effects of lockdown on the third wave of COVID-19 in
the province of Ontario, Canada, using the interrupted time series analysis (ITSA) method
considering vaccination percentage; however, they did not have a counterfactual baseline
to calculate lockdown effectiveness and only relied on predicting what would happen in
the future, based on pre-intervention trends. Conversely, having a counterfactual country
is more realistic. Saki et al. [2] found ITSA to be effective in estimating the effectiveness
of social distancing in Iran. However, a limitation of their work was that they assumed
the relationship between NPI implementation and COVID-19 confirmed cases to be linear,
while it is known that epidemics follow a non-linear trend. This led us to add some
non-linear terms to our model.

Auger et al. [3] also used ITSA to estimate the effectiveness of school closure. Although
they added some of the other NPIs as covariates to their model, the effectiveness of school
closure was not calculated independently and might depend on other NPI implementation
levels. Therefore, in this study, we used ITSA with a control group to isolate the effectiveness
of the NPI. Thayer et al. [4] used ITSA to investigate the effectiveness of lockdown in
India. They considered lockdown implementation levels and estimated the effectiveness
of different levels of lockdown. However, their research was limited to a single country,
whereas when several countries with similar NPI-implementation levels exist, they can
be used for ITSA with a control group. Emeto et al. [5] used ITSA with a matched-control
country to study the effectiveness of border closure in Africa. However, the multi-country
study by Ballard et al. [6] only considered the region as the ITSA model’s input variable, not
as a control group. Shah et al. [7] applied ITSA individually to three regions and compared
the impact of the first lockdown on non-COVID-19 patient hospital admission in these
three regions. In this case, they implemented single-group ITSA three times without an
accompanying counterfactual analysis.

There are some challenges in single-group interrupted time series analysis, such
as being unable to control for other competing factors [8], poor internal validity [8], or
using treatment group pre-intervention trends as counterfactuals [5]. To solve these is-
sues, we will use other ITSA designs, such as using a control group, to obtain valid and
causal results.

We developed a clustering-based counterfactual selection integrated with an inter-
rupted time series analysis with a control group to address the research gap. For example,
if we consider eight main restrictive NPIs to study, we will cluster countries based on
seven NPIs. The remaining NPI (X) is the one whose effectiveness we are interested in
studying. The selection mechanism of the control country was based on two criteria:
(1) being in the same cluster as the target country and (2) having the greatest difference
with the target country in implementing NPI (X) and implementing NPI (X) at a zero or
lower level. Having a comparable control group helps to implement a robust approach
that considers treatment effects [8]. This way, the change in COVID-19 prevalence resulting
from the pattern of a COVID-19 wave, rather than the intervention, is considered, and will
not lead to an underestimation or overestimation of the number of COVID-19 cases [8].

Regarding wave selection, if we are interested in studying the effectiveness of both
non-pharmaceutical interventions and pharmaceutical interventions such as vaccines, then
a wave during 2021 should be selected, whereas if we want to only study the effectiveness
of NPIs, we should select the first or second wave of COVID-19 during 2020. As the first
COVID-19 wave’s statistics have many uncertainties resulting from the shortage of test kits
and non-standard COVID-19 diagnosis methods [1], we will focus on a study of the second
wave of COVID-19.

2. Materials

This study used time series data from 8 NPIs in the COVID-19 Policy Response Tracker
of Oxford University [9]. Effectiveness of the NPI that we are interested in studying is
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school closure, which means students and teachers are not required to go to school for
in-person activities, and educational activities are provided online (except for some lab
research) [3]. The 8 NPI implementation levels are as follows:

1. Public event cancelation implemented at 3 levels: no measure (0), recommended
cancelation (1), and required cancelation (2).

2. Restrictions on gatherings, which limits the number of people in gatherings to less than
10 (4), 10 to 100 (3), 100 to 1000 (2), limiting only very large gatherings (>1000 people) (1),
no limit (0) (five levels).

3. Workplace closure implemented at four levels: no closure (0), recommended closure
(1), required closure for some (2), and required closure for all (3).

4. School closure implemented at four levels: no closure (0), recommended closure (1),
required closure for some (2), and required closure for all (3).

5. Restriction on internal movement is implemented at three levels: no measure (0),
recommend movement restriction (1), and required movement restriction (2).

6. International travel ban implemented at five levels: no measures (0), screening (1),
quarantining of arrivals from high-risk regions (2), banning high-risk regions (3), and
total border closure (4).

7. Public transport closure implemented at three levels: no measures (0), recommend
closing (or significantly reduced volume/route/means of available transport) (1),
required closure (or prohibiting most people from using it) (2).

8. Stay-at-home requirements implemented at four levels, including no measure (0), rec-
ommending not leaving the house (1); requiring not leaving the house, with exceptions
for grocery shopping, essential trips, etc. (2); requiring not leaving the house with
minimal exceptions like once every few days, etc. (3).

The COVID-19 statistical data, including COVID-19 prevalence provided by John
Hopkins Hospital [10], was also used. Additionally, we calculated a date column showing
how many days had passed since the start of the second wave.

3. Methods

Interrupted time series analysis is a statistical methodology used to study intervention
effects that can cause both level and trend changes [1]. When only one group is exposed to
the policy, researchers use a “pre-post” observational study design. However, if we have
two groups and only one is exposed to the policy, we can use a “pre-post with control”
observational study design. One group without exposure to the policy works as a control
group for the other. This method is also called a difference in differences study. Having
a control country helps to capture the change in trend caused by policy instead of the
nonlinearity (curvilinear) of the outcome wave. Since adding a control group solidifies the
study, we will use this research design.

In order to determine what would have happened if there had been no NPI X (target
NPI to study its effectiveness), we needed a counterfactual country that did not implement
NPI X but implemented the rest of the NPIs at a similar level with the target country.
This method is called counterfactual analysis. Therefore, we developed a hybrid method-
ology with clustering-based counterfactual selection to find a suitable control group for
interrupted time series analysis with control, as hybrid methodologies are well known for
covering the shortcomings of a methodology with a second method [11].

First, we clustered all countries with their data based on all studied NPIs except for
NPI X. The K-Means clustering algorithm [12] was used for this purpose. This identifies
which countries are in the same cluster as the target country. Among these countries, we
determined pairs of countries that implemented NPI X at different levels. We then looked
at the countries paired with the target country and selected the country which could work
as a control group. A control country must have implemented NPI X at zero or lower levels
for a period before and after NPI X implementation level changes in the target country.
After selecting the control country estimate, we could use interrupted time series with
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counterfactual analysis for the control group to determine the effectiveness of NPI X. The
methodology’s steps are illustrated in Figure 1.

Figure 1. Developed hybrid methodology.

We have data from several populous European countries, including Austria, Belgium,
Czechia, Denmark, Finland, France, Germany, Italy, Netherlands, Norway, Poland, Portugal,
Romania, Russia, Spain, Switzerland, United Kingdom, available to select the target and
control countries.

In this study, the second wave of COVID-19, which occurred at the end of 2020
and the beginning of 2021 in most countries, was studied. This is because COVID-19
vaccines, developed at the beginning of 2021, affected immunization, while we want to
study NPIs, not pharmaceutical interventions. Moreover, clustering by considering vaccine
administration percentage is difficult given vaccine shortages at the beginning of 2021,
countries varied in vaccine administration percentage, and it is hard to cluster countries
based on pharmaceutical interventions and NPIs at the same time.

The target country of this study is Spain, and the target NPI whose effectiveness is
investigated is school closure. We focused on finding a control country that implemented
school closure at a lower level by clustering countries based on other NPIs.

We clustered countries based on NPIs mentioned in the Materials section, except for
school closure. Since the data related to each NPI are time series data during the second
wave of COVID-19, the problem was clustering time series data. One of the methods
for clustering time series data is considering each time point as a data column (feature)
for clustering. Figure 2 illustrates how the data frame was transformed for time series
clustering purposes. We considered just the first 60 days of the second wave because the
performance of K-Means depends on the number of features, and it cannot perform well
when the number of features is increased [13]. Moreover, the minimum duration for the
second COVID-19 wave was 65 days in Poland.

The time series clustering was coded in Python 3.8, and the K-Means algorithm from
Python’s Scikit-learn library was used. Since we wanted to cluster time series data, dynamic
time wrapping (DTW) distance [13] was used for calculating the distance among points
and cluster centroids instead of simple Euclidean distance in the body of the K-Means
algorithm. Euclidean distance ignores the time dimension of data and cannot take into
account time shifts, whereas dynamic time wrapping can handle these features [13].
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Figure 2. Data frame transformation for time series clustering.

One of the limitations of K-Means clustering is that the number of clusters (K) is not
determined. Several ways exist to determine the number of clusters, like elbow law or
Silhouette score. Here, we used Silhouette score, which measures how well the items
(countries) in one cluster are separated from items (countries) in another cluster. The maxi-
mum Silhouette score is one, and it assigns higher values to better clustering results [13].
Figure 3 illustrates the Silhouette metrics for different numbers of clusters. Since we had 17
countries to cluster, the maximum number of clusters was set to 9 because we needed at
least one pair of countries in each cluster in order to select the control country. Since K = 2
has the highest Silhouette score, we set the number of clusters at 2.

Figure 3. Determining the number of clusters by Silhouette score.

The K-Means algorithm clustered the given countries in 2 clusters, as illustrated in
Figure 4.

Figure 4. Clustering (K = 2) results for the second wave of COVID-19.
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In order to select the counterfactual country from the cluster that Spain is in, a loop
was coded in Python that paired all countries in the cluster with Spain. Then, this loop
checked for a significant difference between the mean [14] of NPI X implementation levels
in each pair. Statistical paired t-test was used to check the mean difference [11]. This helped
to select the counterfactual country. Table 1 shows all countries paired with Spain, the
mean difference in school closure implementation level, and the p-value of the t-test.

Table 1. t-test results for the mean difference of NPI (X).

Country Pairs Mean Difference p-Value of t-Test

(Spain and Belgium) 1 0

(Spain and Denmark) 1 0

(Spain and Italy) 0.8276 <0.001

(Spain and Germany) 0.6897 <0.001

(Spain and UK) 0.5517 <0.001

(Spain and Portugal) 0 NA

(Spain and Russia) 0 NA

Belgium and Denmark had the highest difference in implementing school closure.
Between these two countries, we found Belgium to be the more suitable country as a control
group. While Spain changed the school closure implementation level from 2 to 3 on day
101 of the second wave, Belgium changed its level from 1 to 2 on day 109 of the second wave.
However, in Denmark, the school closure implementation level changed from 2 to 1 on day
24 of the second wave, again from 1 to 0 on day 105 of the second wave, and from 0 to 2 on
day 124 of the second wave. As there was more fluctuation in school closure implementation
levels in Denmark, Belgium seemed a better option for counterfactual analysis. Moreover,
at least one level difference exists between school closure implementations in Spain and
Belgium. This allowed us to investigate the effectiveness of higher-level school closure
implementations using interrupted time series analysis with Belgium as a control country.

Interrupted time series analysis was implemented using NLME [15] and CAR [16]
libraries of the RStudio software version 1.4.1106. The interrupted time series model that
we wanted to analyze is as follows:

COVID− 19 prevalence ∼ time + TC + TC× time + level change
+trend change + TC× level change + TC× trend change
+(trend change)2 + TC× (trend change)2

TC is the Target Country, a binary variable showing whether it is an intervention coun-
try (1) or a control country (0). By integrating clustering-based counterfactual analysis with
interrupted time series analysis, we could overcome some of the drawbacks of interrupted
time series stated in [17], such as the difficulty of isolating one policy’s effect. So, it is
effective to have a control group.

We found the periods of the autoregressive residual and moving average by doing
a preliminary interrupted time series analysis. The ordinary least squares (OLS) method
was used for preliminary interrupted time series analysis. R squared of the GLS model
was 72%, which meant that 72% of COVID-19 prevalence could be explained by the input
variables, including days passed since the beginning of the second COVID-19 wave and the
NPI implementation levels. Since OLS assumes the error terms are independent, we found
suitable periods for autoregression or moving averages by checking for autocorrelation.

To check for autocorrelation, the auto correlation function (ACF) plot and partial
ACF (PACF) plot of the OLS model residuals are illustrated in Figure 5. We considered
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the maximum 23-day possible lag. Since ACF shows exponential decay, we utilized
autoregression (AR). AR means that the error term is related to the error term in previous
periods. Since PACF does not show an exponential decay, considering the moving average
was not necessary. We examined the PACF plot to determine the AR order and pick the
highest violation from the 95% two-way confidence interval (dashed lines). As the PACF
for number 7 was larger, AR = 7 was considered for the model.

Figure 5. ACF and PACF plot of OLS model residuals.

The second method for checking autocorrelation was the Durbin–Watson test. The
Durbin–Watson test which used to check autoregressive residuals confirmed AR (7). The
ideal value for the statistical Durbin–Watson test is 2. If the statistics are above 2, it shows a
positive correlation; if they are below 2, it shows a negative correlation [16]. Results of the
Durbin–Watson test reported in Table 2 confirms 7 days of lag for autoregression with the
lowest absolute statistics (0.9090) and zero p-value (p-value < 0.01).

Table 2. Durbin–Watson test results.

Lag (Days) Statistics p-Value Lag (Days) Statistics p-Value

1 1.4840 0.000 8 2.0052 0.806

2 1.9166 0.292 9 2.1426 0.180

3 1.7634 0.024 10 1.8629 0.514

4 1.8283 0.104 11 1.8383 0.394

5 2.0698 0.674 12 1.8948 0.746

6 1.7943 0.082 13 1.7339 0.180

7 0.9090 0.000 14 1.0369 0.000

4. Results and Discussion

After preliminary analysis, we used the generalized least square (GLS) method, which,
is an extension of the OLS model that considers both moving average and autoregressive
errors [16]. The GLS model’s coefficients and their p-values are reported in Table 3. The
residual standard error for this model is 217.9.
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Table 3. GLS results with AR = 7.

Name of Component Coefficient Estimates p-Value

Intercept −130.2954 0.3478

time 8.4291 0 ***

TC 137.2721 0.4841

TC× time −6.1002 0.0208 *

level change 434.8590 0 ***

trend change 14.9470 0.3280

TC× level change −511.7353 0 ***

TC× trend change 10.6900 0.6206

(trend change)2 −2.6273 0 ***

TC× (trend change)2 1.9237 0.0132 *
*** at 0.001 level; * at 0.05 level.

In the following, we provide the interpretation of the significant coefficients with a
p-value less than 0.05. The COVID-19 prevalence in the control group increased (8.4 units per
time period). However, in the target group, it was 6.1 units less, which means 2.3 (8.4–6.1)
units per time period. In other words, Spain had a −6 cases per million decrease per time
period compared to Belgium.

Moreover, the level coefficient shows a significant and positive level change in the
control group (434). However, the level change coefficient caused by intervention in the
target country was −511. Since it is a differential level change, it means that intervention
caused an approximately −77 (−511 + 434) decrease in the level of COVID-19 prevalence
in the intervention country.

As COVID-19 prevalence follows an exponential pattern in each wave, the trend2

term was added to the model, and its coefficients were significant. This means that the
COVID-19 prevalence pattern followed an exponential trend. For the control country, this
coefficient was −2.6, and for the target country, it was −0.7 (−2.6 + 1.9); although it was
less, it was still negative.

Overall, the school closure intervention led to a reduction in the time coefficient, a
negative trend2 coefficient, and a decrease in the level of COVID-19 prevalence; therefore,
it was effective. On the other hand, the trend change coefficients in both target and control
countries were insignificant.

In Figure 6, the blue line is the Spain data, and the red line is the Belgium data (control
group). The dashed blue line shows the counterfactual for Spain based on the control group
data (without the time-squared term). The blue line after the vertical black dashed line
shows the COVID-19 prevalence after stricter intervention implementation in the target
country. As shown in Figure 6, one level stricter school closure decreased the COVID-19
prevalence level and caused a negative trend2.

In order to approximate the effectiveness of one level increase in school closure
implementation, we predicted the COVID-19 prevalence 10 days after the school closer
level increase, considering intervention (using the main model) and without considering
intervention (using the counterfactual model). Ten days were selected, as it takes at
least five days (COVID-19 incubation period [18]) to observe the NPI effect on COVID-
19 prevalence. The predicted COVID-19 prevalence was 385.5, while its counterfactual
equivalent, considering the trend2 coefficient, was 587. This means that one level of school
closure increase caused an approximately 34% decrease in COVID-19 prevalence after
10 days, which is significant. Therefore, school closure was an effective NPI.
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Figure 6. COVID-19 prevalence in target and control countries with and without school closure
level increase.

5. Conclusions

Interrupted time series analysis has been used in the COVID-19 literature to investigate
the effectiveness of NPIs. However, the single-group interrupted time series analysis
has poor internal validity as well as other shortcomings. In this study, a new statistical
methodology was developed and shown to be able to handle these shortcomings. By
combining a clustering algorithm with conventional single-group interrupted time series
analysis, we found an appropriate control country for our target country and changed
the research design to ITSA with a control group. This counterfactual country acted as a
baseline for the post-intervention period. Here, a K-Means algorithm was used to cluster
countries based on all NPIs except the target NPI with two clusters (K = 2), which had the
highest Silhouette score. In our case, Belgium was selected as a control group for Spain, to
assess the effectiveness of school closure during the second wave of COVID-19, because it
was in the same cluster as Spain and had one of the highest differences in implementing
school closure compared with Spain. The interrupted time series with control group results
showed that increasing one level of the “School closure” NPI effectively reduced the level
and time coefficient of COVID-19 prevalence and maintained the negative trend2 coefficient.

In addition, the ITSA with counterfactual analysis showed that school closure caused
a 34% reduction in COVID-19 prevalence 10 days after increasing the level of school closure
in Spain. This means that school closure was an effective policy, and adherence to it was
important in mitigating the spread of COVID-19. Extending the interrupted time series
model to consider adherence to an implemented NPI is an opportunity for future research.
Furthermore, improving the performance of the clustering aspect using complex time series
clustering methodologies is another future research opportunity. All in all, depending on
how many samples are available for clustering, the methodology we developed can also be
applied to assessing other public health policies.
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Abstract: Modelling the non-stationary unconstrained bivariate integer-valued autoregressive of or-
der 1 (NSUBINAR(1)) model is challenging due to the complex cross-correlation relationship between
the counting series. Hence, this paper introduces a novel non-stationary unconstrained BINAR(1)
with geometric marginals (NSUBINAR(1)GEOM) based on the assumption that the counting series are
both influenced by the same time-dependent explanatory variables. The generalized quasi-likelihood
(GQL) estimation method is used to estimate the regression and dependence parameters. Monte
Carlo simulations and an application to a real-life accident series data are presented.

Keywords: non-stationary; unconstrained; BINAR(1); GQL; geometric

1. Introduction

In the literature, several researchers have developed first-order bivariate integer-
valued autoregressive (BINAR(1)) models to analyse bivariate time series of counts. Origi-
nally, Pedeli and Karlis [1,2] developed two constrained BINAR(1) models with Poisson
(CBINAR(1)P) and negative binomial (NB) (CBINAR(1)NB) innovations by extending the
classical INAR(1) model of McKenzie [3] based on the binomial thinning mechanism [4].
These two models were developed under stationary moment assumptions only and the
cross-correlation between the bivariate series was induced by the correlated Poisson and
NB innovations, hence implying a constrained relationship. By the same token, Pedeli and
Karlis [5] extended the CBINAR(1)P model to an unconstrained BINAR(1) model with
Poisson innovations (UBINAR(1)P) under the same condition of stationarity. In this latter
model, the cross-correlation between the series was induced by the correlated Poisson
innovation terms and the relationship between the observations of each counting series
with previous-lagged observations of the other series.

Likewise, Ristic, Nastic, Jayakumar and Bakouch [6] and Nastic, Ristic and Popovic [7]
developed a stationary UBINAR(1) model with geometric marginals (UBINAR(1)GEOM)
with independent mixed geometric innovations. Hence, the cross-correlation relationship
was induced only by the relation of the current observations with previous-lagged obser-
vations of the other series via the negative binomial (NB) thinning operator. Interestingly,
Nastic et al. [7] showed in their paper that the UBINAR(1)GEOM yields better AICs than
the above over-dispersed BINAR(1) models. However, it is worth mentioning that the
UBINAR(1)GEOM model was developed only for stationary time series and hence, cannot
be used to analyse non-stationary real-life over-dispersed series.

As for non-stationary time series of counts, few BINAR(1) models have been devel-
oped. Mamodekhan, Sunecher and Jowaheer [8] developed a CBINAR(1) model with
Poisson innovations under non-stationarity assumption (NSCBINAR(1)P) induced by
time-dependent explanatory variables. In a similar context, Sunecher, Mamodekhan and
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Jowaheer [9] developed a non-stationary CBINAR(1) model with NB innovations for over-
dispersed time series of counts (NSCBINAR(1)NB). However, an unconstrained BINAR(1)
model under the non-stationarity context that can model over-dispersed counting series
has not yet been developed in the literature. Hence, in this paper we propose to develop
a non-stationary unconstrained BINAR(1) model with geometric innovations (NSUBI-
NAR(1)GEOM) similar to Pedeli and Karlis [5]. However, such model development poses
some computational challenges in estimating the unknown model parameters as it is rather
difficult to specify the joint generating function [10].

In the paper by Pedeli and Karlis [2,5], the conditional maximum likelihood (CML)
approach was compared with the method of moments (MoM), where the authors concluded
that CML yields far better estimates than MoM, but at huge computational costs. A similar
conclusion was drawn by Nastic et al. [7] who used the least-square (LS) technique, as
an alternative to CML, which omits the likelihood function. In the same way, due to
the computational challenges of the CML, Mamodekhan et al. [8] and Sunecher et al. [9]
developed the generalized quasi-likelihood (GQL) approach in the non-stationary bivariate
context. Mamodekhan et al. [8] compared the GQL with CML, where it was shown that
GQL yields asymptotically equally efficient estimates as CML. Hence, based on the above
findings, the unknown parameters of the NSUBINAR(1)GEOM will be estimated using
the GQL.

The organization of the paper is as follows: In the next section, the NSUBINAR(1)
model is developed. In Section 3, the GQL approach is developed under the non-stationarity
bivariate context. Section 4 focuses on the simulation part where BINAR(1) data with
geometric marginals are generated and the GQL approach is used to estimate the model
parameters. In Section 5, the model is applied to the accident data in Mauritius. The
conclusion is provided in the final section.

2. The Non-Stationary Unconstrained BINAR(1) with Geometric Marginals
(NSUBINAR(1)GEOM)

The UBINAR(1) model is specified as:

Y[1]
t = ρ11 ∗Y[1]

t−1 + ρ12 ∗Y[2]
t−1 + R[1]

t (1)

Y[2]
t = ρ21 ∗Y[1]

t−1 + ρ22 ∗Y[2]
t−1 + R[2]

t (2)

based on the following assumptions:

(a) Y[k]
t is geometric such that Y[k]

t ∼ Geom(
μ
[k]
t

1+μ
[k]
t

). Hence, E(Y[k]
t ) = μ

[k]
t and Var(Y[k]

t ) =

μ
[k]
t (1 + μ

[k]
t ), where μ

[k]
t = exp(x

′
tβ

[k]) with xt = [xt1, xt2, . . . , xt j, . . . , xt p]
′

is a (p× 1)

vector of covariates influencing both Y[1]
t and Y[2]

t , with corresponding regression

coefficients β[k] = [β
[k]
1 , β

[k]
2 , . . . , β

[k]
j , . . . , β

[k]
p ]

′
for t = 1, 2, . . . , T and k ∈ {1, 2}.

(b) ∗ is the binomial thinning operator [4] such that ρij ∗ Y[j]
t−1 = ∑

Y[j]
t−1

m=1 Zm with

Zm ∼ Geom(
ρij

1+ρij
). Hence, E(ρij ∗ Y[j]

t−1) = ρijE(Y
[j]
t−1) and Var(ρij ∗ Y[j]

t−1) =

ρij(1 + ρij)E(Y[j]
t−1) + ρ2

ijVar(Y[j]
t−1).

(c)

Corr(R[1]
t , R[2]

t′
) =

{
κ12,t t = t

′
,

0 t �= t
′
.

E(Y[1]
t ) = E(ρ11 ∗Y[1]

t−1) + E(ρ12 ∗Y[2]
t−1) + E(R[1]

t )

μ
[1]
t = ρ11μ

[1]
t−1 + ρ12μ

[2]
t−1 + E(R[1]

t ). (3)
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Re-arranging Equation (3), we have

E(R[1]
t ) = λ

[1]
t = μ

[1]
t − ρ11μ

[1]
t−1 − ρ12μ

[2]
t−1. (4)

Similarly,
E(R[2]

t ) = λ
[2]
t = μ

[2]
t − ρ21μ

[1]
t−1 − ρ22μ

[2]
t−1. (5)

Var(Y[1]
t ) = Var(ρ11 ∗Y[1]

t−1 + ρ12 ∗Y[2]
t−1 + R[1]

t )

Var(Y[1]
t ) = ρ11(1 + ρ11)E(Y[1]

t−1) + ρ2
11Var(Y[1]

t−1) + ρ12(1 + ρ12)E(Y[2]
t−1) + ρ2

12Var(Y[2]
t−1)

+ 2ρ11ρ12Cov(Y[1]
t−1, Y[2]

t−1) + Var(R[1]
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μ
[1]
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[1]
t

2
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[1]
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11(μ
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[1]
t−1

2
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[2]
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2
)

+ 2ρ11ρ12Cov(Y[1]
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t ) (6)

Re-arranging Equation (6), we have

Var(R[1]
t ) = μ

[1]
t (1 + μ

[1]
t )− ρ11(1 + ρ11)μ
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11μ
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and similarly,
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t ) = μ

[2]
t (1 + μ

[2]
t )− ρ21(1 + ρ21)μ

[1]
t−1 − ρ2

21μ
[1]
t−1(1 + μ

[1]
t−1)− ρ22(1 + ρ22)μ

[2]
t−1

− ρ2
22μ

[2]
t−1(1 + μ

[2]
t−1)− 2ρ21ρ22Cov(Y[1]

t−1, Y[2]
t−1), (8)

The above moments clearly indicate that the marginal distribution of R[k]
t is rather complex

to derive. To facilitate the derivation of the cross-covariances, we write Equations (1) and
(2) in vector form as follows:

Y t = A ∗ Y t−1 + Rt (9)

with Yt = [Y[1]
t , Y[2]

t ]
′
, Rt = [R[1]

t , R[2]
t ]

′
, A =

(
ρ11 ρ12
ρ21 ρ22

)
.

Assuming Σh,t =

[
Cov(Y[1]

t , Y[1]
t+h) Cov(Y[1]

t+h, Y[2]
t )

Cov(Y[1]
t , Y[2]

t+h) Cov(Y[2]
t , Y[2]

t+h)

]
, from Pedeli and Karlis [5]

and Ristic et al. [6], it was shown that Σh,t = AhΣ0,t and hence

Cov(Y[1]
t , Y[2]

t ) = Cov(ρ11 ∗Y[1]
t−1 + ρ12 ∗Y[2]

t−1 + R[1]
t , ρ21 ∗Y[1]

t−1 + ρ22 ∗Y[2]
t−1 + R[2]

t )

= (ρ11ρ22 + ρ12ρ21)Cov(Y[1]
t−1, Y[2]

t−1) + ρ11ρ21(μ
[1]
t−1 + μ

[1]
t−1

2
)

+ ρ22ρ12(μ
[2]
t−1 + μ

[2]
t−1

2
) + [κ12,t

√
Var(R[1]

t )

√
Var(R[2]

t )]. (10)

Note that if α = ρ11 = ρ12, γ = ρ21 = ρ22, μ = μ
[1]
t−1 = μ

[2]
t−1 and κ12,t = 0, Equation (10)

simply reduces to Cov(Y[1]
t , Y[2]

t ) = 2αγ
1−2αγ μ(1 + μ), which is the same as in Ristic et al. [6].

3. Estimation Method

The GQL equation to estimate the regression parameters is specified as:

Dβ
′
Σβ

−1( f − μ) = 0 (11)
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with score vector f = [ f 1, f 2, . . . , f t, . . . , f t+h, . . . , f T ] with f t = [Y[1]
t , Y[2]

t ]
′

and

μ = [μ1, μ2, . . . , μt, . . . , μT ] with corresponding mean μt = [μ
[1]
t , μ

[2]
t ]

′
for t = 1, 2, . . . , T.

The covariance matrix Σβ is a (2T × 2T). The derivative matrix Dβ is denoted by
Dβ = [D1, D2, . . . , Dt, . . . , DT ]

′ with

Dt =

⎛⎜⎝ ∂μ
[1]
t

∂β[1] 0

0 ∂μ
[2]
t

∂β[2]

⎞⎟⎠
2p×2

where ∂μ
[k]
t

∂β
[k]
j

= μ
[k]
t x′tj.

The Newton–Raphson iterative technique is used to estimate the regression parameters
as follows: (

β̂
[1]
r+1

β̂
[2]
r+1

)
=

(
β̂
[1]
r

β̂
[2]
r

)
+ [Dβ

′
Σβ

−1Dβ]
−1
r [Dβ

′
Σβ

−1( f − μ)]r (12)

where β̂
[k]
r are the estimates at the rth iteration and [.]r are the values of the expression at

the rth iteration.
For an initial value of [ρ̂11, ρ̂12, ρ̂21, ρ̂22,κ̂12,t, β], we solve the iterative Equation (12) until

convergence. These estimates are consistent and under mild regulatory conditions, (β̂− β)
′

is asymptotically normal with a mean of 0 and a covariance matrix of [Dβ
′
Σβ

−1Dβ]
−1 as

shown in [8,9,11].
A second GQL is specified to estimate the dependence parameter ψ = [ρ11, ρ12, ρ21, ρ22]

as follows:
Dψ

′
Σψ

−1(Yψ − μψ) = 0, (13)

with Yψ = [Y[1]
1 Y[2]

1 |Y[1]
0 , Y[2]

0 , Y[1]
2 Y[2]

2 |Y[1]
1 , Y[2]

1 , . . . , Y[1]
t Y[2]

t |Y[1]
t−1, Y[2]

t−1, . . . ,

Y[1]
T Y[2]

T |Y[1]
T−1, Y[2]

T−1]
′
T×1 and μψ = E(Yψ).

The (T × T) covariance matrix Σψ comprises of Var(Y[1]
t Y[2]

t | Y[1]
t−1, Y[2]

t−1) along the

diagonal and Cov(Y[1]
t Y[2]

t Y[1]
t+hY[2]

t+h | Y[1]
t−1, Y[2]

t−1, Y[1]
t+h−1, Y[2]

t+h−1) in the off-diagonal entries.
All the entries are of higher-order moments and hence, the ’working’ multivariate normality
assumption structure is used to compute these entries as in [9,12].

As for the (T × 4) derivative matrix Dψ,

E(Y[1]
t Y[2]

t | Y[1]
t−1, Y[2]

t−1)

= [κ12,t[μ
[1]
t (1 + μ

[1]
t )− ρ11(1 + ρ11)μ

[1]
t−1 − ρ2

11μ
[1]
t−1(1 + μ

[1]
t−1)− ρ12(1 + ρ12)μ

[2]
t−1

− ρ2
12μ

[2]
t−1(1 + μ

[2]
t−1)]

1
2 [μ

[2]
t (1 + μ

[2]
t )− ρ21(1 + ρ21)μ

[1]
t−1 − ρ2

21μ
[1]
t−1(1 + μ

[1]
t−1)

− ρ22(1 + ρ22)μ
[2]
t−1 − ρ2

22μ
[2]
t−1(1 + μ

[2]
t−1)]

1
2 + (ρ11Y[1]

t−1 + ρ12Y[2]
t−1 + μ

[1]
t − ρ11μ

[1]
t−1

− ρ12μ
[2]
t−1)× (ρ21Y[1]

t−1 + ρ22Y[2]
t−1 + μ

[2]
t − ρ21μ

[1]
t−1 − ρ22μ

[2]
t−1)] (14)

As for the estimates of κ12,t, they are estimated using the method of moments as follows:

κ12,t =
˜Cov(Y[1]

t , Y[2]
t )− (ρ̂11ρ̂22 + ρ̂12ρ̂21) ˜Cov(Y[1]

t−1, Y[2]
t−1)− ρ̂11ρ̂21(μ̂

[1]
t−1 +

ˆ
μ
[1]
t−1

2
)− ρ̂22ρ̂12(μ̂

[2]
t−1 +

ˆ
μ
[2]
t−1

2
)√

Var(R[1]
t )

√
Var(R[2]

t )
(15)

where μ̂
[k]
0 = μ̂

[k]
1 , ˜Cov(Y[1]

t , Y[2]
t )= 1

T ∑T
t=1(y

[1]
t − μ̂

[1]
t )(y[2]t − μ̂

[2]
t ) and

˜Cov(Y[1]
t−1, Y[2]

t−1)=
1

T−1 ∑T
t=2(y

[1]
t−1 − μ̂

[1]
t−1)(y

[2]
t−1 − μ̂

[2]
t−1).
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The Newton–Raphson iteration for the second GQL yields(
ψ̂r+1

)
=
(

ψ̂r
)
+ [Dψ

′
Σ̂ψ

−1Dψ]
−1
r [Dψ

′
Σ̂ψ

−1
(Yψ − μψ)]r (16)

where ψ̂r are the estimates at the rth iteration and [.]r are the values of the expression at the
rth iteration.

The regression estimates β̂ obtained from Equation (12) are used to solve Equation
(16) until convergence. These updated values of ψ̂ are in turn replaced in Equation (12)
to obtain a new set of regression parameters, which are again used to obtain a new set
of dependence parameters and this cycle continues until convergence of the two sets of
parameters. These estimates are consistent and under mild regulatory conditions, (ψ̂−ψ)

′

is asymptotically normal with a mean of 0 and a covariance matrix [Dψ
′
Σψ

−1Dψ]−1.

Forecasting Equations

The forecasting equations are derived as follows:
Given Y[k]

t , the forecasting function is expressed as

E(Y[1]
t+1|Y

[1]
t , Y[2]

t ) = μ̂
[1]
t+1 + ρ̂11(Y

[1]
t − μ̂

[1]
t ) + ρ̂12(Y

[2]
t − μ̂

[2]
t ), (17)

E(Y[2]
t+1|Y

[1]
t , Y[2]

t ) = μ̂
[2]
t+1 + ρ̂21(Y

[1]
t − μ̂

[1]
t ) + ρ̂22(Y

[2]
t − μ̂

[2]
t ) (18)

4. Simulation Study

In this section we generate BINAR(1) time series data with geometric marginals under
the following time-varying covariate design:

xt1 =

⎧⎨⎩
−cos(2πt) + 0.01 (t = 1, . . . , T/4)
sin(2πt) + 0.05 (t = (T/4) + 1, . . . , 3T/4)
cos(2πt) + 0.10 (t = (3T/4) + 1, . . . , T)

xt2 =

⎧⎨⎩
(1/t) (t = 1, . . . , T/4)
(−1/t) (t = (T/4) + 1, . . . , 3T/4)
t (t = (3T/4) + 1, . . . , T)

where μ
[k]
t = exp(xt1β

[k]
1 + xt2β

[k]
2 ). Assuming [ρ12, ρ21] = [0.5, 0.5], [ρ11, ρ22] =

[0.9, 0.9], [0.3, 0.9], [0.3, 0.3], β[1] = 0.5 and β[2] = 0.9 for t = 1, 2, . . . , T = 100, 500, 1000,
we generate R[k]

t using the inverse transformation method as in [13]. A total of 5000
Monte Carlo replications are made under the above combinations and the simulated mean
estimates are shown below:

From Table 1, we observe that the GQL estimates are consistent and that the cross-
correlation parameter κ12,1 is close to unity. In addition, as the time points increase, we
notice a decrease in the standard errors, with GQL yielding low standard errors as also
demonstrated in [14]. Some details on the number of non-convergent simulations include:
for ρ11 = ρ22 = 0.9 under GQL, around 360 simulations failed for T = 100, 300 for T = 500
and 220 for T = 1000. For ρ11 = 0.3 and ρ22 = 0.9, around 340 GQL simulations failed for
T = 100, 275 for T = 500 and 190 for T = 1000. However, when ρ11 = ρ22 = 0.3, the GQL
algorithms failed in 315 simulations for T = 100, 215 for T = 500 and 170 for T = 1000.
The failures were mainly due to either an ill-conditioned covariance matrix or the Hessian
structure in Equation (12). Hence, it is concluded from this section that GQL yields far
superior estimates than GLS and GMM, and constitutes of a slightly better non-convergent
computational problem.
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Table 1. GQL estimates of the parameters and standard errors under the non-stationary geometric
BINAR(1) model.

ρ11 ρ22 T Methods β̂
[1]
1 β̂

[1]
2 β̂

[2]
1 β̂

[2]
2 ρ̂11 ρ̂22 ρ̂12 ρ̂21 κ̂12,1

0.9 0.9 100 GQL 0.4823 0.4870 0.8876 0.8840 0.8819 0.8847 0.4859 0.4847 0.9815
(0.0910) (0.0931) (0.0977) (0.0946) (0.1163) (0.1115) (0.1125) (0.1153)

500 GQL 0.4923 0.4914 0.8950 0.8917 0.8942 0.8920 0.4945 0.4940 0.9909
(0.0517) (0.0512) (0.0547) (0.0585) (0.0649) (0.0625) (0.0623) (0.0630)

1000 GQL 0.4991 0.4988 0.8960 0.8981 0.8984 0.8994 0.5004 0.5006 0.9979
(0.0122) (0.0171) (0.0194) (0.0146) (0.0271) (0.0224) (0.0209) (0.0237)

0.3 0.9 100 GQL 0.4894 0.4891 0.8870 0.8840 0.2856 0.8868 0.4899 0.4888 0.9826
(0.0969) (0.0977) (0.0915) (0.0959) (0.1133) (0.1172) (0.1128) (0.1119)

500 GQL 0.4926 0.4927 0.8944 0.8959 0.2915 0.8928 0.4965 0.4940 0.9918
(0.0526) (0.0556) (0.0507) (0.0512) (0.0681) (0.0694) (0.0671) (0.0631)

1000 GQL 0.4995 0.4975 0.8969 0.8994 0.2988 0.8963 0.5008 0.5011 0.9995
(0.0137) (0.0175) (0.0111) (0.0141) (0.0213) (0.0293) (0.0251) (0.0221)

0.3 0.3 100 GQL 0.4823 0.4870 0.8804 0.8896 0.2812 0.2834 0.4854 0.4835 0.9819
(0.0981) (0.0911) (0.0931) (0.0928) (0.1169) (0.1160) (0.1135) (0.1197)

500 GQL 0.4929 0.4942 0.8910 0.8935 0.2964 0.2931 0.4920 0.4915 0.9913
(0.0594) (0.0589) (0.0562) (0.0580) (0.0614) (0.0621) (0.0677) (0.0681)

1000 GQL 0.4956 0.4992 0.8987 0.8990 0.2988 0.2980 0.5004 0.5001 0.9966
(0.0152) (0.0125) (0.0135) (0.0133) (0.0241) (0.0208) (0.0219) (0.0211)

5. Analysing the Time Series of Day and Night Road Accidents in Mauritius

In this section we analyse the monthly day and night accident series data in Mauritius
collected from January 2011 to January 2020 that connects the capital city of Port-Louis
and the tourist zone Grand-Bay, Mauritius, totalling 109 bivariate time series data. With
a sample cross-correlation of 0.3267, it is rationale to believe that there exists a cross-
correlation between the two series since both sets of data were collected on the same route.
The summary statistics illustrate that day and night accidents have means (variance) of
8.6422 (27.5652) and 4.2110 (13.1310), respectively. Given the significant over-dispersion,
the NSUBINAR(1)GEOM in Section 2 is applied to analyse the time series. The covariates
we consider are: number of speed cameras (SC) in this area, the number of police officers
deployed on street patrol in the different police stations in this area (PO), the number of
times the streets in the area have been re-maintained during the years (NS) and number of
roundabouts (RA) from Port-Louis to Grand-Bay.

Tables 2 and 3 show the regression estimates and the serial and dependence estimates
of the in-sample accident data from January 2011 to August 2019, totalling 104 paired
observations, while the out-sample data from September 2019 to January 2020 were used
to validate the model. Note, the in-sample data were also analysed using the NSCBI-
NAR(1)NB from [9] and the estimates were compared with the NSCBINAR(1)GEOM and
NSUBINAR(1)GEOM.

From Table 2, using the NSUBINAR(1)GEOM, we can note an expected decrease in the
number of day and night accidents by 9 and 5%, respectively, if there is an installation of an
additional speed camera along the motorway M2. As more police patrols are re-enforced
in the area, the number of accidents is expected to decrease by 9% during the day and
7% during the night. Similarly, better road maintenance contributes to a decrease in day
accidents by 7% and 6% in night accidents. Roundabout construction must be carefully
monitored as this factor leads to an expected increase in the number of day accidents by 6%
and 8% during the night. In comparison with the NSCBINAR(1)NB, the signs estimated
effects are the same as in NSUBINAR(1)GEOM with little fluctuation in the estimates and
their corresponding standard errors, but far better than NSCBINAR(1)GEOM. Using the
corresponding forecasting in Equations (17) and (18) and in [9], and based on the out-
sample observations from September 2019 to January 2020, Table 4 displays the RMSEs and
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mean absolute deviation (MAD) under the NSCBINAR(1)NB, NSCBINAR(1)GEOM and
NSUBINAR(1)GEOM.

Table 2. Monthly day and night accidents: GQL estimates of the regression parameters.

Model Time Series Intercept NS SC PO RA ĉ

Day Accidents 2.5353 −0.0815 −0.0942 −0.0934 0.0760 1.8475

s.e (0.0633) (0.0396) (0.0456) (0.0397) (0.0289) (0.0948)

NSCBINAR(1)NB Night Accidents 0.9272 −0.0790 −0.0671 −0.0824 0.0943 0.8965

s.e (0.0742) (0.0245) (0.0213) (0.0329) (0.0330) (0.0980)

Day Accidents 2.4445 −0.0824 −0.0952 −0.0955 0.0668

s.e (0.0560) (0.0273) (0.0314) (0.0215) (0.0164)

NSUBINAR(1)GEOM Night Accidents 0.9106 −0.0714 −0.0572 −0.0747 0.0817

s.e (0.0710) (0.0180) (0.0157) (0.0260) (0.0205)

Day Accidents 2.413 −0.0929 −0.0866 −0.0961 0.0852

s.e (0.0958) (0.0353) (0.0385) (0.0419) (0.0342)

NSCBINAR(1)GEOM Night Accidents 0.9623 −0.0876 −0.0894 −0.0785 0.0899

s.e (0.0952) (0.0367) (0.0387) (0.0375) (0.0345)

Table 3. Monthly day and night accidents: GQL estimates of the dependence parameters.

Model Time Series ρ̂ − Serial ρ̂ − Cross κ̂12,1

Day Accidents 0.2620 0.0065

s.e

NSCBINAR(1)NB Night Accidents 0.2941

s.e

Day Accidents 0.2748 0.0728 0.0025

s.e (0.0346) (0.0234)

NSUBINAR(1)GEOM Night Accidents 0.2438 0.0563

s.e (0.0388) (0.0191)

Day Accidents 0.2145 0.0034

s.e

NSCBINAR(1)GEOM Night Accidents 0.2442

s.e

Table 4. RMSE and MAD for the one step-ahead forecast for the number of monthly day and
night accidents.

Model RMSE RMSE MAD MAD

Y [1]
t Y [2]

t Y [1]
t Y [2]

t

NSCBINAR(1)NB 0.132 0.141 0.109 0.120

NSUBINAR(1)GEOM 0.120 0.129 0.098 0.104

NSCBINAR(1)GEOM 0.196 0.189 0.155 0.144

The standard errors, RMSE and MAD, illustrate that NSUBINAR(1)GEOM yields
almost the same measures as NSCBINAR(1)NB, but better estimates than the NSCBI-
NAR(1)GEOM.

6. Conclusions

In this paper, the unconstrained non-stationary BINAR(1) model with geometric
marginals was modelled. However, during the development of this model, it is observed
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that the joint probability function of the innovation series is rather complex to derive and
this limits the construction of a conditional likelihood function to estimate the unknown
model parameters. Hence, this paper proposes an alternative GQL estimation approach
that only requires the correct specification of the score and moment vectors. As for the
derivation of the higher-order entries of the auto-covariance matrix, the multivariate nor-
mality assumption was used. With regard to the simulation study, it is shown that the GQL
approach provides consistent parameter estimates and statistically more efficient estimates.
In the analysis of the accident data, reliable estimates of the different covariates were
obtained and comparable to NSCBINAR(1)NB and NSCBINAR(1)GEOM. The RMSE and
MAD show that NSUBINAR(1)GEOM yields better forecasts than the other two competing
models, a similar conclusion illustrated in [7]. This model is commendable to analyse
over-dispersed series under non-stationary setups characterized by time-dependent effects.
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