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Preface

In the last few years, the rapid growth of the available ICT technologies and methodologies

tailored for the e-health domain provided several innovations for physicians, patients, healthcare

organizations, and policymakers but also opened new challenges for the scientific research

community in the healthcare informatics field. The e-health systems leveraging the most recent ICT

methods, such as artificial intelligence (IA), Internet of Medical Things (IoMT), large language models

(LLMs), and others, are becoming widely adopted in daily medical practice. On the other hand, the

awareness of physicians, medical professionals, patients, and other users must be increased, making

them aware of the large number of possibilities provided by these technologies and, on the other

side, to warn them about their threats and issues, such as the privacy of the digitized data, the cyber

security issues, the explainability of AI models, and others.

In this scenario, it is very important to disseminate the most recent results achieved by the

scientific community related to the use of innovative e-health approaches and applications in

healthcare and medicine, promoting their effective adoption and highlighting their issues and limits.

For these reasons, this Special Issue collects articles that present e-health approaches and

applications that exploit recent and innovative ICT technologies and techniques, such as IA, IoMT,

and others, to implement advanced tools and methods. Therefore, this Special Issue article represents

a useful resource targeted to a multidisciplinary audience. The topics of the published papers belong

to several areas of e-health, such as artificial intelligence and machine learning, medical imaging,

Internet of Medical Things (IoMT), e-health cyber security, and large language models.

Stefano Silvestri and Francesco Gargiulo

Editors
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1. Introduction

Innovative ICT technologies, approaches and applications are becoming increasingly
pervasive in several domains, including in medicine and healthcare. In these latter cases,
physicians and medical professionals can recently incorporated complex and advanced
systems, based on the latest technologies, into their daily routines. Scientific research
constantly proposes new approaches and applications with high potential for usage in the
eHealth sector. For example, the advent of digitised images in pathology and advances in
Artificial Intelligence (AI) have led to an explosion of innovation in the traditional field of
pathology, creating what is now described as Computational Pathology [1], which defines
new and increasingly effective AI approaches for digital image analysis. Similarly, the per-
vasive adoption of AI in other medical fields has allowed the definition and implementation
of innovative systems to support the work of physicians, medical professionals and policy
makers, such as recommender systems [2], smart patient support and remote monitoring
systems [3,4]. Another technology that has become increasingly pervasive in medicine in
recent years is the Internet of Medical Things (IoMT), which is currently largely adopted
in healthcare; this technology is redefining smart healthcare systems and approaches to
providing care [5].

Furthermore, the great recent improvements in the field of Natural Language Pro-
cessing (NLP), with the release of Large Language Models (LLMs) such as ChatGPT, also
impacted the biomedical domain, quickly leading to the widespread use of these models
in medical research (as in other domains) or in healthcare. Recently, LLMs have provided
functional eHealth applications ranging from the development of virtual medical assistants
to the acceleration of various benchmarks of several biomedical information tasks, includ-
ing document classification or relation extraction, exploiting closed-domain models such as
BioBERT [6], or BERTMeSH [7]. Examples of further innovative eHealth technologies based
on LLMs are smart assistants and question-answering systems, such as Med-PaLM 2 [8],
ChatDoctor [9] or MedPrompt [10], which obtain very promising performances and results.

On the other hand, this current revolution in the medical domain, thanks to these
new technologies and approaches, has some drawbacks and issues that must be taken into
account in order to effectively exploit all its advantages without any risks or problems.
eHealth approaches must guarantee the required levels of privacy and security [11–13]
during the processing, transmission and sharing of medical and personal information,
preventing violations or thefts of patients’ sensitive medical data. The scarcity of medical
and clinical datasets with high-quality annotations is also a limitation in the development
and improvement of innovative eHealth approaches [14–16]. Furthermore, the increasing
number of connected medical devices and the complex digital healthcare delivery systems
cause several cyber security issues [17,18], due to the increased risk of surface attack. Thus,
defining innovative cyber security techniques specifically tailored for the healthcare domain
is required. The growing volume of medical data, and their complexity and heterogeneity,
pose additional challenges for the effective extraction of valuable insights [19–21]. In
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this case, tailored approaches are also required [22,23]. Moreover, physician, medical
professional and patient awareness must be increased, and all parties must be warned of
the possibilities and threats inherent to digital medicine [24,25].

In this scenario, it becomes crucial to disseminate the most recent results and en-
hancements achieved by research in the domain of eHealth. While taking full advantage
of the latest advances in ICT approaches applied to the medical sector, their issues and
limits must also be highlighted in order to, finally, facilitate the effective and widespread
adoption and usage of the most innovative eHealth systems by patients, physicians and
healthcare organisations.

This Special Issue presents innovative eHealth approaches and applications, which
apply the most recent ICT technologies and techniques, such as IA, IoMT and others,
to implement smart tools and methodologies to support the work of physicians and to
promote the adoption of new eHealth tools in medicine and by healthcare organisations. At
the same time, these contributions address the issues that usually affect this domain, like
data privacy, the cyber security of the devices and healthcare infrastructures, the awareness
and the involvement of medical personnel, etc. Therefore, the articles included in this
Special Issue represent useful resources targeted to a multidisciplinary audience.

2. Published Articles

The main purpose of this Special Issue was to collect recent developments and re-
search in the eHealth domain, presenting innovative approaches and applications while
considering a multidisciplinary approach and multi-perspective views, including medicine,
Information and Communication Technologies, Artificial Intelligence (AI), Internet of
Things (IoT), Big Data Analytics, Cyber Security, and others. The focus of this Special Issue
centres on the whole e-health domain.

In total, there were 13 contributions selected for this Special Issue (listed after Section 3),
which propose innovative approaches and applications in the previously mentioned areas.
These articles have been provided by researchers with broad expertise in different fields
and backgrounds, such as medicine, informatics and engineering.

The published papers belong to the main specific areas of eHealth, while some papers
present multidisciplinary approaches; therefore, they are included in more than one area:
(i) COVID-19 classification; (ii) Artificial Intelligence; iii) Medical Imaging; (iv) Fractal
Analysis; (v) Internet of Medical Things (IoMT); (vi) Machine Learning; (vii) Cyber Security;
viii) Mobile Medical Apps; (ix) Scientific Literature Retrieval; and (x) Large Language
Models. A summary of the papers published in this Special Issue is presented below.

Silvestri et al. (contribution 1) described a complex Deep Learning architecture, whose
main aim is to improve the eXtreme Multilabel Text Classification problem [26] related to
the classification and large-scale semantic indexing of scientific articles in PubMed [27].
In detail, the authors proposed an architecture called the Hierarchical Deep Neural Network
(HDNN), which reproduces the same topology of the label set, in the case where this set
is hierarchically organised (such as the MeSH adopted by PubMed). The experimental
assessment performed by the authors compared the performances of the proposed HDNN
with a classic flat CNN DL architecture for text classification when applied to task of
semantically indexing PubMed articles. The results showed that the HDNN outperforms
the CNN, in particular in the cases of hierarchical measures, demonstrating that, when a
hierarchical label set is available, the reproduction of the label hierarchy directly into the
DL architecture provides significant benefits. On the other hand, this complex and deep
architecture has a high computational time, due to the need, during training, of propagating
the weights calculated in a certain level to the next level before updating the weights of
the next level of the HDNN architecture. Therefore, a more efficient parallel architecture is
foreseen as an area of future work by the authors.

The contribution of Inigo Lopez-Gazpio (contribution 2) introduced an innovative
Problem-Based Learning (PBL) methodology to enhance the teaching of Android pro-
gramming education, specifically tailored for the development of nutritional applications.
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The main novelty of the proposed approach is the integration of advanced programming
concepts with practical application development, fostering deeper understanding and
engagement among students. In detail, this application allows the programmers to access
extensive and detailed nutritional information from different open-access food databases.
The proposed approach was tested in a research project that involved third-year students
of the Computer Science faculty at the University of Deusto in Spain. The students were
engaged in the development of applications aimed at improving access to nutritional
knowledge. The preliminary results of this research indicated a significant improvement
in student engagement and learning outcomes compared to traditional teaching methods,
underlining the possible use of this methodology in fostering research and advancing edu-
cational practices in computer science. The findings not only provided insights related to
the unique challenges associated with Android programming, but also suggested possible
customised educational strategies that can optimise the learning experience.

Alourani et al. (contribution 3) presented a framework for the efficient management
of IoMT devices over an Information Centric Network (ICN). The current massive traffic
growth generated by IoMT causes challenges related to the transmission of these data [12].
An approach to reduce IoMT traffic is the adoption of ICN [28], which leverages persistent
naming multicast communication and thus reduces the response time. In this way, ICN
used for IoMT can reduce the overhead due to the distribution of commonly accessed
content. On the other hand, the excessive and unbalanced energy consumption of the IoMT
devices that the ICN could cause can degrade the performance of the network. To address
this issue, the authors presented a framework called the Dynamic Cache Scheme (DCS),
which implements energy-efficient cache scheduling in IoMT over ICN with the aim of
reducing network traffic and mitigating energy-related issues. This framework establishes
a balance between multi-hop traffic and data item freshness by leveraging an effective use
for caching in IoMT. The authors tested several parameters, such as the cache–hit ratio,
stretch and content retrieval latency, comparing the obtained results with the current state
of the art. The results demonstrated that the DCS approach outperforms the compared
models in terms of the cache–hit ratio, stretch and content retrieval latency. The authors
also assessed its possible adoption in other domains and scenarios.

Viana dos Santos Santana et al. (contribution 4) compared different ML models for the
correct classification of COVID-19 and influenza (which present similar symptoms) during
coexisting outbreaks in Brazil. In detail, they tested Decision Tree (DT), Multilayer Percep-
tron (MLP), Gradient Boosting Machine (GBM), Random Forest (RF), eXtreme Gradient
Boosting (XGBoost), K-Nearest Neighbors, Support Vector Machine (SVM), and Logistic
Regression algorithms on real COVID-19 and influenza datasets, which are openly available
and were acquired by Brazilian healthcare. The obtained results were also assessed using
a 10-fold cross-validation method, which increased their confidence. Finally, the authors
analysed and commented on the obtained results, highlighting some specific features of
each tested approach, and providing useful hints for the adoption of ML-based systems in
the decision-making processes of physicians and policy makers.

The paper from Karagiannis et al. (contribution 5) discusses the cyber security issues
related to the transmission of standard DICOM (Digital Imaging and Communications in
Medicine) medical images. The universal adoption of DICOM images has revolutionised
digital imaging in medicine, providing standard tools for the storage, sharing and trans-
mission of both medical images and their related data (included, in a standard way, into
the DICOM tags of the image). On the other hand, the implementation and deployment of
the DICOM protocol often suffer from incomplete understanding, causing cyber security
vulnerabilities within the healthcare ecosystem [29]. The authors of the paper proposed
a specific implementation of DICOM for the communication of images and their related
data to the PACS (Picture Archiving and Communication System) servers, whose main
purpose is to address possible cyber threats. Moreover, they also implemented a simulation
environment which is able to produce network traffic related to the use of the DICOM
protocol. Overall, the resources provide the researchers with an advanced platform for the
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implementation of security control tests for evaluating the robustness of security measures,
identifying vulnerabilities, and testing security configurations. In this way, they gain a
comprehensive understanding of DICOM communication and its practical implementation.
Finally, the generated traffic allowed for the creation of realistic datasets, which are useful
for the development of ML, and anomaly detection techniques.

Suvirtat et al. (contribution 6) investigated the use of Large Language Models (LLMs)
for coding inpatient diagnoses. ICD coding is very useful for several tasks, ranging from
statistical analysis to clinical research or medical billing, as well as for ensuring and improv-
ing the interoperability of medical documents. Moreover, the application of ICD coding is
often mandatory for several official documents in many countries. The automatic applica-
tion of ICD coding is not an easy task due to the very large number of codes; moreover,
the complexity of clinical and medical language, which is used in many documents that
must be tagged with the corresponding ICD codes, makes this task more difficult. The
paper presented an analysis of the performance of three LLMs (mBERT [30], Multilingual
E5 [31] and MEDPSU-RoBERTa [32]), examining their performances on a very large Thai
language dataset formed from inpatient admissions. The results showed satisfactory results
and confirmed that MEDPSU-RoBERTa, which is a domain-specific model, is able to achieve
the best results. The results also highlighted that the performances are strictly dependent
on the datasets, obtaining more accurate results in the cases of codes with larger number of
samples, while the rarity of certain diseases (and corresponding documents in the datasets)
posed challenges to accurate coding. Finally, the results underlined the difficulties when
the models are faced with long clinical documents.

Czekster et al. (contribution 7) produced work focused on the security of IoMT de-
vices, presenting a systematic literature review of Risk Assessment approaches specifically
devoted to the IoMT. IoMT devices can be very effective instruments in supporting the
remote management and care of patients; on the other hand, as they are able to collect and
transmit sensitive data, they have critical and strict security requirements. While classic
cyber security Risk Assessment approaches can be exploited to identify and assess potential
risks, they are not able to manage sophisticated cyber-attacks in near real time. In these
latter cases, Dynamic Risk Assessment (DRA) approaches [33] are more suitable for tackling
the risks to patients when using IoMT devices. The authors produced a detailed literature
review of RA related to the IoMT, highlighting the current trends and the more recent
approaches in this field. In more detail, the review first focused on the significant ways
of mitigating the impact of unauthorised intrusions, protecting end-users from personal
data leakage and ensuring the device usage continuity. Furthermore, the paper identified
the main research directions for DRA, addressing the challenges related to the dynamic
infrastructures and the uncertain attack surfaces, with the aim of improving user protection
and preventing cyber attacks.

The contribution from Pervan et al. (contribution 8) described a DICOM-based medical
image communication system named Medical Imaging and Diagnostics on the Move
(MIDOM). The proposed system includes some enhancements based on evolutions of
the custom lossless Classification and Blending Predictor Coder (CBPC) [34] compression
method previously developed by the same authors. Moreover, the MIDOM system was also
integrated with Orthanc [35], a lightweight DICOM server, and a medical images-storing
PACS server. The proposed system was tested on five real-world anonymised medical
image sets, evaluating compression ratios and latency reduction, with the aim of simulating
scenarios where medical service availability might be severely limited. The obtained results
in all scenarios demonstrated that MIDOM, exploiting the included compression methods,
was able to lower the network latency by at least 60% with respect to the transmission of
raw and uncompressed image sets, allowing, at the same time, the perfect reconstruction of
medical images.

Karagiannis et al. (contribution 9) described Chidroid, a mobile Android application
whose purpose is retrieving, collecting and distributing logs from smart healthcare devices
in the domain of the IoMT. The growing adoption of IoMT-connected devices in healthcare

4



Appl. Sci. 2024, 14, 2571

has also caused an increase in cyber attacks [36], which could potentially provide attackers
with access to patients’ Personal Health Information (PHI) [37]. The approach described in
this paper allows for the creation of datasets, semi-structured data or structured data from
unstructured data. These datasets can be very useful for the development of AI methods
for detecting cyber security threats and vulnerabilities and mitigating them. Moreover,
Chidroid can be used as a policy-based tool to analyse the security issues in the most recent
versions of Android. The tests performed demonstrated the effectiveness of the application,
which retrieves logs and system metrics from several IoMT devices. Finally, the paper
presented a method to perform a security analysis on Android devices that uses minimal
system resources and reduces battery consumption.

The study from Fordellone et al. (contribution 10) focuses on an entropy-based
fuzzy clustering technique for interval-valued data (EFC-ID) for cancer detection. The
early detection of cancer can improve the chances of successful treatment, and screening
techniques have the purpose of identifying possible signs of specific cancers or pre-cancers
before symptoms have developed. On the other hand, precise detection mainly relies
on human experience, and is thus affected by human and visual inspection errors. The
authors tested the proposed clustering approach on the Breast dataset, demonstrating
that EFC-ID can obtain better results compared to FKM in terms of several metrics (AUC,
sensitivity and specificity). Moreover, further experiments on the Multiple Myeloma data
demonstrated that EFC-ID outperforms the classic FKM in terms of Chi-squared, Accuracy
rate and Adjusted Rand Indexes. The obtained results confirmed that the proposed EFC-ID
is able to correctly identify the natural partition.

Contaldo et al. (contribution 11) presented a review paper that reports on the recent
literature on the applications of fractal analysis devoted to the diagnosis of oral cancer and
Oral Potentially Malignant Disorders. In the case of fractal analysis applied to diagnostics,
the Fractal Dimension (FD) is usually calculated as a measure of the degree of regularity of
a tissue or structure [38]. This feature can be applied to the analysis of lesions (such as oral
lesions) to determine the degree of irregular tissue/vascularisation derailment; physicians
correlate this with the nature of the lesion with the aim of identifying possible cancerous
lesions. This paper evaluates the recent published literature on the fractal analysis of
oral cancer and its precursors, namely Oral Potentially Malignant Disorders (OPMDs),
investigating the specific FD that can be predictive of cancer and OPMDs. The authors
only considered articles from three literature databases (Scopus, PubMed and Web of
Science), and investigated according to the PRISMA checklist to analyse if fractal analysis
can support the diagnosis of oral cancer and, moreover, if it can distinguish it from its
precursors. The results of this review highlighted that fractal analysis, when applied to
oral oncology, is promising, because it can be adopted as an effective and noninvasive
diagnostic and prognostic tool for various premalignant lesions, especially for measuring
the progression of premalignant lesions and OPMDs [39].

Kioskli et al. (contribution 12) framed the current state of cyber hygiene, explaining
the related context and habits of end-users. They then proposed several best practices that
should be adopted by healthcare organisations and professionals in order to achieve a high
level of cyber hygiene, particularly regarding human-centric approach. Currently, critical
healthcare infrastructures are very vulnerable to cyber attacks [40], as demonstrated by
the several successful cyber attacks in recent years. Many of these are caused by a lack of
awareness and incorrect behaviours on the part of end-users, who do not adopt the required
level of cyber hygiene, i.e, regularly and promptly applying software updates, or adopting
unique and strong passwords. Thus, the issues faced in this paper are of great importance
and urgency, considering the large and increasing number of cyber attacks in the healthcare
domain; these are very often caused by human errors. Therefore, cyber education can
prevent many of the issues caused by poor cyber hygiene. On the other hand, cyber
security and hygiene eduction for non-expert users (such as in the case of the healthcare
domain) should adopt human-centric approaches to be more effective. Therefore, this
paper firstly reports the best practices that should be adopted by healthcare organisations
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and professionals to achieve a high level of cyber hygiene. Moreover, it explains how these
best practises could be applied in a use-case scenario with the aim of improving awareness
about privacy and cyber security. Finally, the authors presented their long-term vision
based on human-centric approaches, which aims to facilitate the development of efficient
practices and education associated with cyber hygiene, leveraging a flexible, adaptable and
practical framework.

The article from Junaid et al. (contribution 13) is a review of the more recent advances
in Artificial Intelligence and Wearable Sensors in Healthcare Delivery. The combined use
of AI and IoT in healthcare allows for defining frameworks and solutions for the smart
analysis of health and clinical data, improving the work of physicians and providing
additional evidence for clinical decisions. Therefore, the authors highlighted how the
application of AI and the IoT has changed healthcare service delivery from the traditional
hospital-centred model to a personal portable device-centred model. In detail, this literature
review highlights how recent research describes the advantages of embracing AI techniques
and wearable sensors in tasks related to innovating and optimising the analysis of health
and clinical data. Moreover, the review also discusses some challenges related to the issues
of using AI and the IoT applied to healthcare data analysis. Finally, it identifies some issues
and opportunities for future work.

3. Future of eHealth Applications and Approaches

This Special Issue gathered several studies in the field of eHealth, and the results of
the published research describe interesting innovative approaches and applications from
this domain. This Special Issue also underlines some of the issues that remain, as well as
some risks and limits, proposing possible solutions.

In detail, some of the presented papers focused on Artificial Intelligence and Machine
Learning applied to medicine and care applications, such as COVID-19 classification
(contribution 4), biomedical scientific literature semantic indexing (contribution 1), the
early detection of breast cancer (contribution 10) and reviewing the more recent combined
use of Artificial Intelligence and IoMT wearable sensors in healthcare (contribution 13).
Other papers considered eHealth cyber security, proposing a simulation environment to
test DICOM communication and evaluate the related risks (contribution 5), producing a
literature review of the cyber security issues of IoMT devices (contribution 7) and framing
the current state of cyber hygiene in the eHealth domain, proposing a human-centric
approach for the effective education of non-expert users on the best cyber security practises
(contribution 12). One published paper reviewed the application of a Fractal Analysis
methodology for oral cancer diagnosis (contribution 11). Another paper proposed a traffic
and energy optimisation for IoMT devices (contribution 3). A study that describes the use of
LLMs for automatic ICD-10 classification was presented in contribution 6, comparing them
on a very large Thai language dataset formed from inpatient admissions. Two applications
were, respectively, described in contribution 8 and contribution 9, presenting, in the first
case, a DICOM-based medical image communication system enhanced with advanced
compression methods, and, in the latter case, an Android application for the collection
and distributions of logs from IoMT devices, tailored to analyse their cyber security issues.
Finally, an approach to support the development of applications related to the nutritional
domain has been presented in contribution 2.

The eHealth domain, thanks to evolutions in its technologies and the methods, is
constantly evolving, and, therefore, new volumes of this Special Issue have been planned
for the future.
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Grumezescu, A.M.; Martins, H. Clinical Applications of Artificial Intelligence—An Updated Overview. J. Clin. Med. 2022, 11,
2265. [CrossRef]

22. Wang, Y.; Wang, L.; Rastegar-Mojarad, M.; Moon, S.; Shen, F.; Afzal, N.; Liu, S.; Zeng, Y.; Mehrabi, S.; Sohn, S.; Liu, H. Clinical
information extraction applications: A literature review. J. Biomed. Inform. 2018, 77, 34–49. [CrossRef] [PubMed]

23. Gargiulo, F.; Silvestri, S.; Ciampi, M. A Big Data architecture for knowledge discovery in PubMed articles. In Proceedings of the
2017 IEEE Symposium on Computers and Communications (ISCC), Heraklion, Greece, 3–6 July 2017; pp. 82–87. [CrossRef]

24. Sezgin, E.; Özkan Yildirim, S.; Yildirim, S. Investigation of physicians’ awareness and use of mHealth apps: A mixed method
study. Health Policy Technol. 2017, 6, 251–267. [CrossRef]

25. Affinito, L.; Fontanella, A.; Montano, N.; Brucato, A. How physicians can empower patients with digital tools: A joint study of
the Italian Scientific Society of Internal Medicine (FADOI) and the European Federation of Internal Medicine (EFIM). J. Public
Health 2022, 30, 897–909. [CrossRef]

26. Liu, J.; Chang, W.; Wu, Y.; Yang, Y. Deep Learning for Extreme Multi-label Text Classification. Proceedings of the 40th International
ACM SIGIR Conference on Research and Development in Information Retrieval; ACM: Shinjuku, Tokyo, Japan, 2017; pp. 115–124.
[CrossRef]

27. Nentidis, A.; Krithara, A.; Paliouras, G.; Gasco, L.; Krallinger, M. BioASQ at CLEF2022: The Tenth Edition of the Large-scale
Biomedical Semantic Indexing and Question Answering Challenge. In Advances in Information Retrieval; Hagen, M., Verberne, S.,
Macdonald, C., Seifert, C., Balog, K., Norvaag, K., Setty, V., Eds.; Springer International Publishing: Cham, Switzerland, 2022;
pp. 429–435.

28. Vasilakos, A.V.; Li, Z.; Simon, G.; You, W. Information centric network: Research challenges and opportunities. J. Netw. Comput.
Appl. 2015, 52, 1–10. [CrossRef]

29. Eichelberg, M.; Kleber, K.; Kämmerer, M. Cybersecurity Challenges for PACS and Medical Imaging. Acad. Radiol. 2020,
27, 1126–1139. [CrossRef] [PubMed]

8



Appl. Sci. 2024, 14, 2571

30. Devlin, J.; Chang, M.W.; Lee, K.; Toutanova, K. BERT: Pre-training of Deep Bidirectional Transformers for Language Understand-
ing. In Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long and Short Papers); Burstein, J., Doran, C., Solorio, T., Eds.; Association for
Computational Linguistics: Minneapolis, MN, USA, 2019; pp. 4171–4186. [CrossRef]

31. Wang, L.; Yang, N.; Huang, X.; Jiao, B.; Yang, L.; Jiang, D.; Majumder, R.; Wei, F. Text embeddings by weakly-supervised
contrastive pre-training. arXiv 2022, arXiv:2212.03533.

32. Suvirat, K.; Chairat, S.; Horsiritham, K.; Kongkamol, C.; Chaichulee, S. De-identification of Thai Free-text Clinical Notes. In
Proceedings of the 2023 15th Biomedical Engineering International Conference (BMEiCON), Pittsburgh, PA, USA, 5–18 October
2023; pp. 1–5. [CrossRef]

33. Cheimonidis, P.; Rantos, K. Dynamic Risk Assessment in Cybersecurity: A Systematic Literature Review. Futur. Internet 2023, 15,
324. [CrossRef]

34. Knezovic, J.; Kovac, M.; Mlinaric, H. Classification and blending prediction for lossless image compression. In Proceedings of the
MELECON 2006-2006 IEEE Mediterranean Electrotechnical Conference, Malaga, Spain, 16–19 May 2006; pp. 486–489. [CrossRef]

35. Jodogne, S.; Bernard, C.; Devillers, M.; Lenaerts, E.; Coucke, P. Orthanc—A lightweight, restful DICOM server for healthcare and
medical research. In Proceedings of the 2013 IEEE 10th International Symposium on Biomedical Imaging, San Francisco, CA,
USA, 7–11 April 2013; pp. 190–193. [CrossRef]

36. Thomasian, N.M.; Adashi, E.Y. Cybersecurity in the Internet of Medical Things. Health Policy Technol. 2021, 10, 100549. [CrossRef]
37. Hatzivasilis, G.; Soultatos, O.; Ioannidis, S.; Verikoukis, C.; Demetriou, G.; Tsatsoulis, C. Review of Security and Privacy for the

Internet of Medical Things (IoMT). In Proceedings of the 2019 15th International Conference on Distributed Computing in Sensor
Systems (DCOSS), Santorini Island, Greece, 29–31 May 2019; pp. 457–464. [CrossRef]

38. Bayrak, E.A.; Kirci, P., Fractal Analysis Usage Areas in Healthcare. In System Analysis & Intelligent Computing: Theory and
Applications; Springer International Publishing: Cham, Switzerland, 2022; pp. 377–406. [CrossRef]

39. Spyridonos, P.; Gaitanis, G.; Bassukas, I.D.; Tzaphlidou, M. Evaluation of vermillion border descriptors and relevance vector
machines discrimination model for making probabilistic predictions of solar cheilosis on digital lip photographs. Comput. Biol.
Med. 2015, 63, 11–18. [CrossRef]

40. Rees, D. Cyber Attacks in Healthcare: The Position across Europe. Available online: https://www.pinsentmasons.com/out-law/
analysis/cyber-attacks-healthcare-europe (accessed on 8 March 2024).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

9



Citation: Silvestri, S.; Gargiulo, F.;

Ciampi, M. Integrating PubMed

Label Hierarchy Knowledge into a

Complex Hierarchical Deep Neural

Network. Appl. Sci. 2023, 13, 13117.

https://doi.org/10.3390/

app132413117

Academic Editor: Alessandro L.

Koerich

Received: 31 October 2023

Revised: 27 November 2023

Accepted: 6 December 2023

Published: 9 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Integrating PubMed Label Hierarchy Knowledge into a
Complex Hierarchical Deep Neural Network †

Stefano Silvestri *,‡, Francesco Gargiulo ‡ and Mario Ciampi

Institute for High Performance Computing and Networking, National Research Council of Italy (ICAR-CNR),
Via Pietro Castellino 111, 80131 Naples, Italy; francesco.gargiulo@icar.cnr.it (F.G.); mario.ciampi@icar.cnr.it (M.C.)
* Correspondence: stefano.silvestri@icar.cnr.it
† This paper is an extended, improved version of the paper: F. Gargiulo, S. Silvestri and M. Ciampi, Exploit

Hierarchical Label Knowledge for Deep Learning. In 2019 IEEE 32nd International Symposium on
Computer-Based Medical Systems (CBMS) 2019, Cordoba, Spain, 5–7 June 2019.

‡ These authors contributed equally to this work.

Abstract: This paper proposes an innovative method that exploits a complex deep learning network
architecture, called Hierarchical Deep Neural Network (HDNN), specifically developed for the
eXtreme Multilabel Text Classification (XMTC) task, when the label set is hierarchically organized,
such as the case of the PubMed article labeling task. In detail, the topology of the proposed HDNN
architecture follows the exact hierarchical structure of the label set to integrate this knowledge
directly into the DNN. We assumed that if a label set hierarchy is available, as in the case of the
PubMed Dataset, forcing this information into the network topology could enhance the classification
performances and the interpretability of the results, especially related to the hierarchy. We performed
an experimental assessment of the PubMed article classification task, demonstrating that the proposed
HDNN provides performance improvement for a baseline based on a classic flat Convolution Neural
Network (CNN) deep learning architecture, in particular in terms of hierarchical measures. These
results provide useful hints for integrating previous and innate knowledge in a deep neural network.
The drawback of the HDNN is the high computational time required to train the neural network,
which can be addressed with a parallel implementation planned as a future work.

Keywords: extreme multilabel text classification; hierarchical deep neural network; natural language
processing; BioBERT; PubMed MeSH

1. Introduction

The most recent studies in the field of artificial intelligence, and in particular in
the Natural Language Processing (NLP) area, have proposed innovative deep learning
(DL) network architectures, which were able to sensibly improve the previous state-of-
the-art systems. Examples of these topologies are the Attention and Transformer-based
Deep Neural Network architectures [1,2], which have provided a breakthrough in several
application domains of medicine and healthcare, such as medical imaging or biomedical
information extraction tasks [3–6].

On the other hand, among the various open issues related to DNNs, there is a need to
incorporate prior and external knowledge directly into the neural architectures, allowing
exploitation of predefined rules or knowledge by the neural architecture independently
from its training [7]. Recently, some contributions to address this issue have been provided
by Graph Neural Networks (GNNs) [8,9]. Moreover, it has been demonstrated that incor-
porating innate structures into artificial intelligence (AI) systems could provide substantial
benefits [10].

Following these results, this paper presents a solution for incorporating an external
innate structure into AI systems to integrate this kind of external knowledge within the
DNN architecture. We applied the proposed approach to a specific difficult task: the
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eXtreme Multilabel Text Classification (XMTC) [11,12]. This task consists of the labeling of
textual documents with a variable number of labels belonging to a very large set, formed
by thousands or more elements. In many real-world applications, the labels lie in a
hierarchical tree-like structure, and in this case, the task can be called hierarchical multilabel
text classification.

An example of a hierarchical XMTC task is the automatic assignment of the MeSH
(Medical Subject Headings) terms to the biomedical scientific articles indexed by PubMed
(https://www.ncbi.nlm.nih.gov/pubmed/ (accessed on 5 December 2023)), the official
indexing and search engine for the biomedical scientific literature provided and maintained
by the US National Library of Medicine (NLM). Domain experts manually tag each paper
in PubMed for indexing and searching purposes. The classes used in PubMed belong to a
large set called MeSH, where each label lies in a hierarchical tree structure. The manual
annotation task is very long and difficult, and several methods have been proposed in
the literature to support this process and implement a hierarchical extreme multilabel text
classifier, like the ones described in the more recent BioASQ distributed tasks results [13–16].
The large-scale MeSH indexing task has previously been faced with hybrid DNNs and
classic machine learning techniques [17], BERT-based solutions [18–20], or by adopting
GNN-based approaches [21], improving the obtained performances over the years and
often combining the integration of more approaches to exploit their respective advantages.
Anyway, the complexity of this task and the need for more innovative and performing
architectures is supported by the recent works presented in the literature, as well as by the
distributed task proposed every year by BioASQ.

In this context, this paper proposes an innovative approach for the XMTC problem
based on a Hierarchical Deep Neural Network (HDNN). This network topology internally
reproduces the hierarchy of the labels within its structure. In this way, each node is
specialized for the classification of its children nodes labels, considering both the results
of the parent nodes and a representation of the input text. The network topology is
dynamically and automatically obtained by an algorithm, which implements the network
topology by iterating basic DNN blocks, following the hierarchical graph of the labels. In
addition, to remove the hierarchical inconsistencies of the label set associated with each
training sample, where some labels of the hierarchy could not be included [12], we also
defined a methodology able to overcome this problem, expanding the label set following the
hierarchy and adding the missing labels. We also evaluated the behavior and performances
of the proposed HDNN approach applied to the PubMed MeSH indexing task, extending
previous experiments presented in [22] and further demonstrating its effectiveness. In
particular, this paper extends the previous results, first by including and testing the BioBERT
model [18] as the initial layer of the proposed architecture for text encoding. BioBERT is
a BERT-based architecture pretrained on a large biomedical domain document collection
extracted from PubMed, which has been successfully adopted in many complex biomedical
domain NLP tasks. Moreover, we more deeply analyzed the complexity of the algorithm,
in particular with respect to the distribution of the number of nodes and the corresponding
children nodes. Finally, we extended the number of experiments performed to further
investigate the behavior of the proposed architecture.

The main novelty of the proposed approach is the development of a technique specif-
ically devoted to incorporating hierarchical innate knowledge into the neural network
architecture, able to dynamically adapt to any label set and capable of dealing with huge
label numbers, such as the PubMed MeSH.

As mentioned above, the most recent best-performing approaches for large-scale
PubMed indexing integrate more methodologies and techniques. Therefore, the proposed
HDNN, combined with other approaches, can further improve the results obtained in this
complex task. This paper extends and improves the research previously presented in [22],
first integrating the BioBERT model [18] (a BERT model pretrained on a very large scien-
tific biomedical article collection extracted from PubMed) within the HDNN architecture;
moreover, it extends and more deeply investigates the preliminary experiments previously
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presented. Finally, it provides a more accurate analysis of the performances of the proposed
architecture, especially in terms of the depth of the label hierarchy.

This paper is structured as follows: The next Section 2 is devoted to a review of
the most recent related works in the fields of integrating external knowledge into DNNs,
hierarchical text classification, and PubMed large-scale indexing. In Section 3, the details of
the methodology are described, and in Section 4, the experiments and results are illustrated
and then discussed. Section 5 concludes the paper and presents some possible future works.

2. Related Works

Some interesting approaches to integrating prior knowledge have recently been pre-
sented in the literature. The work of [9] proposed a graph convolutional network that fuses
external knowledge related to sentiment lexicon and part-of-speech information, with the
purpose of improving the sentiment classification task. In detail, the authors exploited an
external sentiment lexicon specifically developed for this purpose and used it to calculate
a sentiment score for each word of the sentences of the dataset, building in this way a
sentiment score matrix that weights the most important words for sentiment classification.
The idea is to use this lexicon to compensate for the fact that the syntactic dependency
trees cannot usually capture edge labels. Their experiments confirmed the effectiveness
of the proposed model and also verified that the integration of external knowledge can
support aspect-based sentiment analysis. In [8], the authors proposed a model to capture
and exploit global dependencies among these sentences based on a graph neural network.
Specifically, they first represented the input sentences as a graph, including various rela-
tions (entity–entity, sentence–sentence, and entity–sentence) to increase the information
represented in the graph. After that, they introduced a graph recurrent network, which
learns the semantic representations of the sentences. The experimental assessment showed
significant performance improvements over the existing state-of-the-art models.

The research presented by [23] proposed to leverage preexisting class hierarchies, such
as WordNet, to integrate additional domain knowledge into a DL classifier. They fitted
the hierarchy of the classes into a probabilistic model and then derived a novel encoding
of the labels and a corresponding loss function. Experiments on ImageNet and NABirds
confirmed the effectiveness of this method.

In [24], a model named KHGCN is proposed, which is able to learn the entity rela-
tionship in the knowledge graph, removing the noisy information at the same time. This
model is devoted to a personalized recommendation system. In detail, it extracts node
embeddings in graphs and learns its hierarchical structure, also introducing an attentive
mechanism to strengthen the knowledge graph aggregation. The experiments validated
this on real-world datasets, demonstrating its effectiveness.

The authors of [25] presented a method for incorporating a label hierarchy into a
DNN architecture, reproducing the same hierarchy in the neural network topology, to
improve multiclass text classification tasks. In detail, the authors proposed an architecture
named HDLTex, whose parent and child layers are connected following the exact topology
of the hierarchical set of labels. The authors tested this method on a dataset composed of
papers indexed on Web Of Science, comparing the results obtained by different combina-
tions of neural network architectures (DNN, CNN, RNN) as nodes of the HDLTex model,
demonstrating that this method can outperform baseline systems.

The idea of incorporating hierarchical class relations into a neural network has also
been investigated by [26], where the authors applied a structured learning procedure
incorporating hierarchical information using the labels, in addition to hierarchical distance,
to successfully improve subpopulation shift modeling. The authors of [27] proposed a
Topic-aware Hierarchical Multiple Attention Network for a hierarchical text classification
model based on multihead self-attention integrated with convolutional filters to the end of
capturing long-range dependencies. Moreover, this model also combines topic distributions
generated by (LDA) Latent Dirichlet Allocation with sentence-level and document-level
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inputs in a hierarchical architecture. The experimental results prove that this approach
improves on the current state-of-the-art hierarchical models.

The application of DL to the medical domain can support the analysis of huge doc-
ument collections but must face several problems, such as data acquisition, conservation
and exchanging, imbalanced datasets, the need of explainability of the models, quality
assurance, privacy preservation, respect of local laws, and other ethical issues [28].

The article presented by [29] describes a BiLSTM deep learning model based on a
decision tree combined with a data balancing strategy, with the purpose of supporting
automated diagnosis tasks from the analysis of questionnaires, also ensuring a secure data
exchange between patients and their medical teams. The model also adopts a preliminary
data preprocessing module, based on classic balancing algorithms to prepare the data for
the network training to overcome imbalanced dataset issues. This issue has been also con-
sidered by [30], who proposed a DL method based on CNN combined with SMOTE to the
end of effectively handling imbalanced data related to breast cancer. Their results demon-
strate that this approach sensibly improves the binary classification of imbalanced datasets.

In [31], the XMTC task is tackled by a hybrid approach, which leverages two stages.
The first one is devoted to the retrieval task and exploits two approaches, a Point Mutual
Information method and a Unified Label-Semantic Embedding method, to the end of ex-
tracting hundreds of candidate labels from a huge label set. Then, the latter stage performs
a ranking task, using a model based on a pretrained Transformer architecture, which is
capable of distinguishing the true labels from the candidate ones and also providing an ex-
plainability mechanism. The experimental assessment showed performance improvements
over the state-of-the-art methods.

The authors of [32] introduced a hierarchical Transformer-based architecture, specif-
ically designed for the automatic diagnosis of eye diseases in textual ophthalmology
electronic medical records. The proposed model includes a hierarchical Transformer archi-
tecture that learns the contextualized representations of each sentence in each document of
the dataset, recognizing through an attention-based predictor the diagnosis parts of the
documents and effectively extracting the required information related to the diseases.

The main difference between the proposed method here and the previously presented
related works is the possibility of reproducing the hierarchical structure directly into the
neural network architecture, dynamically adapting with any label hierarchy and also
introducing prior knowledge into the neural network.

3. Methodology

The proposed HDNN for XMTC task is based on a neural network topology designed
to reproduce the same hierarchical structure of the label set. To this end, we defined a
recursive algorithm that automatically builds the network topology by iterating a basic
DNN block, which corresponds to each node of the label hierarchy. In addition, we also
exploited a methodology to expand the labels of each sample document of the training
set, adding all missing ancestors in the label tree and obtaining a more consistent training
dataset. In this section, the details of both these methods are described.

3.1. Hierarchical Deep Neural Network

The main purpose of the proposed methodology is the automatic creation of a DNN
topology whose structure and interconnections reproduce the label hierarchy. To this
end, a recursive algorithm is defined. This algorithm iterates basic neural network blocks,
connecting them to each other following the label hierarchy, creating, as a result, the schema
depicted in Figure 1. As shown in the figure, the nodes of the HDNN can be classified into
three main groups:
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• Preprocessing node: Where textual data in the input are converted into a word-embeddings-
based representation (the green ones in the upper left part of the figure);

• Internal node: A DNN basic block whose inputs are word-embeddings-based and the
classification result is obtained as the output of its parent node. In the same way, its
output is connected in input to the corresponding children node;

• Root Node: A special internal node that corresponds to the root of the hierarchy. It
differs from the other internal nodes because its input is directly and only connected
to the output of the preprocessing node.

Figure 1. Schema of the internal architecture of an HDNN: The green blocks represent the mapping
of the text into its own encoded version, provided to the root and all internal nodes (red arrows). The
black arrows represent the outputs of each node, connected to the internal nodes of the next hierarchy
level. The outputs of these nodes are also used to build the final classification output classes (depicted
as colored arrows).

The preprocessing nodes create an encoded-word representation, exploiting static or
dynamic word embedding models [2,33], exploiting in both cases models pretrained on
biomedical document collections, to improve the final results [18,34]. The word vectors
that represent the words of a document in input are extracted and then concatenated
and convoluted in the block named Initial Feature Processing, producing a set of features
extracted from the text representation, and sending it to each node of the HDNNs.

Figure 2a,b shows the details of the latter two aforementioned node types. These nodes
have two main purposes: (i) specializing the features extracted for the corresponding level
of labels in the hierarchy tree and (ii) predicting the classes and providing this information
to their children nodes, in addition to the final complete prediction. The internal blocks
of these nodes include a CNN layer, whose inputs are the results of the preprocessing
block, followed by max-pooling and flattened layers; only in the case of internal nodes, the
flattened output is concatenated with the output coming from its father node. Finally, the
last layer is a dense fully connected layer devoted to label classification. As mentioned, the
prediction is also sent to the children of that node in the topology. In summary, the nodes of
one level specialize and extract the features for the same level of the hierarchy and provide
as output the classifications, which are used as input by their corresponding children nodes.
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The only structural difference between the root node and the internal nodes is that the latter
concatenates the output of other directly connected internal nodes with the output of their
own convolution layer. Furthermore, the convolution layer of the root node has a higher
number of filters in order to capture more information at the top level of the topology.

(a) (b)

Figure 2. In (a), the Root Node Structure is depicted. The node inputs the encoded text (red input),
which is processed using a CNN-dense internal structure. The result is the prediction of the first-level
node children (black output). In (b), the Internal Node Structure is represented. The node takes in
the encoded text (red input) and its parent node prediction (black input). The result is the prediction
related to the subclassification problem corresponding to the node children (black output).

The topology of the HDNN can be fully automatically generated by iterating the
aforementioned basic blocks, reproducing the same exact structure of the hierarchical
graph of the labels. To this end, we specifically defined a recursive algorithm, whose
details are shown in the next pseudocode in Algorithm 1. The pseudocode implements
a recursive function whose input is the representation of the hierarchical label tree; the
algorithm iterates the internal node layers blocks, connecting each node with both input text
representation and all other children nodes, following the same structure of the hierarchy
of the labels, obtaining in this way the architecture represented in Figure 1. The proposed
algorithm can be used in any case where a predefined known hierarchical label structure is
defined, allowing for the automatic network topology generation starting from the basic
internal elements and the representation of the label hierarchy.

Algorithm 1 Pseudocode for HDDN generation

1: function MAKEMODEL(TREE, X1, X2)
2: while tree : do
3: children = tree.getChildren()
4: if len(children)! = 0 then
5: x2 = node(x1, x2, len(children))
6: out = concatenate(out, x2)
7: for child in children do
8: makeModel(child, x1, x2)
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3.2. Hierarchical Label Set Expansion

In real-world applications, it often happens that domain experts manually tag docu-
ments with labels belonging to a hierarchy without considering all the labels along a full
path. In other words, a label set consistent with the hierarchy should be formed with all
ancestors of each label in the corresponding tree, starting from the root. Manual tagging
has mainly summary and indexing purposes and, thus, a more compact label set that does
not consider all the labels along a whole path of the tree can better synthesize the document
content. On the other hand, a machine learning (ML) system trained with a dataset with
incomplete labeling in the perspective of the hierarchy can lead to unpredictable results.
PubMed is an example of such a document collection: each manually assigned label belongs
to a hierarchically organized set (MeSH), and the documents are not labeled with all the
classes lying along the tree path formed by all the ancestors of the classes used as labels.

To improve the performances of machine learning systems trained on datasets like the
ones described above, we proposed a methodology for the automatic expansion of the label
set of each sample document of the training set, which adds any missing class along the
hierarchy path for each label. We called this methodology Hierarchical Label Set Expansion
(HLSE) [12]. Several experiments performed in previous studies confirmed the utility of
the HLSE for the classification task, improving the final results. Moreover, considering
the hierarchical network topology of the HDNN, it is necessary to include all the labels
to reproduce a standard topology for each possible depth without missing some classes
along the label set path. Therefore, it is necessary to apply the HLSE to all documents of
the training set and test set before creating the corresponding HDNN when the data miss,
in some cases, some labels along the hierarchy.

To better explain the HLSE, it is also important to describe more in detail the MeSH
hierarchical tree. As mentioned above, the MeSH is a thesaurus provided and constantly
updated by the NLM (National Library of Medicine), whose terms are hierarchically
organized and controlled, as well as encoded with an alphanumeric code. The MeSH
vocabulary is specifically designed to support the indexing of the biomedical scientific
literature in PubMed, MEDLINE, and in the other NLM databases, as well as of any
document belonging to the same area.

The MeSH terms are structured as 16 hierarchical trees, each one identified by a letter.
These hierarchical trees have different levels, which include one or more subheadings,
identified with their name and a numerical code, which starts with the same letter as
their root node. Each deeper level in the same branch adds another numerical code to
the higher-level code, separated by a period. Figure 3 shows an example of a part of
this tree structure (the MeSH hierarchy is available and can be interactively browsed at
https://meshb.nlm.nih.gov/treeView (accessed on 5 December 2023)) starting from the
tree Diseases [C], with the corresponding class names and codes.

The colors of the blocks in Figure 3 can help us better clarify the issue that HLSE
addresses, as well as better illustrate how it works. The right part of Figure 3 shows the full
path from the root to the leaf Edema, Cardiac, also including both class names and MeSH
codes (the code of the leaf is [C14.280.434.482]).

Usually, the MeSH tagging of the documents in PubMed does not include the full path,
as shown in the Figure, but only some parts of it. For example, a human expert could tag a
paper whose main topic is cardiac edema with the leaf Edema, Cardiac [C14.280.434.482]
and another more generic label from a higher level, such as Cardiovascular Diseases [C.14]
(in light blue in the figure). The expert could omit the other labels depicted in orange in
the figure, namely Diseases [C], Heart Diseases [C.14.280], and Heart Failure [C.14.280.434],
considering them unnecessary. While these missing labels might not be very useful for a
human user, conversely, they could be very important in the training phase of a supervised
machine learning model. If other papers on cardiac edema are tagged with the leaf Edema,
Cardiac [C14.280.434.482] but with different labels along the hierarchy path, there will be
high variability in the labels of documents with a very similar topic, making the correct
training of an ML classifier very difficult.
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Figure 3. Example of a part of the MeSH label tree hierarchy that shows the full path from the root to
the leaf Edema, Cardiac.

The HLSE has the purpose of removing this kind of noise from the training set,
adding any missing label along the path from the root to each lower-level leaf in the
labels of each document. Therefore, in the example in Figure 3, the labels in orange are
added to the classes of that document. In this way, all the samples of the training set
will have more uniform labeling. The drawback is an increase in the number of labels
per document, but it was already demonstrated in [22] that this additional information
improves hierarchical classification.

4. Experimental Assessment and Discussion

In this Section, we first describe the details and the features of the datasets used in the
experimental assessment. Then, we illustrate the tools required to implement the proposed
methods and the hardware used in the experiments. Then, an overview of the multilabel
measures is provided, distinguishing flat and hierarchical measures. Finally, the obtained
results are shown and discussed to try to investigate the behavior of the proposed HDNN
in improving hierarchical classification when applied to the PubMed large-scale indexing
XMTC problem.

4.1. Dataset

The experimental assessments have been performed on a subset of PubMed abstracts.
We exploited the big data architecture described in [35] to download and extract from
PubMed a collection of 11, 075, 577 abstracts, including the corresponding titles and their
MeSH labels. Each document is tagged with a variable number of MeSHs, which currently
counts more than 30,000 different labels. We also processed the labels of each document
before applying HLSE (see Section 3.2) to complete the hierarchical label set of each docu-
ment. It is important to underline that the same MeSH could be located in more branches
of the tree, making the number of nodes of the tree higher than the total MeSH number, as
shown in Table 1, obtaining 57,859 nodes after the use of the HLSE on the dataset. The au-
tomatic classification of a text collection with the above-described features is a hierarchical
multiclass multilabel problem, as defined in Section 1. The dataset has been divided into a
training set and a test set, respectively, randomly selecting 99% and 1% of the documents.

To simplify this complex problem, we decided to consider a maximum tree depth equal
to five, substituting all the MeSHs that belong to a deeper level of the original hierarchy
with the corresponding ancestor of the fifth level. In this way, we obtained 23,255 different
tree nodes, distributed as shown in Figure 4, where it is possible to observe that a very high
number of nodes have few children and very few nodes have more than 90 children. We
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evaluated the average number of children per node to be 5.18, with a standard deviation
of 7.30.

Figure 4. Distribution of the number of nodes per children node.

Table 1 summarizes the details of the datasets, showing the number of nodes, the
average number of labels per document, and the average number of documents per label,
and it compares these parameters considering a tree depth reduction to five and the original
dataset with all levels, applying in both cases the HLSE.

Table 1. Dataset statistics: L is the number of tree nodes, L* is the average labels count per document,
and Lo is the average documents count per label.

MeSHDepth L L* Lo

5 23,255 39.18 18,740.05

All 57,859 50.57 19,614.76

The automatic classification of PubMed articles is included in the tasks of BioASQ (http:
//bioasq.org/ (accessed on 5 December 2023)), a research challenge on biomedical semantic
indexing and question answering. A discussion of the experimental results can provide
further details for improving the BioAsq results [13] and solving large XMTC problems.

4.2. Word Embedding Models

We tested two different embedding models to represent the input text. The first
one is a classical static word embedding model [33] pretrained on a large biomedical-
domain corpus formed by abstracts from PubMed articles, which is also provided as an
additional resource for the BioASQ challenge (the model is publicly available at http:
//bioasq.org/news/bioasq-releases-continuous-space-word-vectors-obtained-applying-
word2vec-pubmed-abstracts (accessed on 5 December 2023)). The latter model, namely
the BioBERT model [18], leverages the dynamic word embedding representation extracted
from a biomedical BERT model pretrained on a corpus formed by PubMed abstracts and
PMC full-text articles, in addition to general-domain English Wikipedia and BooksCorpus
data. The features of these models and the corresponding pretraining corpora details are
reported in Tables 2 and 3.
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Table 2. BioASQ word embedding features.

Vector Size
Training
Algorithm

Window Size
Training Set
Size

Vocabulary Size

200 CBOW 5 10,876,004 1,701,632

Table 3. BioBERT features.

BERT Model Training Corpus Word Count Biomedical Domain Corpus Word Count

BERT-large-cased ≈21.3 Billion words ≈18 Billion words

4.3. Tools and Hardware

Focusing on the tools used for the implementation and execution of the experimental
assessment, the preprocessing phase (tokenization and sentence splitting) was performed
using Apache Spark and Stanford CoreNLP wrappers for Spark (https://github.com/dat
abricks/spark-corenlp (accessed on 5 December 2023)). The obtained NLP preprocessed
text is the input of the word embedding layers, which converts the words into a vectorial
representation. For this purpose, we used the Gensim Python library [36] version 4.2 in
the case of static word embeddings, while we adopted the Hugging Face Python library
(https://huggingface.co/ (accessed on 5 December 2023)) to obtain dynamic embeddings
from the BioBERT model, providing a whole sentence as input.

The proposed HLSE and HDNN algorithms were also implemented in Python. In
detail, we exploited Keras (https://keras.io (accessed on 5 December 2023)) version
2.11, with Tensorflow 2 backend for the definition, training, and testing of the HDNN.
Moreover, the implementation requires the pyTree library, which provides a list-derived
tree structure for Python, which is exploited to represent the label hierarchy. Finally, the
Numpy, Pandas, and Pickle libraries were required to run the code. We underline that
the code is publicly available on SoBigData research infrastructure (the code is publicly
available at https://data.d4science.net/RgXa (accessed on 5 December 2023)).

All the experiments were performed on a deep learning cluster based on an IBM
Power9 architecture, where each node was equipped with 2 Power9 CPUs at 3.7 GHz,
512 GB of RAM and 4 Nvidia Tesla V100 GPUs with 16 GB of dedicated VRAM. The oper-
ating system is Red Hat Enterprise Linux Server release 7.6. The current implementation of
the HDNN runs on a single node and on a single GPU (the parallel implementation is not
ready yet).

4.4. Evaluation Metrics

Different evaluation measures for multilabel text classification were proposed in the
literature. These measures can be grouped into two classes: flat and hierarchical [37]. The
flat measures base evaluates each single result obtained for each label in terms of Precision
Pi, Recall Ri, and F1 score Fi for each class ci, which equals

Pi =
tpci

tpci + f pci

; (1)

Ri =
tpci

tpci + f nci

(2)

Fi =
2 · Pi · Ri
Pi + Ri

(3)

where tpci , f pci , and f nci are, respectively, the true positives, false positives, and false
negatives of the class ci. These values are then averaged, obtaining the measures for the
text classification task. The microaverage, which gives equal weight to each per-document
classification result [38], is obtained by averaging over all labels each member of the fraction
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of the previous equations, respectively, obtaining the micro-Precision MiP, micro-Recall
MiR, and micro-F1 MiF, defined as

MiP =
∑L

i=1 tpci

∑L
i=1(tpci + f pci )

(4)

MiR =
∑L

i=1 tpci

∑L
i=1(tpci + f nci )

(5)

MiF =
2 · MiP · MiR
MiP + MiR

(6)

with L equal to the total class number.
To complete the flat-measure-based evaluation, Accuracy Acc must be considered,

which is calculated as

Acc =

M
∑
i=i

tpi+tni
tpi+t fi

+ fpi+ fni

M
(7)

where tni are the true negatives for the class ci.
Another flat measure is the example-based metrics, which evaluate bipartitions cal-

culated on the average differences in the true label and the predicted label sets over all
examples of the evaluation dataset. If we have a dataset with M multilabel examples and if
Yi, i = 1 . . . M is the set of true labels for each example and Zi is the set of predicted labels
for ith example, the example-based Precision, Recall, and F1 score, respectively, indicated
as EBP, EBR, and EBF, are defined as

EBP =
1
M

M

∑
i=i

|Yi ∩ Zi|
|Zi| (8)

EBR =
1
M

M

∑
i=i

|Yi ∩ Zi|
|Yi| (9)

EBF =
1
M

M

∑
i=i

|Yi ∩ Zi|
|Yi|+ |Zi| (10)

The EBP metric estimates how many predicted labels for the ith example are correct,
while the EBR estimates the number of assigned labels correctly retrieved; EBF combines
both measures for a global evaluation.

Furthermore, when the classification problem has a hierarchically organized label set,
it is also possible to adopt the hierarchical measures that consider the label hierarchy in
the classification results, taking into account the full path of the exact concepts in the class
hierarchy and measuring whether parts of the path have been correctly classified. The
definition of hierarchical measures is based on the augmented set of the true and predicted
classes, respectively, Yaug and Ŷaug, which are equal to

Yaug = Y ∪ An(y1) ∪ · · · ∪ An(yN) (11)

Ŷaug = Ŷ ∪ An(ŷ1) ∪ · · · ∪ An(ŷM) (12)

where An(yn) and An(ŷm) are the ancestors of the true and predicted classes.
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Starting from them, it is possible to define the hierarchical Precision, Recall, and F1
score (called HiP, HiR, and HiF). These measures consider the classifications result of a
single document as a subtree path in the hierarchy as

HiP =
|Ŷaug ∩ Yaug|

|Ŷaug|
(13)

HiR =
|Ŷaug ∩ Yaug|

|Yaug| (14)

HiF =
2 · HiP · HiR
HiP + HiR

(15)

The Yaug and Ŷaug identify two subtrees, respectively, representing the path of the
true classifications and the path of the predicted classifications. The intersection of these
two subtree paths is their similarity. Therefore, the HiP is the ratio between the subtree
intersection and the predicted classifications paths, and the HiR is the ratio between the
intersection and true classifications paths.

Adding all the ancestors in the sets, as in the previous case, overestimates the error
if the hierarchy tree has nodes with many ancestors. To account for this behavior, the
LCA-based measures [13] were defined. These kinds of measures are based on the Lowest
Common Ancestor (LCA) concept from the graph theory [39]. The LCA(n1, n2) of two nodes,
n1 and n2, of a tree T is the node in T the furthest from the root that is an ancestor of both
n1 and n2. To obtain LCA-based measures, the LCA concerning the set of predicted classes
Ŷ for each class y in the set of true classes Y, called LCA(y, Ŷ), and LCA for the set of
true classes Y for each class ŷ in the set of predicted classes Ŷ, named LCA(ŷ, Y), must be
calculated as

LCA(y, Ŷ) = argmin
m

· γ(m, y) (16)

LCA(ŷ, Y) = argmin
m

· γ(m, ŷ) (17)

where γ(u, v) is the distance between the nodes u and v in the tree. Now, it is possible to
define two graphs Gt and Gp, respectively, formed by the shortest paths from each y ∈ Y to
LCA(y, Ŷ) and the shortest path from each ŷ ∈ Ŷ to LCA(ŷ, Y). Then, the set YaugL formed
by all the nodes in the graph Gt and the set ˆYaugL , which contains all the nodes in the graph
Gp, must be constructed. Finally, LCA Precision LCaP, LCA Recall LCaR, and LCA F1
score LCaF are defined as

LCaP =
|ŶaugL ∩ YaugL |

|ŶaugL |
; (18)

LCaR =
|ŶaugL ∩ YaugL |

|YaugL |
(19)

LCaF =
2 · LCaP · LCaR
LCaP + LCaR

(20)

In our experiments, whose main purpose is the contribution of the proposed HDNN
to the incorporation of the label hierarchy knowledge directly into the neural network, the
information provided by the hierarchical measures is very important.

4.5. Results and Discussion

In order to investigate the capability of the HDNN in incorporating the hierarchical
label knowledge into the neural network, we compared it with a classic CNN architec-
ture, such as the one described in [40], where the same CNN layers of the HDNN are
implemented but organized in a flat topology. In detail, considering that we simplified the
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problem using at least the fifth level of the MeSH tree in our experimental assessment, as
described in Section 4.1, each internal node corresponding to an element of the hierarchy is
formed by a cascade of two DNN layers (CNN and dense layers) for the two preprocessing
CNN layers in the Initial Feature Processing block (see Figure 1). In this case, it is possible to
estimate 17 layers for the deepest tree branch and 4 layers for the flat CNN architecture.

Tables 4 and 5, respectively, show the flat and hierarchical measures obtained with
a simple CNN architecture and the proposed HDNN approach, using static (WE) or
dynamic word embeddings (BioBERT). As expected, it is possible to note a performance
improvement in the case of the HDNN, in both terms of flat and hierarchical measures.
Moreover, the use of dynamic BioBERT-based embedding provides further improvement
compared with the classic static word embedding approach in the first layer of the neural
network. In more detail, the MiF and the EBF scores obtained by HDNN are, respectively,
improved by 24.7% and 30.8% in the case of static WE and by 23.7% and 35.8% using
BioBERT embeddings. Moreover, the increment in the HiF score is equal to 19.8% for
HDNN WE and 35.9% for HDNN BioBERT. The higher impact of the HDNN is obtained in
terms of LCA-based hierarchical measures: the LCa-F improves by 58.6% when static WEs
are used and by 65.2% when exploiting the BioBERT model to encode input text.

In summary, the HDNN obtains improvements in overall performances in terms of
all the considered measures (with the slight exception of HiP for HDNN WE, probably
caused by the overestimation of the error provided by this measure in the case of nodes
with many ancestors). More importantly, the results show a significant increment in the
case of LCA-based hierarchical measures. The information related to this score considers
the correct classification of the label hierarchy, giving a higher weight in the case of the
assignment of a label that lies in the same hierarchy path. This behavior demonstrates that
the HDNN is able to assign more correct labels with respect to a flat CNN architecture, but
in many cases, other labels, although not originally included in the manual annotation,
could be a reasonable assignment. The next examples can better clarify this result.

Referring to Figure 3, if a document related to cardiac edema is tagged with the label
Heart Failure (the higher-level label in the hierarchy path), a flat measure will consider this
result completely wrong, while the hierarchical measure will suggest that the result is not
perfect but a good result. For our purposes, this information is very important because an
improvement in the hierarchical measures shows that the neural network has improved
the correct classification of the labels along the hierarchy path, demonstrating that some
information about the hierarchy has been embedded within the HDNN.

More in detail, considering as an example a paper from the dataset, the article Myocar-
dial Edema: A Translational View has been manually tagged with several MeSHs by NLM
human experts (for simplicity, we focus on a single example). Among them, there is the
label Cell Enlargement [G07.345.249.410.500]. The flat DNN architectures were not able
to correctly predict it. On the other hand, the HDNN BioBERT, although it also did not
find this label, identified a set of ancestors of this MeSH, namely Physiological Phenomena
[G07], Growth and Development [G07.345], Growth [G07.345.249], and Cell Growth Processes
[G07.345.249.410], which is the father node of the correct label. Analyzing the content
of the paper, all these labels would not be considered wrong by a human annotator, as
they are related to the topics of the scientific article. More importantly, the Cell Growth
Processes [G07.345.249.410] MeSH is semantically very similar to its child Cell Enlargement
[G07.345.249.410.500]. In summary, the HDNN approach suggested a set of possible correct
candidate labels, and, moreover, these labels lie in the same tree of the correct MeSH,
providing, as expected, an increment in hierarchical scores.

The obtained results demonstrate that the HDNN can support the integration of innate
information and prior knowledge into a DNN and can be used to improve the performance
in complicated tasks like XMTC.

22



Appl. Sci. 2023, 13, 13117

Table 4. Performances of HDNN and CNN with static and dynamic embeddings in terms of
flat measures.

Test
FLAT Measures

Acc EBP EBR EBF MiP MiR MiF

CNN WE 0.1353 0.7528 0.1398 0.2324 0.7522 0.1336 0.2268

CNN BioBERT 0.2344 0.7828 0.1619 0.2684 0.7810 0.1592 0.2644

HDNN WE 0.1719 0.7578 0.1828 0.2894 0.7578 0.1739 0.2829

HDNN BioBERT 0.3015 0.8213 0.2187 0.3453 0.8191 0.2041 0.3270

Table 5. Performances of HDNN and CNN with static and dynamic embeddings in terms of hierar-
chical measures.

Test
Hierarchical Measures

HiP HiR HiF LCa-P LCa-R LCa-F

CNN WE 0.7839 0.1635 0.2665 0.5530 0.0738 0.1273

CNN BioBERT 0.8117 0.1775 0.2899 0.5824 0.1113 0.1819

HDNN WE 0.7820 0.2052 0.3194 0.6350 0.1239 0.2020

HDNN BioBERT 0.8229 0.2573 0.3941 0.7177 0.1944 0.3005

On the other hand, a limitation of the proposed approach is related to its high compu-
tational time. The training time required in our experiments is approximately three days
for each model, while the prediction on the test set and the calculation of the evaluation
measure need approximately 15 min. The flat CNN model requires approximately 1 h to be
trained on the same dataset and a few minutes for the prediction task. More in detail, we
measured the training times of both flat CNN and HdNN approaches, observing in the case
of HDNN 15,000 s for each epoch formed by 100,000 document samples, whereas the CNN
training time for the same epoch is about 100 s, using the hardware described in Section 4.1.
The HDNN training time is very high, especially if compared with the other flat CNN
architecture, although both network topologies are characterized by a comparable number
of parameters: 40,079,550 in the case of CNN and 45,194,480 in the case of HDNN. The very
high training time of the HDDN is caused by the complexity of the graph topology, where
a large number of interconnections among all the nodes are involved in reproducing the
label tree structure. Moreover, each internal node of the HDNN has to wait for the outputs
of its ancestor nodes before proceeding to execute forward and backward passes during
the Stochastic Gradient Descent of the training of the model.

We compared the training time of a CNN and an HDNN with an increasing depth of
labels in the training set for a deeper analysis of this behavior. We observed a comparable
training time for CNN and HDNN in the case of labels belonging only to the first layer of
the hierarchy. On the other hand, the training time of the HDNN increases in an exponential
way at each deeper level of the hierarchy we included in the training set, while the CNN
does not show substantial increases in training time.

5. Conclusions

This paper presented an innovative deep learning network architecture based on
a hierarchical structure, named Hierarchical Deep Neural Network (HDNN), specifically
devoted to the hierarchical XMTC problem. The topology of the HDNN reproduces
the same hierarchical structure of the labels. This general concept can be applied in all
multilabel classification problems where the labels are organized in a hierarchical structure.

After an introduction to the problem and a related works section, we described
the details of the HDNN and a methodology for the automatic creation of this DNN,
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starting from the label hierarchy structure, based on a recursive algorithm that iterates
basic DNN blocks. We also defined a method for the regularization of the training set,
named Hierarchical Label Set Expansion (HLSE), which adds to each document label set
the corresponding ancestors if they are not present, obtaining a training set consistent with
the predefined hierarchy.

The experimental assessment focused on the automatic labeling of the biomedical sci-
entific literature indexed in PubMed, which adopts the MeSHs (Medical Subjects Headings)
hierarchical label set. The obtained results can be useful for the improvement of the large
biomedical indexing task, integrating it in more complex methodologies, as proposed by
the most recent methodologies in the BioASQ distributed challenges [13–16], which usually
integrate more methodologies to obtain state-of-the-art performances.

A limit of the proposed methodology is its high computation time, mainly required
to update the network weights, caused by the need to wait for the complete update of
the upper layers’ weights before the calculation of the corresponding children nodes’ new
neural network weights. This issue can be addressed by adopting more powerful GPU
architecture, such as the newer Nvidia H100 architecture, as well as implementing a parallel
version of the HDNN training routine, capable of distributing the computational complexity
among different nodes and GPUs. We envisage the development of a parallel version of the
HDNN code as a future work. A possible strategy for the parallel implementation includes
the development of a multi-GPU code, which runs each internal node of the same level
of the HDNN on separate GPUs in parallel. Another possibility is to adapt some GNN
parallel approaches, such as the ones proposed in [41–43], allowing better exploitation of
the features of modern multi-GPU hardware architectures.

On the other hand, the results obtained in our experiments show performance im-
provements, especially in the cases of hierarchical measures. These results confirm that
the HDNN is capable of improving the correct classification of the hierarchy of the
assigned labels.

In future work, in addition to the parallel implementation of the code, we are planning
to perform more complex experiments with more depth classification cases. We also
want to formalize the network complexity correlated to the number of connections and
parameters and the network depth to better define the problem and analyze its complexity.
We are also studying methods to reduce the complexity of the network by changing the
interconnections of the layers and adopting alternative training strategies. We are also
planning new experiments considering different kinds of internal nodes of the HDNN, such
as attention-based networks and other DNN architectures. Finally, given the complexity
involved, we are also considering evaluating how this methodology can fit the newest
context of quantum computing [44].
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Abstract: This study introduces an innovative Problem-Based Learning (PBL) methodology to
enhance the teaching of Android programming, focusing on addressing nutritional challenges.
Conducted within the Computer Science degree at the University of Deusto, this research engages
third-year students in developing applications aimed at improving access to nutritional knowledge.
The novelty of this approach lies in its integration of advanced programming concepts with practi-
cal application development, fostering a deeper understanding and engagement among students.
The applications enable users to access detailed nutritional information from open-access food
databases, catering to individuals with specific dietary constraints. Preliminary results indicate a
significant improvement in student engagement and learning outcomes compared to traditional
teaching methods, underscoring the potential of this methodology in fostering future researchers
and advancing educational practices in computer science. This research contributes to the field by
demonstrating the efficacy of combining PBL with application development in enhancing learning
experiences and outcomes in programming education. Our findings not only contribute valuable in-
sights into the unique challenges and motivators associated with Android programming but also pave
the way for tailored educational strategies that can optimize the learning experience in this domain.

Keywords: action research; active learning computing education; cross-disciplinary skills; engagement;
nutrition; project-based learning (PBL)

1. Introduction

The evolution of educational methodologies is pivotal in cultivating the future re-
searchers and innovators of tomorrow [1,2], necessitating a relentless pursuit of innovative
and effective teaching approaches [3–5]. This investigation is at the forefront of educa-
tional innovation, introducing a novel Problem-Based Learning (PBL) methodology to
instruct Android programming, merging it with practical and socially relevant challenges
in human nutrition.

Conducted within the structured environment of the programming lectures at the
University of Deusto, this study involves third-year students enrolled in the Computer Sci-
ence degree. The setting and the demographic are crucial in understanding the impact and
the applicability of the introduced methodology, which focuses on an immersive learning
experience. The proposed methodology challenges students to be active participants in
their learning journey, developing Android applications that address pressing nutritional
problems, a growing concern in today’s health-conscious society [6]. This methodology
not only deepens the comprehension of intricate programming concepts but also nurtures
critical and reflective thinking and practical problem-solving skills, elements that are indis-
pensable for budding researchers [7,8]. As argued in these investigations, it is necessary to
establish a challenging learning atmosphere that enables students to acquire new knowl-
edge, skills, and competencies. To this aim, alternatives for increasing student engagement
far beyond traditional and inflexible teaching approaches must be offered in the classroom.
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The applications conceptualized and developed during this research endeavor are de-
signed to augment access to nutritional knowledge. They specialize in delivering detailed,
user-specific nutritional information sourced from reliable, open-access food databases.
This feature is a boon for individuals with specialized dietary needs, enabling them to make
informed dietary choices, a need that is increasingly becoming paramount in our diverse so-
cieties [9]. The initial outcomes of this research are promising and indicative of a substantial
enhancement in student engagement and learning outcomes, a significant stride compared
to the outcomes of conventional, more rigid teaching methodologies. These encouraging
findings accentuate the transformative potential and the versatility of amalgamating PBL
with practical application development in the realm of programming education.

By intertwining advanced programming with real-world application development,
this study makes a contribution to the evolving landscape of educational methodologies
in computer science. It underscores the imperative of incorporating practical application
and real-world problem-solving in the learning process, a strategy that is corroborated
by several studies investigating meaningful learning [1,10]. The primary objective of this
investigation is to methodically measure and analyze student engagement levels in An-
droid programming, particularly within the initial stages of their developmental journey.
While numerous studies have explored the broader realm of programming engagement [11],
our research stands distinct in its sharp focus on Android-specific development.
Our findings not only contribute valuable insights into the unique challenges and mo-
tivators associated with Android programming for beginners but also pave the way for
tailored educational strategies that can optimize the learning experience in this domain.
This study, therefore, serves as both a diagnostic tool and a foundation for future pedagogi-
cal advancements in the field of Android development education.

In the application of the methodology, students work all semester long in an active
style, trying to investigate or respond to complex challenges. As a result, PBL is a challenge
not only for students but also for lecturers as it moves away from the more traditional
teaching practices. PBL implies a change of roles, work methodology, and evaluation
in which students actively form teams and face complex challenges. Moreover, PBL
invites students to identify what they should learn, to become involved in the search for
information, to define strategies to be used, and to agree on common solutions.

2. Detailed Context of the Problem

The contemporary landscape of education is witnessing a paradigm shift, with an
increasing emphasis on methodologies that transcend traditional lecture-based learning.
In this transformative era, the integration of Problem-Based Learning (PBL) [12] in teaching
Android programming emerges as a revolutionary approach, addressing the multifaceted
challenges in human nutrition.

The problem’s context is deeply rooted in the growing complexities of nutritional
needs and the escalating demand for personalized dietary information [9]. Individuals
with specific dietary constraints often grapple with the inherent difficulty of accessing
appropriate and reliable nutritional information, a challenge that is accentuated by the
plethora of unverified and generic information available [13]. Problem-Based Learning
(PBL) thrives on real-world challenges that resonate with students, prompting them to
apply theoretical knowledge in practical scenarios. In this study, the choice of a problem
centered around healthy nutrition is particularly selected. Nutrition is a universal concern,
affecting every individual regardless of background or profession. By anchoring the PBL
experience in such a universally relevant issue, the study ensures immediate engagement
and relevance for the students. The intricacies of nutrition, with its myriad of variables like
calories, macronutrients, and micronutrients, provide a complex problem space ideal for
computer science solutions. This complexity pushes students to think critically, design al-
gorithms meticulously, and develop applications that are both functional and user-friendly.
The immediate societal implications of their solutions—potentially aiding individuals in
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making healthier dietary choices—add an additional layer of motivation and responsibility,
making the learning experience deeply personal and impactful.

The popularity of gluten-free and vegan diets has notably increased, with a 67% rise
in gluten-free diets in the United States since 2013 [14], and a growing adoption of vegan
diets, particularly in the Western world [15]. Table 1 summarizes the global prevalence
of vegetarian, vegan, and gluten-free diets, highlighting the increasing trend and varying
adoption across continents. The data indicates higher adherence to vegetarian diets in South
America and Asia, a significant preference for vegan diets in South America, and a common
observance of gluten-free diets in Asia, Oceania, and Europe. Overall, Table 1 illustrates
the extensive scope of nutritional care challenges, suggesting that PBL can effectively
address this widespread social issue by engaging students in real-world problem-solving.
Thus, applications developed are envisioned to be of use for the vast area of nutritional
information by making use of open access high-quality food databases. The challenge
is designed to automate food selection based on individual dietary constraints, thereby
empowering users to make informed and health-conscious decisions.

The significance of addressing this problem is multifold. It not only contributes to the
advancement of educational methodologies in computer science but also has profound
implications in the field of human nutrition and public health. By fostering a learning
environment that encourages the development of practical and socially relevant applica-
tions, this study aims to cultivate a generation of researchers equipped with the skills and
knowledge to address relevant social challenges. Adhering to a restricted diet is inher-
ently challenging, necessitating careful planning to meet daily nutrient requirements [9].
Suboptimal diets can diminish disease protection and pose health risks, especially for
those with mandatory restrictions due to allergies. Given the rise in dietary restrictions,
providing efficient tools to navigate food choices is crucial, as many products lack detailed
ingredient lists [13].

Table 1. Mean percentage population sticking to three well-known restricted diets (vegetarian, vegan,
and gluten-free) by continent.

Continent Vegetarian Mean % Vegan Mean % Gluten-Free Mean % Sources

Africa NA NA 0.5 [16]

Asia 11.4 3.85 0.8 [16,17]

Europe 5.9 1.9 0.8 [16,18,19]

North America 8.7 2.65 0.5 [16,20,21]

Oceania 4 2 0.8 [16,22,23]

South America 14.9 9 0.6 [16,24,25]

Although the nutritional challenge offers a unique blend of complexity and societal
relevance, the underlying principles of this PBL approach are highly generalizable to
other areas within computer science. The essence of PBL is to immerse students in real-
world problems, pushing them to apply, adapt, and extend their theoretical knowledge.
Whether it is developing AI algorithms for traffic management, creating cybersecurity
solutions for emerging threats, or designing user interfaces for e-commerce platforms, the
core tenets remain the same: identify a genuine problem, understand its intricacies, and
devise a solution using computer science principles. The nutritional challenge serves as a
testament to the adaptability of PBL, demonstrating that with the right problem selection,
students can be engaged, motivated, and equipped with skills that transcend the classroom,
preparing them for diverse challenges in the ever-evolving landscape of computer science.

Research Questions (RQ)

This investigation seeks to explore the intersection of innovative educational method-
ologies and practical application development, focusing on the domain of Android pro-
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gramming and its implications in human nutrition. The research is guided by the following
refined questions:

(RQ1) Innovative Learning Impact: How does the integration of Problem-Based Learning
(PBL) within Android programming lectures enhance the learning experiences
and outcomes of computer science students, compared to traditional instruc-
tional methods?

(RQ2) Application Development Engagement: To what extent does the development of An-
droid applications addressing real-world nutritional challenges engage students
and foster a deeper understanding of advanced programming concepts?

(RQ3) Practical Implications and Accessibility: How do the developed applications im-
prove access to reliable and personalized nutritional information, and what are
the implications of such improvements on individuals with specific dietary needs?

(RQ4) Educational Significance: How does the incorporation of real-world challenges in
teaching methodologies contribute to the advancement of educational practices
in computer science, and what is its broader impact on cultivating future re-
searchers?

(RQ5) Comparative Analysis: How do the learning outcomes and student engagement
levels compare between the courses implementing the PBL methodology and
those following classical approaches in teaching Android programming?

Each of these questions is designed to delve into different facets of the research, ex-
ploring the impact of the innovative methodology on learning experiences, the engagement
and understanding fostered by application development, the practical implications of the
applications developed, and the broader significance of integrating real-world challenges in
educational methodologies. By addressing these questions, this study aims to shed light on
the transformative potential of integrating innovative educational approaches with practical
application development in enhancing learning and addressing societal challenges.

The intended principal outcome is to show evidence of the application of PBL within
lectures on computer programming and how it can be combined with application develop-
ment in order to increase motivation in the classroom. PBL has the students learn, organize,
and solve challenges while students themselves remain responsible for their own investi-
gation and process of work. We propose to follow a series of milestones that incorporate
agile development during the semester. Through this work, we aim to show that the use
of PBL combined with application construction provides reliable evidence that a much
deeper understanding of computer programming is attained by students participating in
the challenge. The investigation also intends to evaluate if application development in
Android poses sufficient engagement for students. In terms of technology and accessibility,
the Google Android and Apple iOS markets have exponentially grown, reaching nearly
98% of the consumer market. As the relevance people currently put on healthy nutrition
and the expansion of mobile applications increases, it is one of our aims to determine to
what extent nutrition applications can be employed to set up challenging learning contexts.

3. Description of the PBL Method

To immerse students in a realistic software development project and to address the
outlined research questions, this study adopts the method delineated by Rohde et al. [6],
focusing on key performance indicators that assess the usability of food tracking applica-
tions from a user-centric perspective. This method is pivotal in evaluating the developed
applications’ efficacy in providing reliable and user-friendly nutritional information.

The cited study considers many of the popular food-tracking applications based on
traditional behavior theory components. We also take into account [26,27] for our internal
evaluation, which identified several aspects that should be offered by a food tracking
application in order to be useful: (i) whether the application offers general knowledge
and detailed information, (ii) whether the application implements cognitive strategies
(perceived benefits, perceived barriers, perceived risks and efficacy), (iii) whether the
application implements behavior strategies (monitoring capacity, realistic goal setting, time
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management, stimulus control, self-reward, social support, modeling or vicarious learning,
relapse prevention, emotion-focused strategies, stress management, and negative affect
management), and (iv), whether the application offers therapeutic interventions (skill-
building, increasing knowledge, and motivational readiness). The list of relevant items
identified in the mentioned categories is extensive, and so we summarize it in the following
comprehensible table (Table 2). The table enumerates the most relevant aspects from the
previously cited categories, which will be used to evaluate the applications developed by
student teams. At the end of the semester, the applications developed by students are
meticulously evaluated based on this comprehensive list of relevant items identified in
the aforementioned categories. These items serve as the benchmark to assess whether the
applications developed by student teams meet the desired outcomes in terms of usability,
reliability, and user engagement.

Table 2. Main characteristics for nutritional application evaluation considering behavioral strategies.

Level Category of Interaction Description

1 Information
or guidelines

Application provides primarily general information or data
that are not individualized.

2 Assessment Application asks the user for current behavioral practices or
use of strategies.

3 Feedback Application comments on the user’s current behavioral prac-
tices or strategies.

4 General assistance
Application offers non individualized suggestions about how
to change or apply a strategy that are not responses to any
assessment (Item 2) and do not require feedback (Item 3)

5 Individually
tailored assistance

Application has suggestions about how to change or apply a
strategy specifically tailored to the user

The proposed method also integrates traditional behavior theory components, em-
phasizing cognitive and behavioral strategies in order to to develop applications that
are not only informative but also conducive to promoting healthy dietary habits [26,27].
The applications are designed to offer general knowledge and detailed information and
implement various strategies such as monitoring capacity, realistic goal setting, time man-
agement, stimulus control, self-reward, social support, modeling or vicarious learning,
relapse prevention, emotion-focused strategies, stress management, and negative affect
management.

4. Learning Materials

Student teams were tasked with developing applications that consult multiple food
databases to retrieve detailed nutrient lists from food products, introducing the primary
innovation of the challenge. This involves integrating various micro-services of open-
access food databases, accessible via barcode scanning, a feature prevalent in health-related
applications [26]. This interface facilitates instant access to extensive food product data
and is a compelling functionality for students. Post-search applications are designed to
display detailed information or filter items based on user preferences, alerting users to
items matching their indicated preferences.

The investigation utilized several nutrient databases, including Open Food Facts, a
collaborative project providing comprehensive information on global food products, updated
daily under the Open Database License. FoodData Central, USDA’s integrated system, offers
extensive nutrient and food component data accessible via API or local download, allowing
third-party applications to analyze multiple food items. EDAMAN provides distinct API
functionalities, including the Nutrition Analysis API and the Food and Grocery Database
API, offering complete nutritional analysis and detailed nutrition facts for products. Lastly,
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EuroFIR collects detailed food product information for multiple countries, offering access to
a wide range of item descriptions through its Food Explorer API.

Application Use Cases

Applications developed by teams were required to offer a set of diverse functionalities,
including food product searches and detailed listing of nutrients. We also made an attempt
to have students focus development on usability by implementing an engaging user
interface based on a simple, ready-to-use experience. Some applications developed by
students require users to log in by creating a personalized profile (see Figure 1 (left)) in
which to define their specific conditions or restrictions (see Figure 1 (right)); this is how the
application is aware of not allowed nutrients and based on these personal preferences the
application sets its alarms when food searches are performed (see Figure 2 (left)).

Figure 1. Login screen (left) and restricted diet monitoring screen (right).

Figure 2. Alarm functionality (left) and main menu of the application (right).

Teams also implemented key functional aspects such as product analysis and detailed
search (application main menu can be seen in Figure 2 (right)). Search is performed through
queries, and queries contain some data that uniquely identifies an existing food product.
Once the query is done and a product is found, the application shows a detailed list of
nutrients for the given item (see Figure 3 (left)). The detailed list of the nutrients is expected
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to be sufficient in order to identify if a product is suitable or not for consumption. In case
the product is identified as unsuitable for consumption, the application shows the reason
why it has been discarded.

Figure 3. Food product search result (left) and barcode scanning functionality (right).

The majority of the students conducted the search process combining two different
approaches: on the one hand, through the scanning of barcodes (see Figure 3 (right)).
This process is performed by making use of the smartphone’s camera service. In this case,
the user is asked to point the camera to the food packaging label where the barcode is
usually placed, and the application automatically detects the label, launches a query to the
database systems, and displays its nutrients. On the other hand, students also implemented
product searches by matching names. Finally, student teams were also requested to consider
saving a logging history of consumed food products; this functionality can be used to keep
track of nutritional factors, such as consumed energy, fat, saturated fat, carbohydrates,
sugars, proteins, and salt (see Figure 4 (left)), and is also able to produce simple non-
personalized feedback according to predefined health statistics (see Figure 4 (right)).

Figure 4. Food product search result (left) and barcode scanning functionality (right).
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5. Participants and Workflow

Programming is a third-year first semester course in the Department of Informatic,
Electronic, and Communication Technologies at the University of Deusto (San Sebastian
faculty, Spain). The course introduces advanced elements of Java and Android program-
ming to students, such as memory usage, inheritance, polymorphism, lambda expression,
advanced data structures, thread management, and code optimization. The course provides
a deep understanding of what actually advanced programming is, and it is based on a
classical chalk-and-talk-style.

The course comprises four contact hours per week and an additional tutoring hour.
It has traditionally been delivered in a face-to-face descriptive format using a chalk-and-
talk style, aided by some laboratory programming assignments. The learning outcomes
of the course are that upon successful completion of the course, students should be able
to (i) identify, analyze, and define the significant elements of a computer program; (ii) use
one’s own experience and criteria in the analysis of requisites and design and build up a
more effective and efficient solution; (iii) understand the advanced principles of inheritance
and use it to design more solid and reusable architectures; (iv) formulate and describe
application requisites using Unified Modelling Language diagrams and identify and apply
an appropriate solving technique; and (v) define and apply good design patterns to solve
different problems considered difficult. Thus, individuals who graduate in computer
engineering are able to apply their knowledge to solve application development problems
in different areas related to information technologies, providing the most appropriate
solutions in each case. The main contribution of the subject of Computer Programming to
the degree in computer engineering is the resolution of application development problems
and the analysis and design of requisites based on existing requirements and applying the
precise criteria of effectiveness, efficiency, costs, and benefits involved.

The topic of computer programming is an important field within computer science
engineering. It is of great importance that computer engineers understand how appli-
cations are developed and how such processes are carried out in development teams.
Students in computer science can deal with moderately complex design architectures;
nevertheless, measuring real assessment of developed applications through questionnaires
is not currently performed.

Regarding the workflow, we describe the working timelines of student teams to
illustrate the main steps adopted and how these integrate within the semester course.
Within the agile development framework, each student team commits to delivering in-
cremental value to the end-product. Initially, student teams create the Product Backlog,
a prioritized list of features, enhancements, and fixes that form the product’s roadmap.
After discussing the roadmap with the lecturer, the cycle begins with Sprint, Planning, a
brainstorming session where teams select items from the Product Backlog to address in
the next sprint. A sprint is a designated time period during which students’ development
progress is evaluated. In this period, they collaboratively set the scope, breaking down
backlog items into manageable tasks. Throughout the sprint, teams engage in periodic
meetings or stand-ups with both group members and the lecturer. In these concise, time-
boxed meetings, members update on their current status, future plans, and any challenges,
ensuring transparency and rapid problem-solving. The practice comprised three sprints or
evaluation periods, each ending with a Sprint Review where teams present their completed
work to the lecturer. This is an opportunity to assess achievements, obtain feedback, and
plan for the next stages. For ongoing enhancement, teams participate in the Sprint Retro-
spective meetings, a session to reflect on successes, challenges, and areas for improvement
in upcoming sprints. Figure 5 summarizes the described workflow.
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Figure 5. Student team workflow diagram. Student teams realized a total of three sprints in which
they developed functionalities for their applications. Every sprint begins with a brainstorming session
and ends with a review meeting in which the work is evaluated. During the working timeline, there
were several scheduled meetings accompanied by the assistance of the lecturer.

6. Research Tools

The research tools employed in this study are meticulously selected to ensure the
robustness and reliability of the research outcomes. These tools are pivotal in evaluating the
developed applications and assessing the impact of the innovative teaching methodology
on student engagement and learning outcomes. In order to measure the students’ learning
achievements, we employ a variety of resources that are directly mapped to the original
research questions, which are: (i) the internal conclusions of the student teams, which
correspond to the intra-evaluation reports of the students extracted from assignments (RQ1,
RQ2, and RQ4), (ii) impressions of the lecturers throughout the semester (RQ1, RQ2, RQ4,
and RQ5), (iii) assessment of developed applications (RQ3), (iv) final lecture grades (RQ1
and RQ5), and (v) student engagement evaluation reports collected using questionnaires
by the University of Deusto (RQ1, RQ4, and RQ5).

6.1. Learning Achievements within Groups

The aim of the proposed problem has been non-trivial as it involved a full front-end
and back-end implementation of a nutritional Android application. On the one hand,
working in front-end development, students are able to focus on creating the user interface
and experience. Some positive aspects noted by students involving front-end development
include being able to see the resulting product immediately. Front-end developers can
see the changes they make to an application in real-time, which can be rewarding and
motivating. Front-end development also implies working with the latest technologies,
which requires keeping up-to-date with the latest technologies and trends. On the other
hand, working in back-end development means that students are able to focus on the server-
side of an application. Some positive aspects noted by students involve creating robust
and scalable applications, which requires a deep understanding of architecture and design
patterns. Students also remarked that working in the back-end of a nutritional application
implied working closely with data, which is actually one of the principal learning materials
of the investigation. Overall, the results obtained from internal student reports revealed
that the PBL remained as challenging as rewarding.
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6.2. Impressions of the Lecturer throughout the Semester

The development of the project has been positively evaluated by the authors because
of the following principal outcomes: (i) it generates a high interest as students face a
social challenge involving nutrition; (ii) it is useful to tackle different specific, generic,
and transversal competences from the computer science degree; (iii) students practice
Android theory lectures observed in class, and act as facilitators of the knowledge to
other students and, as a consequence, teams construct knowledge as the team evolves;
and, (iv) students simulate an agile development unit that must apply according to some
software development methodology. This adds extra motivation to the work as teams
follow the very same rules they will eventually have in industry. It is noteworthy to
mention that discussions within the development teams also favor communication between
students and the lecturer.

6.3. Assessment of Developed Applications

In order to evaluate the usefulness of the applications developed, we conducted a user
case study with 18 volunteers from superior courses from the Computer Science degree
and let them experiment with the applications for one month. After this time, volunteers
were asked to fill in a form regarding the characteristics addressed in Table 2. For each
aspect under evaluation, we asked volunteers to rate characteristics on a scale between
1 and 10. Figure 6 shows the results of the user study.

Figure 6. Box-plot results of the user study concerning the five levels of evaluation analyzed in Table 2.

According to the results, the best-valued features are related to level one, level two,
and level three. It seems that by accessing open access databases, the applications are able
to provide general information so as to satisfy the needs of users in a great manner. In the
same way, the user preference-based information extraction form is also well-reviewed
and is able to handle behavioral practices for users. Nutritional information graphics and
simple visualizations are also valued, even though this feature has been evaluated to a
lower extent. On the contrary, levels four and five are the worst-valued characteristics of
the applications. As expected, even though the application handles alarms when restricted
food products are found on searches, the capacity of the application as regards general or
individually tailored assistance is limited.

6.4. Final Lecture Grades

Measuring student engagement through the analysis of final grades is a common
practice in the state of the art within educational research [1]. In order to assert that
the instructional strategy involving PBL is an effective approach to help students learn
subjects, we compare distinct student performances across two consecutive academic
courses in which the programming lecture has been taught following the same schedule
and evaluation criteria but different learning processes. This way, we show results for one
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of the courses that has been taught involving traditional Android practices (2020/2021),
while the second course has been taught with the PBL methodology (2021/2022).

The distribution of students alongside obtained statistics for grades is shown in Table 3
for the academic courses concerning 2020/2021 and 2021/2022. Assuming an underly-
ing normal distribution on the grades indicated by a Shapiro–Wilk test of normality, we
conducted a one-sample Wilcoxon signed-rank non-parametric test to check whether the
performance mean values were significantly different. Test results indicate that student av-
erage performance has been higher when PBL activities have been carried out with regard to
classical approaches (V = 26, p-value < 0.05). Significantly better student performance sug-
gests that a higher level of engagement has been attained in the academic course 2021/2022,
in which students were challenged with the development of a nutritional application.

Table 3. Distribution of students and statistics for grades attained by students.

Course Method Count Mean Std Min Max 25% Median 75%

2020/2021 Classic 24 6.65 1.55 2 10 5.40 6.50 8.15

2021/2022 PBL 27 7.75 0.85 3 10 6.25 7.75 8.8

In addition to the final grades obtained by students, we also include the Student En-
gagement Evaluation Reports (SEER) that the University of Deusto collects every academic
year with regard to all subjects collected by means of questionnaires designed and offered
to students by third-party professionals. SEER questionnaires include a total of 30 items of
evaluation regarding the impressions of students with regard to engagement intervention.
SEER questionnaires are completely anonymous to lecturers, for which they can only access
the final mean results. The items under evaluation fold into one of the following categories:
(i) design and planning of the resource materials, (ii) learning management and capabilities
of the activities, (iii) tutoring and evaluation capabilities, (iv) evaluation of the lecture,
(v) review and improvement, (vi) collegiality and (vii) competence of the lecturer. Figure 7
shows the comparative results for the questionnaires in the 2020/2021 and 2021/2022
academic courses for the mentioned set of evaluation categories. As shown in the figure,
almost all evaluation items are superior in the academic year 2021/2022, in which the
student grades are also statistically higher.

Figure 7. Student Engagement Evaluation Reports (SEER).

7. Conclusions

Leveraging the unprecedented growth in mobile applications due to rapid advance-
ments in smartphone capabilities, this study explores the transformative potential of
integrating innovative educational methodologies with practical application development.
It unfolds within the programming lectures at the University of Deusto, involving students
in the third academic course of the Computer Science degree, and employs Problem-Based
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Learning (PBL) as a pivotal educational methodology to enhance the learning experience
in programming. The focus is on developing socially innovative smartphone applications,
with students tasked with creating applications aimed at improving access to knowledge
in human nutrition. The nutritional challenge serves as a dynamic context for the learning
process, leading students through the development process to harness detailed nutrient
information from open-access food databases. The applications developed are meticu-
lously designed to automate food selection for diets with constraints, presenting non-trivial
solutions that assist individuals in adhering to restricted diets.

We now summarize the main contributions of the present work according to the initial
research questions addressed.

(RQ1) Innovative Learning Impact: The core of our investigation revolves around the
development of socially innovative smartphone applications. Students were
entrusted with the task of creating applications to bolster access to knowledge in
human nutrition. This nutritional challenge, far from being a mere academic exer-
cise, provided a dynamic context for learning, guiding students to extract detailed
nutrient information from open-access food databases. These applications, metic-
ulously crafted, offer automated solutions for diet constraints, aiding individuals
with restricted dietary needs. Internal conclusions of the students’ teams, impres-
sions of the lecturers throughout the semester, final lecture grades, and student
engagement evaluation reports not only expose that innovative outcomes have
been significant but also the practice served to enhance the learning experience.

(RQ2) Application Development Engagement: The rising interest in nutritional ap-
plications was leveraged to boost student engagement and instill a sense of
responsibility. This strategy not only simplified access to esteemed nutritional
databases but also spurred introspective thinking about the societal ramifications
of the applications they developed. Internal conclusions of the students’ teams,
impressions of the lecturers throughout the semester, and student engagement
evaluation reports confirm that addressing a real-world nutritional challenge
highly engaged student performance.

(RQ3) Practical Implications and Accessibility: The applications, while technically
sound, were also designed with a keen eye on usability and societal impact. They
serve as tools that not only provide information but also influence dietary choices,
especially for those with specific dietary restrictions. An in-depth state-of-the-
art analysis was carried out to curate a list of different levels of evaluation as
regards applications with behavioral strategies. The assessment through usability
questionnaires curated from relevant evaluation items revealed that developed
applications improved access to knowledge in reliable and personalized nutri-
tional information.

(RQ4) Educational Significance: Our approach, which marries real-world challenges
with academic learning, has manifested positive outcomes in terms of student
engagement throughout the semester. It presents a holistic platform where theo-
retical constructs are tested against real-world developer challenges, enriching
the educational journey by weaving in societal challenges. Internal conclusions
of the students’ teams, impressions of the lecturers throughout the semester,
and student engagement evaluation reports revealed that the incorporation of
real-world challenges in teaching methodologies contributes to the advancement
of educational practices in computer science.

(RQ5) Comparative Analysis: Final evaluation results confirmed the significance of the
PBL approach. There was a noticeable uptick in student outcomes and a richer
learning experience compared to preceding courses.

All in all, this innovative approach of intertwining real-world problems with learning
has shown positive evidence of more active student implication on the semester, offering a
multifaceted platform where theoretical knowledge meets real-world developer challenges.
It also enriches the educational experience by integrating societal challenges, molding
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students into mindful developers who are cognizant of the broader impacts of their ap-
plications. The methodology has not only sparked high interest and engagement but has
also highlighted the importance of fostering a balanced learning environment that aligns
technical proficiency with societal awareness.

8. Discussion

In the continually advancing field of computer science education, pedagogical strategies
must evolve to accommodate the dynamic nature of technology and the distinct challenges it
presents. The existing literature, while vast, often casts a wide net—endeavoring to tackle
the overarching principles of teaching methodologies without necessarily zoning in on niche
areas of concern. This investigation has tried to shed light on a specialized foray into areas
such as the realm of Android programming education and its associated pedagogical nuances.

Positioning itself at the intersection of computer science education and Android
development, our study addresses a crucial gap in the state of the art. As computer science
educators often grapple with specific instructional challenges—ranging from students’
varying prior knowledge to the ever-changing development environments—our research
provides invaluable insights into one of the contemporary scenarios: fostering engagement
in Android programming. By systematically exploring the unique hurdles and motivators
in this domain, this investigation serves as a beacon for educators confronted with particular
pedagogical situations. In a time when generic solutions often fall short, our study carves
a niche by offering tailored strategies and considerations specifically for the Android
development educational space.
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Abstract: The Internet of Medical Things (IoMT) is the network of medical devices, hardware
infrastructure, and software applications used to connect the healthcare information technology.
Massive traffic growth and user expectations cause challenges in the current exhausting models of
IoMT data. To reduce the IoMT traffic, Information Centric Network (ICN) is a suitable technique.
ICN uses persistent naming multicast communication that reduces the response time. ICN in IoMT
provides a promising feature to reduce the overhead due to the distribution of commonly accessed
contents. Some parameters such as energy consumption, communication cost, etc., influence the
performance of sensors in the IoMT network. Excessive and unbalanced energy consumption
degrades the network performance and lifetime. This article presents a framework called Dynamic
Cache Scheme (DCS) that implements energy-efficient cache scheduling in IoMT over ICN to reduce
network traffic. The proposed framework establishes a balance between the multi-hop traffic and
data item freshness. The technique improves the freshness of data; thus, updated data are provided
to the end-users via the effective utilization of caching in IoMT. The proposed framework is tested on
important parameters, i.e., cache-hit-ratio, stretch, and content retrieval latency. The results obtained
are compared with the state-of-the-art models. Results’ analysis shows that the proposed framework
outperforms the compared models in terms of cache-hit-ratio, stretch, and content retrieval latency
by 59.42%, 32.66%, and 18.8%, respectively. In the future, it is intended to explore the applicability of
DCS in more scenarios and optimize further.

Keywords: ICN; cache scheduling; wireless network; energy efficiency; IoT; big data; algorithm

1. Introduction

The Internet of Things (IoT) represents a network comprising interconnected devices,
namely actuators and sensors, designed to measure various environmental variables and ex-
ecute actions as per predefined directives [1]. Currently, there are billions of interconnected
IoT devices generating an extensive volume of data, which has a significant impact on
conventional Internet traffic patterns. The characteristics of IoT depict that anyone can be
connected to the network at any time through any path from anywhere [2]. The IoT sector
is presently experiencing remarkable growth and is capturing the attention of researchers
due to its rapid expansion into diverse domains, including smart retail, smart agriculture,
smart homes, smart health, and many others [3]. IoT devices collect and process data to
understand the environment and make efficient and accurate decisions to improve daily
life activities in different aspects [4]. IoT devices are considered resource-constrained in
terms of memory, computing, and battery power [5].

Information Centric Network (ICN) is an effective technique for IoT networks and pro-
vides independent location content names in-network caching, which gives ICN valuable
contribution to data dissemination [6]. ICN not only reduces the load on data producers but
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also overcomes delays via the concept of unique location [7]. ICN provides persistent nam-
ing multicast communication which reduces the response time and provides the concept
of cache to minimize the network traffic [8]. Massive traffic growth and user expectations
cause challenges in the current exhausting scheme of IoT data networks [9]. Millions of IoT
devices are connected over the Internet which poses challenges for researchers. Sometimes
many IoT devices request the same data item concurrently. It is necessary to minimize
redundancy over the network and fetch fresh data items [10].

The number of IoT devices has increased significantly and a huge increase is expected
in the future. IoT needs certain parameters for better performance and efficient resource
utilization over the Internet [11]. One of the primary requirements of IoT is addressing
the content over the Internet via unique content name rather than by IP address [12]. The
content consumers and devices search for the content name instead of the IP address. If
data are cached between the content producer and the content consumer, then instead of
retrieving data items from the content producer (source node), data might be available in
intermediate nodes. Hence, overall load on the source nodes is minimized and the content
consumer can retrieve the data item directly from the caching node instead of the content
producer. In this way, content consumers can obtain the data without activating the source
node. If the IoT data item is cached properly between the intermediate nodes, the IoT
network can achieve the advantage in terms of energy efficiency and source node load, and
consumers will obtain fresh data quickly [13]. Connected devices often retrieve identical
content, such as health reports, while running various applications. This redundancy
contributes to network congestion and affects data freshness.

This article presents a framework for energy-efficient cache scheduling in the IoMT
network. The proposed framework uses a multi-hop traffic load and freshness of the data
items to achieve the desired goals. The key finding of this research is the Integration of
IoMT with ICN, which enhances energy-efficient cache scheduling, balanced data traffic
load, and data freshness. The proposed framework addresses the challenges associated
with growing IoMT traffic and outperforms existing models in key performance aspects.
The results obtained are compared with Tag-Based Caching Strategy (TCS) and Client-cache
(CC) strategy. Results’ analysis shows that the proposed framework outperforms the other
methods on selected parameters. This research has the potential to significantly impact the
efficiency and sustainability of IoMT in the healthcare sector and offers a promising avenue
for future advancements and applications by a further exploration of DCS’s applicability
in diverse scenarios and its ongoing optimization. The rest of the paper is organized as
follows. Section 2 presents the related work followed by materials and methods in Section 3.
Section 4 presents an experimental evaluation with detailed results and discussion. Finally,
Section 5 concludes the article.

2. Related Work

IoMT comprises intelligent devices, including wearables and medical monitors that
are utilized in healthcare monitoring spanning personal use, homes, communities, clinics,
and hospitals. These devices enable real-time location tracking, telehealth services, and
various other functionalities. IoMT facilitates secure wireless communication among remote
devices via the Internet, enabling swift and adaptable medical data analysis. Its impact on
the healthcare industry is multifaceted, with significant benefits observed when deploying
IoMT in various contexts, whether in a home setting, on an individual’s body, within
communities, or even within hospital facilities to obtain the most current data [14,15].
IoMT consumers consistently seek the latest published data due to its frequent updates,
where IoT data are cached away from the network edge [16]. IoT devices are small and
the data collected from billions of devices is so large that it can disrupt regular network
traffic. Therefore, ICN can be used to enhance the network scalability of IoMT [17]. The
integration of ICN with IoT is more suitable as it results in reliable data transmission and
consumes less bandwidth as compared to IP-based network communication [18]. ICN
plays a vital role in ensuring content availability over the network and facilitating rapid
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content access [2]. Several techniques have been proposed to address cache scheduling
including the implementation of caching mechanisms with different objectives, such as
data size, data lifetime, sensing cache, time-based cache, and collaborative caching. Some
models utilize cloud computing to store medical data in cloud storage, where additional
operations like scheduling and resource utilization prediction are performed [19–22].

Tag-based Caching Strategy (TCS) uses tag filters for the matching and lookup of the
requested contents for dissemination to the target node [23]. In TCS, all network nodes
are linked with specific lists of tags to identify highly requested content. Tag filters are
generated from the tag list through a hash function to enhance content distribution. As the
network node receives a request from a user, the corresponding tag filter decides whether
to transmit the content cache to the intermediate location or not. In this caching strategy,
the tags linked with the required contents are checked by the tag filters inside the CS,
and all the tags are hashed and mapped in a counter to find the most requested content.
If a tag counter for specific content crosses the threshold, then the content is considered
popular. As a result, all the nodes check the tags to identify the content location and
decide whether the content that needs to be cached reaches the preferred location or not.
TCS appears to be a promising approach for improving content distribution efficiency in
networks. However, its complexity and resource requirements, as well as the need for
careful parameter tuning, are potential drawbacks that need to be carefully considered.
Another article [24] presents the Client Cache (CC) strategy in which the cached contents
inside the network nodes are observed and considered valid. The on-path caching approach
is selected to cache transmitted contents which eliminates the requirements to inform the
client which node is appropriate to cache the preferred content. Moreover, the number
of nodes is reduced to be aware of the most essential nodes in terms of content quality
and cache size. The main objective of CC is to extend the content validity, which is
examined as the requested content is found inside the cache. The content material is
considered valid if the lifetime within the publisher is higher than the lifetime of the
version within the cache. While selecting the requested content, a validity test is performed
to check the content inside the content publisher whenever a content material request
arrives at the neighborhood-caching node. They show that the combination of the two
proposed schemes results in a notable improvement in content validity at the expense of
a certain degradation in both server-hit and hop reduction ratios. However, it requires a
more extensive and in-depth analysis of the trade-offs and challenges associated with the
proposed solutions. Authors in [25] presented a secure and energy-efficient framework
using IoMT for E-healthcare (SEF-IoMT) and explored the growing popularity of IoT in the
healthcare sector. The proposed framework explored the need for an improved framework
to address issues related to energy consumption, communication costs, and data security.
The proposed framework reduces energy consumption and communication overhead in
IoMT. Comparative experimental results show the effectiveness of the proposed method in
comparison to existing methods. However, it lacks a transparent evaluation of metrics and
an in-depth analysis of its findings to validate its scientific contribution.

Another article [26] presents a secure and energy-efficient IoT model for e-health,
focusing on the secure transmission and retrieval of biomedical images over IoT networks.
The authors utilize compressive sensing and a five-dimensional hyper-chaotic map (FDHC)
for image encryption, addressing the challenge of hyper-parameter tuning in FDHC. The
encryption technique is image-sensitive, depending on the initial scrambled row and
column for permutation and diffusion operations. Experimental results indicate that the
proposed method outperforms existing image encryption techniques. Consequently, it is
considered suitable for securing communication in energy-efficient IoT networks. However,
a clear discussion of the hyper-parameter tuning problem, sensitivity to input images, and
the practicality of the proposed method is missing. The study presented in [27] addresses
a crucial issue in the field of healthcare IoT by emphasizing the need for data security
and energy efficiency. This study addresses the critical challenges of storing sensitive
medical data securely and preventing cyber threats in the rapidly growing IoMT network.
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The integration of homomorphic secret sharing and artificial intelligence to enhance the
maintainability of disease diagnosis systems and reinforce secure communication is highly
important. However, the analysis of the results shows the proposed model suffers from an
increased packet drop ratio and imbalanced energy consumption in the presence of high
network load among IoT nodes. Age-based cooperative caching is presented in [28] for the
efficient utilization of cache and routing in ICN. This framework is designed to minimize
heavy computation and communication between routers. The algorithm dynamically
updates the freshness of data in routers by pushing popular data over the network edges,
while less popular data reside away from the edges. The method can be considered efficient
for ICN, but these schemes work with special-purpose applications, i.e., P2P systems that
mostly benefit web applications like web caching and distributed file systems. However,
the evolving nature of ICN and how this approach might adapt to changing network
conditions and requirements has not been considered for the evaluation and validation of
the proposed model.

In another article, the authors [29] present a model that aims to balance between
multi-hop communication costs and the freshness of transient data items. IoT devices
create extra traffic load, and it is necessary to make caching decisions to minimize the
traffic. The short lifetime of IoT data items leads to extra complexity in handling caching
decisions. The cost function is used for data items generated at the source node to address
the issue. The results analysis shows that this model effectively describes the effect of
data transiency and accurately represents the benefits of a caching system, particularly
in terms of reducing network load, and especially for substantially requested data items.
However, practical implementation and scalability considerations, as well as addressing
security and privacy concerns, are essential for the successful deployment of in-network
caching solutions in IoT ecosystems, which has been not considered in this study. The
article [30] discusses the role of TCP/IP in the Internet of Vehicles (IoV) and its limitations,
such as weak scalability, low efficiency in dense environments, and unreliable addressing
in high mobility situations. It highlights the potential of NDN technology in addressing
these issues through content caching. It proposes a data caching scheme that considers
the spatial-temporal characteristics of different message categories in VNDN, including
emergency safety, traffic efficiency, and service messages. Experimental results show that
this scheme outperforms existing data caching protocols, improving the average hit rate,
hop count, and cache replacement times by approximately 50%. However, unreliable
addressing in high mobility circumstances, especially considering vehicular networks,
is challenging and involves vehicles moving at high speeds, which can lead to frequent
changes in network topology. Moreover, Content-centric networking can raise concerns
about data privacy and security. An analytical model is presented in [31] to balance the
trade-off between multi-hop communication costs and data item freshness. Transient data
caching decisions are used to ensure data freshness. This model is known as a pull-based
caching scheme, as the scheme considers the rate of incoming requests from the content
consumers and data item lifetime to cache data items. However, the paper does not delve
into the technical challenges and complexities of implementing caching mechanisms for
transient data. Practical issues related to cache management, cache replacement policies,
and the scalability of such systems are not sufficiently discussed. Push-based caching is
proposed in [32] to minimize the traffic load and explores the potential of named data
networking (NDN) as a framework for facilitating IoT applications, particularly those
requiring push-based communication. In the push-based caching scheme, data servers
push the data items towards consumers with static networks. This scheme splits the IoT
data traffic into four main parts, i.e., periodic data, event trigged data, command base,
and data query supported by the NDN structure. However, reliability is still the issue in
push models and, for instance, more comprehensive evaluation of the proposed model
in practical IoT use cases is required, and lacks the consideration of potential challenges
and drawbacks.
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A caching scheme for the ICN-IoT data network is presented in [33]. The authors
proposed a novel caching scheme based on the IoT data lifetime and user request rate,
leveraging information ICN principles. This approach aims to reduce the energy consump-
tion of IoT devices by intelligently caching data at various network nodes. The approach
considers the incoming request rate of users to efficiently utilize the energy of IoT devices.
The main idea is to keep the source node in sleep mode to save energy for the network. With
the help of a cooperative caching scheme, the method also minimizes the traffic load and
provides fresh data to the users. Data items are cached at intermediate nodes, i.e., between
the content producers and content consumers, which leads to energy saving. The paper
provides a valuable contribution to the field of IoT by addressing the crucial issue of energy
efficiency through the innovative use of caching based on data lifetime and request rate.
However, addressing scalability and security considerations is essential for the practical
implementation of the proposed scheme in IoT networks. The paper [34] introduces the
concept of a sensing cache, strategically positioned at a wireless gateway of IoT sensors
to minimize energy consumption. A dynamic threshold adaptation algorithm allows the
sensing cache to adjust its parameters in real time, maximizing the combined hit rate of
the sensing service from multiple sensors. The sensor devices harvest energy from the
environment to save energy for sending or receiving information. However, sensing errors
may occur that can create problems with data freshness. The smart caching scheme for the
IoT platform presented in [35] creates and maintains the balance between the freshness of
data and energy of nodes. Freshness and energy consumption are the main parameters
considered. When IoT data are combined over the Internet, issues like freshness loss,
energy consumption, and increase in traffic load are raised. The freshness of data items
and energy are considered parameters of the cache to provide fresh data to users while
the energy of the sensors remains balanced. Data redundancy is also minimized in the
smart cache scheme by dropping the data item from the cache nodes that are no longer
needed. This leads to data freshness and less energy consumption. However, there are no
details provided about the experiment, the methodology, or the results and it lacks critical
analysis and empirical evidence. Freshness Aware Reverse Proxy (FARP) caching scheme
is presented in [36]. The scheme is based on data item freshness and access performance.
The caching scheme brings the advantage of access performance but when the data in the
cache is not fresh and expires at the source node, the method creates additional burden.
The cost function is used to balance the switching between used and unused data items
present at the cache nodes. The method also adjusts the two parameters for the cache node
to provide fresh data to the user. However, when the data expires, it may overlap with the
latest published data at the source node. A probabilistic caching scheme for IoT networks is
presented in [37]. This model considers the freshness of IoT data, energy, and storage as
measurement parameters to optimize the retrieval of data. ICN content is fetched through
unique name and location tags to ensure the freshness of data, data retrieval, ease of
transmission cost, and sharing of data. In-network caching also helps to optimize data
retrieval and manage network load. The proposed caching scheme also considers resource
constraints, i.e., energy and space to provide fresh data to users. However, it does not
provide a direct comparison with the state-of-the-art models. A coherent caching freshness
scheme for IoT is proposed in [38]. The method increases the speed of data retrieval while
minimizing the network load. The aim is to increase the cache hit rate and reduce network
delays. The authors worked on on-path caching scheme to improve the energy of caching
nodes. In this caching technique, the intermediate nodes not only resolve the problem
of energy but also resolve the problems of data freshness and redundancy. The method
uses the cost function for the energy-efficient utilization of caching nodes. However, sev-
eral critical aspects have not been considered in this study including scalability, security,
and interoperability.

All the cache frameworks discussed above have their advantages. Millions of IoT
devices are connected to the Internet which causes huge traffic load and poses several
challenges. The need for the efficient utilization of available resources to benefit from the
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IoMT network is still challenging. The performance and lifetime of the sensors in IoMT are
concerned with energy consumption, computation, and other parameters. The solutions
designed for this purpose should consider the relation between related parameters to
ensure that improving one parameter does not affect other parameters. Therefore, more
research and robust cache frameworks are needed to achieve the maximum advantages of
IoMT over ICN networks.

3. Materials and Methods

This section provides an overview of the proposed framework. Section 3.1 introduces
the system model employed for experimental purposes. Section 3.2 elaborates on the Cache
Routing and Replacement Policy utilized for the evaluation and analysis of this research
study, and, finally, Section 3.3 outlines the operational aspects of the proposed framework.

3.1. System Model

The network system model comprises of N routers, i.e., set rn is the number of each
router, where n = 1, 2, 3, . . . , N as shown in Figure 1. The r router is the nearest to the
content consumer, while router rN is the nearest to the content generator. The term c is
used to represent the size of the cache on the router rk. The Poisson distribution is used to
follow the average number of requests of content service with the request rate l for class k
using the Zipf–Mandelbrot distribution with type factor λk for class k. Network contents
are partitioned into three different classes, i.e., class a, b, and c, based on characteristics as
discussed in [39]. The content classification depends on the jitter, delay, content utilization,
and the pattern of request rate. Class a requires low jitter and delay integrated with
repeatedly requested contents. Class b is user-generated content with less jitter and a
medium required delay. This class includes the content that has been generated and
distributed by volunteer subscribers, like sites, web-based social media content, etc. Class c
comprises video-on-demand content which is not the target of this research study. This
research follows Poisson distribution to make several requests for content service classes.
Due to content popularity, the Zipf–Mandelbrot distribution is used for request modeling,
which comprises a flattened factor [40–42]. The content on top rankings has more chance of
being requested as compared with lower rankings content.

Figure 1. Workflow of popular content over the network. (a) Has no caching content (b) Both routers
have the same content but the content of R1 is older than the content of R2. (c) After some time, the
content of R2 expires. (d) Client needs less popular content, which is cached at R2. The age of the
content is determined by the distance from the server or source node.
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The cache receives request rate β, which is contingent upon the condition β ≥ 0,
denoting the request intensity. Let P(i) be the probability of content requests; N is the total
number of requests, q is the vector, and α is the exponential factor for content popularity. In
this context, we can express the probability of accessing content i using Equation (1).

P(i) =
(i + q)−α

∑N
i=1 (i + q)−α (1)

Each content may receive updates to replace the previous data item. It is assumed
that the content n receives updates as per the Poisson distribution request model bounded
with the refresh rate of λn ≥ 0. As all the content of the data is subject to updates, then the
same content item that resides in the local cache can be considered as an older version of
the content. To measure the freshness of the content, the age Δn with respect to time t can
be bounded as Δn(t) ∈ {0, 1, 2, . . . n}, where n represents the number of updates. The cost
of the fetching content is subject to the condition, i.e., c f ≥ 0, in case of operations. For
performance, the cost metric can be integrated with time as ca = Δn(t) subject to ca ≥ 0,
and linear growth rate.

3.2. Cache Routing and Replacement Policy

The caching technique characterizes the replication technique used to spread dupli-
cates of the content in the cache. Replication techniques have two measurements. Content-
based replication, which depends on attributes of the content and settles on caching choices,
e.g., pick popular content to store and ignore others. Node-based replication depends on
the qualities of the topology, e.g., picking more important nodes for storing the content.
Both content-based and node-based replication are resource optimization approaches. Both
techniques attempt to designate storage space to attain maximum advantage, e.g., increased
cache-hit-ratio. The replication techniques explored in the context of ICN are all node-
based since the content-based technique can work on a large Internet scale. There exists
several caching approaches, i.e., Leave Copy Everywhere (LCE), Leave Copy Down (LCD),
Bernoulli random caching, random choice caching, Probabilistic Caching (ProbCache),
centrality-based caching, and hash-routing [40–43]. In the IoT over ICN network, caching
nodes can be configured using one of the state-of-the-art cache eviction policies, i.e., Least
Recently Used (LRU), Least Frequently Used (LFU), First in First Out (FIFO), and random.
This research utilizes the LRU cache eviction policy because it is the most widely used cache
replacement strategy. At an instance when new content is required to be pushed into the
cache, it eliminates the least recently asserted content request. This replacement strategy is
proficient for line speedup activities because both search and substitution replacement can
be performed in consistent time, i.e., O(1). Nonetheless, its efficiency degrades under the
Independent Reference Model (IRM) supposition because of the likelihood that the current
requested content does not rely upon previous content requests.

3.3. Proposed Framework

This article presents a Dynamic Caching Scheme (DCS) to improve the freshness of the
cache contents and network performance. The proposed technique neither needs extensive
computations nor tags, filters, metadata, and additional network communication that
create extra overhead in IoT networks. Moreover, if the source node and user are at longer
distances, it may extend the retrieval delay because of the smaller size of the cache nodes. In
the IoMT network, each content has a lifetime and is expected to expire in some instance of
time. The proposed framework is designed to dynamically push popular content towards
edge nodes over the network by changing the data ages. Data ages are used to handle
the lifetime of content over the network while removing the contents that are no longer
needed. Each content in the cache has an age that decides the lifetime of the cached content.
Popular content over the network has a longer age. First, at the router node, the content
age is estimated in correlation with the freshness of the data item. If the age of the data
item is not matched with the source node, it is removed from the cache. In the proposed
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framework, an Interest Record Table (IRT) integrated with cache control is added at the
router to improve the working of CS while avoiding traffic load at the source node. Figure 1
illustrates the workflow of popular content across the network. This network consists of
a client and server, each connected to their respective routers, R1 and R2. The server is
responsible for generating two types of content: popular and less popular. Notably, both
routers can store at least one content item at a time. In deciding whether to cache data
or not, especially for transient small-sized data, a “period” field is introduced within the
packet. This field supplies updated data directly from the source node. To accomplish this,
the system incorporates the content’s age with the data item, with the first router node
establishing the initial age baseline. The quantitative findings indicate that when data
items are not cached at the nodes, this incurs a higher cost in the IoT network. Caching
policies are typically implemented in intermediate nodes. Each node possesses specific
cache threshold requirements and can dynamically adjust these thresholds based on the
request rate. To minimize retrieval delays, edge nodes employ smaller caching thresholds,
allowing them to cache more data items. In contrast, the root node has a larger caching
threshold, enabling it to cache data items for a longer duration. The system carefully
considers both data lifetime and request rates to reduce energy consumption, data retrieval
delays, and the overall network traffic load. When the request rate reaches the specified
threshold, it is recommended to cache the requested data in the edge node.

Figure 2 illustrates the architecture of the proposed model, showing the frequently
requested content cached at the edge nodes, i.e., R6 and R9. When the cache capacity of
an edge node reduces, and the validity of the content persists, it is stored in the cache of
an intermediate node. This strategy prevents excessive network load by accommodating
incoming requests at intermediate nodes, avoiding the need to route them back to the
source node. The Pending Interest Table (PIT) is involved in tracking unhandled interest
packets and recording relevant data names, along with their incoming and outgoing
edges. The Forwarding Information Base (FIB) aids in network bridging and routing by
determining the appropriate output network edge controller. Content replacement across
the network follows an LRU cache policy, primarily targeting content flows. Retrieving
content directly from the source node can lead to delays in terms of cache hit ratios for IoT
networks. The proposed framework utilizes diverse data types to optimize the bandwidth
utilization and alleviate network congestion. When users S1 and S2 send interest packets
for content C1, which is a popularly cached item at the edge node, the concept of content
popularity becomes evident. If another request arises for content C3 to be cached at the
edge node, but the cache is full, C3 is directed to an intermediate caching node. This
approach minimizes content replication within the network, ensuring efficient memory
utilization and a reduction in bandwidth consumption. The proposed framework enhances
three key caching parameters: cache hit ratio, network stretch, and latency. Edge nodes
copy content from the publisher, with content lifetime specified upon publishing data. IoT
data adheres to specific lifetimes, and require termination at some point in the network.
Consequently, the implementation of DCS enhances network performance and reduces
the network traffic load on the source node. Algorithm 1 is used to deploy the routing
policy for checking the age of the content at the cache of the edge node. If the content is
expired and removed from the cache, then new content is added to the cache, and age is
defined for this content. Upon receiving the age of the caching node, a message is sent
to the router for an update, i.e., if it is replaced by the replica, then add a new age to the
incoming contents until it expires and is removed from the cache node. If space is not
available at the cache of the edge node, then the content is passed to the higher threshold
value towards the central position. The workflow of the popular content over the network
shows that it is periodic, as when users request come for content that is popular over the
network, CS is first checked. If the requested content is available locally, then the same
is provided. Otherwise, the procedure checks the cached content at CS, a call to IRT is
performed, and the content is provided to the user. If the content is not available, then it
is shifted to PIT to check whether it is the same content requested by any other node. In
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case of the same content, the request with respect is removed. Another entry is made with
respect to the current request, and data are provided to the desired request. In contrast, the
FIB broadcasts the request for popular content.

Figure 2. The architecture of the proposed system. The architecture presents the workflow of interest
packets sent from biomedical sensor devices toward the cloud data source. Content producers and
content consumers have caching nodes that cache the popular data for short lifetime. If the ordinary
request comes over the network, it is forwarded to CS to check; if found, then it is sent to the consumer,
or otherwise forwarded to PIT to check for any other entry in PIT. If it exists, then we discard the
existing entry and add updated entry against this request; if data are not present, it is further sent to
FIB to broadcast.
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Algorithm 1: Receiving age of the IoMT data items at the caching nodes.
Input : Interest data item arrives at cache
Output : Age of cache content

1 Remove expired content from the cache of node.
2 data_item arrives at intermediate node i
3 if (data_item is in cache) then

4 if (freshness_of_data_item<freshness_of_cached_data_item) then

5 refresh (cache)
6 add to cache_edge_node (data_item)
7 data_item_age = new_age (data_item)
8 forward_the_data_item to the next_hop’s_node
9 else

10 data_item_age = new_age (data_item)
11 forward_the_data_item to the next_hop’s_node

12 end

13 else if (node_cache has more space) then

14 cache (data_item)
15 new_age(data_item)
16 forward_the_data_item to the next_hop’s_node

17 else if (lifetime_data_item≥ caching threshold) then

18 while (node_cache_has_no_space) do

19 call LRU replacement policy
20 end

21 cache (data_item)
22 forward_the_data_item to the next_hop’s_node

23 else

24 forward_the_data_item to the next_hop’s_node
25 end

4. Experimental Evaluation

This section presents an experimental evaluation of the proposed framework. First,
the experimental setup is presented, including details of the parameters, the dataset used,
the simulation environment, and the tools used for simulation. The experimental setup is
followed by Section 4.2 that covers the detailed results with relevant discussion.

4.1. Experimental Setup

To assess the performance of the proposed model, a distributed network of virtual IoT
devices is configured using open-source Icarus interlinked with the web-based Bevywise
IoT simulator [44,45]. The WUSTL-EHMS-2020 dataset is used for simulation [46]. This
dataset comprises 44 attributes, with 35 of them being network flow metrics, eight rep-
resenting patients’ biometric features, and one dedicated to the label. The configuration
of essential parameters is presented in Table 1. Data freshness can be defined as the time
elapsed between the creation of the IoT object and the retrieval of this object from the cache
store [47]. The data age is the age of the data item, which is the time between the arrival
at the router and the generation at the source node, while the period field is used to keep
count of the age [48]. Three network topologies, namely Tree, Abilene, and GEANT, have
been chosen for the comparative evaluation. To ensure a fair comparison, all algorithms
were executed within the same environment. To demonstrate the validity and accuracy of
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the results, each experiment was repeated 100 times, and the average value of each param-
eter was employed for a comparative analysis. The parameter used to measure network
performance utilization is the cache hit ratio CHratio, calculated with Equation (2) [49].

CHratio =
∑k

k=1 Hitk

∑k
k=1 (Hit + Miss)′

(2)

The content retrieval latency ContentRlatency parameter is used to monitor the traffic
load over the network, i.e., the time taken by the interest packet to obtain content from the
source node and send it back to the user. Let |R| be the total number of requests sent by the
user; then, the cache retrieval latency can be computed, as shown in Equation (3) [49].

ContentRlatency =
∑
|R|
i=1 latency Ri

|R| (3)

The stretch shows the measurement of the distance from the content used to the
content publisher. The stretch can be computed as shown in Equation (4) [49].

Stretch =
∑R

i=1 Hop − Traveled

∑R
i=1 Total − Hop′

(4)

The nominator in Equation (4) shows the number of hops between the content user
and the content publisher in terms of the cache hit occurrence. The denominator shows the
total number of hops, i.e., hops between the content user and the source.

Memory consumption shows the measurement of the transmitted content that can be
cached while downloading the data path for a time interval. Consumers can download
the content from multiple routers. In ICN, memory consumption means the capacity that
shows the volume utilized by interest and data contents, as shown in Equation (5).

memoryconsumption =
Um

Tm
× 100 (5)

where Um shows the memory utilized by the cached content and Tm shows the cache
storage (total memory) of the router and the data delivery path.

Table 1. Experimental setup simulation parameters.

Parameter Description Parameter Value

Simulation time 48 h
Cache Size (elements) 500, 1000
Content size 10 MB
Catalog Size (elements) 106

Content Categories File
Topology Tree, Abilene, & GEANT
Zipf distribution (content popularity) 0.8 & 1.2
Replacement Policy LRU

4.2. Results and Discussion

The proposed framework significantly improves network performance while reducing
the traffic load directed at the source node. In contrast to DCS, the TCS employs tags that
require separate computations and fail to accommodate popular content when it regains its
popularity. Although the central caching node (CC) excels due to its strategic location, the
limited number of such nodes results in inadequate content availability, characterized by a
diminished cache-hit ratio, increased network stretch, and extended retrieval latency.

The proposed framework effectively leverages caching nodes to enhance the cache-hit
ratio and minimize the network stretch. In the case of DCS, each node is equipped with
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a table that calculates interests to identify the most frequently requested data across the
network, taking into account data names, access frequency, and a specified threshold value.
This threshold value helps us to recognize the most frequently requested content that needs
to be cached at the edge node, considering the cache’s service to multiple devices. The
results from these devices are consolidated by a central caching node.

The main challenge lies in selecting an optimal threshold to maximize the cache-
hit rate. The threshold adaptation algorithm outlined in [37] is utilized to enable the
caching node to learn and implement an optimal threshold strategy. Figures 3–5 depict
graphical comparisons of cache-hit ratios, latency, and stretch for CC, TCS, and the proposed
framework across various network topologies, including Tree, Abilene, and GEANT. The
proposed model is rigorously tested and validated under different cache size and content
popularity configurations, specifically, 500 and 0.8, 1000 and 0.8, 500 and 1.2, 1000 and
1.2. In DCS, the selection of optimal caching nodes, along with the essential role played
by edge nodes in maintaining data freshness, works to minimize the distance between
the source node and the end nodes. Figure 3 shows the results of the cache hit ratio for
different numbers of cache sizes and popularity. Results’ analysis of Figure 3a shows that
the proposed framework gained 105.5%, 109%, and 21.42% improvement in terms of cache-
hit ratio over CC executed on Tree, Abilene, and GEANT network topology, respectively, for
cache size of 500 and popularity of 0.8. The improvement of DCS over TCS with the same
parameters and configuration is 72%, 76%, and 11.47%, executed on Tree, Abilene, and
GEANT network topologies, respectively. Figure 3b shows that the proposed framework
achieved 132.4%, 122.8%, and 55.3% improvement in terms of the cache-hit ratio over CC
executed on Tree, Abilene, and GEANT network topology, respectively, on the cache size of
1000 and popularity of 0.8. The improvement of the proposed model over TCS with the
same parameters and configuration is 59.2%, 65.9%, and 17.7% in the case of Tree, Abilene,
and GEANT network topologies, respectively.

Figure 3. Comparative analysis of cache-hit ratio with cache sizes and popularity of (a) 500 and 0.8,
(b) 1000 and 0.8, (c) 500 and 1.2, and (d) 1000 and 1.2.
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Figure 4. Comparative analysis of latency with cache sizes and popularity of (a) 500 and 0.8, (b) 1000
and 0.8, (c) 500 and 1.2, and (d) 1000 and 1.2.

Figure 5. Comparative analysis of stretch with cache sizes and popularity of (a) 500 and 0.8, (b) 1000
and 0.8, (c) 500 and 1.2, and (d) 1000 and 1.2.

Figure 3c shows the comparative results of the cache-hit ratio of DCS with CC and
TCS on the cache size of 500 and content popularity of 1.2. The results analysis shows that
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the proposed model is 115.3%, 114.2%, and 17.9% better than CC executed on Tree, Abilene,
and GEANT network topology, respectively. The improvement of the proposed model over
TCS with the same parameters and configuration is 47.3%, 70.4%, and 6.75% tested on Tree,
Abilene, and GEANT network topologies, respectively. Figure 3d presents the comparison
of the cache-hit ratio of DCS with CC and TCS for a cache size of 1000 and popularity of
1.2. The results analysis shows 56.14%, 64.15%, and 29.4% improvement over CC in the
case of Tree, Abilene, and GEANT network topology, respectively. The improvement of the
proposed model over TCS with the same parameters and configuration is 28.98%, 22.5%,
and 4.76% executed on Tree, Abilene, and GEANT network topologies, respectively.

Figure 4 shows the comparative results in terms of the latency of DCS with CC and
TCS for different cache sizes and content popularity. Figure 4a shows the results of models
with 500 elements for cache size, and the content popularity was set to 0.8. Three different
network topologies, i.e., Tree, Abilene, and GEANT were used in experiments for testing
and validation. The results analysis shows that the proposed model consumes less time,
i.e., a 29.31%, 30.35%, and 27.65% decrease in cache latency as compared to CC on Tree,
Abilene, and GEANT topologies, respectively. Meanwhile, DCS is 21.15%, 20.4%, and
17.07% more efficient than TCS executed with the same configuration of parameters and
topologies, respectively.

Figure 4b shows the comparative results of DCS with CC, and TCS in terms of cache
latency. For these experiments, 1000 elements of cache size and a 0.8 value of content
popularity are considered and executed on Tree, Abilene, and GEANT network topologies.
The results analysis shows that the proposed model is 28.8%, 35.41%, and 19.1% more
efficient than CC in the case of Tree, Abilene, and GEANT topologies, respectively. DCS is
30.1%, 26.19%, and 5.0% efficient in cache latency, as compared to TCS executed on the same
configuration of parameters and topologies. Figure 4c shows comparative results of DCS
with CC, and TCS in terms of cache latency for the cache size of 500 and content popularity
of 1.2. An analysis of the results shows that the proposed model is 26.1%, 27.6%, and 42.8%
more efficient than CC in the case of Tree, Abilene, and GEANT topologies, respectively.
DCS is 20.5%, 17.0%, and 28.2% efficient in cache latency as compared to TCS executed
on the same configuration of parameters and topologies. Figure 4d shows the compara-
tive results of DCS with CC, and TCS in terms of cache latency. For these experiments,
1000 elements of cache size and a 1.2 value of content popularity are considered and exe-
cuted on Tree, Abilene, and GEANT network topologies. The analysis shows that the cache
latency of the proposed model is 52.7%, 50.0%, and 51.2% better than CC and executed
in Tree, Abilene, and GEANT topologies, respectively. DCS is 30.5%, 24.1%, and 16.6%
more efficient than TCS executed on the same configuration of parameters and topologies.
CC showed a higher latency rate because of the long distance between the source and the
central position of the caching nodes. TCS increases the amount of similar content over
the network with the help of tags and filters near the source location, due to which it does
not select the central node for the caching; thus, latency increases, as shown in the results.
The proposed model retrieves a copy of the popular data item first in the edge node, then
increases the number of interest and sends it to the central position, which decreases the
distance that leads to a decrease in the latency.

Figure 5 depicts the comparative results of DCS with CC, as well as TCS in terms
of stretch. Figure 5a shows the results of 500 elements of cache size and a 0.8 content
popularity. The analysis shows that the stretch of the proposed model is 26.2%, 27.5%, and
23.8% better than CC executed on Tree, Abilene, and GEANT topologies, respectively. DCS
is 15.0%, 10.6%, and 13.5% more efficient than TCS executed on the same configuration of
parameters and network topologies.

Figure 5b shows the comparative results of DCS with CC, as well as TCS in terms of
stretch. For experiments, 1000 elements of cache size and a 0.8 value of content popularity
are considered and executed on Tree, Abilene, and GEANT network topologies. Results
analysis shows that the stretch of DCS is 26.22%, 27.5%, and 23.8% more efficient than
CC executed on Tree, Abilene, and GEANT topology, respectively. The proposed model
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achieved a percent improvement gain of 15.09%, 10.6%, and 13.5% as compared to TCS
executed on the cache size of 1000 and content popularity rate of 0.8 on different network
topologies. Figure 5c shows the comparative results of DCS with CC, as well as TCS in
terms of stretch for the cache size of 500 with content popularity of 1.2 on Tree, Abilene,
and GEANT network topologies. The analysis shows that the proposed model achieved a
percent improvement gain of 25.3%, 30.0%, and 30.4% as compared to CC executed on Tree,
Abilene, and GEANT topology, respectively. DCS is 14.5%, 27.5%, and 22.5% more efficient
than TCS when executed on the same configuration of parameters and network topologies.
Figure 5d shows the comparative results of DCS with CC, as well as TCS in terms of stretch.
For these experiments, 1000 elements of cache size and a 1.2 value of content popularity are
considered and executed on Tree, Abilene, and GEANT network topologies. The analysis
shows that the stretch of the proposed model DCS is 33.9%, 20.3%, and 19.0% more efficient
than CC executed on Tree, Abilene, and GEANT topology, respectively. DCS is 13.3%,
12.2%, and 8.9% more efficient than TCS when executed on the same configuration of
parameters and network topologies. DCS moves the popular content near the user while
the central position caching node is facilitated to provide the data item earlier than the
source node because of the smaller stretch. Results clearly show that when the data item is
placed near the user, it results in a decrease of the stretch.

5. Conclusions

IoMT is a significant and promising technology and provides an ease of access to
real-world health data instantly. Currently, the number of IoMT devices is increasing
exponentially, which intensifies the requirements. In the IoMT environment, the study of
ICN caching policies is involved in terms of content placement strategies. IoMT contents
are distributed in terms of scalability and cost-effectiveness. With the rapid growth of
the IoMT network traffic, it is preemptory to be a suitable framework to address the
challenges. This article introduces a dynamic caching strategy designed for the IoMT. By
integrating IoMT with ICN, we propose a dynamic caching scheme aimed at reducing
energy consumption within information-centric IoMT networks. This study considers key
caching policy parameters, such as cache-hit ratio, stretch, and latency, to enhance the
IoMT network performance. The proposed framework is evaluated on selected parameters
through simulations while exploring various configurations involving network topology,
cache size, and content popularity. An analysis of the results demonstrates the superior
performance of the proposed caching framework, known as DCS, compared to others. The
dynamic nature of the DCS approach yields significant results as compared to existing
methods. In the future, it is intended to explore the pertinence of DCS in more scenarios
and further optimize the data exchange processes. The proposed policy can be improved
by including other related parameters including memory management of sensor nodes,
security, etc.
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Abstract: This study compares the performance of machine learning models for selecting COVID-19 and
influenza tests during coexisting outbreaks in Brazil, avoiding the waste of resources in healthcare units. We
used COVID-19 and influenza datasets from Brazil to train the Decision Tree (DT), Multilayer Perceptron
(MLP), Gradient Boosting Machine (GBM), Random Forest (RF), eXtreme Gradient Boosting (XGBoost),
K-Nearest Neighbors, Support Vector Machine (SVM), and Logistic Regression algorithms. Moreover, we
tested the models using the 10-fold cross-validation method to increase confidence in the results. During
the experiments, the GBM, DT, RF, XGBoost, and SVM models showed the best performances, with
similar results. The high performance of tree-based models is relevant for the classification of COVID-19
and influenza because they are usually easier to interpret, positively impacting the decision-making of
health professionals.

Keywords: COVID-19; influenza; machine learning

1. Introduction

The control of outbreaks of viral infectious diseases in Brazil presents a pertinent chal-
lenge, given the size of the population, population density, social habits, and constrained
testing strategies with limited test availability [1]. This challenge is further amplified when
simultaneous outbreaks of diseases occur, such as COVID-19 and influenza [2]. Therefore,
studies are needed to assist in mitigating issues associated with concurrent outbreaks of
such diseases. Due to their constrained testing resources, test prioritization is a pertinent
public health strategy for low- and middle-income countries.

Machine Learning (ML) models can be a foundation for developing eHealth and
mHealth systems [3–5]. These systems can support healthcare professionals and policymak-
ers in test prioritization. To facilitate real-world clinical application and integration into
the current clinical workflow, classification models can be made accessible, and attribute
relevance information can be leveraged through web services for consumption by a health-
care system. These eHealth and mHealth systems should provide classification results
to healthcare professionals through clear and concise graphical user interfaces. Thus, the
direct interpretability of the ML models is crucial to enhance the confidence of healthcare
professionals in the classification results [6]. For instance, healthcare systems of Brazilian
public healthcare units can reuse models deployed by web services to prioritize scarce
testing resources.

Amidst the COVID-19 pandemic, the challenge of testing resource scarcity became
evident in numerous countries, such as Brazil [7]. Brazil’s first COVID-19 case occurred
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in March 2020, and over an extended period, the Ministry of Health reported a consis-
tent increase in confirmed cases and fatalities. The Brazilian government reported over
30 million COVID-19 cases and over 664,000 fatalities. Considering Brazil’s most recent
data from the Ministry of Health, from January to September 2023, the unfortunate toll of
COVID-19 resulted in over 12,000 individuals (https://covid.saude.gov.br/, accessed on
10 October 2023 ).

The limited number of tests becomes even more critical when concurrent outbreaks
of viral infectious diseases (concomitant outbreaks) occur. During the most challenging
pandemic phases, the Brazilian population faced at least two coexisting outbreaks of
viral infectious diseases: COVID-19 and influenza. Therefore, it is pertinent to assist
policymakers in formulating solutions to address concurrent outbreaks of viral infectious
diseases (present and future).

This article extends our previous research [8] by presenting ML models to assist in test
prioritization based on symptoms during concurrent outbreaks of COVID-19 and influenza
in Brazil. To our knowledge, no prior studies are experimenting with Brazilian datasets for
COVID-19 and influenza classification in this context. In the clinical scenario we envision,
symptomatic patients present themselves at the hospital’s testing site during a coexisting
outbreak of COVID-19 and influenza. Before conducting tests for COVID-19 or influenza,
which can be limited resources in certain countries, healthcare professionals can gather
patient information as input data for an ML model. This approach can empower healthcare
providers to make more informed decisions about which test to administer to specific
patients, optimizing resource allocation and patient care.

We implemented ML models that rely on supervised learning, employing the following
algorithms: Decision Tree (DT), Multilayer Perceptron (MLP), Gradient Boosting Machine
(GBM), Random Forest (RF), eXtreme Gradient Boosting (XGBoost), K-Nearest Neighbors
(KNN), Support Vector Machine (SVM), and Logistic Regression (LR). To address our
multi-class problem, which involves distinguishing between COVID-19, non-COVID-19,
influenza, and non-influenza cases, we conducted training and testing of algorithms using
datasets containing demographic attributes and symptom information. This approach
reduces the necessity for expensive exams (e.g., computed tomography scans).

The remainder of this article is structured as follows. Section 2 discusses the materials
and methods, encompassing data collection, preprocessing, attribute selection, validation
procedures, and details about the algorithms employed. Section 3 presents and discusses
our results. Section 4 concludes from our findings and presents future research directions.

2. Related Works

Studies on viral infection outbreaks are relevant for public administration (for instance, in
the context of surveillance systems) from a diagnostic standpoint. For instance, Son et al. [9]
used a South Korean time series of influenza incidence to detect initial outbreaks, aiming to
assist in policy formulation for control. Indeed, a pandemic presents a challenging scenario.
In another study, Kumar [10] analyzed and enhanced the monitoring of COVID-19 in India
by cluster analysis, offering insights into how the disease affected Indian states. The authors
considered a total of twenty-eight states and eight Indian territories.

The existing literature also offers studies that explore the concurrent outbreaks of
COVID-19 and influenza. For instance, Aftab et al. [11] experimented with deep-learning
models for COVID-19 and influenza classification during coexisting outbreaks based on
chest X-ray images. Li et al. [12] applied an XGBoost model to detect patients with both
COVID-19 and influenza. The authors used clinical data, including laboratory test results,
to train the XGBoost and baseline algorithms.

In another study, Zhou et al. [13] used data from patients at Zhongnan Hospital of
Wuhan University to implement an XGBoost model. The authors also considered symptoms
and laboratory test results when training the algorithm.

Furthermore, Elbasi et al. [14] addressed the classification of influenza and COVID-19
by employing the Bayes network, naive Bayes, locally weighted learning, MLP, and RF
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algorithms. Like the studies above, the authors used demographic data, symptoms, risk
factors, and laboratory test results for training the ML models.

Phu et al. [15] compared the XGBoost and RF algorithms for classifying influenza and
COVID-19, considering symptoms and laboratory test results. Their findings indicated that
the XGBoost model outperformed RF.

Nevertheless, the need for expensive laboratory test results could limit the practical
application of the previously proposed models, particularly when considering low- and
middle-income populations. Thus, using Brazilian datasets, our study investigates the
performance of ML models with different characteristics (e.g., tree-based and distance-
based approaches) by only considering demographic data and reported symptoms.

3. Materials and Methods

This study considers data preprocessing, creation of new datasets, attribute selection,
10-fold cross-validation, statistical comparisons, and attribute importance. The following
sections present an overview of these steps.

3.1. Data Collection and Preprocessing

Data collection is not considered a contribution of this study. The raw data used
in this study was collected by the public health agency of Campina Grande, located in
the Paraíba State of Northeast Brazil. This public agency receives information from all
COVID-19 tests conducted in Campina Grande [8]. To ensure patient privacy, the agency’s
staff removed patient identification details, and the de-identified data were then made
available for reuse in this study. The raw dataset contains various categorical features,
including information about health professionals, security professionals, ethnicity, test
types, symptoms (e.g., fever, sore throat, dyspnea, olfactory disorders, cough, coryza, taste
disorders, and headache), additional symptoms, test results, comorbidities, test status,
and symptom descriptions. Therefore, raw data from 55,676 Brazilian individuals were
preprocessed to establish new datasets containing information on symptomatic patients
tested for COVID-19.

Additionally, we gathered data from a sample of 14,570 Brazilian individuals, which
included information about symptomatic patients who underwent testing for influenza.
As for COVID-19, the tests encompassed Reverse Transcription Polymerase Chain Re-
action (RT-PCR) and rapid tests (antibody and antigen). We sourced information from
the OpenDatasus platform (https://opendatasus.saude.gov.br/dataset/srag-2021-a-2023,
accessed on 10 October 2023) the Brazilian Ministry of Health provided for this dataset.

We performed data preprocessing using the Python programming language. During
this preprocessing stage, we applied string-matching algorithms to address inconsistencies
in the raw dataset. One notable inconsistency we addressed was the presence of empty
columns related to symptoms, as the same symptoms were available within a column
designated for general symptom descriptions. We also excluded certain instances from the
initial samples based on our predefined exclusion criteria.

For the COVID-19 dataset, these criteria encompassed patients with incomplete tests
or undefined final classifications (12,929 instances), duplicated instances (12,929 instances),
outliers resulting from input errors (10,408 instances), test types that were not RT-PCR or
rapid (771 instances), individuals with undefined gender (27 instances), and asymptomatic
patients (11,269 instances). The exclusion of asymptomatic patients was necessary because
the algorithms relied on demographic characteristics and symptom data for accurate
processing. We applied the same criteria to the influenza dataset. For example, the raw
dataset, which was unbalanced, contained 5954 instances. After filtering and removal, the
dataset was reduced to 4212 instances.

We filtered the data to generate new datasets, including patients tested for COVID-19
and influenza. This process ensures that a patient tested positive for COVID-19 also tested
negative for influenza. However, we acknowledge that a patient can be infected with both
diseases simultaneously, even though this scenario is more uncommon. We did not consider
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this scenario in our study. The following attributes were considered: respiratory distress,
vomiting, saturation, fatigue, diarrhea, abdominal pain, gender, healthcare professional
status, fever, sore throat, dyspnea, olfactory disorder, cough, runny nose, taste disorder,
and headache.

We formulated six preprocessed datasets by combining COVID-19 and influenza data:
unbalanced RT-PCR, balanced RT-PCR, unbalanced rapid, balanced rapid, both unbalanced,
and both balanced. Thus, during the preprocessing, we oversampled the data by applying
the near-miss technique [16]. In the datasets, the numbers 0 and 1 denote positive and
negative results for COVID-19, while 2 and 3 represent positive and negative outcomes for
influenza. In the balanced RT-PCR datasets, each class contains 916 samples, the rapid test
datasets have 646 samples for each class, and the combined datasets of both tests contain
1564 samples. For the unbalanced sets, the RT-PCR dataset consists of 0 (916 samples),
1 (1863 samples), 2 (1502 samples), and 3 (1423 samples). The rapid test dataset includes
class 0 (648 samples), 1 (16,594 samples), 2 (691 samples), and 3 (646 samples). In the
combined dataset of both tests, class 0 has 1564 samples, class 1 has 18,457 samples, class
2 has 2106 samples, and class 3 has 2148 samples.

3.2. Attribute Selection

We applied the chi-squared test to the new datasets to assist in attribute selection
with a p < 0.01 threshold, examining attribute relevance for classification tasks through
dependence and independence relationships [17]. The chi-squared test for independence
was employed to compare four variables within a contingency table, determining whether
they are related.

3.3. Validation Method and Algorithms

We used the 10-fold cross-validation method with five repetitions to validate the ML
models MLP, GBM, DT, RF, XGBoost, KNN, SVM, and LR (weak/strong regularization).
An MLP is a feedforward neural network, meaning data travels in a single direction [18].
This model comprises one (or more) hidden neurons between the layers related to inputs
and outputs.

In contrast, the GBM is a decision tree with a fixed size that uses a boosting strategy [19].
This algorithm features integrated attribute selection, producing an estimation, approx-
imation, or the function denoted as F∗(x), which maps the input x to the output y
while minimizing the expected value by using a loss function L(y, F(x)) across the joint
distribution [20].

A DT algorithm commonly applies a divide-and-conquer strategy to construct a
directed acyclic graph, where rule splitting is determined by maximizing information
gain [21]. DT algorithms such as C4.5 include internal attribute selection, and the infor-
mation gain is influenced by the concept of entropy, which quantifies the uncertainty
or randomness associated with a discrete random variable. DT offers the advantage of
straightforward result interpretation by following the decision rules of a single tree [22–24].

Similarly, the RF relies on classification and regression tree principles while following
specific guidelines for tree growth, combination, self-testing, and post-processing [25]. The
algorithm includes an embedded attribute selection mechanism, evaluated using the Gini
impurity criterion index. RF also facilitates a straightforward interpretation of results from
the individual trees within the ensemble.

Relying on a different approach, KNN is a distance-based algorithm that classifies
new instances using the distance from neighbor instances [26]. Given an instance as a point
in space, KNN computes the distance between two points.

SVM is an algorithm designed to handle binary data using a linear separator to
maximize the distance between data points. The algorithm considers concepts such as the
separation hyperplane, maximum margin hyperplane, and soft margin [18].

Lastly, LR extends linear regression, assessing the connections between variables in
probabilistic classifications. The algorithm employs a sigmoid function to model these
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relationships and predict the probability of class membership [27]. Regularization can also
be employed to prevent overfitting. We used the LR algorithm as a baseline to compare the
linear model with the above ML approaches.

Moreover, we calculated the mean results for classification metrics, including precision,
accuracy, recall, Brier score, Receiver Operating Characteristic Curve (ROC), and Area
Under the Precision-Recall (PR) curve. We used the random search method to fine-tune the
hyperparameters of the algorithms, aiming to enhance their performance. Furthermore,
we analyzed recall-related outcomes using the Friedman and Nemenyi statistical tests to
improve the comparisons among the ML models [28]. The Friedman test is a valuable statis-
tical method for identifying differences between models. The Nemenyi test is pertinent for
grouping classification models based on assessing differences through many comparisons.
We determined the Critical Difference (CD) between the ML models by employing the
Nemenyi test, with a significance level set at α = 0.1. If the performance differences among
models are within an interval more minor than the CD, it suggests that the models are
indistinguishable from each other [8].

3.4. Attribute Importance

Finally, we performed attribute ranking for each ML model with the best performance
through the permutation-based attribute importance method, which provided mean impor-
tance and Standard Deviation (SD) as the evaluation criteria. The attribute ranking relied
on the permutation feature importance method to gauge the importance of an attribute
by evaluating the decrease in the model’s score, thereby assessing the degree of reliance
of the model on that particular attribute [29]. Our discussions center around the top five
attributes with the highest importance.

4. Results and Discussion

The COVID-19 and influenza datasets were merged to form a unified dataset for
implementing the models. As mentioned in Section 2, the numbers 0 and 1 indicated
positive and negative cases of COVID-19, while 2 and 3 indicated positive and negative
cases of influenza. The balanced RT-PCR datasets contained 916 instances for each class, the
rapid test datasets contained 646 instances for each class, and both tests combined included
1564 instances for each class. The unbalanced RT-PCR datasets contained class 1 (1863),
2 (1502), 3 (1423), and 0 (916); the rapid test datasets contained class 1 (16,594), 2 (691),
0 (648), and 3 (646); and both tests combined included class 1 (18,457), 3 (2148), 2 (2106),
and 0 (1564).

The tree-based models, considering the combination of COVID-19 and influenza, are
among those that exhibited superior outcomes. Table 1 presents the results of the 10-fold
cross-validation. We computed precision, recall, accuracy, and Brier score. LR and LRR
denote weak and strong regularization models, respectively.

Tables 2 and 3 present the mean importance and SD for attributes considering the
tree-based models and MLP and SVM, respectively. Table 4 displays the top five most
significant attributes for test prioritization. Such analyses consider the imbalanced datasets.

Throughout the experiments, attributes were not removed based on the chi-squared
test results, as all attributes exhibited dependence. To provide a more detailed illustration
of the outcomes, for instance, in Figures 1 and 2, the average results for the ROC and PR
curves using cross-validation for the decision tree model are depicted, employing both the
balanced and unbalanced datasets of both tests, respectively. As mentioned, we conducted
a 10-fold cross-validation five times to enhance our confidence in the results. We presented
the results for each of the four classes of our multi-class problem.
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Table 1. Performance of the classification models.

Database Model Precision Recall Accuracy Brier Score

MLP 82.44 (82.72) 82.72 (82.26) 82.37 (82.25) 0.088 (0.088)
GBM 82.59 (82.48) 82.92 (82.14) 82.54 (82.14) 0.08 (0.089)
RF 83.04 (82.96) 83.12 (82.47) 82.84 (82.47) 0.085 (0.087)

PCR DT 82.46 (82.37) 82.60 (81.76) 82.27 (81.76) 0.088 (0.091)
Imbalanced XGBoost 82.73 (82.67) 82.99 (82.27) 82.65 (82.27) 0.086 (0.088)
(Balanced) KNN 82.16 (82.35) 82.22 (81.51) 82.07 (81.61) 0.089 (0.092)

SVM 82.23 (81.93) 82.55 (81.57) 82.27 (81.57) 0.088 (0.092)
LRR 71.76 (71.65) 70.13 (70.78) 71.37 (70.78) 0.143 (0.145)
LR 72.29 (72.29) 70.85 (71.38) 72.02 (71.38) 0.139 (0.143)

MLP 85.30 (81.40) 79.41 (81.40) 96.44 (81.40) 0.171 (0.092)
GBM 85.61 (81.14) 79.40 (81.15) 96.46 (81.15) 0.017 (0.094)
RF 86.38 (81.50) 79.25 (81.56) 96.53 (81.56) 0.017 (0.092)

Rapid DT 85.42 (80.99) 79.61 (80.93) 96.53 (80.93) 0.017 (0.095)
Imbalanced XGBoost 85.76 (80.89) 79.32 (80.96) 96.47 (80.96) 0.017 (0.095)
(Balanced) KNN 87.81 (80.52) 78.93 (79.90) 96.56 (79.90) 0.017 (0.100)

SVM 86.12 (80.97) 79.11 (81.11) 96.49 (81.11) 0.017 (0.094)
LRR 73.32 (68.78) 55.60 (68.98) 93.24 (68.98) 0.033 (0.155)
LR 72.42 (70.70) 58.37 (70.24) 93.50 (70.24) 0.032 (0.148)

MLP 85.93 (80.95) 71.11 (80.47) 90.73 (80.95) 0.046 (0.097)
GBM 85.89 (81.14) 71.16 (80.64) 90.70 (80.64) 0.046 (0.096)
RF 86.85 (81.50) 71.63 (80.95) 90.96 (80.95) 0.045 (0.095)

Both DT 85.60 (80.74) 71.66 (80.13) 90.76 (80.13) 0.046 (0.099)
imbalanced XGBoost 86.07 (81.28) 71.39 (80.77) 90.79 (80.77) 0.046 (0.096)
(Balanced) KNN 82.23 (80.33) 66.15 (79.58) 88.98 (79.58) 0.055 (0.102)

SVM 86.43 (80.54) 70.95 (80.11) 90.77 (80.11) 0.046 (0.099)
LRR 68.87 (70.16) 52.82 (70.10) 85.54 (70.10) 0.072 (0.149)
LR 71.16 (71.24) 55.39 (71.22) 86.29 (71.22) 0.068 (0.143)

Figure 1. Average ROC curve for each class of the DT model using both balanced tests.
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Table 2. Mean importance and SD for attributes in tree-based classification models using the imbal-
anced datasets.

Dataset Feature GBM DT RF XGBoost

Respiratory distress 0.141 (0.008) 0.155 (0.008) 0.156 (0.008) 0.144 (0.008)
Vomit 0.037 (0.004) 0.036 (0.004) 0.035 (0.004) 0.037 (0.004)
Saturation 0.149 (0.007) 0.166 (0.008) 0.161 (0.007) 0.154 (0.008)
Fatigue 0.055 (0.006) 0.047 (0.005) 0.057 (0.006) 0.058 (0.006)
Diarrhea 0.028 (0.003) 0.024 (0.003) 0.027 (0.003) 0.028 (0.003)
Abdominal pain 0.013 (0.003) 0.006 (0.002) 0.011 (0.002) 0.013 (0.002)
Gender 0.138 (0.007) 0.133 (0.007) 0.137 (0.007) 0.137 (0.007)

PCR Health professional 0.029 (0.003) 0.026 (0.002) 0.029 (0.003) 0.031 (0.003)
Fever 0.235 (0.009) 0.230 (0.008) 0.234 (0.008) 0.230 (0.008)
Sore throat 0.077 (0.006) 0.073 (0.005) 0.075 (0.005) 0.079 (0.005)
Dyspnoea 0.098 (0.007) 0.095 (0.006) 0.093 (0.007) 0.092 (0.007)
Smell disorder 0.009 (0.002) 0.017 (0.002) 0.004 (0.002) 0.010 (0.002)
Cough 0.105 (0.007) 0.101 (0.007) 0.102 (0.007) 0.102 (0.007)
Runny nose 0.007 (0.002) 0.006 (0.002) 0.007 (0.002) 0.005 (0.002)
Taste disorder 0.019 (0.002) 0.014 (0.002) 0.009 (0.002) 0.010 (0.002)
Headache 0.012 (0.002) 0.012 (0.002) 0.013 (0.002) 0.008 (0.002)

Respiratory distress 0.109 (0.007) 0.113 (0.007) 0.156 (0.008) 0.121 (0.008)
Vomit 0.019 (0.004) 0.017 (0.003) 0.015 (0.004) 0.020 (0.004)
Saturation 0.140 (0.008) 0.194 (0.008) 0.165 (0.008) 0.154 (0.007)
Fatigue 0.056 (0.005) 0.072 (0.006) 0.055 (0.005) 0.055 (0.005)
Diarrhea 0.013 (0.003) 0.012 (0.003) 0.009 (0.002) 0.015 (0.004)
Abdominal pain 0.004 (0.002) 0.008 (0.002) 0.003 (0.001) 0.007 (0.002)
Gender 0.096 (0.009) 0.096 (0.010) 0.100 (0.009) 0.095 (0.008)

Rapid Health professional 0.013 (0.003) 0.014 (0.002) 0.015 (0.002) 0.018 (0.003)
Fever 0.148 (0.008) 0.158 (0.009) 0.148 (0.007) 0.152 (0.007)
Sore throat 0.080 (0.006) 0.073 (0.006) 0.072 (0.006) 0.075 (0.006)
Dyspnoea 0.130 (0.008) 0.144 (0.009) 0.136 (0.008) 0.136 (0.008)
Smell disorder 0.083 (0.005) 0.096 (0.006) 0.087 (0.006) 0.084 (0.005)
Cough 0.075 (0.007) 0.086 (0.008) 0.072 (0.007) 0.067 (0.008)
Runny nose 0.054 (0.004) 0.046 (0.003) 0.039 (0.003) 0.048 (0.003)
Taste disorder 0.042 (0.004) 0.036 (0.004) 0.023 (0.004) 0.039 (0.004)
Headache 0.047 (0.004) 0.053 (0.004) 0.045 (0.004) 0.055 (0.004)

Respiratory distress 0.140 (0.004) 0.148 (0.004) 0.147 (0.004) 0.143 (0.005)
Vomit 0.035 (0.003) 0.041 (0.004) 0.039 (0.004) 0.038 (0.003)
Saturation 0.171 (0.006) 0.191 (0.005) 0.190 (0.006) 0.184 (0.006)
Fatigue 0.053 (0.003) 0.062 (0.003) 0.057 (0.003) 0.055 (0.003)
Diarrhea 0.017 (0.002) 0.017 (0.002) 0.015 (0.002) 0.018 (0.002)
Abdominal pain 0.018 (0.002) 0.010 (0.002) 0.010 (0.002) 0.018 (0.002)
Gender 0.123 (0.005) 0.126 (0.006) 0.121 (0.005) 0.119 (0.005)

Both Health professional 0.020 (0.002) 0.016 (0.002) 0.019 (0.002) 0.020 (0.002)
Fever 0.182 (0.006) 0.187 (0.006) 0.183 (0.007) 0.179 (0.007)
Sore throat 0.084 (0.004) 0.087 ( 0.004) 0.082 (0.004) 0.083 (0.004)
Dyspnoea 0.103 (0.005) 0.108 (0.005) 0.103 (0.005) 0.107 (0.005)
Smell disorder 0.047 (0.003) 0.053 (0.003) 0.039 (0.003) 0.048 (0.003)
Cough 0.086 (0.004) 0.088 (0.004) 0.087 (0.005) 0.084 (0.004)
Runny nose 0.017 (0.001) 0.016 (0.001) 0.017 (0.002) 0.016 (0.001)
Taste disorder 0.024 (0.003) 0.027 (0.003) 0.019 (0.003) 0.024 (0.003)
Headache 0.035 (0.003) 0.033 (0.002) 0.028 (0.003) 0.031 (0.003)
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Table 3. Mean importance and SD for attributes in MLP and SVM models using the imbalanced datasets.

Dataset Feature MLP SVM

Respiratory distress 0.139 (0.009) 0.135 (0.008)
Vomit 0.041 (0.005) 0.039 (0.004)
Saturation 0.146 (0.008) 0.152 (0.007)
Fatigue 0.056 (0.005) 0.059 (0.005)
Diarrhea 0.025 (0.003) 0.028 (0.003)
Abdominal pain 0.015 (0.003) 0.015 (0.003)
Gender 0.137 (0.007) 0.125 (0.006)

RT-PCR Health professional 0.043 (0.003) 0.021 (0.002)
Fever 0.230 (0.008) 0.219 (0.008)
Sore throat 0.081 (0.007) 0.069 (0.006)
Dyspnoea 0.100 (0.006) 0.080 (0.006)
Smell disorder 0.013 (0.003) 0.010 (0.002)
Cough 0.105 (0.007) 0.098 (0.007)
Runny nose 0.010 (0.002) 0.003 (0.002)
Taste disorder 0.018 (0.002) 0.014 (0.002)
Headache 0.020 (0.002) 0.007 (0.002)

Respiratory distress 0.090 (0.007) 0.092 (0.007)
Vomit 0.019 (0.004) 0.019 (0.004)
Saturation 0.132 (0.007) 0.125 (0.007)
Fatigue 0.067 (0.005) 0.061 (0.006)
Diarrhea 0.018 (0.003) 0.017 (0.004)
Abdominal pain 0.011 (0.003) 0.007 (0.002)
Gender 0.090 (0.009) 0.076 (0.007)

Rapid Health professional 0.017 (0.003) 0.016 (0.003)
Fever 0.141 (0.007) 0.143 (0.007)
Sore throat 0.064 (0.006) 0.062 (0.006)
Dyspnoea 0.129 (0.008) 0.118 (0.007)
Smell disorder 0.074 (0.005) 0.075 (0.005)
Cough 0.071 (0.007) 0.068 (0.008)
Runny nose 0.041 (0.003) 0.047 (0.003)
Taste disorder 0.032 (0.004) 0.034 (0.003)
Headache 0.049 (0.005) 0.044 (0.004)

Respiratory distress 0.123 (0.005) 0.123 (0.005)
Vomit 0.038 (0.003) 0.035 (0.004)
Saturation 0.146 (0.005) 0.157 (0.006)
Fatigue 0.052 (0.003) 0.047 (0.003)
Diarrhea 0.017 (0.002) 0.016 (0.002)
Abdominal pain 0.020 (0.002) 0.018 (0.002)
Gender 0.122 (0.005) 0.109 (0.005)

Both Health professional 0.025 (0.002) 0.018 (0.002)
Fever 0.180 (0.006) 0.173 (0.006)
Sore throat 0.083 (0.004) 0.083 (0.004)
Dyspnoea 0.108 (0.005) 0.092 (0.005)
Smell disorder 0.058 (0.003) 0.040 (0.002)
Cough 0.089 (0.005) 0.079 (0.005)
Runny nose 0.023 (0.02) 0.017 (0.001)
Taste disorder 0.030 (0.003) 0.022 (0.003)
Headache 0.048 (0.003) 0.028 (0.003)
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Table 4. The five most relevant attributes for test prioritization when dealing with imbalanced datasets.

Dataset Model Top 1 Top 2 Top 3 Top 4 Top 5

MLP Fever Saturation Respiratory distress Gender Cough
GBM Fever Saturation Respiratory distress Gender Cough

PCR RF Fever Saturation Gender Respiratory distress Cough
DT Saturation Fever Gender Cough Respiratory distress
XGBoost Saturation Health professional Respiratory distress Fever Fatigue
SVM Fever Saturation Respiratory distress Gender Cough

MLP Fever Saturation Dyspnoea Respiratory distress Gender
GBM Saturation Dyspnoea Fever Smell disorder Respiratory distress

Rapid RF Saturation Fever Dyspnoea Fatigue Gender
DT Fever Saturation Gender Respiratory distress Smell disorder
XGBoost Saturation Smell disorder Runny nose Headache Respiratory distress
SVM Fever Saturation Dyspnoea Respiratory distress Gender

MLP Fever Saturation Respiratory distress Gender Dyspnoea
GBM Diarrhea Abdominal pain Taste disorder Headache Runny nose

Both RF Abdominal pain Diarrhea Runny nose Headache Health professional
DT Health professional Abdominal pain Headache Taste disorder Runny nose
XGBoost Taste disorder Cough Gender Dyspnoea Sore throat
SVM Fever Saturation Respiratory distress Gender Dyspnoea

Figure 2. Average precision-recall curve for each class of the DT model using both unbalanced tests.

The ROC and PR curves were computed using five random folds for each class. The
tree-based models exhibited the highest Average Precision (AP) values, ranging from
58% to 86%, using the balanced dataset with both tests. Additionally, AP values ranged
from 30% to 92% using the unbalanced dataset with both types of tests.

Afterward, using the Friedman and Nemenyi tests increased confidence in validating
the ML models. They were compared using the six COVID-19 and influenza datasets. The
comparison predominantly concentrates on recall outcomes due to the significant adverse
effects of false negatives in COVID-19 and influenza applications. Figure 3 depicts the
recall results for the employed datasets.

67



Appl. Sci. 2023, 13, 11518

Figure 3. (A) Mean recall for the models using unbalanced datasets for RT-PCR, rapid, and both
types. (B) Mean recall for the models using balanced datasets for RT-PCR, rapid, and both types.

The null hypothesis and the results were as follows: for unbalanced RT-PCR (t = 217.363),
balanced RT-PCR (t = 231.788), unbalanced rapid (t = 234.098), balanced rapid (t = 188.243),
unbalanced both datasets (t = 221.810), and balanced both datasets (t = 253.074). The
results suggest that the difference in mean recall was likely statistically significant (p < 0.05).
Additionally, depending on the dataset, MLP and GBM appeared to be statistically indistin-
guishable, as were DT, RF, XGBoost, KNN, and SVM.

Using the permutation-based attribute importance method across the six datasets,
we ranked the most significant five attributes for the ML models, demonstrating the
highest performance. Fever and oxygen saturation symptoms displayed higher mean
importance values in the case of the balanced datasets for RT-PCR and rapid tests. However,
the symptoms with mean importance values appeared more diverse when both tests
were balanced.

As a result, the preprocessing of raw datasets facilitated the implementation, valida-
tion, and comparison of classification models with diverse characteristics, including using
neural layers, tree ensembles, and data distance computation. This preprocessing also led
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to the public availability of patient data, including individuals tested as symptomatic using
RT-PCR and rapid tests, as referenced in [8].

We conducted training and testing of the algorithms using both unbalanced and bal-
anced datasets to improve data representativeness. When considering test-type grouping,
the best classification metric results were achieved in both unbalanced and balanced scenar-
ios for RT-PCR and rapid tests. While the classification model performances were similar
for RT-PCR and rapid test scenarios, the RT-PCR testing scenario holds greater clinical
relevance due to the high confidence associated with RT-PCR testing. The accuracy of
RT-PCR testing enhances diagnostic confidence even if the patient has been tested in the
early days after the onset of symptoms.

The recall metric is relevant in our context because of the adverse consequences of
false negatives in clinical practice. We improved the quality of comparisons between ML
models using the Friedman and Nemenyi tests, which relied on the recall performance
across the six datasets.

The tree-based classification models examined in this study demonstrated superior
performance and were grouped based on their classification metric outcomes and statistical
test results. This observation is of particular importance because tree-based models are
highly interpretable, which can positively influence the decision-making process of health-
care professionals. In clinical practice, the acceptance of ML-based systems increases when
healthcare practitioners can easily comprehend and interpret the outputs of classification
models to understand the decision-making logic, as referenced in [30].

Additionally, it is important to acknowledge that in a real-world scenario, the pres-
ence of asymptomatic patients may be seen as a limitation in the applicability of ML
models [31]. However, in the context of this study, its relevance persists due to the presence
of symptomatic cases that demand the attention of healthcare professionals and govern-
ment authorities. Evaluating symptomatic patients remains crucial to avoid the inadvertent
overuse of testing resources, especially in the face of concurrent disease outbreaks in Brazil
caused by other viral infections (e.g., COVID-19 and influenza). Certain viral infections
can present with similar symptoms, making it challenging for healthcare professionals to
decide the appropriate type of testing needed.

A symptomatic patient with limited symptoms can pose challenges for ML models.
However, attribute ranking and additional information, such as whether the patient has
had contact with infected individuals, are valuable factors to supplement ML models. They
provide additional context and data that can aid healthcare professionals and policymakers
in making informed decisions.

Another limitation of this study is the number of ML models experimented with.
However, we addressed this limitation by considering a set of well-established algorithms
that cover various approaches, including tree-based models, linear regression, statistical
learning, distance-based methods, and neural concepts.

5. Conclusions

The results emphasize the importance of employing ML models for test prioritization
in Brazil during coexisting COVID-19 and influenza outbreaks, mainly focusing on non-
expensive input data. The elevated performance of tree-based ML models holds significance
for the healthcare domain due to their high interpretability reported in recent literature,
which positively influences the final decision-making process of healthcare professionals.

Therefore, tree-based models have been identified as the most suitable ML models
when considering the ease of interpretation and performance criterion. They can effectively
aid in prioritizing the testing of symptomatic patients. The relevance of utilizing symptoms
that do not require costly tests is evident, for instance, in underserved and hard-to-reach
communities. These communities usually depend on public services to conduct expensive
exams, which may only sometimes be promptly available.

Our experiments have demonstrated the viability of employing ML models to aid in
prioritizing testing when concurrent outbreaks of COVID-19 and influenza occur. These
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ML models can be seamlessly integrated into the clinical practice workflow at testing sites,
enhancing the efficiency and effectiveness of the testing process. However, it is important
to note that one limitation of our model is that it does not account for the scenario where a
patient could be simultaneously infected with both COVID-19 and influenza. We recognize
this as a significant aspect for future research and further development of our model.

Moreover, the solution proposed in this study holds the potential for scalability to
decision support systems, considering the high number of existing viral infectious diseases.
As a future endeavor, the intention is to develop a clinical decision support system based
on the proposed approach, utilizing web technologies. Additionally, usability tests are
planned, adhering to established standards in the literature, for the developed system to
assess user-friendliness and perception, considering the potential diverse target audience
for this type of system.
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Abstract: Medical imaging plays a crucial role in modern healthcare, providing essential information
for accurate diagnosis and treatment planning. The Digital Imaging and Communications in Medicine
(DICOM) standard has revolutionized the storage, transmission, and sharing of medical images and
related data. Despite its advantages, implementation and deployment of the DICOM protocol often
suffers from incomplete understanding, leading to vulnerabilities within the healthcare ecosystem.
This research paper presents an implementation of DICOM communication and the development
of a practical demonstration for simulation purposes The simulation can be used for conducting
cybersecurity tests in the context of DICOM communication. Overall, the simulation provides
a digital environment that can help in retrieving valuable insights into the practical aspects of
DICOM communication and PACS integration, serving as a valuable resource for medical imaging
professionals, researchers, and developers. These research results provide practical insights, and the
DICOM simulation can be used in realistic contexts to showcase a variety of security scenarios.

Keywords: medical imaging; DICOM; PACS; eHealth; simulation

1. Introduction

Medical imaging is of the utmost importance in modern healthcare for accurate diag-
nosis and treatment planning [1–7]. DICOM, a widely used standard, has revolutionized
the storage, transmission, and sharing of medical images and associated data [8–11]. DI-
COM stands for “Digital Imaging and Communications in Medicine”. It is a widely used
standard for the communication, storage, and management of medical images [12]. DICOM
enables interoperability among various medical imaging devices and systems, ensuring
that medical images and associated data can be easily exchanged and interpreted across
different vendors and institutions. As part of the DICOM infrastructure, the Picture Archiv-
ing and Communication System (PACS) plays a key role in enabling the storage, retrieval,
and distribution of medical images and associated information [13,14].

Past attacks targeting DICOM systems have exposed vulnerabilities in the security
infrastructure of medical imaging technology [15]. These attacks highlight the need for
heightened security measures around the safeguarding of sensitive patient data to maintain
the integrity of medical images. For example, in 2017 researchers from Massachusetts Gen-
eral Hospital identified thousands of unprotected DICOM servers globally and hundreds
in the United States, potentially revealing patient information [16]. Similarly, in 2018 a secu-
rity researcher employed an internet scanning tool to access unprotected DICOM servers,
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and even produced a 3D model of a single individual’s anatomy [17]. These incidents
underscore the urgency of implementing robust security protocols, including encryption,
authentication, network segmentation, and regular security audits, to mitigate risks and
protect patient privacy within the DICOM ecosystem.

Despite the indispensability of DICOM and PACS, there is often a lack of compre-
hensive understanding and implementation in healthcare organizations [18,19]. This lack
of comprehension and implementation can lead to various security challenges and vul-
nerabilities [20,21]. The existing literature highlights the security vulnerabilities in these
systems, such as unencrypted communications, weak authentication mechanisms, and
inadequate access controls [15,22–24]. Nevertheless, healthcare organizations often fail to
implement robust security measures or conduct comprehensive security testing, leaving
them vulnerable to cyberattacks [25,26].

This research paper proposes a DICOM simulation with the aim of improving under-
standing of the DICOM network protocol. The simulation serves as a practical demonstra-
tion that can enhance comprehension and implementation. By simulating data transfer
using the DICOM protocol from a healthcare modality, the practical aspects of DICOM
communication and PACS integration can be further investigated. The simulation involves
the replication of the network layer for DICOM transfers and establishing the necessary
connections to a PACS server.

1.1. Contribution

This research paper makes significant contributions to the field of medical imaging
by providing a practical demonstration of DICOM data transfer in a medical imaging
environment. The code has been uploaded to GitHub [27]. The key contributions of this
research paper are as follows:

• We present a practical demonstration of data transfer in a medical imaging environ-
ment by simulating DICOM data transfer in a virtual environment. This demon-
stration provides an environment that can facilitate better understanding of DICOM
communication and the integration of PACS in a realistic setting.

• We provide a step-by-step implementation and code snippets that serve as a valuable
resource for education and learning in order to confer a better understanding of
DICOM communication and PACS integration.

• The presented simulation offers a digital environment that enables hands-on experi-
ence of a realistic implementation for DICOM communication and PACS integration
and allows interaction with the simulated environment.

• The simulated environment can be utilized as a valuable asset for security and privacy
tests. By simulating DICOM transfers and PACS integration, common and critical
vulnerabilities can be uncovered and comprehensive security testing conducted to
address cybersecurity concerns in medical imaging systems.

1.2. Related Works

Several works have contributed to understanding DICOM communications and PACS
integration in medical imaging. Zhou et al. [28] identified a lack of tools for PACS training
and developed a Radiology Information System (RIS) simulator. However, advancements
in medical imaging, DICOM communication, PACS integration, and cybersecurity have
occurred subsequently. Coutinho et al. [21] introduced a cybersecurity methodology and
tools for healthcare operational information systems with a focus on cybersecurity, for
which they used Orthanc [29] and ONIS [30]. Other researchers have provided extensively
details on the advantages of the Fast Healthcare Interoperability Resources (FHIR) protocol
while outlining a user-friendly approach for individuals who are new to these concepts [31].

In the present research, a DICOM simulator was developed in a virtual lab context
for use in conducting security tests. This study emphasizes in-depth analysis and learning
aspects related to the fundamental attributes of the DICOM protocol, and the approach
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remains flexible for subsequent extensions, providing openings for further utilization by
researchers according to their particular requirements.

Potter et al. [32] discussed the significance of the DICOM Validation Toolkit (DVTk) [33],
which offers potential for individuals working with the DICOM standard. Other re-
searchers [34] have utilized DVTk and highlighted the benefits of HIS, RIS, and PACS
systems in healthcare management. Additionally, Oemig et al. [35] presented a collection
of tools, including DVTk [33] and HAPI [36], to explore their development and integration
with PACS. Mantri et al. [37] conducted a comparative study of DICOM API libraries,
while NIST [38] identified software and managed risks within the PACS ecosystem. Mileva
et al. [39] introduced covert channels for DICOM transport mechanisms, offering possibili-
ties for covert communications, data exfiltration, and privacy leaking attacks.

Table 1 showcases the comprehensive differentiations and additions from the existing
pertinent research. Within this study, a DICOM simulation and a topology are introduced
to showcase the interaction between DICOM and PACS. This research is valuable to a
broader audience interested in DICOM communication and for the practical application of
DICOM simulations in real-world scenarios for learning and testing purposes.

Table 1. Comparison between related works and presented DICOM simulation.

Paper Main Focus Contribution of DICOM Simulation

[28] Lack of tools for practical PACS training.

Comprehensive demonstration of DICOM data transfer
within a medical imaging environment. It offers
step-by-step implementation guidance and code snippets,
enabling a better understanding of DICOM communication
and integration with PACS systems.

[21] Focus primarily on cybersecurity methodology.

The simulation serves as a controlled environment for
conducting security assessments related to DICOM data
transfer, offering a unique contribution by merging
simulation with cybersecurity considerations.

[32] Emphasis on the DICOM Validation Toolkit (DVTk).

Offers detailed Python library implementations that focus
on fundamental DICOM communication concepts. Notably,
it provides adaptable code that can be tailored to specific
use-case requirements.

[35] Exploration of DICOM software development
and integration.

Enhances the practicality of training for medical imaging
professionals, offering a contribution that bridges the gap
between software development and medical imaging.

[37] Comparative study of DICOM API libraries.
Practical understanding of data exchange, adding value by
examining and by using DICOM APIs in a
simulated environment.

[38] Identification of risks within the PACS ecosystem.

Establish a practical baseline environment for
comprehending and addressing security concerns in
DICOM systems, offering valuable insights into
risk identification.

[39] Introduction of covert channels for DICOM
transport mechanisms.

Extends the understanding of potential vulnerabilities and
hidden pathways within DICOM communication.

1.3. Paper Structure

The rest of this paper is structured as follows. Section 3 presents the methodology
employed to develop the DICOM simulation software. Section 4 provides details on the
implementation and explanation of the Python code. Simulation results, validation, and
analysis reports are provided in Section 5, along with a further explanation of the DICOM
protocol. Finally, the paper concludes in Section 6 with a discussion of potential future
research avenues.
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2. Background

DICOM defines a set of entities representing different aspects of medical imaging and
patient information [40]:

• Patients (P) encapsulates individual patient data, including attributes such as name, ID,
and birthdate. A patient p can be associated with one or more studies (P → [S1, S2, . . .]).

• Study and Study Series (S and Se) includes related medical images and metadata,
while Series groups images within a study based on common characteristics. A study
s can include one or more series (Se = [S1, S2, . . .]).

• Image (I) refers to a set of DICOM images I; Series Se groups related images
(Se → [I1, I2, . . .]).

• Physician (Ph) represents healthcare professionals; images I are interpreted by a
physician Ph (Ph → [I1, I2, . . .]).

• Modalities (M) refers to imaging-related equipment or healthcare modalities, includ-
ing imaging devices, specifying manufacturer details and software version. Images I
are generated by a specific modality M (M → [I1, I2, . . .]).

DICOM is designed for the management of medical images and associated data within
a healthcare environment.

2.1. Picture Archiving and Communication System (PACS)

PACS is a crucial system utilized in the medical field for the storage, management, and
distribution of medical images and associated patient information. It replaces traditional
film-based systems by enabling healthcare providers to capture, store, retrieve, and view
medical images electronically. With PACS, the cumbersome task of managing physical film
records is replaced by a digital infrastructure that facilitates easy image access and promotes
efficient collaboration among healthcare professionals. Orthanc [29,41], on the other hand,
is an open-source implementation of a PACS server. It provides a lightweight, vendor-
neutral, and standards-compliant solution for managing medical images and associated
data. Orthanc serves as a software platform that can be utilized to establish a PACS server
infrastructure. Its open-source nature offers flexibility and customization options, making
it an appealing choice for institutions and developers seeking to create their own PACS
environment.

2.2. Encoding and Compression Techniques in DICOM

The Transfer Syntax [42] in DICOM refers to the encoding and compression techniques
used to represent and transmit DICOM data. It determines how DICOM objects, includ-
ing images, are serialized into a byte stream that can be transmitted or stored. DICOM
supports multiple Transfer Syntaxes to provide flexibility, interoperability, and efficient
handling of various data formats. Commonly used Transfer Syntaxes in DICOM include
the following [42]:

• Implicit VR Little Endian: a Transfer Syntax that uses a combination of implicit
value representation encoding and little-endian byte ordering. It is widely used for
uncompressed DICOM images, and supports a variety of data types. This is the
default Transfer Syntax for most DICOM files.

• Explicit VR Little Endian: a Transfer Syntax that uses explicit VR encoding and little-
endian byte ordering. Commonly used for uncompressed DICOM images, it provides
explicit VR tags, which make it easier to parse and understand the data.

• JPEG Lossless: a Transfer Syntax that employs the Joint Photographic Experts Group
(JPEG) Baseline algorithm for lossless compression of DICOM images, JPEG Loss-
less [12,42] is utilized when a balance between compression and preservation of
image quality is required. It achieves significant compression ratios while maintaining
the integrity of the image data. JPEG Lossless is particularly useful for storing or
transmitting DICOM images where lossy compression is not acceptable.
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• JPEG Baseline: a specific Transfer Syntax that utilizes the JPEG Baseline algorithm
for compressing DICOM images, JPEG Baseline [42,43] is a lossy compression tech-
nique that achieves significant compression ratios while maintaining acceptable image
quality for many medical imaging applications. JPEG Baseline is often used for trans-
mitting DICOM images over networks with limited bandwidth or storage capacity, as
it helps reduce the size of image data.

By supporting various Transfer Syntaxes, DICOM enables interoperability between
different systems, ensuring that medical imaging data can be exchanged and interpreted
correctly across diverse platforms and applications.

2.3. Service–Object Pair (SOP) Class and Transfer Syntax

SOP Classes [42] are service objects that encapsulate DICOM image files. An SOP Class
defines a specific type of medical imaging or non-imaging service that can be performed
on a DICOM object. It represents a combination of a service and an object on which the
service can be performed. Popular SOP Classes include, among others [42]:

• CT Image Storage (1.2.840.10008.5.1.4.1.1.2): stores Computed Tomography (CT) im-
ages, which are used for diagnostic purposes and provide detailed cross-sectional
views of the body.

• MR Image Storage (1.2.840.10008.5.1.4.1.1.4): stores Magnetic Resonance Imaging
(MRI) images, which are used to visualize internal structures of the body using
magnetic fields and radio waves, providing detailed anatomical information.

• Ultrasound Image Storage (1.2.840.10008.5.1.4.1.1.6.1): stores ultrasound images; ul-
trasound imaging uses high-frequency sound waves to generate images of organs
and tissues in real-time, and is often used in obstetrics, cardiology, and other medical
applications.

• X-ray Radiography Image Storage (1.2.840.10008.5.1.4.1.1.1): stores X-ray images;
widely used for various medical purposes, X-rays provide two-dimensional images
that can help diagnose bone fractures, detect abnormalities, and visualize internal
structures.

The above SOP Classes define the necessary metadata, attributes, and operations
required to handle and interpret images of their respective modalities.

2.4. Presentation Contexts

Presentation Contexts in DICOM define the combination of a specific SOP Class and
one or more supported Transfer Syntaxes that an AE can handle for communication pur-
poses. When two DICOM devices establish a connection or association, they negotiate
the set of services and data formats that they can support. This negotiation is accom-
plished using Presentation Contexts. A Presentation Context consists of the following
components [42]:

• Abstract Syntax: this identifies the class or type of DICOM object being transmitted
or requested, and represents a specific SOP Class, such as CT Image Storage or MR
Image Storage.

• Transfer Syntaxes: these define the encoding and compression techniques used to
represent and transmit the DICOM data, and specify how the DICOM object is seri-
alized into a byte stream. Multiple Transfer Syntaxes can be associated with a single
Abstract Syntax, allowing for flexibility in data formats and compression options.

The process of association negotiation in the context of medical imaging involves the
exchange of information between two devices. During this negotiation, both devices share
a list of supported Presentation Contexts. Each Presentation Context is composed of an
Abstract Syntax along with one or more Transfer Syntaxes that the device is capable of
supporting for that specific Abstract Syntax.

The two devices then compare the lists of Presentation Contexts they have shared
and work towards finding a mutually supported Presentation Context. When this mutual
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agreement is reached, it signifies that the devices can effectively communicate and conduct
operations involving DICOM objects. This is done using the designated Abstract Syntax,
while the agreed-upon Transfer Syntax is employed for the communication.

For instance, consider a scenario in which two devices establish a Presentation Context
with an Abstract Syntax. This agreement indicates that the devices are now equipped
to exchange and manipulate magnetic resonance image data using the JPEG Baseline
compression algorithm. This enables seamless and efficient communication between the
devices while ensuring compatibility in handling medical image information.

2.5. Application Entities (AEs)

The AE concept [42] is fundamental to Digital Imaging and DICOM standards. It
represents a node or device in a network that communicates using DICOM protocols. An
AE can be a piece of medical imaging equipment, such as a CT scanner, MRI machine, or
PACS server. In the context of DICOM, an AE is identified by a unique AE title, which
serves as its network address. The AE title is used to establish connections and enable
communication between different entities in a DICOM network. Each AE is responsible for
sending and receiving DICOM objects, including medical images, patient information, and
related metadata.

AEs provide services such as querying/retrieval, storage, and printing of DICOM ob-
jects. They can act as a Service Class Provider (SCP), which receives requests for services, or
a Service Class User (SCU) [42], which initiates requests and interacts with other endpoints.
The roles of SCPs and SCUs can be performed by the same AE or by different endpoints
depending on the system architecture and requirements. An Application Entity represents
a DICOM node or device in the network. In the DICOM simulator, an AE is created using
the AE class from Pynetdicom. The AE title is set to “MODALITY”, which identifies the
simulated modality in the network.

3. Methodology

This section provides an in-depth explanation of the methodology used to implement
the DICOM simulator in Python. It outlines the key steps involved in establishing commu-
nication with the PACS server, configuring the necessary libraries, and sending DICOM
images. To understand the interactions between DICOM modalities and PACS servers,
a mathematical model can be formulated to describe the association between DICOM
modalities and PACS servers.

The association between a DICOM modality and a PACS server involves several
parameters that define the communication and data exchange. Let us consider a DICOM
modality M and a PACS server. The relationship between M and PACS can be represented
using Equation (1):

A(M, S) = {AEM, AEPACS, SOPclass, TS} (1)

where A(M, S) represents the association between the modality M and PACS server PACS,
AEM is the Application Entity representing the DICOM modality in the network, AES is the
Application Entity representing the PACS server in the network, SOPclass denotes the SOP
Class specifying the type of medical image or information being exchanged, and TS is the
transfer syntax that defines how the data are encoded and decoded during transmission.

Application Entities (AE) can be represented as nodes in a network graph. Each node
corresponds to an AE, which can be either the DICOM modality or the PACS server. The
communication between these nodes is facilitated by the DICOM protocol, as presented in
Equation (2). Equation (2) describes nodes and edges as the elements of a graph, where
AEM and AES are nodes representing entities within the network and edges (AEM, AES)
signify a connection or relationship between these nodes:

Nodes: N = {AEM, AES} and Edges: E = {(AEM, AES)} (2)
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where N is the set of nodes representing the DICOM modality and PACS server and E is
the set of edges indicating the communication links between the modality and the server.

SOP classes define the type of medical image or object being exchanged, while the
Transfer Syntax specifies how the data are encoded and compressed for transmission. The
association of SOP classes and transfer syntax is presented in Equation (3):

A(SOPclass, TS) = {SOPclass, TS} (3)

where A is a function that takes two parameters, namely, SOPclass and TS, while SOPclass
represents a parameter related to the class of SOP in the context of DICOM, TS similarly
represents the Transfer Syntax in DICOM, SOPclass represents the specific type of medical
image or information, TS denotes the transfer syntax used for encoding and decoding, and
the function A in Equation (3) takes two DICOM-related parameters and constructs a set
containing their values.

DICOM communication often involves sensitive patient data, necessitating secure
protocols [44]. Transport Layer Security (TLS) and Secure Sockets Layer (SSL) ensure
encrypted data transmission and authentication, while Internet Protocol Security (IPsec)
offers secure network-layer communication. DICOM Secure Communication Profiles define
secure communication guidelines for enhanced data privacy and integrity in medical imag-
ing networks. The choice of protocol depends on security needs, regulatory compliance,
and infrastructure compatibility. The dependency graph (Figure 1) depicts the DICOM
architecture followed in this research. These concepts, although only briefly summarized
in this section, are explored in greater depth later on, shedding light on their profound
influence within the field of medical imaging.
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Figure 1. Dependency graph for DICOM/PACS communication.

At the core of DICOM is the AE, which designates network-connected devices such as
imaging systems, workstations (Figure 1), or healthcare modalities. Playing a crucial role
in simplifying accessibility for healthcare professionals, PACS servers are responsible for
the storage, retrieval, and orchestration of medical images and their associated data.

The SOP Classes play a categorical role in delineating various types of medical stud-
ies or objects, each tailored to a specific imaging modality such as CT scanners or MRI
machines. They detail the required attributes and structural elements crucial for accurate
representation of data. Intimately connected to this are the concepts around Transfer Syn-
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taxes, which encompass the encoding principles governing the compression and formatting
of DICOM data. These principles ensure seamless interoperability across a diverse array of
devices.

During communication, Presentation Contexts come into play by establishing agree-
ments between devices regarding the supported SOP Classes and Transfer Syntaxes for
the duration of the communication session. These fundamental concepts, intricate in their
complexity and significant in their role, are poised for a more profound exploration later in
this section.

As presented in Figure 1, to establish the association between the AE and the PACS,
in this research we employed Pynetdicom [45]. Pynetdicom is a Python implementation of
the DICOM networking protocol that enables communication between different DICOM
entities. It provides the necessary functionalities to establish association, transfer DICOM
data, and manage network connections. In terms of data security during transmission,
both Orthanc and Pynetdicom support encryption. Encryption is a crucial aspect of securing
sensitive medical data during transmission to ensure privacy and prevent unauthorized
access. The use of encryption adds an extra layer of protection to the data being transferred
between the AE and the PACS, reducing the risk of potential security breaches.

3.1. Pydicom: Modify and Write DICOM Files with Python

In this research, Pydicom [46] was used as a tool to read DICOM files and send them to
the Application Entity (AE). The AE supports Presentation Contexts, which consist of SOP
Classes and Transfer Syntaxes [39,42,46]. The integration as presented in Figure 1 focuses
on the integration between the AE and the PACS server.

Pydicom is a widely-used Python library that offers a range of functionalities for
working with DICOM files. It is specifically designed to handle DICOM data, allowing
users to read, manipulate, and write DICOM files effectively. In the context of our presented
DICOM simulator, Pydicom is utilized to read the DICOM files from the local folder and
prepare them for transmission to the PACS server. The library provides the necessary tools
and functions to parse the DICOM files, extracting relevant information and organizing it
into a structured format.

One of the key functions provided by the Pydicom library is dcmread(). This function is
used to read and parse DICOM files in Python. It accepts the path or a file-like object of the
DICOM file as input and returns a Dataset object. The Dataset object represents the parsed
data and contains various attributes and methods to access and manipulate the DICOM
information. By utilizing the dcmread() function, the DICOM simulator can read the DICOM
files and extract the required information, such as patient data, imaging parameters, and
study details. This information can then be utilized to simulate the transmission of DICOM
data to the PACS server.

3.2. Pynetdicom: A Python Implementation of the DICOM Networking Protocol

Pynetdicom is a Python library that implements the DICOM network protocol and en-
ables communication between DICOM applications. It provides functionalities to establish
associations between DICOM nodes, and facilitates the sending and receiving of DICOM
data. In the context of the DICOM simulator, Pynetdicom is utilized to establish a connection
with the PACS server and transmit DICOM images. The library offers an AE class, which is
employed to create an Application Entity representing the local node or device in the simu-
lator. To define the supported presentation contexts, which determine the combination of
SOP Classes and Transfer Syntaxes that the AE can handle, the supported_contexts attribute
of the AE class is set. This attribute specifies the supported DICOM services and protocols.

The add_requested_context() method is used to specify additional requested contexts,
allowing the AE to indicate the SOP Classes and Transfer Syntaxes that it wants to use
for communication with the remote DICOM entity. The associate() method establishes
an association with the PACS server, enabling subsequent data exchange. This method
initiates the DICOM association negotiation process, which involves negotiating supported
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presentation contexts, transferring the DICOM application context, and verifying the
compatibility between the local and remote DICOM entities.

To transmit DICOM datasets to the connected PACS server, the send_c_store() method is
utilized. This method ensures proper encoding and delivery of the DICOM data. It handles
the DICOM C-STORE service, which is responsible for storing DICOM datasets on the PACS
server. The send_c_store() method provides status codes to indicate the success or failure
of the storage request. Finally, the release() method is used to terminate the association
between DICOM entities. This method initiates a graceful closure of the communication
session by sending release request messages to both the local and remote entities.

3.3. Association Establishment between AE and PACS

In the diagram provided in Figure 2, the deployment of a simulation on Host 1 is
illustrated. The main process, labeled “Association”, is associated with the AE within the
simulation. The AE serves as a representation of a device or node within the network,
denoted as AE. Similarly, the Orthanc PACS server is represented as PACS. The initiation of
communication between these entities is facilitated by the following method, establishing a
connection for seamless data exchange, as defined in Equation (4).

association_success f ul = associate(AE, PACS) (4)

The success of this initiation is captured by the variable association_successful, indi-
cating whether or not the association process was successful. Data transmission, which in-
volves the exchange of medical images and related information, can be visually represented
as a flow using directional arrows. This abstraction aids in understanding the dynamic
exchange between different components of the system. The connectivity and integrity
of the communication link are monitored using the function presented in Equation (5),
allowing the verification outcome to be defined as Equation (6).

status = check_status(modality, PACS) (5)

association_success f ul = associate(AE, PACS) (6)

Data processing and release encompasses a sequence of operations applied to DICOM
data, and fulfills specific tasks within the system. The established communication link
between the AE and PACS is vital for seamless data exchange and successful execution
of communication operations. Figure 2 visualizes the connection between the simulation
and the PACS server, showcasing the flow of DICOM data and communication within
the simulated environment. This connection enables the transmission of DICOM images
and associated information from the simulation to the PACS server, mimicking real-world
scenarios and facilitating the exploration and understanding of DICOM communication
and PACS integration.

The simulation involves processing a dataset and initiating a request. The Association
process reads the dataset and performs various operations. A status check is applied to
verify the connection of the DICOM modality to the PACS server hosted on Host 2. If
the connectivity is confirmed, the Association process sends the processed data to the
PACS server. After the data transmission is successful, the Association process releases the
connection. Overall, the diagram showcases the flow of data processing and communication
between Host 1, the Association process, and the PACS server on Host 2.
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Figure 2. Establishment of the association between the AE and the PACS server.

To establish a connection with the PACS server, the AE utilizes the associate() method
from the Pynetdicom library. This method serves as a way for the AE to initiate an association
with the PACS server, enabling communication between them.

The associate() method requires several input parameters, including the IP address and
port number of the PACS server, as well as the AE title associated with the PACS server.
When this method is invoked, the AE triggers the association process. If the process is
successful, it results in the creation of a communication link between the AE and the PACS
server. When this association has been successfully established, the AE gains the ability to
effectively interact with the PACS server.

This interaction encompasses various tasks, such as sending and retrieving medical
images and the associated data. By leveraging the established connection, the AE can
transmit DICOM data objects to the PACS server.

3.4. Encryption

The DICOM simulator provides an option to add a TLS layer for encryption, which
is supported by Orthanc as well. Enabling TLS support in the DICOM simulator ensures
that the transmission of DICOM data between the simulator and PACS server is encrypted,
thereby enhancing data security. To enable TLS support in ORTHANC, the following steps
should be completed:

• Building a TLS Context. A TLS context needs to be created within ORTHANC. The
TLS context defines the configuration and settings for the TLS encryption.

• Loading the Necessary Certificate and Private Key. To establish secure communica-
tion, a valid TLS certificate, and its corresponding private key need to be provided.
The TLS certificate is obtained from a trusted Certificate Authority (CA) and serves as
proof of identity for the server.

• Adding the Supported Context with the TLS Context to the AE. In Orthanc, an AE
represents a network entity that can communicate using the DICOM protocol. The TLS
context is then added to the AE configuration in order to associate the TLS encryption
capabilities with the AE.

By completing these steps and configuring the TLS settings correctly, the DICOM
simulator with TLS support ensures that DICOM data transmitted between the simulator
and the PACS server is encrypted. This encryption helps to protect the confidentiality and
integrity of the data during transmission, mitigating the risk of unauthorized access or
tampering.
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4. Implementation

This section provides detailed insights into the implementation of the DICOM sim-
ulator, with a focus on the necessary configurations, setup of the environment, and the
steps involved in establishing communication with the PACS server and sending DICOM
images.

4.1. Setting Up the Python Libraries

Before implementing the DICOM simulator, it is essential to set up and install the
required Pydicom and Pynetdicom libraries. The provided code is written in Python and
demonstrates a function for sending DICOM files to a PACS server. Providing a pip
requirements file or setting up an isolated environment can be streamlined using services
such as Docker [47], which simplifies the environment setup process and ensures enhanced
portability [27]. An extended explanation of the code follows in the code listing below.

In Listing 1, the necessary modules and classes required for the code are imported. os
is imported to perform file operations, dcmread is imported from the Pydicom library for
reading DICOM files, JPEG Baseline is imported from pydicom.uid for specifying the Transfer
Syntax and AE, StoragePresentationContexts is imported from Pynetdicom for managing the
application entity and storage presentation contexts, and CTImageStorage is imported from
pynetdicom.sop_class for specifying the DICOM storage context.

Listing 1: Importing the libraries.

1 import os

2 from pydicom import dcmread

3 from pydicom . uid import JPEG Baseline

4 from pynetdicom import AE , StoragePresentationContexts

5 from pynetdicom . sop_class import CTImageStorage

The main function send_dicom_to_pacs() (Listing 2) receives as input four arguments:
dicom_folder (the path to the folder containing DICOM files), pacs_ip (the IP address of
the PACS server), pacs_port (the port number of the PACS server), and pacs_ae_title (the
AE title of the PACS server). Inside the function, an instance of AE is created, with
the AE title set to “MODALITY”. The supported storage presentation contexts are set to
StoragePresentationContexts, and a requested context for X-ray Angiographic Image Storage
is added with the UID “1.2.840.10008.5.1.4.1.1.12.1” and the transfer syntax [JPEGBaseline].

Listing 2: The main function.

1 def send_dicom_to_pacs ( dicom_folder , pacs_ip , pacs_port , pacs_ae_title )←↩
:

2 # Create an Appl icat ion E n t i t y
3 ae = AE ( ae_title= 'MODALITY ' )
4 ae . supported_contexts = StoragePresentationContexts

5
6 # Add the requested t r a n s f e r syntax f o r the X−ray Angiographic ←↩

Image Storage contextae . add_requested_context←↩
( ' 1 . 2 . 8 4 0 . 1 0 0 0 8 . 5 . 1 . 4 . 1 . 1 . 1 2 . 1 ' , [ JPEGBaseline ] )

An association is established (Listing 3) with the PACS server using the associate
method of the AE instance, binding the IP address of the PACS server, port number, and
defined the AE title as arguments. Then, a message is printed indicating the successful
connection.
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Listing 3: Connecting to the PACS server.

1 assoc = ae . associate ( pacs_ip , pacs_port , ae_title=pacs_ae_title )
2 if assoc . is_established :
3 print ( ' Connected to the PACS server . ' )

Inside the established association, the function, as presented in Listing 4, iterates over
the files in the specified dicom_folder. If a file has the extension .DCM, then its full path is
obtained using os.path.join. The DICOM file is read using dcmread and stored in the dataset
variable. The send_c_store method of the association is called to send the DICOM dataset to
the PACS server. The status of the storage request is checked, and appropriate messages
are printed based on the success or failure of the operation.

Listing 4: Iterating over DICOM files in the folder.

1 for filename in os . listdir ( dicom_folder ) :
2 if filename . endswith ( ' .DCM' ) :
3 dicom_file = os . path . join ( dicom_folder , filename )
4 # Read the DICOM f i l e
5 dataset = dcmread ( dicom_file )
6 # Send the DICOM image to the PACS server
7 status = assoc . send_c_store ( dataset )
8 # Check the s t a t u s of the s torage request
9 if status :

10 print ( f ' S u c c e s s f u l l y sent { d icom_f i le } to the ←↩
PACS server . ' )

11 else :
12 print ( f ' Fa i l ed to send { dicom_f i le } to the PACS←↩

server . ' )

After processing all the DICOM files, the association is released (Listing 5) using the
release method and a message is printed indicating the disconnection from the PACS server.
If the initial association could not be established, a message is printed indicating the failure
to connect to the PACS server.

Listing 5: Releasing the association.

1 # i f assoc . i s _ e s t a b l i s h e d =true then Release the a s s o c i a t i o n
2 assoc . release ( )
3 print ( ' Disconnected from the PACS server . ' )
4 else :
5 print ( ' Fa i l ed to connect to the PACS server . ' )
6 # The send_dicom_to_pacs main funct ion f i n i s h e s

Listing 6 demonstrates how to use the send_dicom_to_pacs function. The dicom_folder,
pacs_ip, pacs_port, and pacs_ae_title variables are defined with sample values. These should
be replaced with the actual values corresponding to the specific setup instance. The function
is then called with these arguments to initiate the DICOM transfer process. The commented-
out lines related to the TLS layer and certificate paths, indicating that while TLS encryption
is not currently being used in this code, it can be implemented by uncommenting and
modifying these lines.
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Listing 6: Usage Example.

1 dicom_folder = r 'C:\ Users\bloodraven\Desktop\02 _ P r o j e c t s \DT\dicom '
2 pacs_ip = ' 1 9 2 . 1 6 8 . 0 . 1 6 2 ' # Replace with the a c t u a l IP address
3 pacs_port = 4242 # Replace with the a c t u a l port number
4 pacs_ae_title = 'ORTHANC ' # Replace with the a c t u a l AE name/ t i t l e
5
6 # Cal l the main funct ion send_dicom_to_pacs
7 send_dicom_to_pacs ( dicom_folder , pacs_ip , pacs_port , pacs_ae_title )

5. Simulation Results and Analysis

The diagram in Figure 3 represents the simulated environment and the integration
between the DICOM simulation and the PACS server. It comprises three key components: a
Windows 10 machine on which the DICOM simulation is executed, an Ubuntu Virtual
Machine (VM) with a Docker container as a deployment for Orthanc, and a dedicated KALI
Linux machine to enable packet sniffing. The simulation and the deployed topology can be
used as a sandbox for DICOM communication security scenarios.
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Figure 3. The DICOM/PACS simulated environment.

To ensure device identification within the local network (Figure 3), specific IP addresses
are assigned for the VMs of Windows 10, Ubuntu VM, and KALI Linux. The reserved IP
addresses facilitate communication and data exchange among the different components of
the simulated environment.

5.1. Setting Up Orthanc to Accept Data from the Modality Simulator

Within the configuration of Orthanc (/etc/orthahnc/orthanc.json), the “DicomModalities”
section should be changed to accept data from the specific modality. The example contains
three parameters [41]:

• Application Entity Title (AET): this parameter represents the unique identifier of the re-
mote modality. It cannot exceed 16 characters in length. In the example, “MODALITY”
is used as the AET.

• Remote Network Address: this parameter specifies the IP address or hostname of the
remote modality. In the example, “192.168.0.105” (Windows 10) is used as the address.

• TCP port number: this parameter defines the port number on which the DICOM
protocol is running on the remote modality. The default port for DICOM is 104.
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The configuration (Listing 7) suggests that multiple DICOM modalities can be listed
under the “DicomModalities” section [41], each one identified by a unique AET and associ-
ated with a specific network address and port number for communication.

Listing 7: Configuration options for Orthanc: adding the DICOM modalities.

1 ``DicomModalities ' ' : {
2 /**
3 * The first parameter is the

4 * AET of the remote modality ( cannot be longer than 16
5 * characters ) , the second one is the remote network address ,
6 * and the third one is the TCP port number corresponding

7 * to the DICOM protocol on the remote modality ( usually 104) .
8 **/
9 // ``sample ' ' : [ ``STORESCP ' ' , ` `1 2 7 . 0 . 0 . 1 ' ' , 2000 ]

10 ``modality ' ' : [ ``MODALITY ' ' , ` `192 .168 .0 .105 ' ' , 104 ]
11 }

5.2. Enabling SSL/TLS

Enabling TLS in Orthanc (Listing 8) involves several steps, as outlined below [41]:

1. SSL enabled: the “SslEnabled” option in the configuration file should be set to true. By
default, this option is initially set to false; changing it to true is necessary to enable
SSL/TLS encryption.

2. Specify the path to the SSL certificate: the value of “SslCertificate” needs to be updated
with the file path of the SSL certificate. It is important that the certificate file is in the
PEM format and contains both the certificate and the private key.

3. Set the minimum accepted SSL protocol version (optional): the introduction of the
“ssl_protocol_version” option in Orthanc 1.8.2 allows for the specification of the mini-
mum accepted SSL protocol version. This option can be added if desired, with the
default requirement being for SSL 1.2. The available protocol versions and their
corresponding values can be found in the documentation or configuration file.

Listing 8: SSL/TLS options for Orthanc.

1 /**
2 * Security−related options for the HTTP server

3 **/
4 // Whether remote hosts can connect to the HTTP server

5 ``RemoteAccessAllowed ' ' : true ,
6 // Whether or not SSL is enabled

7 ``SslEnabled ' ' : false ,
8 // Path to the SSL certificate used by the HTTP server . The file

9 // must be stored in the PEM format , and must contain both the

10 // certificate and the private key . This option is only ←↩
meaningful

11 // if ``SslEnabled ' ' is true .
12 ``SslCertificate ' ' : ``certificate . pem ' ' ,
13 // Sets the minimum accepted SSL protocol version

14 // ( cf . ``ssl_protocol_version ' ' option of civetweb ) . By default ,
15 // require SSL 1 . 2 . This option is only meaningful if ``←↩

SslEnabled ' '
16 // is true . ( new in Orthanc 1 . 8 . 2 )
17 **/
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When these changes have been made, the configuration file must be saved and the
Orthanc server restarted to implement the modifications. As a result, the HTTP server of
Orthanc becomes accessible over a secure TLS connection.

5.3. Validation Tests: Scenario Test Execution

Two distinct scenarios are illustrated in Listing 9 from the script outputs. The scenarios
depict different outcomes related to the transfer of data to a PACS server for validation
purposes related to the present research.

Listing 9: Validation testing.

1 # Scenar io 1 : S u c c e s s f u l t r a n s f e r − Output of the s u c c e s s f u l ←↩
connect ion

2 C :\ Users\bloodraven\Desktop\02_Projects\DT>python dicom . py
3 Connected to the PACS server .
4 Successfully sent C :\ Users\bloodraven\Desktop\02_Projects\DT\dicom←↩

\0002. DCM to the PACS server .
5 Disconnected from the PACS server .
6
7 # Scenar io 2 : I n c o r r e c t IP or Port Number − Output of f a i l e d ←↩

connect ion
8 C :\ Users\bloodraven\Desktop\02_Projects\DT>python dicom . py
9 Failed to connect to the PACS server .

Upon initiating the script execution (Listing 9), the command prompt confirms a suc-
cessful connection establishment with the PACS server. This connection allows subsequent
data transmission. Specifically, the output specifies that the file “0002.DCM” is located at
the specified path. Similarly, in Scenario 2 the output reveals that there is an inability to
establish the intended connection, indicating that an erroneous IP address or port num-
ber was specified in the script or that other network-related complications impeded the
connection process.

5.4. Network Traffic Analysis: TCP/DICOM Communication Flow

This section provides the mathematical model that describes the progression of the
TCP/DICOM communication flow of the DICOM Communication. Moreover, Listings 10–13
show the progression of the TCP/DICOM communication flow between the DICOM modal-
ity and the PACS server.

Listing 10: Network flow: association initialization.

1 # Time|Message Type|Information |( Port Numbers )
2 T_ { 1 } 7.633204882|A−ASSOCIATE request|DICOM : A−ASSOCIATE request ←↩

MODALITY −−> ORTHANC|(55822) −−> ( 4 2 4 2 )
3 T_ { 2 } 7.633597464|A−ASSOCIATE accept|DICOM : A−ASSOCIATE accept ←↩

MODALITY <−− ORTHANC|(55822) <−− ( 4 2 4 2 )

Listing 11: TCP segments in between the DICOM communication: data transmission.

1 # Time|Message Type|Information |( Port Numbers )
2 T_ { 3 , 4 , . . . } * * Multiple TCP flows [ TCP segment of a reassembled PDU ]
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Listing 12: Data reassembly, storage, and command execution.

1 # Time|Message Type|Information |( Port Numbers )
2 * * Multiple TCP flows [ TCP segment of a reassembled PDU ]
3
4 T_ { 6 } 7.671284786|P−DATA , C−STORE−RQ I|DICOM : P−DATA , C−STORE−RQ ID←↩

=1|(55822) −−> ( 4 2 4 2 )
5 T_ { 7 } 7.671830832|P−DATA , X−ray Angiog|DICOM : P−DATA , X−ray ←↩

Angiographic Image Storage Fragment ( reassembled in # 1394)←↩
|(55822) −−> ( 4 2 4 2 )

6 T_ { 8 } 7.684974645|P−DATA , X−ray Angiog|DICOM : P−DATA , X−ray ←↩
Angiographic Image Storage|(55822) −−> ( 4 2 4 2 )

7 T_ { 9 } 7.750206628|P−DATA , Command ID=1|DICOM : P−DATA , Command ID=1 (←↩
Success ) |(55822) <−− ( 4 2 4 2 )

Listing 13: Association termination.

1 # Time|Message Type|Information |( Port Numbers )
2 T_ { 1 0 } 7.755639129|A−RELEASE request|DICOM : A−RELEASE request←↩

|(55822) −−> ( 4 2 4 2 )
3 T_ { 1 1 } 7.755860145|A−RELEASE response|DICOM : A−RELEASE response←↩

|(55822) <−− ( 4 2 4 2 )

5.4.1. Association Initialization

At the start of the communication, the MODALITY entity initiates the process by send-
ing an A-ASSOCIATE request to Orthanc indicating its intention to establish a DICOM
association. This request occurs at time T1, and is represented as Equation (7).

MODALITY
A-ASSOCIATE request−−−−−−−−−−−−→ PACS at time T1 (7)

In response to the request, Orthanc acknowledges the establishment of the association
by sending an A-ASSOCIATE accept message back to MODALITY. This acceptance message
occurs at time T2, and is defined by Equation (8).

MODALITY
A-ASSOCIATE accept←−−−−−−−−−−−− PACS at time T2 (8)

This includes the establishment of the association, data transmission, successful com-
mand execution, and the termination of the connection (Listing 10).

A-ASSOCIATE request. The A-ASSOCIATE request is the initial step in establishing
a DICOM association between the MODALITY entity and the Orthanc entity. It is sent
by the MODALITY device/system to the Orthanc device/system. The request contains
information about the supported DICOM services, transfer syntaxes, and other negotiation
parameters.

A-ASSOCIATE accept. The A-ASSOCIATE accept message is sent by Orthanc in
response to the A-ASSOCIATE request from MODALITY. It indicates that Orthanc accepts
the association. This message contains negotiated parameters, such as the agreed-upon
DICOM services, transfer syntaxes, and other configuration details.

5.4.2. Data Transmission

Throughout the communication session, MODALITY sends multiple TCP segments,
which are acknowledgments (ACKs), to PACS. These segments are transmitted at different
times, denoted as T3, T4, etc., representing a series of communication events. as presented
in Equation (9):

MODALITY
TCP segments−−−−−−−→ PACS at times T3, T4, . . . , (9)
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where each Ti corresponds to a specific ACK transmitted by MODALITY. A sample of the
data transmission in TCP segments is presented in Listing 11.

Multiple TCP flows in between (TCP segment of a reassembled PDU). The TCP
segments (Listing 11) are acknowledgments (ACK) sent from the AE, namely, MODALITY
to Orthanc acknowledging the successful reception of a previous PDU fragment. The
“S” indicates a TCP segment of a reassembled PDU, suggesting that this is part of the
reassembly process involving the fragmented data mentioned previously.

5.4.3. Data Reassembly and Storage

As the data transmission continues, MODALITY sends P-DATA messages, specifically,
C-STORE-RQ (C-STORE request) messages, to Orthanc for the purpose of storing DICOM
objects. Orthanc receives and reassembles the data fragments. The reassembly events occur
at times T6, T7, T8, etc., forming the sequence of reception events expressed in Equation (10):

PACS
Reassembled fragments−−−−−−−−−−−−−→ MODALITY at times T6, T7, T8, . . . , (10)

where each Ti indicates the reception and reassembly of data fragments by Orthanc. Then,
MODALITY notifies the successful execution of a command by transmitting a P-DATA message
containing the relevant information, including Command ID=1 (Success), to PACS. This
message is received by PACS at time T9, as presented in Equation (11).

MODALITY
P-DATA, Command ID=1 (Success)←−−−−−−−−−−−−−−−−−−− PACS at time T9 (11)

P-DATA, C-STORE-RQ I. The P-DATA message is used to transfer DICOM data
between the MODALITY and Orthanc entities; in this case, it is a C-STORE request (C-
STORE-RQ) sent by MODALITY to Orthanc. Here, “ID=1” indicates that this is the first C-
STORE request in the communication session. This request (Listing 12) includes information
about the data to be stored, such as the DICOM object or image. A C-STORE request (C-
STORE-RQ) is a DICOM message used to request the storage of DICOM objects, such as
medical images, in a destination device or system. It contains information about the object
to be stored, including its unique identifier and transfer syntax; C-STORE-RQ enables the
standardized and reliable transfer of DICOM objects in healthcare environments.

P-DATA, X-ray Angiog (reassembled fragment). This message (Listing 12) represents
a fragment of the X-ray Angiographic Image Storage data. The message continues as
long as the transmission of the X-ray Angiographic Image Storage data continues, and is
reassembled in a final P-DATA network packet. This signifies that the data transmission is
ongoing and more fragments are being sent to complete the image or object.

PDATA, Command ID=1 (Success). This message (Listing 12) represents a complete
DICOM P-DATA message containing the entire X-ray Angiographic Image Storage. It
indicates that the data transmission for this particular object or image is complete.

5.4.4. Association Termination

To conclude the communication, MODALITY initiates the termination process by sending
an A-RELEASE request to Orthanc at time T10, as expressed in Equation (12).

MODALITY
A-RELEASE request−−−−−−−−−−−→ PACS at time T10 (12)

PACS responds by acknowledging the request with an A-RELEASE response, which is
received by MODALITY at time T11, as presented in Equation (13).

MODALITY
A-RELEASE response←−−−−−−−−−−−− PACS at time T11 (13)

A-RELEASE Request. The A-RELEASE request is sent by MODALITY to initiate
the termination (Listing 13) of the DICOM association between MODALITY and Orthanc.
This indicates the intention to close the connection gracefully. A-RELEASE is a message
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used in the DICOM protocol to initiate the termination of a DICOM association between
two devices or systems. The A-RELEASE message is sent by one entity to the other to
indicate an intention to gracefully close the connection. Upon receiving the A-RELEASE
message, the recipient entity acknowledges the request by sending an A-RELEASE response.
The A-RELEASE process allows for the orderly termination of the DICOM association,
ensuring the proper release of resources and connections associated with the session. This
is an essential step in maintaining the integrity and efficiency of DICOM communication
between devices or systems in healthcare environments.

A-RELEASE Response. The A-RELEASE response is sent by Orthanc in response to
the A-RELEASE request from MODALITY. It acknowledges the termination request and
signifies the successful termination of the DICOM association.

5.5. Discussion

The simulated environment for DICOM communication serves as a platform for testing
and addressing essential aspects of network security and related cybersecurity issues. The
environment is designed to replicate DICOM communication scenarios, and facilitates a
comprehensive understanding of potential threats as well as the actions needed to mitigate
them. DICOM communication is susceptible to several cyberthreats, and the presented
simulation can assist in conducting security assessments as well as in implementation and
testing of mitigation actions in an isolated and realistic environment. Cyberthreats selected
as important can be replicated within the simulation, including the following:

1. Insecure communication: without encryption, sensitive DICOM data transmitted over
the network are vulnerable to eavesdropping and unauthorized access.

2. Weak authentication: insufficient user authentication mechanisms can lead to unau-
thorized users gaining access to DICOM systems, resulting in compromised data
integrity.

3. Outdated software: running outdated DICOM software components can expose vulner-
abilities that malicious actors can exploit for unauthorized access or data manipulation.

4. Insufficient training: lack of user awareness and training can result in successful social
engineering attacks, leading to unauthorized data access.

5. Unprotected networks: failure to segment and secure the network exposes DICOM
systems to potential breaches from unauthorized network traffic.

6. Data manipulation: without proper integrity checks, attackers might manipulate
DICOM data during transmission, leading to compromised diagnoses or treatments.

7. Unauthorized access: poorly managed access control can result in unauthorized users
gaining entry to DICOM resources.

8. Lack of intrusion detection: absence of intrusion detection mechanisms makes it
challenging to detect and respond to unauthorized network activities.

9. Auditing and weakness identification (M1047): it is crucial to perform regular audits
and scans on DICOM systems in order to identify weaknesses that could compromise
communication security.

Similarly, OWASP has published a comprehensive guide to the secure deployment
of medical devices [48]. Furthermore, a CSRF vulnerability for ORTHANC was presented
in [49]. Similarly, Nmap Scripting Engine (NSE) scripts have been published related
to DICOM [50,51]. These scripts aim to perform brute force attacks on the AET of a
DICOM server.

Table 2 outlines a set of MITRE mitigation actions along with their relevance to
DICOM communication security. Each MITRE ID corresponds to a specific mitigation action
designed to address a particular security concern in the context of DICOM communication.

In regard to the OWASP guide and the vulnerabilities and threats mentioned above,
Table 2 lists MITRE mitigation actions that correspond to the above-mentioned security
issues. According to MITRE [52], mitigations embody security principles and categories
of technologies that can be employed to thwart the successful execution of a technique or
subtechnique. As such, the information in Table 2 can be used to identify other potential
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cyberthreats by looking to the relevant MITRE ATT&CK Navigator Layer according to the
particular mitigation measures.

The DICOM simulation featured in this research provides valuable insights into
addressing potential cybersecurity vulnerabilities and implementing corresponding miti-
gation strategies. However, it is crucial to acknowledge certain inherent limitations and
constraints associated with the simulation’s findings. The simulation’s results are contin-
gent upon a series of assumptions and simplifications made during the modeling phase.
These assumptions might not always align with the intricacies of real-world scenarios,
introducing the potential for variations that could impact the accuracy of the conclusions
derived from the simulation.

Table 2. MITRE Mitigation Actions and Relevance to DICOM.

MITRE ID Mitigation Action Realization and Relevance to DICOM

M1047 Perform audits or scans to identify weaknesses.
Regularly audit DICOM systems, configurations, and
permissions to identify potential vulnerabilities that could impact
DICOM communication.

M0804 Require user authentication.
Implement strong user authentication mechanisms before
granting access to DICOM data or devices to prevent
unauthorized access or data manipulation.

M1041 Encrypt Sensitive Information. Apply strong encryption to sensitive DICOM data to ensure its
confidentiality during transmission and storage.

M1051 Update Software.
Regularly update DICOM software components to patch
vulnerabilities and reduce the risk of exploitation
during communication.

M1017 User Training.
Train users involved in DICOM communication to recognize and
respond to potential access or manipulation attempts, such as
spearphishing or social engineering attacks.

M0930 Network Segmentation.
Segment the network to isolate critical DICOM systems from
other network segments, preventing unauthorized access and
protecting DICOM communication from potential threats.

M0931 Network Intrusion Prevention.
Use intrusion detection techniques that don’t disrupt real-time
DICOM communication protocols to identify and block
unauthorized or malicious network traffic.

M1037 Limit Access to Resources Over Network.
Restrict network access to DICOM file shares and remote access
points, reducing exposure to potential attackers and ensuring
secure communication.

M1035 Filter Network Traffic.
Utilize network appliances and endpoint software to filter
incoming and outgoing DICOM network traffic, blocking
potentially harmful or unauthorized data flows.

Furthermore, the simulation did not involve the actual execution of cyberattacks or
vulnerability assessments. This omission is attributed to the reliance on specific deployment
parameters, making it difficult to accurately replicate authentic cyberattack scenarios.
Consequently, the simulation’s representations of real-world cyberattacks may lack full
complexity and nuanced intricacies, potentially influencing the realism of its findings.

Moreover, the simulation’s scope might not encompass the entirety of potential cy-
berthreats. The rapidly evolving landscape of cybersecurity introduces the possibility of
emerging and sophisticated threats that were not explicitly accounted for in the simulation.
This limitation is a result of the inherent challenge of predicting and accommodating the
myriad attack vectors that can emerge over time.
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6. Conclusions

In this research, a DICOM simulator incorporating advanced features of virtualized
environments and cloud computing was developed within a virtual lab context. The focus
of this study was on conducting in-depth analyses and facilitating learning related to the
fundamental attributes of the DICOM protocol. The DICOM simulator provides a flexible
approach that can be further developed and customized to meet the specific needs of
researchers. By utilizing cloud computing capabilities, the simulator can emulate complex
scenarios and facilitate interoperability between different systems and devices. This enables
researchers to explore and experiment with various aspects of DICOM communication
and PACS integration. Moreover, the simulation has the capability to produce network
traffic through the utilization of the DICOM protocol. This traffic generation results in the
creation of authentic datasets, which can be effectively employed for the advancement of
machine learning, deep learning technologies, and anomaly detection techniques.

The presented topology and deployment can serve as a platform for conducting secu-
rity control testing, allowing researchers to evaluate the robustness of security measures,
identify vulnerabilities, and test different security configurations in a controlled and safe en-
vironment. In this way, it provides researchers with an opportunity to gain a comprehensive
understanding of DICOM communication and its practical implementation.

Future Work

A significant future milestone involves fostering enhanced interoperability between
PACS while encompassing other medical imaging devices or formats. This expanded
interoperability can facilitate seamless communication and data exchange across various
SOP classes, extending the simulation support to encompass a wider range of scenarios and
medical imaging modalities. Moreover, an area of promising exploration is the extension of
research in the development and utilization of digital twins for medical imaging modalities.
The development and utilization of digital twins for replicating healthcare or medical
modalities can unlock a multitude of possibilities.

Finally, an important focus of future research involves addressing cyberthreats, con-
ducting security assessments, creating a readily deployable topology (cyber range), and
developing adversary emulation strategies aligned with the threats mentioned in this
research.
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Abstract: Medical coding plays an essential role in medical billing, health resource planning, clinical
research and quality assessment. Automated coding systems offer promising solutions to streamline
the coding process, improve accuracy and reduce the burden on medical coders. To date, there has
been limited research focusing on inpatient diagnosis coding using an extensive comprehensive
dataset and encompassing the full ICD-10 code sets. In this study, we investigate the use of language
models for coding inpatient diagnoses and examine their performance using an institutional dataset
comprising 230,645 inpatient admissions and 8677 diagnosis codes spanning over a six-year period.
A total of three language models, including two general-purpose models and a domain-specific
model, were evaluated and compared. The results show competitive performance among the models,
with the domain-specific model achieving the highest micro-averaged F1 score of 0.7821 and the
highest mean average precision of 0.8097. Model performance varied by disease and condition, with
diagnosis codes with larger sample sizes producing better results. The rarity of certain diseases and
conditions posed challenges to accurate coding. The results also indicated the potential difficulties of
the model with long clinical documents. Our models demonstrated the ability to capture relevant
associations between diagnoses. This study advances the understanding of language models for
inpatient diagnosis coding and provides insights into the extent to which the models can be used.

Keywords: electronic health records; healthcare informatics; natural language processing; text
classification; diagnosis code; inpatient care

1. Introduction

Medical coding is the process of assigning standardised codes to diagnoses, proce-
dures, treatments, tests and other services [1,2]. It involves converting extensive clinical
information into alphanumeric codes that represent specific medical conditions, interven-
tions and related data [2]. This task is complicated and time-consuming, requiring expertise
and attention to detail [3]. These codes are essential for various purposes, including
reimbursement, clinical research, service analysis and quality assessment [2].

The main system for coding diagnoses in health care is the International Classification
of Diseases (ICD) [4–6], which provides codes for diagnosing diseases and other health
conditions. Medical coders play a crucial role in the coding process. They review patient
records, including doctor’s notes, laboratory test results, radiology reports and other
relevant documentation, to extract the necessary information for assigning the appropriate
codes [1–3]. Medical coders must have a thorough understanding of medical terminology,
anatomy, physiology and coding guidelines to ensure accurate and consistent coding [3].

The ICD is a comprehensive system maintained by the World Health Organiza-
tion (WHO) [4–6]. Over time, the ICD has been revised periodically to ensure accuracy
and relevance in recording medical conditions and procedures. The current version is
ICD-11 [6], published on 1 January 2022, and its widespread adoption is a gradual process.
Most countries currently use ICD-10 [5] and some countries still use ICD-9 or even ICD-8 [4].
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Each subsequent revision of ICD brings expanded code sets that capture a broader range
of diagnoses and procedures. ICD-10 includes an extensive range of codes organised into
22 chapters with subclassifications that allow additional details such as cause, manifesta-
tion, severity, anatomical site and type of disease to be specified [5]. Some countries have
implemented modifications to accommodate their specific needs and healthcare practices,
such as the ICD-10-AM (Australian Modification) and the ICD-10-TM (Thai Modification).

The structure of ICD-10 is designed to provide a systematic approach to coding
(see Figure 1) [5]. It utilizes a seven-character format, with the first three characters referred
to as “blocks” and providing a general classification of the type of disease. The follow-
ing four characters represent sub-classifications allowing for more precise identification
and categorisation.

Figure 1. The ICD-10 coding structure is a hierarchical system with alphanumeric codes. The first
three characters represent the general classification of the type of disease, while additional characters
indicate more specific details such as location and severity.

Accurate medical coding is essential for reimbursement and contributes to data analy-
sis, resource allocation, clinical research and data sharing between healthcare providers [2].
The increasing workload due to the growing number of patient records makes medical
coding an intensive task [3]. Advanced technologies such as artificial intelligence (AI) and
natural language processing (NLP) can automate or semi-automate coding, reducing the
burden on human coders and improving efficiency [7,8]. For example, AI-powered systems
can analyse clinical records such as doctor’s notes and medical records, as well as historical
coding data, to suggest appropriate codes based on the documented information [8]. They
can also compare coded information with clinical documentation to identify discrepancies
or potential errors, ensuring coding integrity and compliance with coding guidelines.

The application of NLP in medical coding has attracted much attention in recent
years [7–16]. In 2001, Chapman et al. [9] introduced a rule-based algorithm that uses regular
expressions to identify diseases in discharge summaries. In 2007, Crammer et al. [10] pro-
posed a combined learning system from three different learning techniques for
ICD-9-CM code assignment. More recently, the field has shifted from rule-based tech-
niques to machine learning methods. Hasan et al. [11] compared Convolutional Neural
Networks (CNN) and Support Vector Machine (SVM) models for ICD classification. The au-
thors suggested that CNN performed well on diagnosis codes with many training examples,
while SVM performed better than CNN on diagnosis codes with few training examples.
Moons et al. [12] used a multiple-view CNN with regularised label-dependent attention.
Xu et al. [13] used a multimodal model integrating data from multiple modalities to predict
ICD-10 codes. In a non-English context, Boytcheva [14] used SVM for ICD classification of
Bulgarian medical records. Yu et al. [15] used a multilayer bidirectional recurrent neural
network (RNN) for ICD classification in a Chinese dataset. Almago et al. [16] used an
ensemble multi-label text classification algorithm for Spanish hospital summaries. They
suggested that when the class distribution is extreme, using an ensemble approach that
takes coding frequency into account may lead to better results.

A language model is an AI model that learns the statistical patterns, relationships
and structures of language. It is typically pre-trained using large amounts of textual
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data so that it can develop a deep understanding of language structures and semantics.
During pre-training, the language model is exposed to unlabelled text and learns to predict
masked words, next words, or sequences of words in sentences. This process enables the
model to grasp grammar, syntax and semantic relationships between words. The pre-
trained language model can then be fine-tuned using labelled data for specific language
comprehension tasks, such as text generation, completion, translation, sentiment analysis
and question answering.

BERT (Bidirectional Encoder Representations from Transformers) [17] is a language
model that has revolutionised NLP through its ability to understand and capture the
semantic meaning and context of words and sentences. BERT has shown remarkable
performance on various NLP tasks. BERT was originally trained on 3.3 billion English
words from Wikipedia and has been extended to multilingual domains such as mBERT [17]
and XLM [18], as well as domain-specific languages, such as BioBERT [19] and Clinical-
BERT [20], which were pre-trained on biomedical data. Recently, Amin et al. [21] and
Biseda et al. used BioBERT and ClinicalBERT, respectively, for ICD-10 classification using
the MIMIC dataset [22]. ClinicalBERT outperformed BioBERT in terms of performance.
Silvestri et al. [23] used XLM for ICD-10 classification, focusing on the Italian context.
Lopez-Garcia et al. [24] used mBERT for automatic clinical coding in the Spanish context.
In addition, Remmer et al. [25] used KB-BERT for ICD classification in the Swedish context.
However, these studies cannot be directly compared because of the different methods and
datasets. Each study used a different approach. Some studies specifically analysed the
block level of the ICD code or focused only on some of the most common codes from
the extensive range of over ten thousand ICD-10 codes. To date, due to the public avail-
ability of clinical data, there have been relatively few studies that have harnessed the
power of large institutional datasets that include the full ICD-10 code sets. In this context,
the full performance potential of language models for automatic ICD-10 coding remains
largely untapped.

This study aimed to explore the potential of using language models to support coding
of inpatient diagnoses. We investigated how language models can be used to analyse clinical
records and extract relevant diagnosis codes. For our study, we used our extensive clinical
data, which spans 6 years and includes 230,645 inpatient admissions and 8677 diagnosis
codes. Our goal was to address two important questions: (1) How accurate can a language
model-based algorithm for ICD-10 classification be when clinical data of one institution
are utilized? and (2) To what extent can the algorithm be used? We investigated the
performance of the algorithm on different types of diagnoses, including common diseases
and rare and complex cases. We explored the scope of the algorithm and identified specific
areas where it might excel or encounter challenges. This can provide valuable insights
into whether automatic or semi-automatic coding of diagnoses is ready for application in
hospital information systems (HIS).

This study makes notable contributions to inpatient diagnosis coding by investigating
the effectiveness of language models on a comprehensive dataset spanning a six-year
period with the full ICD-10 code sets. We examined both general-purpose language models
and a domain-specific language model. Our results illustrate the competitive performance
of the language models and highlight their potential to improve coding accuracy. We
analysed the performance of the models on different diagnostic codes, providing insights
into the impact of sample size on coding accuracy. We used co-occurrence analysis to
ensure that the models were able to capture relevant associations between diagnoses. We
also identified factors that influence performance, including disease rarity and document
length. This work highlights the need for larger datasets, class imbalance strategies, multi-
hospital collaboration and integration of multidimensional data to improve automatic
coding systems.
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2. Materials and Methods

2.1. Dataset

Our study used discharge summaries and corresponding ICD-10 assignments of
patients admitted and discharged from Songklanagrind Hospital, Thailand, between 1 Jan-
uary 2017 and 31 December 2022 (6 years). We included inpatient admissions with a length
of stay of more than one day. It is worth noting that the full implementation of ICD-10
coding standard at the institution started in mid 2016. Ethical approval for our study was
obtained from the Office of Human Research Ethics Committee, Faculty of Medicine, Prince
of Songkla University (REC.65-120-38-2). All ICD-10 codes were assigned by physicians
and professional clinical coders according to the Thailand’s ICD-10-TM coding standard.
Figure 2 shows an example of a discharge summary.

Figure 2. Example of a discharge summary.

2.2. Data Exploration

Our dataset contains 230,645 inpatient admissions and 8677 diagnosis codes. The av-
erage number of codes assigned per discharge summary is 4.1. Figure 3a illustrates the
distribution of discharge summaries over time. On average, there are approximately
3200 inpatient admissions per month. The number of admissions fluctuates during the
period when the COVID-19 lockdown policies were introduced. This was as a result of
reduced elective procedures and delayed non-urgent admissions. Figure 3b presents the
distribution of the 50 most frequently coded ICD-10 codes. The distribution shows a con-
siderable degree of skewness and dispersion, which is due to the varying prevalence of
diseases and the fine-grained nature of ICD-10 codes.

Figure 3c shows the rank size distribution of the ICD-10 codes. Some codes were less
frequently utilised due to the rarity of the corresponding diagnoses. This highlights the
heterogeneity of disease prevalence and the complex coding landscape in which certain
conditions are more prevalent and consequently more frequently coded. This dispersion in
the use of codes also reflects the diverse range of conditions found in the study population.
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Figure 3. Dataset statistics: (a) Distribution of discharge summaries by month; (b) Distribution of the
50 most commonly coded diagnosis codes; and (c) Rank-size distribution of the diagnosis codes.

2.3. Data Preparation

For each inpatient discharge summary, we used four main fields: principle diagnosis,
co-morbidities, procedures and treatment details. We concatenated all fields to create a
single document (see Figure 1). The average number of characters per document is 1669.
For each document, we removed newline characters. We kept punctuation characters and
symbols because they often contain important meanings, such as measurement values.
As our institution is based in Thailand, the clinical text used in this study is a mixture
of English and Thai words. English terminology is used for diseases, procedures and
medicines, while Thai is used for surrounding clinical context. Thai texts are usually
written without spaces between words. Word segmentation allows us to separate the text
into individual word units. We segmented the Thai text into individual word units using
the dictionary-based maximal matching algorithm in the PyThaiNLP library [26]. The same
strategy was used the pre-training of the language models used in the study [17,27].

Consequently, we divided our dataset into two parts. The first part includes clin-
ical records of patients admitted and discharged between 2017 and 2021, which were
further randomly split into a training and validation set in a 90:10 ratio (172,437 and
19,160 admissions, respectively). The second part comprises clinical records of patients
admitted and discharged in 2022, which was then served as a test set (39,048 admissions).
This results in the walk-forward test set to ensure that the algorithms were validated in the
same way as when they were deployed in HIS.
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2.4. Language Model Finetuning

We formulated our problem as a multi-label classification task, where each instance
can be assigned multiple labels simultaneously. In our case, the labels represent different
ICD-10 codes that we aim to predict for a given document. We evaluated three pre-trained
language models:

• Multilingual BERT [17] or mBERT is a variant of the BERT model pre-trained on a
multilingual corpus. It captures contextual information from words and sentences us-
ing a transformer architecture. Through training with different languages, the model
learns to understand and generate representations for multiple languages. Multilin-
gual BERT has been used in various NLP applications due to its ability to process
multiple languages with a single model.

• Multilingual E5 [27] is a version of the E5 model that supports multiple languages. It
was trained using a simple contrastive training approach. The training data for this
model were collected from various sources on the Internet, resulting in an extensive
text dataset. Multilingual E5 is a versatile embedding model that can be easily used
for various tasks where a representation of text data is required.

• MEDPSU-RoBERTa is our institutional language model with the RoBERTa archi-
tecture that was pre-trained on a comprehensive dataset of over 80 million clinical
documents from Songklanagarind Hospital, Thailand. We adhered to pre-training
guidelines, following the standard approach detailed in the original RoBERTa pa-
per [28] with the transformer library [29]. In this way, MEDPSU-RoBERTa has been
tailored to captures the nuances of clinical language allowing it can understand and
analyse medical texts with a high degree of accuracy and precision.

For each pre-trained language model, we removed the layers corresponding to the
language model head, which are originally responsible for text generation. We then
extended the pre-trained language models by using the output of the last hidden states for
the [CLS] classification token and passing it through a classification head consisting of two
dense layers (see Figure 4).

Figure 4. Model architecture: The model utilizes data from four main fields: principal diagnosis,
co-morbidities, procedures and treatment details. The language models were fine-tuned with two
dense layers, each with output sizes of 768 and 8677, respectively. Sigmoid activation was employed
to obtain the multilabel probabilities.

Given that LMlast represents the output of the last hidden state for the [CLS] classi-
fication token as a 768-dimensional vector, the output of the classification head can be
calculated as:

ŷ = L2(D(tanh(L1(LMlast)))) (1)

where L1 is the first dense layer with 768 hideen units, tanh is a hyperbolic tangent activa-
tion function, D is a dropout layer with a probability of 0.1 and L2 is the final dense layer
with 8677 outputs, representing the output of the model ŷ containing raw prediction values.
The sigmoid function is then applied to these raw prediction values to obtain probabilities,
p̂, in the range of 0 and 1.

Focal loss was used during the fine-tuning process to address the issue of imbalanced
data. It addresses the problem of negative samples dominating the training process by
assigning higher weights to difficult or misclassified samples. This weighting scheme
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thus emphasises the learning of hard-to-classify samples and reduces the influence of easy
samples, resulting in better handling of class imbalances during training.

Given y ∈ {0, 1} is the binary ground truth and p̂ ∈ [0, 1] is the predicted probability
of the true class. The individual focal loss is define as

Focal Loss =

{
−α(1 − p̂)γ log( p̂) if y = 1
−(1 − α) p̂γ log(1 − p̂) if y = 0

(2)

where α is the class weight assigned to each class label in order to balance their contribution
to the loss calculation and γ the focusing parameter that controls the degree of emphasis
on hard-to-classify samples.

In the case of training over multiple samples with multiple labels, the focal loss can
therefore be formulated as:

Focal Loss = − 1
N

N

∑
i=1

C

∑
j=1

[αj(1 − p̂ij)
γ log( p̂ij) + (1 − αj)( p̂ij)

γ log(1 − p̂ij)] (3)

where N is the number of samples, C is the number of classes, p̂ij is the predicted probability
of class j for sample i and αj represents the class weight for class j. In our implementation,
we calculated the class weights based on the class distribution within each mini-batch
during training. This allows us to dynamically adjust the class weights based on the current
mini-batch, which can be beneficial if the class distribution varies greatly across different
mini-batches. We used γ = 2.0 to place strong emphasis on hard-to-classify samples.

Our models were fine-tuned using the AdamW optimiser with a learning rate of
5 × 10−5, a weight decay of 10−4 and a batch size of 24 samples for 200,000 iterations
(27.9 epochs). The optimiser iteratively updates the model parameters based on the gra-
dients calculated from the loss function, which measures the discrepancy between the
predictions and the ground truth. Throughout the training process, we closely moni-
tored the loss value and the micro F1 score to ensure that the loss was decreasing and to
prevent overfitting.

For the baseline approach, we employed TF-IDF (Term Frequency-Inverse Document
Frequency), which is a widely used technique for text representation and analysis.

This study was performed on a 32-core workstation with 128 gigabytes of memory and
an NVIDIA GeForce RTX 4090 24GB graphics card. We used Python v3.10, CUDA v11.7,
PyTorch v2.0.1, PyThaiNLP v.4.0.2, pandas v.2.0.1, swifter v1.3.5, scikit-learn v1.2.2 and
transformers v4.29.2.

2.5. Evaluation Metric

To evaluate the performance of the models, we used several evaluation schemes. First,
we used common metrics for binary classification, including precision, which measures
the proportion of correctly predicted positive instances out of all instances predicted as
positive; recall, which measures the proportion of correctly predicted positive instances
out of all true positive instances; and F1 score, which is the harmonic mean of precision
and recall. To account for imbalanced datasets, we used micro-average scores so that equal
weight is assigned to each instance to ensure a fair score for all classes.

Second, to specifically address multi-label classification, two additional metrics are
commonly used: exact match ratio, which measures the proportion of instances where all
predicted labels exactly match the true labels, and mean average precision, which calculates
the average precision across all instances and labels, taking into account the order of the
predicted labels. These metrics provide valuable insights into the accuracy and quality
of multi-label predictions. To assess whether the differences in performance between the
methods were statistically significant, we used bootstrapping and the Friedman test [30],
a non-parametric test used to compare multiple methods across multiple dependent vari-
ables. If the differences between the methods were statistically significant, the next step
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was to use the post hoc Nemenyi test [31] to identify the methods that showed notable
differences in performance. The significance level was set at 0.05.

Finally, to evaluate the models in providing recommendations, the other two metrics
are used: recall@5 and precision@5. Recall@5 calculates the proportion of classes that
are successfully predicted among the top 5 predicted classes, thus measuring the model’s
ability to capture relevant recommendations. Precision@5, on the other hand, measures the
proportion of correctly predicted classes among the top 5 recommendations, thus focusing
on the accuracy of the suggestions. These metrics are valuable when the user is presented
with a limited number of recommendations and the goal is to maximise both the relevance
and accuracy of the suggestions.

3. Results

All models were trained and validated using the training and validation data spanning
the years 2016 to 2021. All performance measures presented in the table were calculated
based on the predictions made by the models using the test data collected in the year 2022.
This approach ensures an unbiased evaluation of the models’ performance on unseen data
and provides a realistic assessment of their generalisation capabilities.

Table 1 shows a comparison of the performance metrics of the different models.
The model finetuned from MEDPSU-RoBERTa, our institutional pre-trained language
model, achieved the highest precision, highest recall, highest F1 score, highest exact match
ratio, highest mean average precision, highest recall@5 and highest precision@5 compared
to the other models. However, there is a slight difference in performance between the
MEDPSU-RoBERTa, Multilingual BERT and Multilingual E5 models on various metrics.
The running time for each model is impressively low. The basic model TF-IDF takes
17.29 ms to process one document, and the more advanced models such as Multilingual
BERT, Multilingual E5 and MEDPSU-RoBERTA achieve even faster processing times of
4.66 ms, 4.76 ms and 4.81 ms, respectively.

Table 1. Performance scores of all models calculated from the test set.

Model/Architecture Run Time Precision Recall F1 Score Exact Match Mean AP Recall@5 Precision@5

TF-IDF (baseline) 17.29 ms 1 0.8456 0.5400 0.6590 0.2062 0.6928 0.5545 0.7085
Multilingual BERT 4.66 ms 2 0.8439 0.7149 0.7735 0.3411 0.7975 0.6126 0.7826
Multilingual E5 4.76 ms 2 0.8426 0.7155 0.7738 0.3380 0.8071 0.6155 0.7863
MEDPSU-RoBERTa 4.81 ms 2 0.8423 0.7299 0.7821 0.3470 0.8097 0.6181 0.7885

Exact Match: Exact Match Ratio; Mean AP: Mean Average Precision; Bold values indicate the highest score for
each metric; Run time measured under parallel computation in milliseconds (ms); 1 Inference performed in CPU;
2 Inference performed in GPU.

Looking at precision, recall and F1 score, the three models show relatively similar
performance. The values for precision range from 0.8423 to 0.8439, for recall from 0.7149
to 0.7299 and for F1 score from 0.7735 to 0.7821. These results show that all three models
have comparable abilities in detecting positive cases and minimising false positives and
false negatives. For metrics such as exact match ratio, mean average precision, recall@5
and precision@5, the differences among the models are relatively small.

The Friedman test revealed significant differences among the models (p < 0.05) for
recall, exact match ratio, F1 score, and mean AP (see Figure 5). Specifically, for recall,
TF-IDF differs significantly from Multilingual E5 and MEDPSU-RoBERTa (p < 0.05), while
Multilingual BERT differs significantly from MEDPSU-RoBERTa (p < 0.05). For the exact
match ratio, TF-IDF differs significantly from Multilingual BERT and MEDPSU-RoBERTa
(p < 0.05), and Multilingual E5 differs significantly from MEDPSU-RoBERTa. In terms of the
F1 score, all methods differ significantly from each other (p < 0.05), except for Multilingual
BERT and Multilingual E5, which do not exhibit a significant difference. Regarding mean
AP, TF-IDF differs significantly from Multilingual E5 and MEDPSU-RoBERTa (p < 0.05),
while Multilingual BERT differs significantly from MEDPSU-RoBERTa (p < 0.05).
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Figure 5. Significance plots of p values calculated using Nemenyi post hoc test.

Figure 6 shows a precision-recall curve illustrating the trade-off between precision
and recall for all models. It shows how the performance of the model performance varies
as the classification threshold changes. In our multi-label setting, we calculated the micro-
averaged precision-recall curve from all labels for each model. The precision-recall curve
for the MEDPSU-RoBERTa model showed a better trade-off between precision and recall at
most thresholds compared to the other models.

Figure 6. Precision-recall curves of all models calculated from the test set.

4. Discussion

In our study, we investigated different language models for the task of automated
coding of inpatient diagnoses. We used a separate test set from a different time period
to evaluate the models’ ability to generalise to new and unseen data, and to assess their
performance in real-world scenarios beyond the training period. Our results show that all
our models generalised well towards unseen data.

4.1. Comparison of Different Pre-Trained Language Models

As expected, the model fine-tuned from MEDPSU-RoBERTa scored highest among the
other language models. It is important to note that MEDPSU-RoBERTa was trained with
data from our institution’s HIS since its implementation until 31 December 2021. This time
frame was different from the data used for the test set, which was collected in 2022. This
presents further evidence of the generalisability of the model.
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However, we had originally expected that the results of the model fine-tuned from
MEDPSU-RoBERTa would significantly outperform the results of general-purpose lan-
guage models such as Multilingual BERT or Multilingual E5. Surprisingly, the observed
differences were only marginal, ranging between 1% and 2% in terms of performance met-
rics. The general-purpose models showed competitive performance that was not inferior.
These results show that general-purpose language models are capable of handling the
complex tasks of coding diagnoses. Although these models were not specifically tailored to
our institutional data or fine-tuned with domain-specific knowledge, they demonstrated
a remarkable ability to capture relevant information. This suggests that the general lan-
guage models can still provide reliable results for specific applications or scenarios where
fine-tuning to institution-specific data is not possible or necessary.

MEDPSU-RoBERTa consistently outperformed the other models across different
thresholds (see Figure 6). Although the differences in performance are only 1% to 2%,
even a small reduction in the error rate can have significant practical implications, es-
pecially in healthcare where the stakes are high. The reduction in false positives and
false negatives can potentially decrease the need for case reviews and the likelihood of
misdetections, resulting in a reduced workload.

In practise, clinical coders rely on various sources of information, including doctor
notes, nurse progress notes, laboratory results, and medical procedures, in addition to the
discharge report, to identify the appropriate diagnosis codes. However, these additional
documents were not used in training the algorithm. Therefore, the algorithm may encounter
difficulties in accurately assigning diagnosis codes due to the lack of these additional
details. The lack of this contextual information could potentially lead to errors in assigning
diagnosis codes in our models.

4.2. Model Performance across Different Labels

Further analysis was carried out for MEDPSU-RoBERTa, the highest-scoring model.
Figure 7 shows the individual F1 score of the model across different diagnosis codes.
These results provide valuable insights when considered alongside Figure 3b. The model
consistently achieved an F1 score above 0.80 for the top 250 diagnosis codes or labels with
more than 1000 samples. The model performs less well on class labels with a small sample
size. This suggests that the performance of the model is affected by the availability of
training samples for each class label, especially for the frequency rank above 1251 or the
class label with less than 100 samples, the F1 score tends to be below 0.5.

4.3. Model Performance across Different Document Lengths

Figure 8 shows the performance of the model at different document lengths. Contrary
to our initial assumption that longer clinical details would lead to better performance, our
results showed a slight drop in performance for long documents. The F1 score decreases
with increasing document length. This observation could be due to the limited compre-
hension capabilities of the BERT-based models when processing long documents, or to the
potential confusion caused by very detailed or elaborate clinical descriptions. We suspect
that the model better excels at processing short and concise clinical notes.
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Figure 7. F1 score by ICD frequency rank: (a) Mean F1 scores based on frequency rank with
cumulative count on the top. (b) Density plot displayed on logarithmic scales, highlighting the
distribution of F1 scores in class labels with large number of samples.

Figure 8. F1 score by document lengths.

4.4. Co-Occurrence Analysis

Co-occurrence analysis examines the relationships and patterns of co-occurrence
between different diagnostic codes. In the context of automated inpatient coding, co-
occurrence analysis could help identify which diagnosis codes frequently occur together in
patient records. This can provide insights into the relationships between medical conditions
and help improve the accuracy of automated coding systems. For example, suppose that in a
dataset of patient records, the diagnosis codes for “diabetes” and “hypertension” frequently
occur together. This co-occurrence indicates that these two diseases are often diagnosed
in the same patients. By identifying such co-occurring diagnostic codes, an automated
coding system could be designed to recognise the likelihood of co-occurrence of these
conditions and apply or suggest both relevant codes simultaneously, thereby improving the
coding process. We assume that the model can capture the co-occurrence and associations
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between certain diagnoses in the same patterns as they occur in ground truth. Figure 9
shows the diagrams of the co-occurrence matrix of both ground truth and prediction. In the
predictions, we found that the classifier performed poorly on class labels with small sample
sizes, so that some associations became unclear. However, we were able to identify similar
patterns of association in both diagrams, confirming the model’s ability to capture relevant
co-occurrence relationships.

Figure 9. Diagrams of the co-occurrence matrix for (a) ground truth and (b) predictions reveal similar
patterns of associations between diagnosis codes.

Figure 10 shows the diagrams of the co-occurrence network in the top 200 diagnosis
codes in both ground truth and prediction. A highly similar pattern of associations between
the two was observed, reinforcing the model’s ability to capture meaningful associations
between diagnoses.

Figure 10. Diagrams of the co-occurrence network for the 200 most frequently coded diagnosis codes
in the (a) ground truth and (b) predictions show patterns of co-occurrence that are consistent with
actual coding practise.
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4.5. Training and Validation Loss

Figure 11 shows the training and validation loss as well as the validation F1 score
during model training for all models. No overfitting was observed. Training was stable
and the validation F1 score was increased until convergence.

Figure 11. The training and validation loss, along with the F1 score, indicate the convergence of
the model.

4.6. Comparison to Other Studies

Compared to previous studies [15,21,23,25,32] that employed BERT-based models, our
study addresses the problem using a significantly larger dataset of clinical documents and
diagnosis codes. Amin et al. [21] employed BioBERT and achieved an F1-score of 0.73.
Biseda et al. [32] utilized ClinicalBERT and obtained an F1-score of 0.75. Silvestri et al. [23]
applied XLM to Italian clinical documents and reported an exact match ratio of 0.77 using
2172 clinical notes and 24 unique ICD codes. Remmer et al. [25] employed Swedish KB-
BERT and achieved an F1-score of 0.58 on a dataset of 6062 records with 10 unique ICD-10
blocks. Yu et al. [15] developed Chinese ICD-10 classification algorithms using RNN to
support 488 different ICD blocks and achieved a micro-averaged F1-score of 0.77. The better
performance of our results can be attributed to several factors, the inclusion of a more
extensive institutional dataset as well as and the comprehensive nature of our discharge
reports and clinical coding criteria.

4.7. Study Limitations

The results of our study are subject to several limitations. First, although the dataset
used for training and evaluation was relatively large, there are few examples of some
class labels. This may have limited the model’s ability to generalise and capture the full
complexity of the coding task for inpatient diagnoses. Second, although we used dynamic
class weights, dealing with class imbalance is still poses a challenge as certain diagnosis
codes have limited representation in the dataset, which affects the performance of the
model for these specific diagnosis codes. Thirdly, the lack of use of historical data prevents
the model from incorporating temporal trends and longitudinal information from patients
that could provide valuable context for accurate diagnosis coding. Next, our models have
shown strong performance with ICD-10-TM in Thai context and mixed English–Thai clinical
notes, however its applicability in different settings remains uncertain due to language
differences. Our models can certainly useful in different hospitals and regions of Thailand,
but their effectiveness in other countries needs to be further evaluated through extensive
testing. Finally, the lack of qualitative assessments to evaluate the performance of the
model when used by clinicians or professional coders. This may hinder understanding of
usability and user experience in real-world scenarios.

4.8. Practical Implications

The practical implications of our study are twofold. First, the rarity of diseases may
pose a challenge in implementing the system [33,34]. To overcome this problem, one
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possible solution is to pool data from the HIS of multiple hospitals to create a more compre-
hensive training dataset. By pooling data from different sources, an algorithm can learn
from a wider range of cases, including rare diseases, increasing the number of training sam-
ples and improving its ability to accurately code and diagnose such conditions. Secondly,
the system could be transformed into a recommendation system offering suggestions and
guidance to medical professionals [7]. However, it is important to ensure that the system
effectively communicates the presence and importance of rare diseases to users. Clear
and concise messages can ensure that rare diseases also receive appropriate attention and
consideration, ultimately leading to increased diagnostic accuracy and better workflows [8].

4.9. Future Directions

Future research directions offer several possibilities. First, addressing the problem
of rare diseases, which may lead to underdiagnosis, requires innovative approaches. Ex-
ploring methods to improve rare disease detection and classification could help increase
the accuracy and completeness of the automated coding system. Second, more effective
integration of historical data into the modelling process could provide valuable context and
improve the predictive capabilities of the model. The use of longitudinal data on patients,
treatment histories and outcomes can provide the model with a more comprehensive un-
derstanding of diagnoses. In addition, integrating the automated coding system with other
sources of health data such as laboratory results, radiology reports and genetic information
can provide a more holistic approach to diagnosis coding. Finally, future work should also
focus on how the automated coding system can be implemented into the infrastructure of
HIS, taking into account factors such as data privacy, interoperability and user acceptance.

Apart from inpatient diagnosis coding, NLP offers promising perspectives in various
other domains. For example, the development of recommendation systems based on
relevant clinical documentation could support healthcare workflows by suggesting relevant
terms or concepts related to patients, such as recommendation systems for drugs and
treatments. In this way, clinical decision-making processes could be streamlined and the
workflow of HIS improved.

5. Conclusions

This study investigated the use of language models for inpatient diagnosis coding.
Using our institutional dataset of over 230,645 admissions, our study highlighted the
competitive performance of general-purpose language models, Multilingual BERT and
Multilingual E5, and a domain-specific language model, MEDPSU-RoBERTa. Model per-
formance also varied across diseases, with larger sample sizes leading to better results.
The rarity of certain diseases poses a challenge for accurate coding, with more than 100 sam-
ples per diagnosis label suggested. We also analysed the impact of document length
on performance and found that longer documents could pose a challenge to the model.
Co-occurrence analysis demonstrated the model’s ability to capture relevant associations.
The results highlight the need for larger datasets, strategies to deal with class imbalance,
and integration of historical data to improve performance. Future research directions
include improving the handling of rare diseases, improving the integration of historical
data, integrating additional healthcare data sources and focusing on the implementation
of coding systems in hospital information systems. These results contribute to the further
development of diagnosis coding systems, highlighting their potential to facilitate accurate
and efficient workflows.
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Abstract: Modern medical devices connected to public and private networks require additional layers
of communication and management to effectively and securely treat remote patients. Wearable medical
devices, for example, can detect position, movement, and vital signs; such data help improve the quality of
care for patients, even when they are not close to a medical doctor or caregiver. In healthcare environments,
these devices are called Medical Internet-of-Things (MIoT), which have security as a critical requirement.
To protect users, traditional risk assessment (RA) methods can be periodically carried out to identify
potential security risks. However, such methods are not suitable to manage sophisticated cyber-attacks
happening in near real-time. That is the reason why dynamic RA (DRA) approaches are emerging to
tackle the inherent risks to patients employing MIoT as wearable devices. This paper presents a systematic
literature review of RA in MIoT that analyses the current trends and existing approaches in this field. From
our review, we first observe the significant ways to mitigate the impact of unauthorised intrusions and
protect end-users from the leakage of personal data and ensure uninterrupted device usage. Second, we
identify the important research directions for DRA that must address the challenges posed by dynamic
infrastructures and uncertain attack surfaces in order to better protect users and thwart cyber-attacks
before they harm personal (e.g., patients’ home) and institutional (e.g., hospital or health clinic) networks.

Keywords: dynamic risk assessment; cyber security; medical IoT; systematic literature review

1. Introduction

The latest advances in remote asset management have significantly changed the
healthcare industry. Due to low costs and widespread adoption of the Internet-of-Things
(IoT), wearable computing has enabled organisations to track and sense patients over
secure telecommunication [1]. It is possible to attach devices to vulnerable patients under
treatment and monitor essential physiological signs, such as cardiac rates, temperature,
movement, and sugar levels, in near real-time [2]. Leveraging these IoT technologies
away from hospital premises helps medical doctors make better and more timely decisions.
This is due to the availability of important additional data that can then be analysed by
automated information systems. Wearable devices can also empower patients to better
understand and control their personal data sharing, thus preserving privacy objectives.
However, these devices do pose a number of threats and vulnerabilities requiring attention
and mitigative actions, and others have dubbed it the Internet of Threats [3].

In the healthcare domain, devices must adhere to additional constraints to ensure the
safety and security of stakeholders. They must be compliant with other specifications and
not interfere with underlying technologies. These devices are equipment referred to as Med-
ical Internet-of-Things (MIoT), a subclass of IoT. MIoT sits within a broader cyber-physical
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system (CPS) [4] adding remote management capabilities over distributed assets [5–8].
Modern infrastructure design has incorporated MIoT into healthcare settings [9], especially
after the COVID-19 pandemic [10]. Employing IoT in the patient’s environment is highly
advantageous; this typically involves IoT sensors monitoring patients and promptly trans-
mitting data to sinks or servers for analysis. Solutions vary and examples include health
prescription assistants (HPA), healthcare status monitoring (heartbeat, temperature, CO2
levels, sensing features), tracking patients’ movements, and detecting whether someone
has fallen. Since its inception, security has been a key concern [11–13] and significant
research has sought to address the security challenges and develop and deploy hardened
solutions. All these inter-connected devices extend the feature set available to end-users;
however, this comes with trade-offs between privacy and cyber security objectives. Despite
having to comply with regulations by vendors, they must be sufficiently equipped with
mechanisms to cope with accidental and deliberate malfunctions. These failures could be
caused by flawed designs, poor testing, or active cyber-attacks aiming to exfiltrate personal
and identifiable information (PII) [14] from stakeholders. Governments and organisations
are enforcing legislation to protect users and patients, for instance, the Health Insurance
Portability and Accountability Act (HIPAA), in the US, and the General Data Protection
Regulation (GDPR), in the UK and European Union (EU). These efforts signal the need to
safeguard and protect data with clear repercussions for violations; this further highlights
the importance of secure MIoT systems.

Stakeholders employing these technologies are under constant risk (for different mean-
ings of ‘risk’, please refer to Appendix A.1) arising from different threat sources with varied
impacts and occurrence likelihoods. Asset managers sitting on the edge of the infras-
tructure desire to offer end-users, customers or patients hardened MIoT equipment with
protective assurances to ensure seamless interactions. They employ embedded software
communicating status and health-related data that feed information systems (IS) so medical
doctors can make timely choices to improve care delivery. These platforms, albeit tested
widely by vendors before shipping, are not immune to the malicious advances of sophisti-
cated threat actors. One remedy for establishing protections is to perform risk assessment
(RA), choosing a methodology [15] with specific considerations for medical-based IoT [16].
Alternatives are the ISO 31000:2018 standard [17], NIST 800-30r1 [18], operationally critical
threat, asset, and vulnerability evaluation (OCTAVE) and OCTAVE Allegro [19], as well as
a plethora of RAs available for risk managers [20].

While RA is a proven method in identifying and mitigating security risks, it is tradi-
tionally only performed periodically. In highly dynamic systems, the important factor is
change. This is especially true of IoT, where the system or the environment may change
(changing the attack surface). For example, new sensors can be deployed, or devices may
switch to a new network. Furthermore, new attacks will emerge. Periodic RA is unable to
respond to these changes and ensure risk is managed in a timely fashion. Zio (2018) [21] has
discussed the future of RA, establishing the most relevant aspects to incorporate dynamic
elements directly into the analysis. This RA variant called dynamic risk assessment (DRA)
targets continuous, near real-time, on-the-fly reassessments. Applying DRA in IoT is not
new, as it has been addressed in many discussions [22,23] and case studies for threat-based
RA in smart homes [24–27]. These studies highlight that DRA provides better observability
(this term comes from control theory and distributed systems [28]; it is used nowadays as
a means to understand a system’s states by inspecting the data it generates in event logs,
metrics, etc. to append protective features) features to systems when tackling unknowns
situations [29], i.e., events that “we do not know we do not know” [30].

The driving motivation here is the fact that, where MIoT systems are deployed and
utilised, there is a dynamic attack surface. While existing risk assessment methods have
proven successful in traditional systems, the dynamic nature of this environment requires
RA to be revisited and led to the consideration of dynamic RA. There have been few re-
search/studies into this and, hence, this review and its observations are important, timely
and novel. The motivation described has been explicitly introduced in the introduction.
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Thus, this work discusses the inherent challenges of conducting DRA in MIoT to enumer-
ate effective ways of tackling emergent risks to patients through wearable computing in
healthcare. The paper makes three key contributions:

• A comprehensive systematic literature review (SLR) of risk analysis and its application
to MIoT; this highlights the current trends and existing approaches in this domain.

• An exploration of effective strategies for mitigating the impact of unauthorised in-
trusions and safeguarding end-users against the leakage of PII or the disruption of
equipment usage in dynamic MIoT systems.

• The identification of the key research directions for DRA that must address the chal-
lenges posed by dynamic MIoT infrastructures and uncertain attack surfaces in order
to better protect users and thwart cyber-attacks.

We focus on malicious opportunities that sophisticated threat actors may explore in
MIoT. Our investigation outlines the most common risk approaches in large attack surfaces
and the issues behind using DRA when coping with service and system interruptions.

The paper is organised as follows: Section 2 outlines the context for MIoT and Section 3
explores related work and our SLR. This is continued in Section 4, which details the
challenges and opportunities behind tackling RA and DRA in IoT. We end our contribution
in Section 5 with conclusions and discussion of future work.

2. Contextualisation

2.1. Threat Modelling, Static and Dynamic Risk Analysis

Recent years have witnessed the ever-increasing adoption of IoT-based devices in
a myriad of application contexts [31]. Examples are Industrial IoT (IIoT), smart manu-
facturing, smart cities [32,33], energy generation/storage, and healthcare domains [34].
Although these devices offer remote management capabilities and near real-time sensing,
when considering cyber security and privacy, they have considerably enlarged the potential
attack surface to protect [35]. Integrating RA and threat modelling (TM) is a traditional
information security approach to protect such distributed assets. A noteworthy approach
is the process for attack simulation and threat analysis (PASTA), a risk-oriented TM frame-
work that assumes security practitioners are risk managers [36]. It is targeted at helping
organisations tackle inherent risks in software to devise hardened products to sustain
response to cyber-attacks. Wolf et al. (2021) [37] applied the approach to IoT ecosystems
showcasing its use with DFDs to demonstrate trust boundaries, as well as presenting an
abuse-case diagram for a light control system.

According to the ISO [17], tackling risk is about determining uncertainty, whereas for
NIST/US [18], it is a holistic approach encompassing organisations, business processes and
information systems. DRA is a relatively recent approach to handle change and assess risk
continuously, i.e., to update the RA as new evidence (data) emerges in networks and feeds,
proactively preparing for malicious incursions as they progress [23,38,39]. As previous
work has discussed in detail in the recent literature [40,41], conducting such analysis in IoT
is not trivial, a theme we shall cover in Section 4.

TM is an exercise in assessing opportunities for system abuse by threat actors and
creating the means to cope, withstand or mitigate existing vulnerabilities [42–44]. Threat
analysts could perform TM in the early stages and continuously as managers and system
administrators incorporate new technologies and devices into the solution. TM has been
successfully used in healthcare [45] to promote better countermeasures and mitigations to
specific attacks inherent in IoT shortcomings [46]. Among many techniques available to
analysts, we highlight attack trees/graphs and data-flow diagrams (DFD) [47] to depict
such concerning situations and employ TM to understand how to address and mitigate
governing issues, among other approaches.

Regarding specific RA frameworks tailored to MIoT, we highlight the IoMT secu-
rity assessment framework (IoMT-SAF) [48]. It involves healthcare stakeholders in risk
processes, allowing them to assess the level of security as observed in distributed MIoT
devices across the attack surface. The framework identifies security issues, recommends
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responses and creates scenarios for stakeholders using an ontological approach. The IoMT-
SAF’s process encompasses identifying security properties, such as: (i) medical operation
security; (ii) vulnerability type (user, system, hardware); (iii) attack origin (local, remote),
attack type (passive, active), attack difficulty (theoretical, difficult, easy, tools available);
(iv) security function (detection, prevention, incident response); and (v) medical data threat
(interception, interruption, modification, fabrication, replication).

2.2. Medical IoT

Working with IoT technologies in healthcare, there are a myriad of similar notions and
definitions that we differentiate next. For instance, we have encountered references to the
Health Internet of Things (HIoT) [49], the Internet of Health Things (IoHT) [50,51], the IoT-
Health [52], the Internet of Medical Things (IoMT) [53–55], and the Medical Internet of Things
(MIoT) [1,2,56]. In this work, we shall refer to the latter (MIoT) as a base definition as we
think it captures the fundamental differences between general IoT systems versus those
applied to medical/healthcare contexts with its more specific subtleties. MIoT empowers
patients and clinical staff (in general) to understand care paths and plan interventions.
It allows tracking, sensing and near real-time screening of patients that alert responsible
personnel in case they detect or observe any anomaly using tailored algorithms that are
either running on devices or using auxiliary information systems.

Understanding risk in systems is typically founded upon understanding the system
itself. Evaluating a system architecture is, therefore, a starting point. Within IoT systems,
the architecture has most simply been considered as a basic three-layer approach, composed
of the perception layer, the network layer and the application layer [57]. While it is beyond
the scope of this work to assess what is the best architecture to underpin security and
privacy risk assessment, we note that these basic models constrain the system viewpoints
potentially missing key IoT vulnerabilities. Hence, architecture model extensions, such
as a middleware layer, a business layer, an end-user layer, a processing layer and a service
management layer [58–60] could offer a better perspective. Security analysts overseeing large
dynamic attack surfaces may then consider threat actors attempting to circumvent controls
and exploit vulnerabilities on each layer as they have specific protocols and inter-layer
dynamics [61,62]. Farahani et al. (2018) [63] go beyond this notion and consider different
scales of IoT layers, dividing these into three types—wearables, smart homes and smart
cities—across four layers: interface, service, networking and sensing.

2.3. MIoT Security and Privacy

Recently, NIST/US published a draft version for Trusted IoT Device Network-Layer On-
boarding and Lifecycle Management (NIST SP 1800-36) [64], showcasing how to tackle credentials
to connect to networks securely (Link to NIST/US site: https://www.nccoe.nist.gov/projects/trus
ted-iot-device-network-layer-onboarding-and-lifecycle-management, accessed on 19 June 2023).

One assumes that this document would be used alongside NIST’s cybersecurity framework
(NIST SP 800-37) (NIST Cybersecurity Framework: https://www.nist.gov/cyberframework, ac-
cessed on 19 June 2023), a guide to help organisations seeking to improve cyber security risk man-
agement. In the same direction, the UK’s National Cyber Security Centre (NCSC) publishes risk
management guidance (NCSC Risk Management Guidance: https://www.ncsc.gov.uk/collecti
on/risk-management-collection, accessed on 19 June 2023), and the European Union Agency for
Cybersecurity (ENISA/EU) has tackled risk management and assessment, providing tools and
interoperability discussions among the many frameworks available to organisations (ENISA Risk
Management and RA Framework: https://www.enisa.europa.eu/topics/threat-risk-managem
ent/risk-management/current-risk/business-process-integration/the-enisa-rm-ra-framework,
accessed on 19 June 2023).

Elhoseny et al. (2021) [57] suggested that MIoT has stricter security and privacy
requirements in contrast to ‘usual’ IoT. The complex MIoT ecosystem presents a massive
attack surface requiring constant monitoring, confidential communication among trusted
parties, data integrity, resilience to attacks, auditing (for backtraces or forensics), access
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control, authentication, and privacy [16]. For healthcare settings located at home, these
assurances must hold, preventing attacks, avoiding exposure, and thwarting attacks before
they cascade to adjacent networks and systems. It is outside the scope of this work to
list and comment on specific cyber-attacks on MIoT as there has been a host of research
explaining these over the years [15,27,35,62].

Complementing the MIoT ecosystem with cyber security counterparts, one could add
the usual protections, i.e., intrusion detection systems (IDS), firewalls (and filtering scripts),
encryption and access control (and varieties such as rule-based and attribute-based) as
well as privacy-enhancing technologies , such as private information retrieval (PIR), virtual
private networks (VPNs), transport layer security (TLS), combined with domain name
system (DNS) SECurity extensions (DNSSEC). Nowadays, in the areas of IoT and trust
mechanisms, there have been discussions on incorporating distributed ledger technologies
(DLT) [65] or blockchains to enact effective chains of trust among multiple counterparts, ob-
jects and services in a decentralised manner [66–68]. Yadav et al. (2023) [69] have employed
blockchain-based technologies in IoT to enable secure and reliable communications in smart
cities. There are efforts to improve the scalability, resilience and trust mechanisms offered
by DLT through a technology called IoT application (IOTA) [70–73], a next-generation
blockchain solution.

Other noteworthy concepts associated with healthcare, and which use technologies to
sustain additional communication and remote management features, include employing
patient health information (PHI) and storing it under electronic health records (EHR).
Some authors have also included so-called healthcare systems, such as electronic medical
recording (EMR), order communication systems (OCS), and picture archiving and commu-
nication systems (PACS) [41]. These systems must comply with underlying cyber security
IS, such as IDS, firewall/filtering, security information and event management (SIEM), and
continuous cyber security monitoring and logging practices [74].

IoT and MIoT are targets for a host of cyber-attacks [35,62,75]. As Alsubaei et al. (2019) [48]
commented, approximately 45% of all ransomware attacks dating 2017 were directed at the
healthcare sector. In 2018, cybercriminals deployed WannaCry ransomware and Zero-day
attacks in healthcare facilities in the UK’s National Health Service (NHS), encrypting all data in
unpatched systems [76,77]. Stellios et al. (2018) [75] discussed IoT security and TM in detail,
highlighting attack venues explored by threat actors. For instance, they highlighted issues
such as DoS, physical threats, eavesdropping, node capture and compromisation. Their
work focused on modelling IoT-enabled cyber-attacks by understanding: (i) adversaries
(access, motivations, capabilities); (ii) IoT devices (embedded system vulnerabilities, net-
work vulnerabilities); and (iii) actual targets connectivity (direct, indirect, no connection to
critical infrastructure).

3. Systematic Literature Review

We conducted an SLR to better understand how researchers consider risk assess-
ment in MIoT/IoT. It employed the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) 2020 recommendations [78], following the 27-point checklist for
deriving a substantial synthesis of research priorities, where we use the relevant items as
dictated by the PRISMA process. We provide below a summary of the PRISMA 2020 Check-
list (referring to items from the recommendations as #) with regard to the ‘Introduction’
and ‘Methods’:

• Rationale (#3)—the literature about risks in MIoT must be better understood. In past
years there has been a proliferation of research that would profit from synthesis and
discussion to organise knowledge and identify gaps.

• Objectives (#4)—the guiding question is “What are the factors underpinning risk assess-
ments in MIoT?”.

• Eligibility criteria (#5)—as inclusion criteria, we are interested in the latest results (pub-
lished in the last five years, i.e., May 2018 to May 2023) mentioning risk assessment
(any type, i.e., normal, i.e., in this context, we refer to the usual way organisations
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conduct RA, by following guidelines and deriving the most likely risk scenarios that
could arise, vulnerabilities, impact and mitigation effort that follows—or dynamic,
describing case studies in healthcare that used MIoT for data gathering and communi-
cation). Our exclusion criteria do not consider any poster not providing fundamental
research outcomes, results not focused on cyber security or privacy, as well as RA that
does not consider the use of IoT/MIoT.

• Information sources (#6)—Google Scholar, ACM Digital Library and IEEExplore (Respec-
tively, https://scholar.google.com, accessed on 19 June 2023, https://dl.acm.org, accessed
on 19 June 2023, and https://ieeexplore.ieee.org, accessed on 19 June 2023).

• Search strategy (#7)—our basic template for input was:

– Query: (dynamic risk assessment or risk assessment) and (“medical
IoT” or MIoT) and healthcare and (cybersecurity or “cyber security”
or cyber-security).

We adapted it to match the particularities of the information source under scrutiny.
• Selection process (#8)—case studies employing risk assessment of MIoT/IoT in health-

care settings.
• Data collection process (#9)—we performed the search, analysed titles and abstracts

and then retrieved the entire paper for in-depth inspection as to eligibility.
• Data items (#10)—for the selected papers that passed previous stages of scrutiny, we

extracted RA methodology and relevant risk-related components, healthcare settings
(if any), MIoT/IoT specification (if any), year and case study explanation. Depending
on the selected research, we were interested in any cyber-attack or specific vulnerability
comprising MIoT/IoT devices.

Our guiding search strategy was directed at RA approaches that were either static/
periodic or dynamic. We also investigated the security issues that the technologies try to
solve or tackle, i.e., blockchains used for trust parties, lightweight authentication, or fast
encryption for confidential data manipulation. In addition, we addressed the most likely
types of cyber-attacks that threat actors could attempt when abusing systems.

We tweaked the searching input query to match the specific requirements of the
information sources—for instance, using parentheses is mandatory to convey precise
relationships. For Google Scholar, we executed the template query explained above and
then selected the “Custom Range” parameter to retrieve papers sorted by relevance from
2017 to 2022. As this platform does not only scan scientific venues per se, we were interested
in all retrieved gray literature, such as dissertations, manuals, and white papers.

Specifically for ACM-DL, the mechanism required logical connectors all to be upper-
case. The query was:

[[Full Text: dynamic risk assessment] OR [Full Text: risk assessment]] AND
[[Full Text: ‘‘medical iot’’] OR [Full Text: miot]] AND
[[Full Text: cybersecurity] OR [Full Text: ‘‘cyber security’’] OR
[Full Text: cyber-security]] AND
[E-Publication Date: (01/01/2017 TO 31/12/2022)]

For IEEExplore, the same query used in Scholar and ACM-DL yielded zero results,
prompting us to edit the Advanced Query option to build the query as the platform expected.
Then, for this source, we had to edit the query manually, so it applied the logical connectors
with parentheses following this query filtered out by year (2017 to 2022):

((‘‘All Metadata’’: ‘‘dynamic risk assessment’’
OR ‘‘risk assessment’’) AND
(‘‘All Metadata’’: ‘‘medical iot’’
OR ‘‘miot’’ OR ‘‘iot’’) AND
(‘‘All Metadata’’: ‘‘cybersecurity’’
OR ‘‘cyber security’’
OR ‘‘cyber-security’’))
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3.1. Related Work on RA/DRA in MIoT

We conducted the SLR between 2 May 2023 and 6 May 2023 for all the chosen infor-
mation sources. Figure 1 shows the suggested PRISMA 2020 flow diagram for SLR, which
includes searches of databases.

Figure 1. PRISMA 2020 identification of studies.

Regarding the process, the initial identification resulted in 172 records, with four
removed for being duplicates or unavailable. The next phase screened these records and
excluded 83 because the title or abstract was unrelated to our SLR proposition. We assessed
85 reports, reading all the work and excluding 73 for various reasons related to not meeting
the previously identified eligibility criteria. The process finished with selecting 12 studies,
where we extracted significant risk-associated elements, frameworks, standards, attacks,
and methodologies to support our discussion. Table 1 summarises the main findings from
the SLR, presenting an overview of selected work on RA/DRA. Note that some literature is
specific to MIoT, and some discusses IoT in broader terms.

Le et al. (2018) [79] devised a DRA framework in the context of autonomous vehicles.
This work did not make it into the SLR because it was not applied to healthcare; however,
it includes important discussions and observations for proposing a dynamic framework for
tackling risk. The authors comment on the requirements and challenges for developing a
DRA framework in highly dynamic environments with frequent threats, vulnerabilities
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and technological changes. They justified the need for such an approach because systems
should quickly adapt to unstable environments from various IoT sources. As stated, the
risk framework should:

1. Deal with heterogeneous data.
2. Eliminate inconsistency and incompleteness, managing uncertainty errors and missing

values, increasing data reliability.
3. Reduce the data scale for efficient processing.
4. Provide run-time risk analysis for effective and actionable decision making.

Table 1. Overview of selected literature on RA/DRA in IoT/MIoT.

# Authors Domain Highlights

#01 Kandasamy et al. (2020) [80] IoT, MIoT Showcases RA frameworks in IoT, computes
MIoT risk, IoT risk vectors and risk ranking

#02 Lee (2020) [58] IoT
Proposition of a four-layer IoT cyber risk
management framework, risk identification,
quantification

#03 Ksibi et al. (2021) [81] MIoT
Dynamic agent-based risk management,
generic case studies in IoT/MIoT, enhance
trustworthiness of MIoT

#04 Malamas et al. (2021) [16] MIoT
SLR, discussing risk assessment frameworks
in MIoT, comments on “medical risk” and risk
methods

#05 Stellios et al. (2018) [75] IoT, MIoT
Methodology uses attack model to output
qualitative criticality level of IoT-enabled
devices

#06 Elhoseny et al. (2021) [57] MIoT Focus on security and privacy of MIoT, CIA,
resilience, access control, usability, data issues

#07 Kandasamy et al. (2022) [82] IoT
Risk assessment focused on NIST Cyber
Security Framework using self-assessment
survey instruments

#08 Newaz et al. (2021) [83] IoT
Discusses the benefits of fault-tolerant designs
to improve security, a survey of known
attacks in IoT

#09 Gressl et al. (2020) [84] IoT
Use of known methods to address risk, e.g.,
design space exp. (DSE), Bayesian attack
graphs, risk trees

#10 Datta (2020) [23] IoT
Combination of risk assessment framework
with security incident and event management
altogether

#11 Nurse et al. (2017) [40] IoT
Describes core RA concepts in IoT, Comments
on deficiencies of RA approaches and their
inadequacy

#12 Nurse et al. (2018) [41] IoT
Discusses the need for automated and
collaborative RA in IoT, with industrial
comments and practices

3.2. Analysis of Selected Results

We next comment the selected papers and conduct an in-depth analysis outlining the
major strengths and relevant considerations for tackling risks in IoT/MIoT ecosystems. The
number of included studies is low because, after executing all of the PRISMA procedure, it
favours quality over quantity, i.e., we will retrieve and scrutinise only the most relevant
results aligned with the SLR’s research question.
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#01 by Kandasamy et al. (2020) [80] comments on IoT-based vulnerabilities, such as
complex architecture, inappropriate security configuration, physical security, and insecure
firmware or software; it discusses how to address computation of cyber-risk referring
to risk ranking, risk vectors, and risk assessment frameworks. The work tackles known
impact factors, likelihood, and risk levels in IoT and comments on the risk assessment
process (RAP) of known standards, such as NIST, ISO/IEC, OCTAVE, GSMA (It is called
the Self Assessment Risk Management Toolkit, link: https://www.gsma.com/mobilefor
development/resources/self-assessment-risk-management-toolkit-summary/, accessed
on 19 June 2023) (based on OCTAVE), and threat assessment and remediation analysis
(TARA). It compares various RA frameworks specifically for IoT, computing the MIoT
risk for medical devices and discussing RA scales and rankings. It comments on known
IoT risk vectors and risk rank calculation, devising numerical weights for computing risk
likelihood parameters.

#02 by Lee (2020) [58] discusses qualitative, e.g., ISO, cyber kill chain (CKC), OCTAVE,
capability maturity model integration (CMMI), and consensus audit guidelines (CAG), as
well as quantitative approaches, namely, Bayesian decision network (BDN), AVARCIBER, an
extension of ISO 27005, and NIST’s approach geared towards cyber security risk management.
The four-layer risk management framework comprises the following: (i) an IoT cyber ecosys-
tem layer; (ii) an IoT cyber infrastructure layer; (iii) an IoT cyber risk assessment layer; and
(iv) an IoT cyber performance layer. It identifies risk by inspecting IoT assets, vulnerabilities
and cyber threats and quantifying risk by looking at each IoT asset’s impact, frequency, and
defence probability in terms of vulnerabilities and classifying it into different cyber threat
groupings. It allocates IoT resources in a financial/budget scheme for cost-benefit analysis
with mechanisms to break down IoT-based layers in a divide-and-conquer risk approach.

#03 by Ksibi et al. (2021) [81] proposes a risk management framework relying on an
orchestrator and three agents for managing risks in the device, network and storage and
processing areas. It focuses on RA, specifically e-health that employs haemodialysis and
cardiac devices. The objective is to simplify the complexity of cyber-risk management
efforts and to establish a fine-grained risk management process. The main idea is to
evaluate the cumulative risk associated with global e-health service and to automate
response for risk mitigation. It proposes dynamic agent-based risk management with risk
identification, analysis/evaluation, and adaptation, followed by classification and risk
evaluation, encompassing risk impact/cost, anomaly probability, global risk evaluation,
and model evaluation. The framework is generic to IoT/MIoT, and it aims to study security
challenges in e-health networks, enhancing trustworthiness in MIoT communicating nodes
for decision-making on a layered risk management model.

#04 by Malamas et al. (2021) [16] provides a comprehensive comparison among RA
methodologies and TM applied to MIoT, e.g., ISO, NIST, EU Regulation 2017/745 for
Medical Devices, Open Worldwide Application Security Project (OWASP) IoT vulnerabili-
ties, MAYO Clinic, ENISA, Association for the Advancement of Medical Instrumentation
(AAMI), Australia’s Therapeutic Goods Administration (TGA), and MITRE/US. For TM,
they cover spoofing, tampering, repudiation, information disclosure, denial-of-service,
elevation of privilege (STRIDE), damage, reproducibility, exploitability, affected users, dis-
coverability (DREAD), attack trees, and multiple-valued logic (MVL). The authors propose
a generic risk model for MIoT inspired by NIST’s terminology (e.g., predisposing conditions
and adverse impact). This generic model invites security analysts to conduct thorough
security assessments for threat, vulnerability, and impact assessment, risk mitigation or
risk treatment. The work suggests that traditional RA methodologies cannot be applied
to MIoT contexts because they belong to untrustworthy environments where the designer
favours end-customer usability over security.

#05 by Stellios et al. (2018) [75] focuses on ‘verified attacks’, i.e., real-world incidents
or attacks published by researchers with applications on IIoT, e-health IoT and smart
systems. The authors explain attacks in depth as applied to critical infrastructure, which
encompasses smart infrastructure and healthcare, among others. The work details an
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e-health medical IoT system for two ecosystems, comprising in-hospital and near-patient.
Consistent with the direction of our work, the authors suggest that security attacks targeted
explicitly at CPS and IoT have been addressed throughout the years; however, they have
only sometimes been fully assessed and understood.

#06 by Elhoseny et al. (2021) [57] compartmentalises IoT provisions and attacks per-
petrated on each layer, detailing protections and protocols. The authors also comment
on available countermeasures, e.g., access control, data encryption, data auditing, IoT
healthcare policies, data search, data minimisation and anonymisation, inventory devices,
network segmentation, following the security community’s best practices, awareness, and
continuous monitoring and reporting. There is a focus on the security and privacy re-
quirements of MIoT, such as confidentiality, data integrity and availability, resilience to
attacks, data usability, access control, data auditing/authentication, and privacy of patient
information. The work details the MIoT infrastructure comprised of wireless body area
networks (WBAN), sensing, cloud, and medical staff, all contributing towards effective
patient care. They describe real-time location services (RTL) for IoT devices for tracking
employees, patients, visitors, and assets. Finally, they comment on the need to perform
regular RA to identify potential risks associated with MIoT. This should be set up and
designed to understand vulnerabilities better before the environment becomes operational.

#07 by Kandasamy et al. (2022) [82] focuses on the NIST cyber security framework
combined with self-assessment survey instruments for understanding vulnerability and
risk. The work refers to vulnerability and threat pairs that produce two other risk in-
dices, risk management culture (RMC) and risk process and technology (RPT), applied
to Asia-based healthcare cyber-attacks. The objective was to understand cyber security
maturity from a vulnerability and risk perspective in order to compute a so-called enriched
vulnerability priority score (EVPS) to prioritise vulnerabilities for managers to consider for
counteracting attacks.

#08 by Newaz et al. (2021) [83] considers medical standards for cyber security ((IEC
62304:2006, ISO/IEC 27032:2012, IEC 82304-1:2016, ISO/IEC 8001 (Risk Management of
Medical Devices on a Network), IEC/TR 80002-1:2009, ISO/TR 800020-2:20017, IEC/TR
80002- 3:2014). The authors comment on fault-tolerant designs to harden the infrastructure.
The work comprises a survey that provides good explanations and classification of medical
concerns employing IoT/IoMT. For instance, the authors suggest the following classifi-
cation: non-invasive devices, invasive devices (transient use, short-term, long-term and
connected), and active therapeutic devices (e.g., muscle stimulators and hearing aids). They
offer a classification of sensors in terms of physiological (measure ECG, electromyography),
biological (glucose, alcohol), and environmental sensors (accelerometer and gyroscope in
smartwatches). In terms of cyber security protections, the work suggests using intrusion
detection mechanisms to infer and confirm attacks, fine-grained access controls, privacy-
preserving healthcare systems, employing artificial intelligence and machine learning
(AI/ML) and big data, and in-depth investigation of smart medical devices and exist-
ing threats.

#09 by Gressl et al. (2020) [84] presents and explains design space exploration (DSE),
Bayesian attack graphs (BAG), and risk trees (RISKEE). The authors provide a design frame-
work to study a system’s attack susceptibility to model security constraints. They comment
on the need to incorporate RA in early system design and the advantages of drawing upon
these choices. The paper showcases examples of limited capacity infrastructure, where they
compute attack probabilities and the mean risk value for the setting under study.

#10 by Datta (2020) [23] presents three critical elements for performing thorough RA:
(i) cyber security risk assessment framework; (ii) security incident and event management;
and (iii) resilience framework. It extends the European Telecommunications Standards
Institute (ETSI) risk-based security assessment. It showcases the framework using the
following steps: (i) understanding business cases and regulatory contexts; (ii) business
processes identification and security requirements; (iii) risk identification, estimation,
evaluation and security testing; (iv) assets—cloud web services, IoT devices and networks;
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and (v) upgrading software modules of end-to-end IoT platforms. This work brings
together a risk assessment framework and an SIEM system as a significant contribution.

#11 by Nurse et al. (2017) [40] describes core RA concepts, as generally understood, as
the process of identifying, estimating and prioritising risks to comprise organisational assets
and fulfil operations. It comments on the usual approaches for RA, namely, NIST SP 800-30,
ISO/IEC 27001, OCTAVE, the Central Communication and Telecommunication Agency
(CCTA) Risk Analysis and Management Method (CRAMM), and Expression des Besoins et
Identification des Objectifs de Sécurité (EBIOS) (ENISA’s link: https://www.enisa.europa.eu/
topics/risk-management/current-risk/risk-management-inventory/rm-ra-methods/m_eb
ios.html, accessed on 19 June 2023). It discusses particularities related to IoT dynamics
including: (i) variability of scale in devices and systems; (ii) dynamism and temporal-
ity of connections between devices; and (iii) heterogeneity of actors interacting with IoT
ecosystems. The authors provide substantial discussions to consider “where current risk
assessment methods fail?”. They argue that it is mainly a result of lack of periodic assessment
triggered by unobserved changes in the system (attack surface), business processes, or new
information arising from threat intelligence mechanisms in place. The authors outline why
current RA approaches are inherently inadequate when tackling IoT, providing interesting
discussions. As a remedy, they advocate automated and continuous RA and the develop-
ment of supporting tools to assist in simulation and modelling to enhance prediction and
enable better preparedness.

#12 by Nurse et al. (2018) [41] refers to the IoTRiskAnalyzer framework [85], proba-
bilistic model checking, Bayesian techniques combined with attack graphs and inference
networks, and SecKit as a valid approach to provide model-based security and to address
IoT-related risks. The authors discuss the need for automated RA in the IoT and collabo-
rative risk assessment practices to enhance timely analysis. In the discussions provided,
they refer to the “perceived infeasibility of fully automated risk assessment in the IoT, and a view
towards inter-organisational assessment of risk given IoT’s wide connectivity”. This factor is
based upon the opinions of cyber security professionals taking part in the user study, as
opposed to any experimental work showing what is/is not technically possible. The work
describes an exciting set of industrial practices, including with fruitful discussions relating
to concerns and observations about the difficulties of tackling timely RA in IoT.

After closely inspecting these results, some themes emerged. For instance, authors of-
ten remarked on the need to engage in layered approaches when tackling risk in IoT/MIoT
networks [58,81]. Understanding the types of devices (invasive, non-invasive), as well as
the types of sensors (physiological, biological, environmental), could also help understand
underlying protections to adopt [83]. There are also comments on risk quantification as
referred to in a significant number of studies [80–82]. The need for understanding how
organisational culture could address cyber security and withstand or mitigate cyber-attacks
as they progress as well as maturity-related concerns was also highlighted [82]. There were
also comments on the requirement for continuous RA and collaborative RA to enact timely
protections for stakeholders [40,41] and relating to response automation [81].

Next, we provide an overview of interesting ideas and concepts extracted from our
in-depth results analysis:

• Risk-related standards (for a list of standards, please refer to Appendix A.3)—ISO
27000, IEC 62304:2006, ISO/IEC 27032:2012, IEC 82304-1:2016, ISO/IEC 8001 (Risk
Management of Medical Devices on a Network), IEC/TR 80002-1:2009, ISO/TR 800020-
2:2017, IEC/TR 80002-3:2014, ETSI’s risk-based security assessment, CCTA CRAMM,
EBIOS.

• Organisations—MITRE/US, AAMI, TGA, EU regulations, ENISA, OWASP, ETSI.
• Other standards—CMMI, CAG.
• RA methodologies—ISO 27000, NIST 800-30, OCTAVE and OCTAVE Allegro.
• Other methodologies applied to risk—IoTRiskAnalyzer, SecKit, attack graphs.
• Threat modelling and techniques—STRIDE, DREAD, TARA, attack/risk trees, MVL,

CKC, BDN, DSE.

120



Appl. Sci. 2023, 13, 7406

• Catalogues of vulnerabilities—OWASP Top 10 IoT vulnerabilities.
• IoT services and features—security (CIA attributes, as explained in Section 4) and

safety; device and system interoperability; resilience to attacks and fault-tolerant
design; authorisation, authentication, access control; use of real-time location services
(RTL) for tracking employees, patients, visitors, and assets; accounting for dynamism
and temporality of devices in dynamic settings.

• Risk quantification—likelihood, impact, and vulnerability prioritisation.
• IoT ecosystems—in-hospital (within a hospital’s premises) and near-patient (within

patients, wherever they are located, e.g., at home or in other settings).
• IoT layers—basic representations encompass three layers, namely, perception, network,

and application; however, as previously mentioned, the literature considers extensions
such as middleware, business, end-user, processing, and service management, which
can drive assessment efforts as each layer presents its own set of weaknesses that
sophisticated threat actors can potentially exploit.

From a patient’s perspective, their smart-based apparatuses may interfere with their
medical equipment. For instance, Pal et al. (2018) [86] studied IoT in smart homes and the
future prevalence of ambient assisted living (AAL) technologies to revolutionise remote
care and treatments for the elderly. The benefits of such technologies should meet stringent
security requirements, but offer a balance in terms of respecting privacy whilst monitoring
patients. One cannot dismiss the fact that these novel smart home setups are not immune to
cyber-attacks as sophisticated actors may deploy malware or eavesdrop on communications
for financial gain or for other motives.

4. Challenges in Performing Risk Assessment in MIoT

Cyber security generally entails addressing attributes such as confidentiality, integrity,
and availability, known as the CIA triad [87,88]. Over the years, some authors have started
to define these attributes in terms of related characteristics, such as authorisation, authenti-
cation, non-repudiation, auditing and accountability; however, these are almost synonyms
to the terms used by CIA. Any attack directed at a system attempts to disrupt one of these
attributes, so security officers enact protections to assets by designing robust systems that
may withstand malicious incursions and stop attack progression before affecting other
systems. The methodology we follow next consists of identifying relevant literature on RA
and DRA, mapping concerns and challenges, and discussing significant shortcomings and
difficulties whilst addressing risks in IoT/MIoT.

Nowadays, organisations hire proficient cyber security personnel to guide protec-
tive actions and comply with regulations to protect customers. Failure to do so can be
caused by poor preparedness, lack of specific training in cyber security (unskilled staff),
situational awareness deficiencies in understanding and mapping the attack surface (poor
asset visibility), and unfocused security monitoring, among other factors. Hiring proficient
cyber security personnel with a background in mitigation, responses, and with pro-active
cyber security skills certainly helps organisations cope with impending attacks and to
thwart malicious occurrences, and to differentiate between localised anomalies caused by
incompetent configurations or improper device use [89,90].

Other vital cyber security research [91] addresses the (i) sheer scale of cyberspace,
where potentially billions of interconnected devices interact, and the (ii) asymmetry be-
tween attack and defence, where threat actors only need to identify a single point of attack,
while defenders seek to prevent or block any vulnerabilities in their systems and services.
Another recurrent issue is related to the poor design and implementation of software
or firmware that permeates the industry and insufficient testing that allows vulnerable
products and services to reach end-customers [11,92].

Risk in medical devices has been addressed in early literature dating back to 2007 [93] under
the ANSI/AAMI/ISO 14971:2007 standard (please refer to Appendix A.2 for the definition),
which suggests that risk has two components: (i) the probability of occurrence of harm; and
(ii) how severe that harm might be. In recent years, both concepts have been integrated (for
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risk and medical devices). For instance, the ISO 31000:2018 publication suggests that risk is
about ‘uncertainty on objectives’ [17], whereas the USA Food and Drug Administration (FDA)
adopts the principle that a medical device is an instrument intended for use in the diagnosis,
cure, mitigation, treatment, or prevention of disease (Federal Food, Drug, and Cosmetic Act
(FD&C Act) (Link: https://www.fda.gov/regulatory-information/laws-enforced-fda/federal-f
ood-drug-and-cosmetic-act-fdc-act, accessed on 19 June 2023) [16,83]).

4.1. Particularities of IoT Relevant to RA

One key issue in any RA concerns its quantification. NIST suggests using qualitative
metrics (i.e., low, medium, high) when addressing likelihood and impacts in risk mod-
els [40], which risks multiple interpretations and abstractions and a lack of precision as
managers might consider different aspects when determining perceived risks associated
with threats. Current RA approaches might fail in IoT due to this dynamic nature, as
prior assessments could quickly become obsolete when new devices emerge in networks
with different requirements, technologies, objectives, and capabilities. As pointed out in
a previous study [40], an effective RA requires predicting devices that could ingress into
networks before the assessment, which is highly challenging.

A round of discussion with professionals in the industry on the benefits and shortcom-
ings of RA in IoT unveiled interesting points [41], including the following:

• Incorporate security in early designs through effective shift-left approaches within
DevOps [94], i.e., addressing security-related concerns since system specification.

• Quantification of risk is not trivial to accomplish, as the industry still favours qualita-
tive measures (e.g., low, medium and high, as suggested by NIST).

• Careful thinking on how to balance dynamism, automation and human aspects when
enacting effective RA in complex environments characterised by frequent connection
requests and disconnections.

• Addressing new emerging risks in partially unknown systems; this occurs when po-
tentially malicious devices participating in the network demand service or interactions
to act as stepping stones to larger cyber-attacks.

The authors mention in their final remarks one critical point that remains neglected in
RA frameworks and methodologies: the industry still believes in the “perceived infeasibility
of fully automated risk assessment in the IoT”, mostly due to the issues raised throughout this
paper, namely dynamism and temporality.

IoT is a technological solution to address many problems in communicating infor-
mation across multiple CPS and IS, with applications ranging from industry, healthcare
and smart infrastructure, to mention a few. The dynamics and temporality of connections
among devices distinguish IoT from other systems and services [95]. Next, we comment on
the challenges in highly interconnected networks in IoT/MIoT, including:

• Quantification of the communication of information to other devices that are aligned
with the organisation’s risk appetite and its scale when accommodating many inter-
acting devices.

• Clear shortcomings of periodic RA that do not account for unknown system boundaries,
latest vulnerabilities (as advertised by vendors and security-oriented organisations),
and failure to recognise that IoT-based assets are sometimes the initiators or the
promoters of larger attacks [41].

• Lack of rigorous dynamic risk approaches [40] that are instead substituted by periodic
assessment approaches.

• Accounting devices with different capabilities and objectives, i.e., sets requiring con-
nections to happen only once or twice, as well as persistent connections and unsigned
devices seeking to connect with signed/authorised devices that represent increases in
risk and likelihood of attacks.

• Consideration of the heterogeneity of devices interacting in healthcare-related IoT/
MIoT ecosystems.
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• The need for automated, continuous and collaborative RA coupled with supporting
tools based on simulation and modelling to enhance the understanding of which
new devices might emerge in networks, what they might request or perform, and
communication patterns that could be developed through time.

The most commonly desired properties of systems deployed to end-users include
robustness, resilience (ability to retain operation even in the presence of catastrophic
events), performance, and usability. Regarding MIoT, security officers also consider safety,
privacy, seamless system-wide integration, and interoperability with other systems. This
is especially relevant when we consider healthcare settings where MIoT designers tailor
their systems and interfaces to accommodate vulnerable patients, i.e., elderly, undergoing
recovery (post-procedure or after surgery), pregnant women experiencing discomfort or
undergoing following up, as well as non-human counterparts, e.g., hospital equipment,
beds, and infrastructure to sustain IS and services.

Standard protections include encryption for communication and storage, security sys-
tems, such as IDS and firewalls, and raising awareness of cyber security and the most likely
threats facing stakeholders. Under a comprehensive and scaled MIoT setting, we focus on
sophisticated, hard-to-track or identify cyber-attacks posed by advanced threat actors. The
plethora of healthcare devices and their inherent characteristics play an important role in
detecting and thwarting cyber-attacks before they propagate over other systems and networks.

Figure 2 depicts a typical MIoT ecosystem illustrating how hospital healthcare man-
agement and cyber security systems may be integrated. It shows how a DRA proposition
could work and the necessary underpinning features and considerations to be effective. It
is worth noting that, throughout any MIoT/IoT life-cycle, there are interactions with third-
party devices and a myriad of participants (both ‘normal’ and malicious users), where the
communication patterns could symbolise cyber-attacks, but, in fact, represent incompetent
use or accidental actions. It is the job of security officers to differentiate these behaviours
and to confirm or refute cyber-attacks on-the-fly to protect end-users and offer valuable
user experience whilst using the technologies.

Figure 2. General MIoT ecosystem and the issues surrounding DRA propositions.

The figure also shows that the solution must work with existing cyber security and
information and communications technology (ICT) systems in hospitals coupled with
existing security operational centres (SOC) and then account for the myriad of potential
MIoT that will participate in the network. The data sinks involve data gathering and
may encompass other systems and technologies so that they can function seamlessly and
securely, relaying data across public and private networks. SOC has access to all ICT-
related systems that utilise dashboards extensively to observe the entire attack surface and
continuously monitor the network’s health to direct responses (mitigations in the case of
attacks) and to perform remote management of distributed assets. Within this framework,
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sophisticated threat actors continuously inspect networks for vulnerabilities on any level,
i.e., near-patient and in-hospital.

4.2. Similar RA Approaches Specific to IoT

Sicari et al. (2018) [96] proposed a risk analysis methodology tailored to end-to-
end systems considering the whole data life-cycle of IoT. It accounts for both static and
dynamic features of IoT-based systems to tackle risks throughout layers of data flow. The
authors suggest five steps to follow: (i) Identify and model a threat as an attack tree, listing
the possible attack vectors towards the threat realisation and identifying the principal
vulnerabilities (as leaves); (ii) Map to each vulnerability a qualitative exploitability level
translated to a quantitative numerical value within (0:10); (iii) Generate a graph highlighting
all dependencies among the identified vulnerabilities; (iv) Compute an exploitability value
for all the edges of the graph; (v) Account for dependencies by updating the model
following iterative formulas. When considering a dynamic risk approach, however, the
methodology lacks a support tool to devise the attack trees and graphs and all the required
updates. The mechanism provided is interesting in mapping potential vulnerabilities over
IoT assets and converting qualitative scales to quantitative values.

Abie and Balasingham (2012) [97] considered autonomous IoT that requires a risk-
based adaptive assessment framework for risk analysis that can sustain predictions for
impending issues regarding assets, impact prediction, implementing planned actions for
mitigation and reducing risk exposure [41]. They proposed the adaptation of two models
for predicting uncertainty, namely, Cyber Value at Risk (CVR) [98] and MicroMort [99],
and a mechanism to compute the economic impact of IoT risks. The authors proposed
quantifying uncertainties in IoT domains, identifying the most likely attack vectors and
combining risk approaches. The manual alternative does not account for any dynamics
and changes in attack surface as multiple IoT participate in networks.

Matheu-García et al. (2019) [100] suggest using a certification methodology that com-
bines security risk assessment with security testing to certify devices across application
contexts. The proposed approach is derived from ETSI (based on ISO 31000 and ISO 29119)
and extended to include labelling activities to address certification and tackle security risks
related to IoT domains. The work calculates base scores for each identified vulnerability
employing a common vulnerability scoring system (CVSS) formula. It proposes an ap-
proach to quantifying risks in IoT environments by integrating different standards with
known scoring systems; however, it does not address any system dynamics or changes in
the attack surface over time, which represent fundamental characteristics of these systems.

Formal approaches for modelling and assessing IoT security have been proposed, for
instance, by Ge et al. (2017) [101], who combined a hierarchical attack representation model
(HARM) to evaluate it using the known symbolic hierarchical automated reliability and
performance evaluator (SHARPE). In contrast, Mohsin et al. (2017) [85] devised IoTRiskAn-
alyzer to analyse risks using a quantitative probabilistic model-checking approach. These
techniques, unfortunately, fall short of the required abstractions to represent complex MIoT,
as they must analyse a massive state space when modelling. These shortcomings are allevi-
ated by probabilistic model checking that sustains partial state space analysis; however,
these problems will still be present in over-scaled MIoT/IoT networks.

Finally, we mention the work of Duan et al. (2021) [102] who implemented an end-
to-end assessment framework for IoT, consisting of a vulnerability assessment model
equipped with visualisation using AI/ML to process vulnerability descriptions and predict
severity scores. The proposed framework has four phases: (i) generation of a system
model comprising specifications of smart devices and connectivity information; (ii) data
processing using AI/ML integrated with known vulnerability catalogues, namely, the
National Vulnerability Database (NVD) maintained by NIST; (iii) adoption of a graphical
security model based on a two-layer HARM methodology; and (iv) a visualisation interface
to present the assessment results. A drawback is that the approach is static and requires
frequent changes given the inherent dynamics of IoT networks.
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4.3. Discussion

A substantial amount of research has addressed the difficulties posed by quantifying
risk, a common theme with regard to risk in general. There are also attempts to integrate
risk frameworks with cyber security catalogues, usually maintained by the community,
that update discovered vulnerabilities, so that managers can take preventive actions to
tackle cyber-attacks. We have summarised vital factors when tackling dynamic RA in MIoT
ecosystems, as follows:

• Improvement in the identification of the potential attack surface posed by dynamic
IoT-based assets in complex networks [35].

• Tackling the dynamics and temporality of transient and intermittent behaviours char-
acteristic of MIoT environments. Account for the inherent complexities of performing
these tasks in (near) real-time settings.

• Adherence to MIoT/IoT-specific guidance and regulations, aligning them to hospital
technologies, equipment and communication protocols.

• Effective and seamless TM in early designs when considering MIoT as a technological
solution to encompass other IS/ICT in place and aligned with SOC objectives.

– One interesting approach supported by OWASP is to employ a tool called pytm
(OWASP pytm, a Pythonic framework for TM: https://owasp.org/www-proj
ect-pytm/, accessed on 19 June 2023). It helps stakeholders to build a textual
representation of a business setting or environment and to generate a DFD or a
sequence diagram to highlight the most likely threats within the system.

• Account and adapt to dynamic attack surface and third-party equipment that is in
contact with MIoT over its life-cycle.

• Employ and incorporate known and community-driven vulnerability catalogues and
cyber intelligence feeds.

• Enhance cyber security awareness and personnel training with regards to the latest
cyber-attacks and threats to improve preparedness, tackle mitigations and pro-actively
protect MIoT/IoT-based services and systems.

• Better visualise attacks [101,103] to understand threat actor’s progression over IoT-
based assets.

Security is an all-encompassing problem faced by all organisations. With regard to
managerial implications for the healthcare domain, we highlight the need for asset vis-
ibility, where SOC operators understand cyber-attack repercussions as they progress in
the networks [90,104,105]. Zhang and Navimipour (2022) [106] discuss IoT-based medical
management systems and inherent open issues. Modern SOC should take multiple data
feeds to provide context and to undermine cyber-attacks as they happen. Standard services
implemented by SOC include event and incident management and response, dispatching
teams to solve issues, user behaviour analytics, cyber threat intelligence, vulnerability man-
agement, and risk assessment. Nowadays, the trend is towards automating the processes
of triaging multiple data for effective and timely analysis, tool integration, and adherence
to regulation and guidance by established cyber security institutions (e.g., the US’ NIST,
the EU’s ENISA, or the UK’s NCSC). Security officers must orchestrate these systems to
work together by performing relevant and timely risk assessments.

There has been substantial research relating to DRA in isolation without considering
its applicability to IoT.

For instance, Riesco and Villagrá (2019) [107] employed cyber threat intelligence (CTI)
combined with DRA using so-called semantic reasoners to enact realistic RA and to support
decision-making. The approach used standardised intelligence specifications so that a
broader community could participate in the security effort. Another example is provided
by Antonello et al. (2022) [108]. They suggested performing DRA using modelling and
simulation combined with systems theory, providing a systematic analysis approach for
studying dynamic scenarios.
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An interesting study by Kavallieratos et al. (2019) [26] focused on TM applied to smart
home ecosystems. The authors identified information (user credentials, data collection,
status information, logs, media, location, and PII) and physical assets (IoT devices, hubs,
gateways, sensors/actuators, cloud servers). Then they developed DFD models to repre-
sent interactions and analysed the system using STRIDE. The consideration of dynamic
approaches is a multi-factor problem that involves multiple research areas. In order to work
towards better usability and user experience for risk analysis, Collen et al. (2022) [109]
employed a user-friendly interface to guide DRA, appending iterative feedback directed at
non-technical users. The authors suggested ways to create decision-making trees to add
transparency to decisions focusing on the smart home.

Figure 3 shows a comparative analysis between traditional RA and DRA. It showcases
the main RA objectives in contrast with DRA, aiming to derive automated, continuous,
and collaborative tasks throughout the IoT/MIoT ecosystem. For each aspect, it lists
frameworks and cyber security concepts to factor in when incorporating DRA in solutions.
Specifically, with respect to MIoT, DRA must seamlessly track activities and process data to
determine ‘under attack’ situations or events that pose a substantial risk to patients. One
significant idea is to not only deduplicate entries across multiple datasets, but to triage
them in a way that helps the decision-making process enact timely protective measures for
end-users by denying access momentarily or blocking devices until further notice.

As mentioned earlier, there are non-trivial challenges to address in such complex envi-
ronments posed by the sheer scale of MIoT networks. Organisations need to acknowledge
that current RA methodologies are often reviewed only periodically and at an undesirable
pace. We envision opportunities in risk analysis to address these considerations and adapt
current frameworks to withstand stricter security requirements as demanded by MIoT
technologies. Researchers working with IoT/MIoT could seek to understand the techniques
and methodologies employed by researchers working with DRA in other contexts and then
adapt them to work with the observed healthcare requirements.

Finally, we highlight the use of automation to address cyber security tasks in the massive
and dynamic settings presented by IoT/MIoT networks with multiple owners, vendors, and
stakeholders. Given the massive amount of data that can potentially be produced hourly
from sensors, IS, monitoring applications and tracking devices, compounded by the fact that
sophisticated algorithms require quality data to make timely predictions and decisions, the
level of automation for IoT-based solutions will dictate its effectiveness in combatting cyber-
crime-related risks to the infrastructure. Admittedly, automation comes with trade-offs and,
if poorly executed, can pose negative impacts to organisations. For instance, automated
systems may produce more data than they can handle (i.e., data deluge), or triage and
remove more entries than required (e.g., whilst handling outliers), or sophisticated threat
actors may influence the algorithms using advanced data poisoning techniques.

Figure 4 illustrates the risks and exposures that are potentially created for end-users or
patients in IoT/MIoT settings. The figure indicates the usual attack vectors present in this
kind of infrastructure and also highlights how dynamic behaviours triggered by sophisticated
threat actors may impact the end-user of the technology and undermine trust in systems
and services. It is worth mentioning that, as discussed throughout this work, other risks are
not mapped due to lack of knowledge and uncertainty as to novel attack venues that can be
employed by cyber-attackers. End-users and patients want to use MIoT devices due to the
high service-level aggregated value that they offer; however, they also want to be safeguarded
from unwanted intrusions and cyber-attacks directed at the equipment.
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Figure 3. Comparative analysis contrasting traditional RA with DRA propositions.

Figure 4. Overall risks to end-users posed by IoT/MIoT settings.

5. Conclusions

Our objective was to consider the foremost challenges with respect to DRA in MIoT and
how managers and developers across the ecosystem can deal with emergent patient risks
when employing wearable computing in healthcare settings. The contributions of the paper
included presentation of an SLR outlining current trends and existing approaches, and
provision of recommendations on how to address the impact of intrusions and mitigations
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to protect end-users. The work discussed risks associated with using MIoT and enumerated
approaches to protection when working with these technologies. In the meta-analysis
associated with the SLR, we sought to broaden understanding of how healthcare settings
can tackle risks using MIoT/IoT. We were interested in detailing how these organisations
have applied RA effectively and the operational issues associated with addressing emergent
risks for improving patient care.

It is undoubtedly true that cyber security offers end-users a protective layer with con-
trols that can prevent data leakage, protect PII, and ensure smooth use and data storage of
confidential information. It may also efficiently thwart, prevent, or respond to cyber-attacks
or malicious circumstances arising in MIoT networks, tackling threats and preventing them
from cascading to other systems. The problem we have identified when employing MIoT
devices to track patients’ healthcare is how to differentiate local measurement deviations
and anomalies from actual cyber-attacks. The healthcare architecture needs to be improved
by developing a framework on top of the basic functionalities that prevent unwarranted
cyber-attacks. The idea is to improve architecture resilience properties so that the limited
hardware of a device can generate valuable data even under duress and with the overhead
needed to support these capabilities.

Future Work and Research Directions

In this research area there are numerous opportunities for improvements with respect
to privacy, safety, and cyber security. For instance, we envision the incorporation of
CTI into the dynamic and automated RA effort in IoT, as discussed in previous work on
applications in Industry 4.0 [110], and, more generically, to smart devices [111]. Moreover,
we cannot dismiss the benefits and strengths of AI/ML (and related approaches, e.g., deep
learning [112], and so on) in cyber security applied to RA in MIoT/IoT [113–116]. The
combination of these approaches with security analysis allows risk analysts to enhance
decision making and predictive capabilities, enabling them to anticipate and withstand
cyber-attacks before they develop in systems and networks. These approaches, however,
require further investigation to determine their usefulness in real-world settings and to
understand the complex infrastructure, behaviours, and interactions.

As Nurse et al. (2017) [40] have outlined, future RA approaches must be coupled
with simulation and modelling to enhance the predictive nature of massive IoT/MIoT
dynamics (arrival/departure) and temporality. In this sense, a digital twins approach,
where virtual and physical counterparts devise a model for thorough analysis, is one
way to improve prediction. Our investigation has also identified how the use of modern
approaches, such as cloud and fog computing [117–119], in healthcare can help patients
receive better care whilst seamlessly protecting their data and equipment. We have argued
that these approaches need more timely analysis features, as the abstraction demanded to
compute numerical indices sometimes hinders decision-making capabilities due to the sheer
complexity of the potential state space posed by MIoT/IoT. Despite these shortcomings, we
believe that advancements in digital twins applied to healthcare [120,121], where physical
and virtual counterparts interact, offers realistic opportunities to enhance the analysis and
understanding of attack progression. These provisions, coupled with standards recognised
by the industry [122], can help healthcare stakeholders offer better service levels to patients.
The ability to integrate virtual and physical elements has huge potential for answering
complex ‘what if?’ questions in massive attack surfaces, such as those posed by MIoT/IoT.
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CKC Cyber Kill Chain
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OCS Order Communication Systems
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OWASP Open Worldwide Application Security Project
PACS Picture Archiving and Communication Systems
PASTA Process for Attack Simulation and Threat Analysis
PET Privacy Enhancing Technologies
PHI Patient Health Information
PII Personally and Identifiable Information
PIR Private Information Retrieval
PRISMA Preferred Reporting Items for Systematic Reviews and Meta-Analyses
RA Risk Assessment
RAP Risk Assessment Process
RTL Real-time Location Services
SHARPE Symbolic Hierarchical Automated Reliability and Performance Evaluator
SIEM Security Information and Event Management
SLR Systematic Literature Review
SOC Security Operational Centre
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TARA Threat Assessment and Remediation Analysis
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VPN Virtual Private Networks
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Appendix A. Definitions

Appendix A.1. Risk

According to ISO 31000:2018 [17], risk is “uncertainty on objectives”. NIST’s glossary
(NIST Computer Security Research Center Glossary (CSRC): https://csrc.nist.gov/glossary,
accessed on 19 June 2023) and publication NIST SP 800-30 Rev-1 [18] states that “Risk arises
through the loss of confidentiality, integrity, or availability of information or information systems
considering impacts on organizational operations and assets, individuals, other organizations, and
the Nation”.

Appendix A.2. Medical Device

ANSI/AAMI/ISO 14971:2007 standard [93] states that a medical device is “any instru-
ment, apparatus, implement, machine, appliance, implant, in vitro reagent or calibrator, software,
material, or other similar or related article, intended by the manufacturer to be used, alone or in
combination, for human beings for one or more of the specific purpose(s) of (i) diagnosis, prevention,
monitoring, treatment or alleviation of disease, (ii) diagnosis, monitoring, treatment, alleviation
of or compensation for an injury, (iii) investigation, replacement, modification, or support of the
anatomy or of a physiological process, (iv) supporting or sustaining life, (v) control of conception,
(vi) disinfection of medical devices, (vii) providing information for medical purposes by means of
in vitro examination of specimens derived from the human body, and which does not achieve its
primary intended action in or on the human body by pharmacological, immunological, or metabolic
means, but which may be assisted in its function by such means”.

Appendix A.3. Standards and guidance

These are relevant standards and guidance related to risk, medical devices and health
software.

• ISO/IEC 27000:2018: Information technology—Security techniques—Information se-
curity management systems—Overview and vocabulary (https://www.iso.org/stan
dard/73906.html, accessed on 19 June 2023)
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• IEC 62304:2006: Medical device software—Software life cycle processes (https://ww
w.iso.org/standard/38421.html, accessed on 19 June 2023)

• ISO/IEC 27032:2012: Information technology—Security techniques—Guidelines for
cybersecurity (https://www.iso.org/standard/44375.html, accessed on 19 June 2023)

• IEC 82304-1:2016: Health software—Part 1: General requirements for product safety
(https://www.iso.org/standard/59543.html, accessed on 19 June 2023)

• IEC 80001-1:2021: Application of risk management for IT-networks incorporating
medical devices—Part 1: Safety, effectiveness and security in the implementation and
use of connected medical devices or connected health software (https://www.iso.org/
standard/72026.html, accessed on 19 June 2023)

• IEC/TR 80001-2-2:2012: Application of risk management for IT-networks incorporat-
ing medical devices—Part 2-2: Guidance for the communication of medical device
security needs, risks and controls (https://www.iso.org/standard/57939.html, ac-
cessed on 19 June 2023)

• IEC/TR 80002-1:2009: Medical device software—Part 1: Guidance on the application
of ISO 14971 to medical device software (https://www.iso.org/standard/54146.html,
accessed on 19 June 2023)

• ISO/TR 80002-2:2017: Medical device software—Part 2: Validation of software for
medical device quality systems (https://www.iso.org/standard/60044.html, accessed
on 19 June 2023)

• IEC/TR 80002-3:2014: Medical device software—Part 3: Process reference model of
medical device software life cycle processes (IEC 62304) (https://www.iso.org/stan
dard/65624.html, accessed on 19 June 2023)

• ISO/IEC 30141:2018: Internet of Things (IoT)—Reference Architecture (https://www.
iso.org/standard/65695.html, accessed on 19 June 2023)

• ETSI TS 103 645 V2.1.2 (2020-06): CYBER; Cyber Security for Consumer Internet of
Things: Baseline Requirements (https://www.etsi.org/deliver/etsi_ts/103600_1036
99/103645/02.01.02_60/ts_103645v020102p.pdf, accessed on 19 June 2023)

• NIST SP 1800-36: Trusted IoT Device Network-Layer Onboarding and Lifecycle
Management (https://www.nccoe.nist.gov/projects/trusted-iot-device-network-lay
er-onboarding-and-lifecycle-management, accessed on 19 June 2023)
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Abstract: Despite the existing medical infrastructure being limited in terms of interoperability, the
amount of medical multimedia transferred over the network and shared through various channels
increases rapidly. In search of consultations with colleagues, medical professionals with the consent
of their patients, usually exchange medical multimedia, mainly in the form of images, by using
standard instant messaging services which utilize lossy compression algorithms. That consultation
paradigm can easily lead to losses in image representation that can be misinterpreted and lead
to the wrong diagnosis. This paper presents MIDOM—Medical Imaging and Diagnostics on the
Move, a DICOM-based medical image communication system enhanced with a couple of variants
of our previously developed custom lossless Classification and Blending Predictor Coder (CBPC)
compression method. The system generally exploits the idea that end devices used by the general
population and medical professionals alike are satisfactorily performant and energy-efficient, up
to a point to support custom and complex compression methods successfully. The system has
been implemented and appropriately integrated with Orthanc, a lightweight DICOM server, and a
medical images storing PACS server. We benchmarked the system thoroughly with five real-world
anonymized medical image sets in terms of compression ratios and latency reduction, aiming to
simulate scenarios in which the availability of the medical services might be hardly reachable or
in other ways limited. The results clearly show that our system enhanced with the compression
methods in the question pays off in nearly every testing scenario by lowering the network latency
to at least 60% of the latency required to send raw and uncompressed image sets and 25% in the
best-case, while maintaining the perfect reconstruction of medical images and, thus, providing a
more suitable environment for healthcare applications.

Keywords: DICOM; medical imaging; lossless compression; network latency reduction

1. Introduction

The volume of medical data (mostly multi-dimensional, such as images, videos,
and volumes) in modern hospital information systems (HIS) can easily exceed dozens of
terabytes. Utilizing efficient compression techniques in these environments brings benefits
from both a financial and functional perspective. In addition to reducing storage costs,
exchanging medical data in distributed environments of connected and mobile devices is
also required to increase efficiency and reduce communication costs (bandwidth, latency),
battery consumption, user experience, etc. Lossless compression techniques are used in
medical applications even though they result in a modest compression ratio compared to
lossy compression. However, the reversibility of lossless compression is vital in remote
diagnostic consultancy and diagnostic data archival since it does not introduce artifacts
into stored data and provides perfect reconstruction of medical images when acquired from
the underlying PACS (Picture Archiving and Communication System).

The European Union’s General Data Protection Regulation (GDPR) came into effect on
25 May 2018, as a piece of data protection legislation within the EU and had much impact on
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the global technology development [1]. It is important to stress that GDPR considers health
data as a particular category for data protection, together with its US counterpart, named
the Health Insurance Portability and Accountability Act (HIPAA). These data protection
laws even inspired some researchers to work on de-identification techniques to additionally
protect the identity of subjects [2]. As GDPR applies only to EU health data and HIPAA
covers the USA, patients’ health data are not protected worldwide. Results of a study by
Moris et al. [3] analyze the use of instant messaging apps showing these are still in use.
One example is Botswana, where doctors use instant messaging apps such as WhatsApp
for telepathology [4] even though WhatsApp does not comply with GDPR, which is further
confirmed by the EU’s second-largest GDPR fine of EUR 225m directly to WhatsApp [5].

As DICOM (Digital Imaging and Communications in Medicine) contains health data,
its access is usually limited only inside the institution’s network. There are several ways
to make these data remotely available, such as the use of virtual private networks (VPN),
sharing the images using CDs or online services, or using cloud PACS. There are several
issues with these; a VPN requires configuration or even software installation on computers
that users use to connect to the PACS; sharing the images using the CD or public online
services usually does not provide enough privacy protection. Cloud PACS stores the private
health data on other companies’ servers which may be contrary to the laws such as GDPR
or HIPAA.

Privacy is not the only issue when accessing the DICOM files remotely. Downloading
a 1GB file which a modern CT scanner produces using a typical download speed for 2G
(EDGE) of 0.1Mbit/s will take more than 22 h; using a 3G (HSPA+) at 4Mbit/s will take
44 min; using a 4G (LTE cat 4) at 15 Mbit/s will take 3 min; while on 5G at 150 MBit/s
will take less than one minute. With no size reduction in such files and using a slow
network speed, such as a 2G or 3G network, it will take too long to download them for fast
analysis. Such network types are still the most common in some relatively underdeveloped
parts of the world, where doctors use instant messaging apps for data sharing [6]. As
instant messaging apps automatically use lossy image compression to decrease upload and
download time, shared images are losing information, which may result in an incorrect
diagnosis.

This paper demonstrates MIDOM, Medical Imaging and Diagnostics on the Move, a
complex system used for the efficient and secure exchange of medical images over a broad
spectrum of connection profiles and devices. The system consists of a server component
used as the hub for storing diagnostic data and providing functionalities to create studies
(batches of diagnostic data), consultation requests, and responses. The system features two
versions of a Classification and Blending Predictor Coder (CBPC) lossless compression
method that we developed as part of our previous research [7,8]. Depending on the client-
side parameters, such as connection bandwidth, display size, and storage capacity, the
exchange of consultation requests can be completed with or without the CBPC compression.
The contributions of the paper are as follows:

1. A framework for exchange of DICOM-based medical images between remote medical
professionals in heterogeneous environments with closed and isolated PACS systems
and varying connectivity;

2. Reduction of transmission latency and cost through integration of our customized
lossless image compression method (CBPC) into the system in question;

3. A system for the increase in the availability of medical care in underdeveloped parts
of the world, dependent on low-grade mobile networks.

The rest of the paper is organized as follows. First, in Section 2 we provide the
background needed to understand the paper completely, through theoretical concepts
and related work. In Section 3, we describe the implementation of the MIDOM system,
together with the integration of our custom compression method. Next, in Section 4 we
describe the testing methodology and benchmarks, and present the results in terms of the
compression ratio and latency reduction in the selected network environments. Section 5
finally concludes the paper.
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2. Background

This section provides necessary technical background needed for the full understand-
ing of the text. It also provides an overview of the compression methods used for medical
images, and state of the art in the field of communication in health systems.

2.1. DICOM

Medical Imaging and Technology Alliance, a division of the National Electrical Manu-
facturers Association (NEMA), specifies the DICOM standard. It defines the communication
and management of medical imaging information and related data. It establishes a set
of protocols for network communication; commands’ syntax and semantics for data ex-
change; file formats and folder structure for images and other information data storage;
and information supplied for given DICOM standard. NEMA published version 1.0 of the
DICOM in 1985, while it introduced the latest changes in 2019. DICOM standards led to
high diagnostic criteria, such as:

• Universal standard of digital medicine—for its data and image transmission and storage.
• High image quality—up to 16 bits monochrome images.
• Support for various image-acquisition parameters—much information about the im-

age is also stored, such as size, orientation, and number of layers.
• Encoding of medical data—it defines more than 2000 standardized attributes, such as

patients name, age, or diagnosis.
• Well described imaging devices—it precisely describes the device and its functionality.

The structure of the DICOM is an object defined with standardized attributes—DICOM
Information Object Definitions (IOD). It represents the patient’s name, sex, height, name of
the study, physician, and other similar attributes. There are 27 types of values, such as date,
time, or age.

The speed of changes in the DICOM standard may not follow the pace of changes
in devices. Therefore, DICOM allows the use of the Private Data Dictionaries as re-
served values that manufacturers may use for their internal use to overstep this limitation.
The problem is that manufacturers are not required to publish their Private Data Dictionar-
ies, and the data are not available to other medical devices.

2.2. CBPC

Data compression is a process defined by storing information in a more compact form
with an ultimate goal of lowering necessary space needed to store the data, or lowering
time needed to transfer the data over a communication channel. CBPC [7,8] is a lossless
image compression method based on error prediction coding. A phenomena that the
aforementioned coder is based on is the fact that in natural images neighbouring image
elements correlate, which alternatively means that the difference between two neighbouring
elements is relatively small. If we turn this fact around, we can freely conclude that the
value of a single element can be predicted by values of a few of the previous elements.
The CBPC method, instead of encoding actual values of image elements, first tries to predict
their values, followed by encoding the difference between the real and predicted value in
entropy coder. By approaching the problem in such a manner, and assuming relatively high
quality of prediction, model of the prediction errors will have smaller entropy than image
elements values model whose larger entropy is mostly caused by the irregular distribution
of their values. With fairly good prediction, most of the prediction errors will converge
towards zero (0), with the small amount of cases with large prediction errors, e.g., borders
between two different regions in image. Such a distribution is generally considered better
for entropy coding, as entropy coders encode the most frequent values with the shortest
code words, and the least frequent values with the longest code words. Out of that follows
that such distribution of prediction errors yields a better compression level.

CBPC has also been implemented for heterogeneous systems featuring graphics pro-
cessing units, as presented in [9]. The method itself can be divided in two steps:

138



Appl. Sci. 2023, 13, 6075

• Predictive model,
• Entropy coder.

2.2.1. Predictive Model

Prediction error is being calculated for each image element sequentially, starting from
the leftmost element in the first row, to the last one, which is the rightmost element in the
last row. To predict values of the current image element, a small number of neighbouring
elements called prediction context is being used. An example of such context can be
observed in Figure 1. The current element whose value is being predicted is marked with
I(x, y).

Figure 1. An example of the prediction context—processed element shaded gray.

CBPC compression methods defines and implements multiple prediction functions,
ranging from simpler to more complex ones [7]. Simpler functions usually return one of
the element from the context:

• N—returns value of the image element positioned north (up) from the current element.
• W—returns value of the image element positioned west (left) from the current element.
• NW—returns value of the image element positioned northwest (up-left) from the

current element.
• NE—returns value of the image element positioned northeast (up-right) from the

current element.

On the contrary, more complex functions return non-trivial values calculated by using
individual values from the context:

• GradW—returns result of calculating 2N − NN.
• GradN—returns result of calculating 2W − WW.
• L-JPEG4—returns result of calculating N + W − NW.
• MED—returns result according to the function displayed in Equation (1).

Î(x, y) =

⎧⎪⎨
⎪⎩

min(N, W) if NW ≥ max(N, W)

min(N, W) if NW ≤ min(N, W)

N + W + NW otherwise

(1)

• GAP—chooses one of the previously mentioned functions based on the horizontal
and vertical gradient around the current element.

• FPG—combines neighbouring elements based on the approximation of the gradients
from the context.

These functions are used in a complex process of image elements classification and
correction of the predicted values. Final prediction error is acquired at the end of the
modelling, finally being sent to the Golomb–Rice entropy coder.

2.2.2. Entropy Coder

The CBPC compression method implements more entropy coding methods, namely
Huffman, Arithmetic, and Golomb–Rice. The latter is being used as a primary method as it
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provides satisfactory performance while retaining ease of implementation. This method
encodes only positive values, implying the necessity to mirror negative elements to the
positive part of the set. Every code word produced by the Golomb–Rice coder consists of
two parts separated by the separator. The first or unary part is a series of bits with length
equal to the result of integer division of the value being coded and parameter m. In the
current implementation, the first part is a series of logical 1 s, making 0 the separator. The
second or binary part of the code word is a binary representation of the modulo of the
aforementioned integer division, with length k. Prior to the coding process, parameters m
and k need to be determined, such that the relation (2) is satisfied.

m = 2k (2)

While the length of the binary part is constant, the length of the unary part is variable
and is growing with the increase in the value being coded. This implies that the most
frequent values will be coded with the shortest coding word, thus making it particularly
suitable for coding prediction errors which converge towards zero.

The original value is decoded by counting the number of 1 s prior to the separator,
multiplying it by m and adding decade value of the next k bits. If n denotes the original
value, u number of 1s in the unary part, b decade value of the binary part, original value
reconstruction can be achieved by the relation (3).

n = u × m + b (3)

2.3. CBPC2

CBPC2 is an upgrade of the CBPC lossless image compression method. It uses the
same procedure as the original version, but implements Run-Length Encoding (RLE)
method in addition to Golomb-Rice coding to provide additional compression. Although
the procedure is the same, the encoder is more complex and therefore it consumes more
computing power.

RLE is a simple lossless data compression method. The core idea is to count the succes-
sively repeating elements of the original series and write them as a pair
(element, consecutive repetition number). An example is shown in Figure 2 where the first
four 0s are encoded as a pair (0, 4), then a single 1 as (1, 1) and, finally, three 4 s as (4, 3).

Figure 2. An example of run-length encoding.

This method is suitable only for series with a high number of successively repeat-
ing values since, on the contrary, it can lead to the expansion of the original series.
Considering that medical images have a lot of large areas of uniform colour, with a fairly
good prediction most of the values converge towards zero which makes RLE a suitable
extension for CBPC.

Because of the aforementioned properties of the RLE, it is usually used as an auxiliary
rather than a primary encoding method. It is activated when a region with a high number
of successively repeating elements is found. The minimum number of element repetitions
for activating the RLE method should be high enough to avoid expansion of the series and
make the cost of switching the encoding methods acceptable. In this context, switching
to RLE is called run-mode and is a part of the LOCO-I algorithm, which is accepted as a
fundamental part of the JPEG-LS standard.
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2.4. Related Work

Many modern medical imaging devices, such as CT scanners, MRIs, or X-rays, use
DICOM for information sharing and standardized output. As Liu et al. [10] describe, the
size of a typical CT exam had about 12 MB in the early 1990s. In 2017, a similar exam on a
modern CT scanner increased the output size of the file between 600 MB and 1 GB. The size
of a standard DICOM file may require higher bandwidth and storage, which is an issue
even during the data migration [11].

Compression techniques for images stored in DICOM files are one approach to low-
ering the file size and bandwidth required. There are two main types of image com-
pression, lossless, which retains complete image information, and lossy, which removes
some information from the image. As lossy compression removes some data from the
picture, it is questionable if that image is still valid for further analysis. Authors, such
as García-Vílchez et al. in their paper [12], analyze the impact of lossy compression on
hyperspectral image classification.

Authors, such as Li Z. et al. in their work [13], describe an optimized JPEG-XT method
(OPT_JPEG_XT) that better compresses 16-bit medical images than JPEG-XT and JPEG 2000.
They continue their efforts to increase the compression ratio and publish their upgraded
work [14] in 2023.

Other authors, such as Nassef et al. [15], describe a lossy algorithm inspired by
translating DNA sequences into protein sequences to store grayscale images, which they
represent as promising compared to JPEG lossy image compression. The output file size
is not the only limitation—another is computing power and running memory. Zhang et
al. describe their approach [16] to lossy JPEG image compression. They use a new image
compression algorithm based on a non-uniform partition and U-system designed for such
devices. In their work [17], Kumar et al. propose lossless compression of CT images by an
improved prediction scheme using the least square algorithm. Their implementation on
Raspberry Pi shows a significant improvement compared to other algorithms, such as JPEG,
JPEG lossless, BCOT, SPIHT, and Maxshift. In another work, Kumar et al. [18] propose
Gaussian Hemite polynomial-based lossless medical image compression, which produces
better results when compared with the Legendre polynomial-based compression and JPEG
lossless compression. Authors, such as Aldemir et al. [19], suggest two new chain code
approaches as solutions to the large data size required to store in PACS over time.

Some authors, such as Latha et al. [20], even suggest combining data compression
with encryption for biomedical images to achieve better data security in telemedicine.
They achieve lossless compression using the hybrid of Huffman coding, linear predictive
coding, and discrete wavelet. Some, such as de Aguiar et al. in their work [21], suggest
implementing a blockchain token mechanism stored in DICOM files to track access to the
shared medical data.

PACS are generally used to store and access DCIM files. These systems are usu-
ally accessible only from inside medical institutions. There were several attempts to
create mobile or web applications to facilitate peer-review data entry. In their work,
Lewis et al. [22] analyze their responsive web application to support the logging of cases
and conclude that it took much fewer clicks and screen taps than previous formalized data
entry using an electronic spreadsheet.

O’Sullivan et al., in their work [23], researched the use of WhatsApp in health in
2017. They discovered that all health professionals in University Hospital Limerick (UHL),
Ireland, who responded to their questionnaire (41/51) used WhatsApp. All of them
participated in the group chat for clinical medicine at UHL.

In 2017, Mars et al. [6] examined the future of telehealth implementation in two cases.
First is the usage of smartphones in rural areas of South Africa, where doctors take pho-
tographs of skin lesions and send them to dermatologists in regional hospitals using
WhatsApp. This approach significantly reduced the travel time for many patients (an
estimated 70%). The problem was that many doctors then contacted dermatologists directly
by phone after they replied to a message. The second case was the support for burn victims,
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where doctors also used WhatsApp to transfer images. In both cases, the issue was that
doctors contacted specialists during specialists’ busiest times and their vacations or while
they were on conferences.

Giansanti et al. [24] further improved on the work of Mars et al. They created software
that uploads a video file from the PACS to the Google Drive cloud and sends links to
cardiologists using WhatsApp Web. Experts responded with high grades for ease of use
(3.8) and graded AVI quality with 3.1 out of 5 points in their feedback. As the authors note,
this approach still requires work on compliance with adequate regulations.

Other authors, such as Pongkunakorn et al. in their work [25], use DCIM images to
create a Keynote presentation on 6.5-inch iPhone to superimpose a preoperative template
for hip replacement. They describe this method as accurate and reproducible for predicting
the implant size of cementless THA. Experience in using iPads as Radiological Workstations
and their creation of user interfaces was examined by Costa et al. in their work [26] in 2016.
They concluded that the device and application were well accepted.

Some authors, such as Wattanapisit et al. [27], analyze the challenges of implementing
a mHealth application. Even with no access to PACS data or other direct access to the
medical data, they concluded that users mainly used the application for medical references
(77.0%) and medical calculations (78.3%). It was less used to track health information
(22.1%) and patient education (14.3%).

Authors, such as Ziegler et al. in their work [28], introduce Open Health Imagins
Foundation Viewer—an Extensible Open-Source Framework for Building Web-Based Imag-
ing Applications. Their work suggests that the viewer only uses a desktop browser, such
as Chrome, Firefox, or Internet Explorer. Authors, such as Bai et al. in their work [29],
analyze the 3D visualization of data using only web technologies as they recognize that
most existing visualizations are desktop applications that may be challenging to use and
maintain as they often rely on specific operating systems.

3. MIDOM

MIDOM is a software system mainly developed at the University of Zagreb, Faculty of
Electrical Engineering and Computing, which aims to deliver a novel approach in medical
diagnostics by allowing collaboration in distributed and mobile environments.

3.1. Overview

The system primarily targets medical specialists and enables inter-specialist con-
sultations with colleagues from other institutions or locations, with focus on delivering
healthcare to places which lack a wider range of medical specialists and to generally under-
developed parts of the world. The novelty of MIDOM is the usage of mobile technologies to
bridge the gap between a diagnosing physician and a specialist who provides the required
expertise in the interpretation of the diagnostic medical data in the form of a medical image.
Exchanged data are in the form of studies and consultation requests, which can be consisted
of various types of multimedia content.

To completely describe MIDOM as a system, its components, and functionalities, we
introduce the following keywords:

• Study—A basic set of diagnostic data created with the purpose of exchange in the system;
• Consultation Request (CR)—A request for medical advice, opinion, or feedback for

the existing study;
• Administrator—A system user tasked with user administration, management of

system settings, and application-specific tasks;
• Study Provider (SP)—A physician or other medical professional who is in charge of

creating medical studies and issuing consultation requests for medical specialists;
• Medical Specialist (MS)—A physician or domain expert who can accept or reject

consultation requests and provide feedback to the requesting study provider.

Block diagram in Figure 3 presents a high-level overview of MIDOM. Different Hos-
pital Information Systems, HIS 1 and HIS 2, are connected to MIDOM, each with an
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independent PACS 1 and PACS 2 subsystems, and disjunct medical personnel, SP, MS 1,
and MS 2. Medical professional outside HIS can still access MIDOM, and are depicted
under acronyms MS 3, MS 4, and SP 3. Parts of the figure that are shaded in blue rep-
resent MIDOM, while orange-shaded parts represent PACS components. Green-shaded
components and arrows are implemented as part of this work.

Figure 3. MIDOM in use.

In order to provide and support good performance and user experience, the system
emphasizes these three aspects:

1. On-demand server-side compression of medical images of ultra-high-resolution—Algorithms
for lossless compression of one or series of images comprising a study, adaptation
of such algorithms for multicore and many-core systems, the performance of such
algorithms for different compression levels;

2. Client-side decompression of medical images of ultra-high-resolution—Capabilities
of Android mobile platform for high storage and computing requirements posed by
the application;

3. Adaptation to current environmental characteristics—Strategies and techniques for dif-
ferent communication channel throughput and client platform capabilities.
Adaptation mechanisms as a specific feature of MIDOM consider three main chal-
lenges, user experience, data transmission cost (in particular for clients connected
through mobile networks), and throughput capabilities of client devices.

A collaborative environment has been realized in the form of a MIDOM application
server and several client applications in a Web interface and mobile application for the
Android platform.

3.2. MIDOM Components

A simple usage of the MIDOM in a medical institution can be observed in Figure 4.
Four main components can be easily distinguished, namely:

• MIDOM server—The main component which facilitates the collaboration of medi-
cal specialists on sets of diagnostic procedure results, i.e., studies. This component
hosts studies and related multimedia data, mainly in high-resolution images, and
keeps track of the statuses of each study and consultation request. It also provides
methods for system administration and performance monitoring, and performs com-
putationally and storage-intensive operations in order to adjust to communication and
processing power characteristics of the medical specialist and devices transparently to
the system users;

• PACS server—This component, originally not an integrated part of MIDOM, is used
for storage purposes, for efficient medical data accessing and fetching. By attaching
PACS component with MIDOM, fast access to a large number of medical images and
their import for usage was enabled;

• Study Provider—A component used by medical professionals seeking consultations
with other colleagues. It allows inspection, selection, and extraction of diagnostic
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imaging data from the PACS server to form a study. It also allows for requests
for consultations and the collection of feedback returned by medical specialists.
The study provider component can manage the study and associated consultation
requests’ lifecycle. The main goals of this work have been developed through this
component by enabling the study provider to access the PACS server and allowing it
to create a study using image data from that server;

• Medical Provider—This component is usually implemented as a mobile part of the
system. A medical specialist offers consultation services to the study provider in a
standard flow. The study provider assigns consultation requests to a medical specialist
then they seek further consultations about a particular study. A single study usually
consists of medical images paired with their description and further explanation of
the problem. A medical specialist can accept or reject a consultation request. If the
consultation request is accepted, a medical specialist can inspect image data from the
study for which the consultation has been requested and provide either textual or
audio feedback. Medical specialists’ end devices can be connected through various
types of networks, which can cause significant delays in terms of latency or time
needed to pass studies through network channels. This aspect is thoroughly addressed
in MIDOM by appropriate tooling and required logic for compressing exchanged
imaging data to optimize user experience, throughput, and data communication costs
associated with mobile networks.

Figure 4. MIDOM components.

4. Evaluation

This section describes the evaluation we performed to assess if the integrations men-
tioned above benefit the end-users, mainly in terms of faster and, thus, cheaper data
transfers.

4.1. Benchmarks and Methodology

All of the experiments were conducted in a controlled environment, measuring latency,
i.e., the time needed to transfer medical images from MIDOM server to medical special-
ist’s client application running on a mobile device with the Android operating system.
We additionally measured and presented the size of the data that we worked with, in
order to calculate appropriate compression rates. Although one could argue that file size
and transfer latency are tightly coupled, i.e., proportional, we opted to present both the
latency and compression rates, as the implied proportionality does not necessarily hold.
Data transfers in conventional networks usually impose a certain amount of packet losses
that incur re-transfers and thus further charges, as Internet service providers usually charge
for the organic data traffic and not for the successful transfer of data granulated as data
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packages. Furthermore, we wanted to stress the latency reduction as it presents a major
benefit for the users of our system.

The experiments were conducted in different simulated network environments nowa-
days, widely available. Those environments are 3G, Wi-Fi, and LTE whose throughputs are
available in Table 1.

Table 1. Network link conditioner parameters.

Profile Bandwidth Delay

Download Upload Download Upload

3G 780 Kbps 330 Kbps 100 ms 100 ms
Wi-Fi 40 Mbps 30 Mbps 1 ms 1 ms
LTE 50 Mbps 10 Mbps 50 ms 50 ms

We opted for the environments mentioned earlier to test our system in various envi-
ronments. 3G was included not only because it is still widely used as a fallback network
around the globe, but because one of the aims of our system is to widen medical care to
places which lack a range of medical specialists, which includes some underdeveloped
parts of the world. By that, we wanted to express the necessity for high-quality world-
wide medical care to be as reachable as possible. Wi-Fi and LTE environments are de
facto standards, and 5G was not included as its usage is still limited to the relatively
developed parts of the world which directly counters our aim of delivering a globally
applicable system.

As much as we wanted to conduct the experiments in a real-world environment, we
opted for a simulated one due to the expenses related to the on-field testing, which further
influenced our possibility to consider fading models. However, we argue that that does
not present a shortcoming, as additionally incurred re-transmissions when considering
fading effects would even more stress the benefit of using our customized compression
methods. The measuring environment consisted of a personal computer running the
Android emulator (manufactured by Google, Mountain View, USA) with Intel x86 Emulator
Accelerator (manufactured by Intel, Santa Clara, USA) emulating a Google Nexus device
running the Android operating system. Network Link Conditioner, a tool for simulating
different network environments, was used to probe our system with different parameters
by limiting download and upload bandwidths and delays.

The experiments have been conducted on medical studies in each of the aforemen-
tioned network environments and using CBPC2, CBPC, and ZIP compressions, paired
with raw image experiments, i.e., without compression. To obtain results as reliable as
possible, each measurement was conducted five times for faster networks (Wi-Fi and LTE)
and three times for the slower, 3G network. Within each measurement we compressed and
transferred each image from the respective datasets, calculated averages, and, finally, after
all measurements were completed, we once again calculated average of every measurement.
The results for ZIP, CBPC, and CBPC2 in both subsequent Sections 4.2 and 4.3 are displayed
as relative percentages to raw data size and latencies measured when transferring raw
images. The displayed result was rounded to two decimal places prior to multiplying
with 100%.

Regarding compression methods, we primarily used CBPC2 and CBPC, both described
in Section 2.2, as those two methods present a backbone of our work in general and key to
delivering high-quality medical content to end devices. Although ZIP is not adapted and
used for image compression, we used it as it was simple to implement in our solution, it is
widely available, popular, and most importantly, lossless. We thus satisfied the need to add
at least one more compression method.

Benchmarking sets, or studies, consist of multiple monochromatic images, namely:

1. Angio—One image, DICOM modality: XA, 1252 × 1200 pixels in size, 1.43 MB large;
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2. X-ray—Two images, DICOM modality: PX, 2372 × 2372 and 2880 × 2372 pixels in
size, total of 11.88 MB large;

3. MR-1—383 images, DICOM modality: MR, 512 × 512 pixels in size, total of 95.82 MB
large;

4. CT—307 images, DICOM modality: CT, 512 × 512 pixels in size, total of 76.81 MB
large;

5. MR-2—2534 images, DICOM modality: MR, 320× 320 pixels in size, total of 486.83 MB
large.

4.2. Compression Ratio

The first set of results we display in this section is compression ratios acquired by
comparing compressed files’ data sizes with uncompressed raw files’ sizes. The results
can be seen in Table 2 as sizes in Megabytes, and in Figure 5, grouped by individual
benchmarks with each bar, but the black one, representing one compression method.
Blue-shaded bars represent CBPC and CBPC2 compressions, while the grey-shaded bar
represents the ZIP compression ratio. The black bar is fixed to 1 representing the raw
and uncompressed image size. Both CBPC and CBPC2 compression methods significantly
reduce uncompressed images, with compression levels ranging from 22% and 25% for
the X-ray benchmark to 47% and 50% for CT benchmarks. When assessing compression
ratios of CBPC and CBPC2 compression methods with respect to ZIP compression, results
vary between more considerable reductions for Angio, X-ray, and MR-1 benchmarks and
relatively minor reductions for CT and MR-2 benchmarks. When assessing the benefits
of improvements of the CBPC2 compression method concerning CBPC, every benchmark
shows an improvement of at least 2 percentage points, with MR-2 being an example of an
improvement of 6 percentage points.
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Figure 5. Reduction in terms of data size relative to raw image.

4.3. Latency Reduction

In this subsection, we display the second set of results, the network latency reduc-
tion when transmitting medical images over the various types of networks. The results
are presented as transmission time ratios of the transmission time when using different
data compression methods to the transmission time of raw data for different network
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environments. The results are grouped by the network type and each bar represents a
different compression method. As in the previous result representation, the black-shaded
bars are fixed to 1, representing raw and uncompressed data transmission time, while
blue-shaded bars represent CBPC and CBPC2 compression, and grey-shaded ones represent
ZIP compression. Additionally, raw data in terms of latencies in seconds are presented in
Table 3.

Table 2. Raw sizes of the original and compressed data.

Data Size [MB]

Original CBPC2 CBPC ZIP

Angio 1.43 0.52 0.55 0.91
X-ray 11.88 2.66 2.95 5.03
MR-1 95.82 24.23 26.48 43.62

CT 76.81 35.87 38.07 41.56
MR-2 486.83 173.41 201.52 237.37

Table 3. Raw latencies in miliseconds.

Latency [s]

Angio X-ray MR-1 CT MR-2

3G

Original 28.41 146.57 1108.39 879.66 6197.09
CBPC2 12.01 41.97 286.48 415.87 2095.19
CBPC 12.94 45.06 312.58 443.33 2242.86

ZIP 20.15 68.61 506.64 483.02 2861.06

LTE

Original 3.28 10.46 58.29 43.58 532.27
CBPC2 1.41 3.27 14.78 21.41 156.95
CBPC 1.41 4.76 18.00 23.57 211.59

ZIP 2.17 5.84 30.32 26.73 334.01

Wi-Fi

Original 1.06 5.94 36.24 28.58 224.94
CBPC2 0.49 1.46 8.89 14.75 82.40
CBPC 0.55 2.04 12.73 17.17 84.78

ZIP 0.71 3.87 18.77 19.87 101.17

4.3.1. Angio

Figure 6 displays latency reduction results for Angio study. As expected, CBPC2
and CBPC compression methods achieve the best results for all three simulated network
environments. For LTE, CBPC2, and CBPC results are identical, thus rendering CBPC2
unnecessary, as it lacks any benefits in terms of latency reduction while being more com-
putationally expensive. The best result is achieved in the 3G environment for the CBPC2
method, with latency lowered down to 42% of the latency needed to transfer the raw
study, which is particularly important as 3G is the network environment with the relatively
smallest throughput used due to its wide applicability. In the context of the 3G network, a
couple of percentage points gained by using CBPC2 make a significant difference. At the
same time, analogously, that benefit can be disregarded in the context of a Wi-Fi network.
Therefore, it can be concluded that, due to its added computational cost, CBPC2 pays off
for the 3G network only. ZIP compression yields results close to 70% for all networks.
Compared to ZIP, both CBPC2 and CBPC yield significantly better results and quickly pay
off for every network environment.

4.3.2. X-ray

Unlike the previously described Angio benchmark, the X-ray benchmark fully displays
the plausibility of using the CBPC2 compression method, as it achieved significantly better
results than its simpler counterpart. This is depicted on Figure 7. For Wi-Fi and LTE,
CBPC2 achieved better results for 9 and 15 percentage points, respectively, than CBPC. For
3G, that margin is smaller but can still be considered significant, as relatively low speeds
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of the 3G network could use each increase in latency reduction. When comparing our
custom compression methods with ZIP compression, using CBPC and CBPC2 led to better
results regarding latency reductions. The margin was the smallest on the LTE network and
larger on Wi-Fi and 3G networks. For this benchmark, latency reduction varies greatly
for ZIP compression, ranging from 65% for a Wi-Fi network to 47% for a 3G network.
The largest margin is achieved on the Wi-Fi network as the CBPC2 compression method
reduces latency to just 25%, relative to raw image transfer, and for 40 percentage points
with respect to ZIP compression.

Figure 6. Latency reduction for Angio benchmark.

4.3.3. MR-1

When it comes to the MR-1 benchmark, results can be seen in Figure 8. Again, both
CBPC2 and CBPC cause significant reductions in latency, with CBPC2 paying off better
for Wi-Fi, due to a large increase in latency reduction, and for 3G, due to a minor yet not
insignificant reduction in the context of this network type. CBPC2 gains the expected result
in sense of additional latency reduction for LTE network. For each network profile, latency
is reduced for approximately 25% relative to raw image transfer. ZIP compression is steady
at around 50% for each network type but is still significantly worse than CPBC2 and CBPC
for each network profile, again rendering them plausible for use.

4.3.4. CT

When putting all of the benchmarks performed in this paper in perspective, it cannot
be avoided to state that this benchmark yielded the worst results for latency reduction.
As can be observed in Figure 9, the significant difference between CBPC2 and CBPC
compression methods can be observed for Wi-Fi and 3G, with the latter being significant
due to relatively low throughput, which makes every percentage point essential to spare.
CBPC2 compression method yields at most 47% reduction in latency for the 3G envi-
ronment, 49% for the LTE environment, and 52% for the Wi-Fi environment. For the
CBPC compression method, every environment yields up to 50% reduction in latency.
When comparing reductions with ZIP compression, both CBPC2 and CBPC do not achieve
significant reductions, especially for the 3G network with ZIP-reducing latency to 55%,
CBPC to 50%, and CBPC2 to 47% of the raw image transfer latency, meaning that CBPC2
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and CBPC are only 8 and 5 percentage points better than ZIP compression method.
The margin between ZIP and CBPC2 compression methods is at least 18 percentage points
for other benchmarks. Here, we again observe cases in which our compression methods do
not achieve at least 50% of reduction in latency (CBPC2 and CBPC in Wi-FI environment,
CBPC in LTE environment), which, in the context of other benchmarks, was observed only
for Angio benchmark (CBPC in Wi-Fi environment).

Figure 7. Latency reduction for the X-ray benchmark.

Figure 8. Latency reduction for MR-1 benchmark.
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Figure 9. Latency reduction for CT benchmark.

4.3.5. MR-2

The latency reduction results for the MR-2 benchmark are available in Figure 10. The
difference between CBPC2 and CBPC is negligible for the Wi-Fi network environment and
significant for LTE and 3G environments, with particular significance in LTE environments
with a gain in latency reduction of 11 percentage points. Compared to the ZIP compression
method, CBPC2 and CBPC methods generate the best addition in the reduction for LTE
and 3G networks. ZIP produces 45% reduction in latency regarding raw image transfer for
the Wi-Fi network environment, which, paired with a relatively weak result of CBPC2 and
CBPC compressions, renders them unplausible to use.

4.4. Discussion

MIDOM as a system for the exchange of DICOM-based medical images between
remote medical professionals in heterogeneous environments with isolated PACS systems
envisioned for underdeveloped parts of the world with limited connectivity, truly is one
of a kind which makes it hard to find a system that is similar enough to compare with.
We aimed to compare our work with the one found in Ziegler et al. [28], but their approach
differs from ours since mobile phones are neither their primary target nor the lossless
compression of the files to achieve smaller file sizes and latency, as in MIDOM.

On the other hand, Bai et al. [29] are focused primarily on 3D visualization and not
on compression of the files for smaller file sizes and latency with the goal of developing a
system for underdeveloped parts of the world, as in MIDOM.
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Figure 10. Latency reduction for MR-2 benchmark.

5. Conclusions

This section briefly discusses the outcomes of the research presented through this
paper, evaluates the limitations, and proposes further work in this area.

5.1. Summary

In this paper, we proposed MIDOM, an e-health platform whose main aim is to
increase the availability of medical care in underdeveloped parts of the world and, generally,
in places with limited access to medical professionals. It does so mainly by increasing
interoperability by acting as a man in the middle between different medical actors, devices,
medical professionals, and inherently standards in electronic health. MIDOM enables the
increase in communication reliability, confidence, and confidentiality by providing secure
communication packed with a lossless compression method, which significantly reduces
sizes, implying a reduction in network latencies and data savings. Implicitly, it provides
mitigation mechanisms between various standards in electronic health systems, which are
heavily limited in terms of interoperability.

In addition to MIDOM’s implementation and integration with broader systems like
PACS server, one of the main focuses of this paper is integration of the aforementioned
custom compression method (CBPC), and its additional implementation (CBPC2) which
features run-length coding enhancement. Higher compression rates with lossless compres-
sion methods are crucial in achieving the availability of electronic health systems, which
is especially important for low throughput networks. The latter kind of network is still
widely used as failover networks in developed parts of the world and as main networks in
underdeveloped parts.

We demonstrate significant data reductions through experiments by using our custom
compression methods, which implied latency reductions in the tested network.
We performed five benchmarks on three different networks, namely Wi-Fi, LTE, and
3G, demonstrating that our compression methods pay off in nearly every testing scenario
by lowering the network latency to at least 60% of the original latency measured when
transferring equivalent uncompressed dataset. The best result is achieved by lowering
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network latency to mere 25% of uncompressed transfer latency for MR-1 benchmark on
Wi-Fi and LTE networks and X-ray benchmark on the Wi-Fi network environment.

5.2. Limitations

We acknowledge the limitations regarding our simulation environment and com-
mit to extend the benchmarks with on-field testing that will simulate real-world envi-
ronment and provide the so much needed measurements of the signal fading effects.
Furthermore, we were limited with the amount of the available medical data, mostly due
to GDPR. An increased amount of data would further increase the reliability of the study.
The implemented system was used in laboratory environment and may require additional
improvements in terms of scalability and stability. The study does not consider the security
aspect of the data transfer as we assume the use of the standard security protocols.

5.3. Suggestions for Future Research

As electronic health services keep developing, we see promising aspects for future
work. Conceptually, medical imaging and consultation with a medical professional could
vastly profit from 3D modelling. It is now possible to transfer complex 3D models by
dissecting a model to multiple layers, encoding that layers as images, and transferring
them accordingly. Future work in the field of compression will include the development of
such an algorithm that explores and exploits space similarities to different layers with the
ultimate purpose of increasing the compression ratios of such a model. By developing such
an algorithm, the compression ratio of a complete model would be larger than the sum of
disjunct compression ratios of each independent layer. We will further continue developing
our system on a system level by increasing stability and reliability on low-throughput
networks. We will additionally work on further expanding platforms that the system
can target.

Author Contributions: Conceptualization, B.P. and J.K.; Funding acquisition, J.K.; Investigation, B.P.
and S.T.; Methodology, B.P.; Resources, J.K.; Software, J.K.; Supervision, J.K.; Validation, B.P. and S.T.;
Visualization, H.I.; Writing—original draft, B.P., S.T. and H.I.; Writing—review and editing, B.P. and
J.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The availability of the images used in this work can be discussed with
the corresponding author, as well as the data collected by simulating the described system in testing
scenarios.

Acknowledgments: The authors would like to thank Eugen Druzin for implementing parts of
the system and conducting the experiments while working on their Master’s degree thesis at the
University of Zagreb Faculty of Electrical Engineering and Computing.

Conflicts of Interest: The authors hereby declare that no interest that could be perceived as conflicting
exist.

Abbreviations

The following abbreviations are used in this manuscript:

API Application Programming Interface
CBPC Classification and Blending Predictor Coder
CR Consultation Request
CT Computed Tomography
DICOM Digital Imaging and Communications in Medicine
GDPR General Data Protection Regulation
HIPAA Health Insurance Portability and Accountability Act
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HIS Hospital Information System
IOD Information Object Definitions
MIDOM Medical Imaging and Diagnostics on the Move
MR Magnetic Resonance
MS Medical Specialist
NEMA National Electrical Manufacturers Association
OPT_JPEG_XT Optimized JPEG-XT
PACS Picture Archiving and Communication System
RLE Run-Length Encoding
SP Study Provider
UHL University Hospital Limerick
VPN Virtual Private Network
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Abstract: The Internet of Medical Things (IoMT) is a growing trend that has led to the use of connected
devices, known as the Internet of Health. The healthcare domain has been a target of cyberattacks,
especially with a large number of IoMT devices connected to hospital networks. This factor could
allow attackers to access patients’ personal health information (PHI). This research paper proposes
Chidroid, an innovative mobile Android application that can retrieve, collect, and distribute logs
from smart healthcare devices. The proposed approach enables the creation of datasets, allowing
non-structured data to be parsed into semi-structured or structured data that can be used for machine
learning and deep learning, and the proposed approach can serve as a universal policy-based tool to
examine and analyse security issues in most recent Android versions by distributing logs for analysis.
The validation tests demonstrated that the application could retrieve logs and system metrics from
various assets and devices in an efficient manner. The collected logs can provide visibility into the
device’s activities and help to detect and mitigate potential security risks. This research introduces
a way to perform a security analysis on Android devices that uses minimal system resources and
reduces battery consumption by pushing the analysis stage to the edge.

Keywords: android security; log analysis; IoMT security; IoT security; artificial intelligence; IoMT

1. Introduction

The world currently is heavily dependent on the Internet of Things (IoT) for our daily
lives [1]. The IoT is a rapidly growing field and is expected to expand in the coming years.
This growth is likely driven by various factors, including the increasing affordability and
availability of smart devices and the growing demand for connected products and services.

Android is an operating system often used on the IoT, based on the Linux kernel,
acquired initially and currently developed by Google, and was first released in 2008.
The Android operating system supports the IoT, which means that it can be used to
connect and control a wide range of smart devices. For example, an Android device can
monitor and maintain smart home appliances, such as thermostats and lighting systems.
In addition, many Android devices are equipped with sensors and other hardware to
collect data from the environment and provide input to IoT applications. Overall, the
combination of Android and the IoT offers many possibilities to create useful and innovative
connected products and services [2–4]. Smartphones and other mobile devices are used for
mobile health applications (mHealth applications) and recently have played an increasingly
important role in the healthcare industry [5]. Android and mHealth applications are
used for various purposes, including patient care, clinical decision support, exchange of
health information, and remote patient monitoring [6]. In addition, Android devices are
increasingly popular in the healthcare domain, but as they become more commonplace, so
do their security and privacy risks.
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According to ENISA and the report published in July 2022 (https://www.enisa.europa.
eu/news/ransomware-publicly-reported-incidents-are-only-the-tip-of-the-iceberg), “Be-
tween May 2021 and June 2022 about ten terabytes of data were stolen each month by ransomware
threat actors. 58.2% of the stolen data included employees’ personal data”. The study reports that
the most-affected sectors include heavy industry, information services, government, and
healthcare [7]. A recent relevant example of cyberattacks in the healthcare domain was
the case of the Ryuk ransomware [8], as mentioned by ENISA’s Threat Landscape Report
2021 (ETL 2021) (https://www.enisa.europa.eu/publications/enisa-threat-landscape-2021,
accessed 20 February 2023).

The healthcare domain has been a target of cyberattacks, especially with the growing
use of connected devices known as the Internet of Medical Things (IoMT). Similarly, the
IoT extends the threat landscape even further, with the most-common cyberattacks being
denial-of-service (DoS) attacks or unauthorised access to sensitive health information [9].
In some cases, cyberattacks lead to the exposure of patient personal health information
(PHI) [10,11]. To address these concerns, healthcare organisations should ensure that their
IoT devices, infrastructure, and information systems are adequately secured. Furthermore,
many IoMT devices are connected to hospital networks [12], a factor that could allow
attackers to access patient health information or even disrupt medical care. There are
several ways to perform security and privacy analysis in the IoMT. A common approach for
conducting security assessments on Android is static analysis, which examines the source
code of applications and operating systems for potential vulnerabilities. Another method is
to use dynamic analysis to monitor the behaviour of these devices at runtime. Taking this
into account, it is essential to devise mechanisms that retrieve logs and operating metrics to
discover if an IoMT device is acting abnormally or has even been compromised [13–15].

The IoMT is characterised by the high interconnectivity of physical objects and de-
vices embedded in sensors, software, and other technologies that enable them to collect
and exchange data [16]. To protect patients’ security and privacy and safeguard their
medical data, healthcare organisations must take measures to secure all mobile devices
that have access to PHI [17]. This includes both employee-owned and corporate-owned
devices. IoMT devices often collect sensitive health data, making them attractive targets for
attackers [18,19]. Patients’ homes are also at risk if they have connected medical devices.
According to research (ESET Threat Report T1 2022), the volume of IoT malware in the first
six months of 2022 was higher than that recorded in the previous four years. This indicates
a significant increase in the number of IoT devices targeted by attackers.

Considering the above, the security of the IoT and Android is essential, and research
has been performed to enhance network authentication and mitigate attacks, contributing
to the security of mobile health systems on 5G networks [20]. Therefore, it is critical
to protect healthcare and IoMT devices from potential security threats, as these devices
are used to handle sensitive medical and healthcare data. This research paper proposes
Chidroid, an Android application that can retrieve, collect, and distribute logs for analysis
on the cloud or on-premises servers.

Chidroid enables log collection and distribution to the cloud or other endpoints
(servers, computers, Android devices) for analysis enabling edge computing. It can run
on multiple edge devices, enabling edge computing and distributing the data to multiple
endpoints for simultaneous management, allowing remote management of edge devices.
Edge computing is a computational paradigm that brings computation and data storage
closer to the network, where data are generated and used. Edge computing offers several
advantages in the Internet of Medical Things (IoMT). Firstly, it enables the processing of
large amounts of health-related data generated by various medical devices in real-time
without overwhelming the back-end infrastructure. Secondly, edge computing can provide
improved privacy and security as sensitive health information can be processed locally,
reducing the risk of data breaches. Finally, edge computing can improve the overall system
efficiency by reducing the amount of data transmitted to the cloud, thus reducing latency,
bandwidth usage, and energy consumption.
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1.1. Related Work

While there is a significant amount of research on the IoT and data and artificial
intelligence (AI) in healthcare, it should be noted that the topics covered by these studies
can vary greatly and do not directly relate to the context of this work. Some researchers
study specific security or privacy issues, while others focus on reducing the cost of IoT
sensors. To this end, we included the most-relevant research studies on Android security,
the IoT, and edge computing with significant impacts on healthcare and eHealth. The
selected related work is presented below and organised and summarised in a concise
manner (Table 1).

Table 1. Table summarising the related work.

Topics Paper Ref. Description

Log Collection [21] Android security, log retrieval and analysis. Collection of system-generated logs at
runtime and filtering for analysis.

[22] Log management tool to collect and display installation log files and track changes during
the installation process.

Malware Analysis [23] Malware analysis and a framework combining machine learning and static analysis.
[24] Hybrid Android malware detection combining dynamic and static analysis.
[25] Framework for Android system call processing to detect malware early.

[26] BMD: bi-level malware detection using application programming interface (API) call
sequences and co-evolutionary algorithm.

Permissions [27] Permission monitoring in Android security to categorise applications and use static
analysis to detect malware.

[28] Permission classification as an information gain metric for improved detection accuracy.

Package Analysis [29] Review of the techniques combining static and dynamic analysis with studying
Android applications.

[30] Static data flow analysis tool and library developed for the purpose of computing data
flows in Android applications and Java programs.

[31] Python-based tool designed for reverse-engineering of Android applications by breaking
down raw Android Package Kit (.apk) files.

[32] A static analysis framework for the security evaluation of Android apps.

HIDS [33] An HIDS system that runs on mobile devices and detects known and zero-day attacks
using machine learning and statistical algorithms.

[34] A Review of system-call-based HIDS, including feature extraction, data mining
algorithms, HIDS datasets, and applicability to embedded systems.

There are many research papers and studies on Android security, log retrieval, and
analysis (Table 1). Some of these articles focused on specific aspects of Android secu-
rity, such as the use of Logcat (https://developer.android.com/studio/command-line/
logcat, accessed 20 February 2023) and Package Manager (https://developer.android.com/
reference/android/content/pm/PackageManager, accessed 20 February 2023). In [21], the
authors proposed an approach that involves collecting system-generated logs at runtime
and filtering them for the application under analysis. These logs are then matched against
generated signatures that account for the application’s behaviour, such as information
leakage, jailbreak attempts, privilege escalation attempts, and access to critical permissions.
Another example is [22], where the authors proposed a log management tool to collect
and display installation log files. These log files contain information about the installation
process, such as the time and date of the installation, the user who installed the application,
and the location of the installation files. Additionally, the tool can compare the contents of
the log files before and after an application is installed, allowing users to see any changes
that may have occurred during the installation process.

The field of malware analysis has seen the development of frameworks combining ma-
chine learning and static analysis ([23]) and hybrid Android malware detection approaches
combining dynamic and static analysis [24]. One important aspect of malware analysis
is the early detection of malicious activities to prevent harm to the system and its users.
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A framework for system call processing has been proposed to address this issue, focus-
ing on analysing system calls made by Android applications [25]. The bi-level malware
detection method (BMD) was also introduced to improve detection accuracy by utilising
API call sequences and a co-evolutionary algorithm [26]. The experiments performed
on Android datasets showed that BMD outperforms existing state-of-the-art methods for
malware detection.

Other articles focus on the role of permissions in Android security and permission
monitoring to investigate access to the sensitive data and resources of the device [27].
In terms of permission monitoring, the researchers presented a method for classifying
Android applications based on their access to private information and the abuse of this
information. The method categorises applications into three types based on their access
to private information. Then, a static analysis is used to detect Android malware utilising
the information and permissions of the applications. In another study [28], the authors
used the classification of permissions as an information gain metric to provide better
detection accuracy.

In [29], the researchers proposed a technique that combines static and dynamic anal-
ysis to examine Android applications. This approach makes it possible to expand an
application’s method call graph (MCG) by capturing additional modules loaded at run-
time and additional paths of execution concealed by reflection calls. The researchers also
reported the analysis of recent state-of-the-art tools that should be taken into account,
namely Flowdroid [30], AndroGuard [31], and Amandroid [32], among others. Other
researchers [33] proposed using host-based intrusion detection systems (HIDSs) to run
entirely on a mobile device without relying on a remote server. The application monitors
the device by regularly sampling features that represent the overall use of the device’s re-
sources, such as the central processing unit (CPU), random access memory (RAM), battery,
and others. The detection engine adopts machine learning and statistical algorithms to
detect known and unprecedented (zero-day) attacks. Furthermore, in a review [34], various
approaches were presented, including system-call-based host-based intrusion detection
systems (HIDSs), examining various components. The research presented the extraction
of features, the use of data-mining algorithms, the availability and utilisation of HIDS
datasets, the implementation in current embedded systems, and future research directions.

Research on edge computing has also been considered and is not directly related to the
current research. The literature includes studies on AI-based mechanisms for enhancing
healthcare data security in the IoT-cloud and reducing the cost of IoT sensors [35]. A
survey article [36] covered the edge architecture’s security and privacy issues caused by
heterogeneous device networking. Reference [37] provided a comprehensive analysis of
data security and privacy in edge computing, including an overview of edge computing,
security, and privacy requirements. Reference [38] explored the use of smart medical
sensors and the IoT in healthcare and the limitations of cloud-based systems, highlighting
the trend towards edge and fog computing as solutions. Reference [38] also provided an
overview of the IoT in healthcare, covering early wearable-sensor-based health monitoring
to recent advancements in fog/edge computing for smart health. Finally, Reference [38]
comprehensively analysed data security and privacy in edge computing, including an
overview of the fundamentals, challenges, mechanisms, state-of-the-art solutions, and
proposed research directions.

In summary, prior research in the field of Android security has encompassed a range
of approaches, including malware detection and security analysis techniques. However, the
distribution of datasets to cloud or edge servers for monitoring and analysis of Android logs
has not been sufficiently addressed. This study presents a new approach for conducting
security analysis while reducing the impact on system resources and battery consumption.
This was achieved by transferring the analysis stage to the edge and utilising the device’s
collected data. The current research paper is differentiated from prior research in the
field of Android security by proposing a unique approach to the security analysis of
edge devices, which focuses on the retrieval and distribution of log files for analysis.
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The aim of this research was to minimise the impact on system resources and battery
consumption by performing the analysis at the edge instead of on the device itself. This
approach is supported by the proposed Chidroid, a software package that provides a
comprehensive solution for log retrieval and data distribution from Android devices. The
integrated toolchain, with Chidroid as the central component, enables the generation,
collection, parsing, and distribution of datasets for the development of machine and deep
learning models.

1.2. Contribution

The current study proposes a unique approach for conducting security analysis on
edge devices, which involves the retrieval of logs from Android devices. The aim was to
minimise the impact on system resources and battery consumption by transferring the
computational workload off the device and executing the analysis at the edge.

Chidroid is a software package that provides a comprehensive solution for log re-
trieval and data distribution from Android devices. This package leverages a protected
policy-driven decomposition technique to enable the generation and collection of logs and
thus contribute to the development of detection and analysis tools. This study proposes
a modular toolchain, with Chidroid as the central component for generating, collecting,
parsing, and distributing datasets. The proposed approach was designed to be reusable
and scalable and can be extended to address additional classes of vulnerabilities. Further-
more, Chidroid opens up several possibilities for further applications, such as permission
monitoring. The contribution of this research paper and the characteristics of Childroid are
summarised as follows:

• Chidroid is an Android log retrieval and data distribution process that enables the
generation and collection of logs from Android devices.

• The evaluation process was conducted in the healthcare domain and interconnected
devices such as the IoT and health wearables.

• Chidroid enables the creation of datasets, allowing non-structured data to be parsed
into semi-structured or structured data that can be used for machine learning and
deep learning. The proposed approach can be used as a universal policy-based
tool to identify and analyse security issues in all recent versions of Android (https:
//www.appbrain.com/stats/top-android-sdk-versions, accessed 20 February 2023),
approximately 95% of all active Android devices.

• A modular toolchain is proposed, with Chidroid as the main component to generate,
collect, and distribute datasets. The approach is reusable, can be extended to detect
additional classes of vulnerabilities, and can be applied to permission monitoring.

• Chidroid can retrieve the set of priorities for the applications and can also set the time
duration and privileges used by the software packages. The detection rules can report
on permissions if an application misbehaves due to the usage or to maintain excessive
system resources.

Finally, the research paper provides practical examples of log retrieval from Android
devices and details the ways in which these logs can be utilised to extract meaningful
insights and behaviour patterns in device usage. A comprehensive examination of the
feasibility and potential of this approach is also presented.

1.3. Structure

The rest of this paper is structured as follows. Section 2 presents the methodology
employed to develop and assess Chidroid and the successive stages followed for this
research. Section 3 provides a comprehensive analysis of Chidroid’s architecture, including
a thorough examination of its constituent components. Section 4 offers practical examples
of Chidroid’s usage and presents the findings from its evaluation. Finally, the conclusions
and potential future avenues for this research are outlined in Section 5.
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2. Methodology

In this section, the methodology followed during the development of Chidroid is
described. The test and validation cycles (Figure 1) were as follows: (i) Chidroid devel-
opment and versioning updates and the creation of the Android Package Kit (APK) file,
(ii) the definition of the default configuration files and permissions granted required by
the APK, (iii) enabling Chidroid to execute shell commands defined by the configuration,
(iv) the definition of the commands that generate and create Android logs, (v) the creation
of data type patterns, regular expressions, and corresponding log sources, and finally, (vi)
the support of bash shell piped commands to be executed by Chidroid. These stages were
followed sequentially, and multiple iterations were performed to provide better versions
of the Chidroid to support the required functionalities. Figure 1 explains the structured
methodology to ensure that the application met the functional requirements and performed
as expected.

Test and
Validate
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Commands 
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Figure 1. Methodology followed to develop, validate, and upgrade Chidroid.

The first step of the methodology (Figure 1) comprises the development of functional
requirements, including log retrieval and log distribution. The test and validation steps
were carried out to ensure correctness. Once the application was functional, the next step
was to define the permissions needed by Chidroid and define the relevant files that should
be included in the APK, for example the permissions that Chidroid needs to have to retrieve
logs and configuration files that must be included in the APK to enable log collection and
shipping by default.

The Chidroid system was derived from a previous iteration of a software application
known as Metago, which was developed by the PDMFC organisation. The encoding
protocols and formatting techniques utilised in Metago were retained in the development
of Chidroid, with additional features incorporated to facilitate the collection and analysis
of the log data from Android devices. Consequently, it may include different configuration
options employing the encoding scheme characteristic of Metago, or the collected logs may
be distributed in the raw format (Metago Raw).
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The present study advanced this by incorporating the functionality of executing user-
defined shell commands and specifying their usage in the configuration file. The implemen-
tation of the shell command execution enabled the collection and tracking of Android logs
through the utilisation of relevant tools such as Logcat, Package Manager, and AppOpsMan-
ager (https://developer.android.com/reference/android/app/AppOpsManager, accessed
20 February 2023). The initial verification of the data collection accuracy was conducted,
followed by the parsing of logs into a structured format, the creation of data type patterns,
and the definition of regular expressions to extract specific fields. The implementation of
shell pipe commands in Chidroid enabled the execution of multiple commands for search-
ing and filtering logs prior to collection and distribution. A methodological validation was
carried out at each step of the implementation process, utilising the following devices for
testing purposes:

• Android smartphones and tablets were used for the validation steps (Android Version
6 to Version 12).

• Android IoT devices or gateways, such as routers and hubs for smart healthcare
and IoMT devices, such as medical sensors and healthcare systems (the exact mod-
els are confidential due to licence agreements) (e.g., smart glasses, smartwatches,
medical implants).

The individual testing of the devices was carried out to enhance compatibility and
verify the functionalities of Chidroid. During the validation tests, no medical or healthcare
data were collected. Chidroid collected logs and metrics from a variety of assets and
devices to test and validate the functionalities. Validation tests were instrumental in
discovering software flaws, bugs, or permission changes and in expanding the functionality
of Chidroid and verifying its correctness. In general, the validation tests demonstrated that
the application could retrieve logs and system metrics from various assets and devices.

To evaluate the performance impact of Chidroid on the device, a preliminary assessment
was carried out to gather data on CPU and RAM utilisation. The assessment involved the usage
of the Android Debug Bridge (ADB (https://developer.android.com/studio/command-line/
adb), accessed 20 February 2023) shell and the execution of specific commands to obtain the
relevant metrics. The commands in Listing 1 were used to retrieve the CPU and RAM usage of
a specific process with the package name “com.github.lribeiro.metago.chidroid”.

Listing 1: Example structure of TOML files.

1 cpu_usage=$ ( top −b −n 2 | awk ' /com . github . l r i b e i r o . metago . chidroid←↩
/ { p r i n t $9 } ' )

2 ram_usage=$ ( top −b −n 2 | awk ' /com . github . l r i b e i r o . metago . chidroid←↩
/ { p r i n t $10 } ' )

The output of the “top” command (Listing 1) provides a comprehensive representation
of the processes running on the system. This information includes the process ID (PID), the
user who initiated the process, and the CPU and memory utilisation of each process, among
other details. In this study, the “top” command was utilised to retrieve the CPU and RAM
usage of the Android process with the package name “com.github.lribeiro.metago.chidroid”.
The output of the top command was filtered to show only the information relevant to this
process. The “awk” command was then utilised to extract the desired metric values, the
CPU and RAM usage, from the filtered output. The instant values were stored, and the
mean values were calculated by finding the minimum, average, and maximum values.

3. Chidroid Architecture

The Chidroid architecture is presented in Figure 2 and describes how the application
collects data from Android devices and distributes them to other endpoints. Once the
application is installed and configured, it collects logs and system metrics.
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Figure 2. Chidroid architecture and deployment details.

The Chidroid architecture (Figure 2) allows the efficient collection and secure distri-
bution of logs and system metrics from Android devices. By using shell commands and
the API, Chidroid can provide valuable information for monitoring and optimising the
performance and security of Android devices. Chidroid generates, collects, and distributes
the following logs: (i) logcat.log, (ii) packages.log, and (iii) privileges.log, along with (iv)
metrics. Internally, Chidroid uses a scheduler to run user-defined scripts or shell commands
to generate the logs or data. This scheduler follows the familiar CRON syntax, extended to
add seconds. After collecting logs and system metrics, Chidroid encodes them in JSON and
distributes them to the chosen target collector for analysis. This collector can be a cloud
service or another web server that is able to receive and process JSON data.

Chidroid can be remotely configured using the POST method, and the API can replace
the configuration files, namely config.toml and rules.toml. When Chidroid starts up, it reads
these configuration files and sets up the log input sources, internal settings, and output sinks
from config.toml. From config.toml, Chidroid reads the processing and transforming rules, for
example, regular expressions or event-breaking rules. It is noteworthy that the rules.toml
file possesses the capability to integrate privacy-centric rules, which can be invoked during
the course of log collection. Such rules serve to enable data transformation, which is geared
towards privacy enhancement objectives. This is achieved through the application of
anonymisation and other pertinent processes to the collected logs, adding privacy features.
As for distribution, Chidroid can ship logs in the raw format or JSON encoded. If needed,
traffic can be relayed on another Chidroid listener (peer-to-peer distribution).

3.1. Chidroid APK

Chidroid was developed using the Go programming language and compiled as APK
(with the package name com.github.lribeiro.metago.chidroid) using Gomobile (https://
pkg.go.dev/golang.org/x/mobile/cmd/gomobile, accessed 20 February 2023). The build
process takes the source code and generates multiple binary files for a combination of
operating systems (Linux, Windows, MacOS, and Android) and CPU instruction sets
(x86_64, arm64, arm7). Chidroid currently supports the following CPU architectures:
(i) Advanced RISC Machine (CPU architecture ARM and ARM64) and (ii) Intel Atom
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(x86_64). The APK file includes resources, assets, the manifest file, and the linked SO
library (which contains the majority of the executable code). In the context of software
development, manifest files are used to specify the requirements, dependencies, privileges,
and other details that are needed to run the project or application. In Android application
development, manifest files are an essential part of APK files. They are used by the Android
operating system to determine how to run an application and the permissions that the
application acquires from the Android system.

3.2. Configuration Files (Conf.Toml, Rules.Toml, Certs, and Manifest Files)

There are two main Chidroid configuration files included in the APK: (i) “config.toml”
and (ii) “rules.toml”. The first (config.toml) is used to set up sources and sinks (outputs),
while the second (rules.toml) is used to define the privacy rules and to set up the needed
transformations to parse the sources to the required format. Tom’s Obvious, Minimal
Language (TOML (https://toml.io/en/v1.0.0), accessed 20 February 2023) is a file format
used to represent configuration data in a human-readable and easily editable format.

TOML files are commonly used in software development to store configuration data for
applications and other tools. The files use a simple and consistent syntax, with key–value
pairs separated by an equal sign (=) and sections indicated by square brackets ([ and ]). A
generic example is provided in Listing 2 and contains two stanzas (i.e., block of text within
a configuration file). In this example, the server section includes a single option, “port”,
which specifies the port number on which the server will listen for incoming connections.

Listing 2: Example structure of TOML files.

1 [ server ]
2 port = 8080
3
4 [ database ]
5 host = " l o c a l h o s t "
6 user = " admin ' '
7 password = " secret "

3.3. Configuration of Endpoints

A web API endpoint is a specific URL or location on a web server that provides
access to a web API. Chidroid supports the distribution of raw data to remote HTTP or
HTTPS endpoints. Alternatively, another Chidroid application can act as a gateway with a
dedicated listener and receive and forward whatever data it receives to the specified final
endpoint. Next, an example of configuring a remote output is presented (Listing 3).

Listing 3: Configuration of the outputs.

1 [ outputs . AI4HEALTHSEC ]
2 Urls = [ "METAGOs:// siem . AI4HEALTHSEC . pdmfc . com/dynamic−ports←↩

/10000/:80/ " ]

In Listing 3 a new output named “AI4HEALTHSEC” is defined and specifies that it
will send data to a single endpoint using an HTTP Post over HTTPS, to a host where an
SIEM is deployed. As an example, in Listing 4, the encoded JSON output is presented as an
event retrieved from Logcat (see Section 3.4 for more details on Logcat).

Listing 4: Chidroid: METAGO-encoded JSON output.

1 {
2 " header " : {
3 " agentId " : " 55 bb84e8 −b2ee −4 af4 −94 f3 −435826 e14f98 " ,
4 " host " : " Android8 " ,
5 " os " : " Android " ,
6 " a r c h i t e c t u r e " : " arm64 " ,
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7 " source " : " s c r i p t :// Logcat "
8 " sourcetype " : " l o g c a t "
9 " format " : "METAGO"

10 " t i m e f i e l d " : " timestamp " ,
11 " timeformat " : "MM−DD hh :mm: ss . SSS "
12 " timezone " : " Europe/Lisbon "
13 } ,
14 " events " : [
15 {
16 " timestamp " : " 12−05 1 7 : 4 8 : 2 8 . 2 1 5 " ,
17 " pid " : 26458 ,
18 " opid " : 26458 ,
19 " type " : "V" ,
20 "AppName" : " GraphicsEnvironment " ,
21 " Message " : "ANGLE Developer option f o r 'com . google . android . apps .←↩

messaging ' s e t to : ' d e f a u l t ' "
22 }
23 ]
24 }

3.4. Logcat and Generation of System Logs in the Android Environment

Logcat is a software tool that can retrieve logs available on Android devices. Android
stores the kernel logs generated by the system and application logs generated by individual
applications. In general, logs are an important source of information for detecting and
troubleshooting problems on Android devices. By regularly checking the log data, security
professionals can identify potential security threats and take the appropriate action to
address them. Even if the main goal of Logcat is to be used as an essential debugging tool,
the continuous stream of system messages and user-generated diagnostics is used to detect
security issues.

Traditionally, to retrieve logs from an Android device, developers or advanced users
connect their computers to the device using the ADB. The simpler way is to connect using
USB, install the required drivers if necessary, and open a shell using the adb shell command.
Inside that shell, the command logcat can be issued to retrieve the logs stored internally.
The following taxonomy of events is retrievable by Logcat (Table 2).

The logs from Logcat contain information about the device’s hardware and software,
as well as any message that has been logged by the system or applications, such as the
device’s boot process, system events, and running applications. Logcat can be combined
with arguments or other shell commands to search log data for specific keywords or phrases
(e.g., "adb logcat *:D" or using the grep command). The logs from Logcat are, by default,
stored as circular memory buffers on the device. Therefore, Chidroid can execute and
collect the logs from Logcat and distribute the data for analysis. They are collected and
shipped before being naturally erased by filling in all the reserved ring buffer sizes.

Several commands can be used on an Android device to generate logs and perform
various actions. These commands are typically executed using a command-line interface,
such as a terminal emulator application or the ADB tool. Chidroid uses an internal inter-
preter to execute shell commands that can be scheduled with CRON-like rules. The shell
commands to execute Logcat are defined in the config.toml file (Listing 5).
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Table 2. Logcat event types.

Event Type Description

Log.Verbose Verbose logs are detailed logs that provide a comprehensive record of an activity or
system. In the context of Android, verbose logs may be used to troubleshoot issues
with the operating system or a specific app.

Log.Debug Debug logs are not intended for production environments, as they can contain
sensitive information and may impact an app’s performance. When an application
is ready for release, debug logs should be removed or disabled to ensure that the
application runs efficiently and securely.

Log.Info Info refers to log messages that provide useful information about the state or be-
haviour of an application or the Android system.

Log.Warning Warning log messages are typically used to alert the user or the developer to a
potential problem or issue that may require attention. For example, a warning log
message may be generated if an application receives invalid input from the user, if a
network connection is lost, or if a critical system resource is running low.

Log.Error Error log messages are typically used to alert the user or the developer to a serious
problem or failure that has occurred within an application or the Android system.
For example, an error log message may be generated if an application crashes or an
important system function fails.

Log.Fatal Fatal log messages should be used sparingly, as they indicate a critical failure or
an error that requires immediate attention. When a fatal log message is printed,
the application or system may be unable to continue running and may need to be
restarted or shut down.

Listing 5: Android shell commands defined in the TOML configuration file.

1 [ script . logcat ]
2 Cmd = " l o g c a t − t ' # timestamp ' −b a l l "
3 EvalArgsIndex = [ 1 ]
4 Outputs = [ "AI4HEALTHSEC" ]
5 Rules=[ " eventbreak . eventperm " , " rex . l o g c a t " ]
6 Index= " android_logs "
7 SourceType=" logcatraw "
8 Debug=true
9 Cron=" ! */15 * * * * * "

10 [ script . logcat . Params ]
11 timestamp= ' 01−01 0 0 : 0 0 : 0 0 . 0 0 0 '

There is much unpack here, and the snippet above (Listing 5) corresponds to the exe-
cution and log collection using [script.logcat]. The “Cmd” property specifies the command
that will be executed to collect data. Here, the logcat command is executed with the “-t”
and “-b” options to filter the output by timestamp and log buffer, respectively. Proper
shell–argument parsing is performed on “Cmd”, and all arguments are stored internally
in a string array. The “EvalArgsIndex” property specifies the indexes of the script argu-
ments that shall be evaluated as internal expressions. In this case, all but #timestamp are
simple strings. The #timestamp represents the extracted timestamp field of the rex.logcat rule
presented below.

“Outputs” specifies the names of the output streams that will receive the script’s
output. The “Rules” property specifies the names of the rules that will be applied to the
script’s output. The “Index” specifies the name of the index that will be used to store
the processed log data. The “SourceType” option specifies the type of log data the script
collects. The “Debug” option specifies whether debug information will be output to the
internal log of Chidroid. The “Cron” option specifies the schedule and recurrence rule for
executing the script. The “[script.logcat.Params]” section of the configuration file contains
additional parameters passed to the script at runtime. In the example provided above, the
“timestamp” parameter was set to “01-01 00:00:00.000”, which for all intents and purposes
sets the initial value for the timestamp.
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3.5. AppOpsManager

AppOps includes a set of APIs within the Android operating system to manage the
permissions granted to applications. These APIs effectively monitor and control software
packages’ permissions on an Android device, enabling the detection and prevention of
potential security issues. The proposed methodology entails the utilisation of the “appops”
command in the Chidroid software package to access the AppOps interface and retrieve
the permissions assigned to each software package. By comprehensively analysing these
permissions, Chidroid can identify any deviation or anomaly that may pose a security
risk. For instance, if a software package is found to be requesting an excessive number
of permissions or utilising permissions that are not congruent with its intended function,
Chidroid can alert the user or administrator and take necessary measures to resolve the
issue. This feature of Chidroid demonstrates the potential of utilising AppOps APIs to
enhance the security of Android devices and safeguard against potential security threats.

Healthcare organisations must comply with the regulations set forth by the Health
Insurance Portability and Accountability Act (HIPAA) when handling medical or healthcare
data on Android devices. The use of AppOps can assist in enforcing these policies and
regulations by tracking and managing the permissions of software packages that handle
sensitive data. Chidroid can ensure that these packages are only granted the necessary
permissions for their intended use and prevent the use of any permissions that could
compromise the security of the device or its users. Using AppOps, Chidroid can monitor
the permissions of software packages on Android devices and detect and prevent any
security issues that may arise from their use. The privilege.log file generated by AppOps
can also assist Chidroid in maintaining the security and HIPAA compliance of medical or
healthcare data on Android devices in the eHealth environment.

3.6. Android Permission Retrieval

Overall, the config.toml file defines the behaviour and settings of the data collection
inputs. Here, the shell commands that initiate the Package Manager (pm command)
and the corresponding permission monitoring and retrieval are presented. The “pm”
command (Listing 6) is a tool provided by the Android operating system for managing
installed packages.

The Package Manager is an Android system internal application that performs actions
and queries on applications and software packages installed on an Android device. The
command pm is a Command-Line Interface (CLI) API to interact with Package Manager
to enumerate or manage the installed packages on the device. It can also enable various
actions on those packages. For example, the command can retrieve the full list of the
software packages installed on the device, displaying the names of the software packages,
along with the version number, process id, and other details for each of the installed
software packages.

Internal filtering allows this command to display specific packages, such as associated
files, enabled/disabled packages, system packages, third-party packages, and installer
packages. For example, the -u flag can display a list of uninstalled packages. In summary,
the command can be used to retrieve the lifecycle of installed software packages.

Listing 6: Command to retrieve the permissions given to the installed packages.

1 [ script . permissions ]
2 Cmd="pm l i s t packages −u −3
3 | cut −c 9−
4 | while read l i n e ; do echo $ l i n e ; appops get $ l i n e
5 | sed ' s/Uid mode : // ' ; done "
6 Rules=[ " eventbreak . eventperm " , " rex . e x t r a c t " , " zip . perms " , " s t r . j 1 3 " , "←↩

f o r . j o i n 1 3 " , " zip . perms_time " , " s t r . j 1 5 " , " f o r . j o i n 1 5 " , " zip .←↩
perms_duration " , " f i e l d s . remove_temp " ]

7 Index=" android_permissions "
8 Outputs = [ "AI4HEALTHSEC" ]
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The “list packages” subcommand lists all installed packages on the device, including
both user-installed and system packages. The output will include uninstalled packages
using the “-u” option, and the “-3” option will include third-party packages. The “pm
list packages” output is passed to the “cut” command, which extracts the package names
from the output. Using a “while” loop, the script reads the package names one by one
and runs the “appops” command to retrieve application permission data for each package.
The “appops” command is another tool provided by Android for managing application
permissions, and the “get” sub-command retrieves the application permission data for
a specific package. The output from the “appops get” command is piped to the “sed”
command, which removes the “Uid mode:” prefix from each line of output.

3.7. System Metrics

In addition to the aforementioned logs, Chidroid can directly retrieve system metrics
from the Android device, including information about battery life, virtual memory usage,
CPU usage, and network connections. These system metrics are important to monitor the
performance and overall state of the device. Tracking these metrics makes it possible to
identify software packages that consume a large number of system resources, such as CPU
or memory. This is particularly important in IoMT and healthcare services, where the high
usage of resources can lead to risky and critical safety conditions for patients. As a result,
Chidroid can help identify and mitigate the potential security risks posed by software
packages that consume a large number of system resources. This can help ensure the safety
and security of patients and their data in the IoMT and healthcare domains if there is a
malfunction, critical system, or security issue.

Chidroid retrieves various metrics, including CPU usage, virtual memory, disk coun-
ters, load average, network counters, connections, and running processes, on an Android
device using the following stanza (Listing 7). Within this stanza, the index name, job
frequency, and endpoint for log distribution are defined for each metric. The source-type
settings are described in the following subsections (Sections 3.3 and 3.8).

Listing 7: Retrieve device metrics.

1 [ metrics . all ]
2 Metrics = [
3 " cpu " , # Cpu time consumed
4 " cpuinfo " , # Cpu version , and spec
5 " virtualmem " , # Memory used/ f r e e
6 " disk " , # Disk IO counters
7 " loadavg " , # CPU load average 1 ,5 ,15m
8 " net " , # Net IO Counters by i n t e r f a c e
9 " connect ions " ,

10 " process " ,
11 ]
12 Cron=" ! 0 * * * * * "
13 Index=" android_metr ics "
14 Outputs = [ "AI4HEALTHSEC" ]

The stanza “[metrics.all]” specifies the settings for the “metrics” rule type and creates
a new internal instance associated with the name “all”. The “Metrics” property specifies
the list of counters to be collected. In the example above (Listing 7), the rule set will collect
metrics for CPU time consumed, CPU version and specification, memory usage, disk IO
counters, CPU load average, network IO counters, network connections, and processes.

The “Cron” property specifies the schedule at which the metrics will be collected.
Metrics will be collected every minute (0 * * * * *). The “Index” suggests the target database
name where metrics should be stored. Log collectors have final control and can override
this definition. The “Outputs” option specifies the next hop the collected metrics will be
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sent. Here, the metrics will be sent to the “AI4HEALTHSEC” as the configuration output
(see Section 3, Listing 3).

3.8. Log Distribution for Analysis—Regex and Log Sourcetypes

Regular expressions are a powerful technique for matching and manipulating text
and are widely used in various fields of study and industry. Regular expressions can be
employed in log sources to search and filter data for specific patterns or messages. A
regular expression is a string of characters that defines a pattern to be matched in a text
string. These patterns are specified using a special syntax, which allows for the matching
of a wide range of patterns in text. For example, regular expressions can be used to match
a specific word or phrase in a log message or to identify a specific pattern of characters
in a URL. To search for a specific pattern in a log message using a regular expression, the
pattern can be defined using the regular expression syntax and then employed with a tool
or program such as Chidroid, which has built-in support for regular expressions. The tool
or program will highlight or indicate the matching text in the log data if the pattern is
found. Chidroid also has the capability of utilising named captures, a feature of regular
expressions, which allows for the capturing of text matched by the regular expression and
the ability to reuse it within the same pattern or in a substitution. This feature allows for
greater flexibility and precision in analysing and manipulating log data.

Each capture group in the example below (Listing 8) is defined using the following
syntax: “(?P<name>pattern)”, where “name” is the name of the capture group and “pattern”
is the regex pattern that defines the contents of the group. The regex pattern in the example
has five named capturing groups: “timestamp”, “pid”, “opid”, “type”, “AppName”,
and “Message”. The “timestamp” capturing group matches a timestamp in the format
“MM-DD hh:mm:ss.SSS”. The “pid” and “opid” capturing groups match a string of digits
representing a process ID and operation ID, respectively. The “type” capture group matches
a single word character representing the type of the log message. The “AppName” capture
group matches a string of characters representing the name of the application that generated
the log message up to the first colon character. The “Message” capture group matches the
remaining characters in the log message after the application name.

Listing 8: Configuration of the regular expressions and source types.

1 [ rex . logcat ]
2 Patterns=[ ' ( ? P<timestamp>\d\d−\d\d \d\d:\d\d:\d\d.\d\d\d ) \s +(?P<pid←↩

>\d+)\s +(?P<opid>\d+)\s +(?P<type >\w) \s +(?P<AppName> [ ^ : ] + ) :\ s +(?P←↩
<Message > . * ) ' ]

3 Field=" _raw "
4
5 [ sourcetypes . logcat ] # Define the Time Format of the logs
6 Format="METAGO"
7 TimeFormat="MM−DD hh :mm: ss . SSS "
8 TimeField=" timestamp "
9 TimeZone=" Europe/Lisbon "

The “[sourcetypes.logcat]” configuration stanza (Listing 8) creates a new SourceType
named “logcat”. The SourceType contains a set of properties that hint at how logs should
be parsed, of particular importance for detecting and extracting correct timestamps for each
entry. The timezone, timestamp format, and other configuration details are also defined.

3.9. Performance Assessment and Compatibility

Chidroid allows the usage of multiple pipelines and sends data in multiple outputs
with one execution. Chidroid is compatible with Android smartphones running Version
8.0 or later and has been designed to have minimal impact on system resources. It was
assessed through empirical analysis that the system under consideration exhibits a memory
footprint of approximately 62 MB in terms of RAM consumption while displaying low CPU
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utilisation of approximately 1% on an Octa-core architecture comprised of 1 × 2.84 GHz
Cortex-X1, 3 × 2.42 GHz Cortex-A78, and 4×1.80 GHz Cortex-A55 processors. The values
in the outputs (Listing 9) represent the mean CPU and RAM usage of the Android process.
The date and time of the results of the assessment are included in each output, along with
the mean CPU usage and mean RAM usage in percentage. These metrics give information
on the resource utilisation of the process at a specific moment.

Listing 9: Example structure of TOML files.

1 #Output from the lower CPU usage during the assessment
2 { " date " : " 2023−02−11_18 −59−45 " , " mean_cpu_usage " : 3%, "←↩

mean_ram_usage " : 1.8% }
3 #Output from the mean CPU usage during the assessment
4 { " date " : " 2023−02−11_19 −20−01 " , " mean_cpu_usage " : 6.2% , "←↩

mean_ram_usage " : 1.6% }
5 #Output from the higher CPU usage during the assessment
6 { " date " : " 2023−02−11_18 −48−44 " , " mean_cpu_usage " : 10.3% , "←↩

mean_ram_usage " : 1.8% }

4. Log Generation and Analysis: Examples, Results, and Discussion

In this section, a collection of sample log files is presented that was retrieved from
various Android devices. These logs serve as exemplars of the Chidroid execution process
and demonstrate the data types that can be obtained through this methodology. The log
files can be extracted from Android devices and transmitted to the edge server for further
analysis. Through the utilisation of regular expression matching, the data contained within
the logs can be transformed into a structured format, enabling the ease of monitoring.
Additionally, the data can be exported in a variety of formats, including JSON and CSV, for
further analysis and manipulation.

4.1. Logcat Example

The following snippet presents an example output using Logcat. These logs contain
different events, including system events, application events, and debugging messages.
They can be useful for detecting security issues such as unauthorised access attempts or ab-
normal application behaviour. The default Logcat structure is explained below (Listing 10).

Listing 10: Explanation of the Logcat default structure.

1 [08 −01 −2022 1 0 : 1 5 : 2 3 ] [ DEBUG ] [ MyApp ] [ MainActivity ] : Starting activity : Intent { cmp=com .←↩
example . myapp/. MainActivity }

2 [08 −01 −2022 1 0 : 1 5 : 2 4 ] [ INFO ] [ MyApp ] [ MainActivity ] : Successfully connected to database

3 [08 −01 −2022 1 0 : 1 5 : 2 9 ] [ WARNING ] [ MyApp ] [ MainActivity ] : Invalid input detected

4 [08 −01 −2022 1 0 : 1 5 : 3 2 ] [ ERROR ] [ MyApp ] [ MainActivity ] : Failed to retrieve data from server

In the sample Logcat output, there are four log messages (DEBUG, INFO, WARNING,
ERROR), each with a different log level. The first log message is a debug message indicating
that the application is starting an activity. The second log message is an info log message,
indicating that the application has successfully connected to a database. The third log
message is a warning message indicating that the application has received invalid user
input. The fourth log message is an error log message indicating that the application has
failed to retrieve data from a server. In the Logcat output (Listings 10 and 11), each log
message is printed on a separate line and includes the following information:

• Timestamp: The date and time at which the log message was generated, in the format
YYYY-MM-DD HH:MM:SS.

• Log level: The severity of the log message, which can be one of the following: DEBUG,
INFO, WARNING, ERROR, or FATAL.

• Application name: The name of the application or system that generated the log message.
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• Log tag: A short string that provides additional context about the log message.
• Log message: The actual log message that provides information about the state or

behaviour of the application or system.

Listing 11: Example output using Logcat.

1 12−05 1 7 : 4 8 : 2 8 . 2 1 5 26458 26458 V GraphicsEnvironment : ANGLE Developer option for ' com . google←↩
. android . apps . messaging ' set to : ' d e f a u l t '

2 12−05 1 7 : 4 7 : 0 4 . 9 5 0 8113 8113 D IHansComunication : HansComunication : : configCheckedUid−− ←↩
10302 , type = 0

3 12−05 1 7 : 4 6 : 5 2 . 9 3 5 2058 3726 I OplusHansManager : uid=10302 , pkg=com . spotify . music F exit ( ) ,←↩
reason=Broadcast

4 12−05 1 7 : 4 6 : 5 2 . 9 3 5 3801 3801 D DeviceInfoHidlClient : isRadioOn ( ) =true
5 12−05 1 7 : 4 8 : 2 8 . 5 1 7 2058 7258 W PackageManager : package unknown uid 10223 pid 26458 call ←↩

SetEnabledSetting ( com . google . android . apps . messaging component = com . google . android . ims .←↩
binding . SystemBindingService , 1 , 0x1 , 0 )

6 12−05 1 7 : 4 8 : 2 8 . 5 1 9 26458 26492 I BugleRcsEngine : [ 1 3 6 4 ] bdre . run : SystemBindingManager : ←↩
SystemBinding enabled : true

7 12−05 1 7 : 4 8 : 2 8 . 5 2 0 26458 26492 I BugleRcsEngine : [ 1 3 6 4 ] bdrf . b : System Binding updated

8 12−05 1 7 : 4 7 : 0 4 . 0 2 2 3872 7096 E Battery : AppStats : Uid = 10317 ; pkgName = gr . winbank .←↩
mobilenext ; GpsPower = 1.253625 mAh ; GpsTotalPower = 0 . 0 mAh

By regularly checking logs (Listing 11), it is possible to identify potential security
risks and take the appropriate actions to mitigate them. For example, if the log contains
a message like “User logged in successfully”, this indicates that a user has successfully
logged into the app. However, if the log contains a message like “User login failed”, this
may indicate a potential security risk, such as an incorrect password or username used in
an attempted login. In this case, it would be important to investigate the issue further and
take appropriate action to secure the system, such as requiring the user to reset his/her
password or blocking the device’s IP address that made the failed login attempt.

4.2. Package Manager

The Package Manager is a system service on Android devices and is used to manage
the installation, removal, and updating of software packages. One of the tasks that can
be performed using the Package Manager is to enumerate the list of software packages
installed on the device. To do this, the following command can be used (Listing 12):

Listing 12: Enumerate installed packages.

1 pm list packages

This command (Listing 12) will display a list of all software packages installed on the
device, along with their package names and versions (Listing 13). For example, the output
of the command “pm list packages” might look as follows.

Listing 13: Installed software packages.

1 com . skype . raider : 8 . 6 6 . 0 . 1 2 3
2 cn . wps . xiaomi . abroad . lite : 6 . 2 . 2
3 com . aviapp . translator : 1 . 3 . 5
4 com . adobe . reader : 2 0 . 6 . 0
5 com . linkedin . android : 1 6 . 0 . 0 . 2 2 6
6 com . termux : 0 . 1 1 5

In this example, the package names are listed on the left, followed by the version
numbers in parentheses. The version number consists of three or four parts, separated by
periods. The first number indicates the major version, the second the minor version, and
the third the patch level. The fourth number, if present, indicates a build number.
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The command “pm list packages” can be used to obtain a list of all installed packages
on the device, or the “-f” flag can filter the output based on a specific package name or part
of a package name. For example, to list all installed packages that contain the word “skype”
in the package name, use the following command (Listing 14).

Listing 14: Filter by package name.

1 pm list packages −f " skype "

To retrieve detailed information about a package, you can use the following command
(Listing 15).

Listing 15: Retrieve package information.

1 pm dump <package_name>

The “<package_name>” argument should be replaced with the application’s package
name to obtain the relevant information. The package name is a unique identifier for each
application that the Android operating system uses to identify and manage the application.
The “pm dump” command will display detailed information about the specified package,
including its permissions, version, and signature. This information can be helpful when
debugging issues with the application or when trying to understand its behaviour. Here
are some examples of package names and the applications to which they correspond:

com.skype.raider This is the package name for the Skype (https://www.skype.com/,
accessed 20 February 2023) application, which is a messaging and video calling
application developed by Skype.

cn.wps.xiaomi.abroad.lite This is the package name for the WPS Office (https://www.
wps.com/, accessed 20 February 2023) application, which is a productivity suite
developed by Kingsoft Office Software Corporation.

com.adobe.reader This is the package name for the Adobe Acrobat Reader (https://get.
adobe.com/reader/), a PDF reader and annotator developed by Adobe Systems.

com.linkedin.android This is the package name for LinkedIn (https://www.linkedin.
com/, accessed 20 February 2023), which is a professional networking and job search-
ing application developed by LinkedIn Corporation.

com.termux This is the package name for Termux (https://github.com/termux/, accessed
20 February 2023), which is a terminal emulator and Linux environment for Android.

The package names can provide a way to identify and manage the applications
installed on an Android device.

4.3. AppOpsManager and Privilege Extraction

The following stanza (Listing 16) includes sample logs retrieved from an Android
smartphone using the Package Manager to enumerate the installed software packages.
These logs display the package names, version numbers, and permissions of the packages
installed on the device. Package names are unique identifiers assigned to each application
by the developer, while version numbers indicate the current version of the application
installed on the device. The permissions indicate the actions and data the application can
access on the device.

Listing 16: Example output from the permission parser.

1 com . linkedin . android
2 Uid mode : COARSE_LOCATION : ignore

3 FINE_LOCATION : ignore

4 READ_CONTACTS : ignore

5 WRITE_CONTACTS : ignore

6 READ_CALENDAR : ignore
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7 CAMERA : ignore

8 RECORD_AUDIO : ignore

9 READ_PHONE_STATE : ignore

10 SYSTEM_ALERT_WINDOW : default ; rejectTime=+2d18h29m18s525ms ago

11 READ_CLIPBOARD : allow ; time=+71d4h26m24s53ms ago

12 WAKE_LOCK : allow ; time=+10h57m51s192ms ago ; duration=+265ms
13 USE_BIOMETRIC : allow ; time=+1h41m59s218ms ago

The logs show the permissions of LinkedIn (https://www.linkedin.com/, accessed
20 February 2023), namely “com.linkedin.android”. By tracking the permissions of these
packages, it is possible to detect any abnormal usage of permissions, such as a game
requesting permission to write to external storage when it should not. This can help ensure
that the software packages are not violating any regulations or policies and do not present
any security risks to the device or its users. Another example (Listing 17) follows for the
Termux application.

Listing 17: Permissions on the Termux package.

1 com . termux
2 Uid mode : LEGACY_STORAGE : allow

3 ACCESS_MEDIA_LOCATION : ignore

4 SYSTEM_ALERT_WINDOW : ignore

5 READ_CLIPBOARD : allow ; time=+38d16h15m20s598ms ago

6 WRITE_CLIPBOARD : allow ; time=+38d16h21m13s703ms ago

7 START_FOREGROUND : allow ; time=+20d16h15m12s687ms ago ; duration=+40←↩
s7ms

8 MANAGE_EXTERNAL_STORAGE : default ; rejectTime=+64d2h40m4s128ms ago

The above logs (Listing 17) present the permissions requested by the Termux application for
Android. The application has been granted the “LEGACY_STORAGE”, “READ_CLIPBOARD”,
“WRITE_CLIPBOARD”, and “START_FOREGROUND” permissions by the user, but has not
been granted the “ACCESS_MEDIA_LOCATION” or “MANAGE_EXTERNAL_STORAGE”
permission. The application requests the following permissions:

• LEGACY_STORAGE: This permission allows the application to access the device’s
legacy storage directories, which may be used to store data compatible with older
versions of Android.

• ACCESS_MEDIA_LOCATION: This permission allows the application to access the
location metadata associated with media files on the device, such as photos and videos.

• SYSTEM_ALERT_WINDOW: This permission allows the application to display win-
dows on top of other applications, which may be used to display important informa-
tion or to provide additional functionality.

• READ_CLIPBOARD: This permission allows the application to read from the device’s
clipboard, which may be used to paste text or other data into the app.

• WRITE_CLIPBOARD: This permission allows the application to write to the device’s
clipboard, which may be used to copy text or other data from the app.

• START_FOREGROUND: This permission allows the application to start a foreground
service, which will continue to run even if the application is not in the foreground.

• MANAGE_EXTERNAL_STORAGE: This permission allows the application to man-
age the device’s external storage, such as an SD card, which may be used to store
application data or other files.

The temporal metrics “time” and “duration” for the permissions “READ_CLIPBOARD”,
“WRITE_CLIPBOARD”, and “START_FOREGROUND” serve to record the point in time when
the user granted the permission, as well as the duration for which the application has utilised
the permission. As an illustration, the “time” value for the “READ_CLIPBOARD” permission
reveals that the user authorisation was granted 38 days, 16 h, 15 min, 20 s, and 598 ms prior to the
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current time. Conversely, the “duration” value for the “START_FOREGROUND” permission
demonstrates that the application has been in possession of the permission for a period of 40 s
and 7 ms. In conclusion, these values furnish insight into the manner in which applications
obtain the permissions granted by the user.

The “Uid mode” values for each permission indicate how the application will handle
the permission. For example, the “ignore” value for the “ACCESS_MEDIA_LOCATION”
permission indicates that the application will not use the permission, even if it is granted
by the user. The “default” value for the “MANAGE_EXTERNAL_STORAGE” permission
indicates that the application will use the default system behaviour for permission, which
may be to ask the user for permission when the application attempts to access the protected
data or resource.

4.4. System Metrics

System or device metrics (Listing 18) are essential for monitoring the performance and
general status of an Android device. These metrics can provide valuable information about
various aspects of the device’s hardware, software, and network configuration, which can
be useful for troubleshooting issues, identifying trends, and optimising performance.

Listing 18: Example output of the system metrics retrieved from Android.

1 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 CoreID : 0 Cores : 1 Flags : fp asimd evtstrm aes pmull ←↩
sha1 sha2 crc32Mhz : 1872 Model : 0 xd03Stepping : 4 VendorID : ARMmetric : cpuinfo

2 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 CPU : 1 CoreID : 1 Cores : 1 Flags : fp asimd evtstrm aes ←↩
pmull sha1 sha2 crc32Mhz : 1872 Model : 0 xd03Stepping : 4 VendorID : ARMmetric : cpuinfo

3 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 CPU : 2 CoreID : 2 Cores : 1 Flags : fp asimd evtstrm aes ←↩
pmull sha1 sha2 crc32Mhz : 1872 Model : 0 xd03Stepping : 4 VendorID : ARMmetric : cpuinfo

4 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 CPU : 3 CoreID : 3 Cores : 1 Flags : fp asimd evtstrm aes ←↩
pmull sha1 sha2 crc32Mhz : 1872 Model : 0 xd03Stepping : 4 VendorID : ARMmetric : cpuinfo

5 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 available :1526226944 free : 133947392 metric :←↩
virtualmemtotal :2952015872 used :1327394816

6 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 load1 : 4 . 7 8 9 5 5 0 7 8 1 2 5 load15 : 5 . 0 2 2 4 6 0 9 3 7 5 load5 : 4 . 7 8 1 2 5←↩
metric : loadavg

7 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 bytesRecv : 288737228 bytesSent : 11125292 metric : netname←↩
: wlan0packetsRecv : 234757 packetsSent : 81621

8 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 bytesRecv : 1 7 6 bytesSent : 1 7 6 metric : netname :←↩
lopacketsRecv : 2 packetsSent : 2

9 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 metric : netname : rmnet2
10 2022−11−28 1 5 : 1 9 : 0 0 @date :11/28/2022 dst_ip : 2 1 3 . 6 3 . 1 3 0 . 2 4 3 dst_port : 4 4 3 family : 2 fd : 7 5←↩

metric : connectionspid : 21859 src_ip : 1 9 2 . 1 6 8 . 1 . 8 8 src_port : 48582 status : SYN_SENTtype : 1

The log messages (Listing 18) provide information about the device’s CPU, including
the core ID, the number of cores, the CPU flags, the CPU speed, and the CPU vendor ID
(Lines 1 to 5 in Listing 18). Other log messages provide information about the device’s
memory usage, load average (Line 6), network traffic (Line 7), and network connections
(Line 10). For example, one of the log messages indicates that the device has four CPU cores,
each with a speed of 1872 MHz. The log message also indicates that the CPU supports
various instruction sets, and details regarding the CPU (ARMv8-A) are provided. Other
log messages provide information about the device’s memory usage, including the total
amount of memory, free memory, and used memory. The log message indicates that the
device has 2.952.015.872 bytes of memory, with 1.327.394.816 bytes currently in use.

Finally, the log messages provide information about the device’s network connections,
including the source and destination IP addresses, the port numbers, the protocol family,
and the connection status. For example, one of the log messages indicates that the device
has established a network connection to the IP address 213.63.130.243 on port 443 using the
TCP protocol. The connection is currently in the “SYN_SENT” state, which indicates that
the device has sent a synchronisation request, but has not yet received a response.
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Each log message includes a timestamp indicating the date and time the message was
generated. The messages include fields such as the CPU core ID, the number of CPU cores,
the CPU flags, the CPU speed, and the CPU vendor ID. Other log messages provide informa-
tion about device memory usage, load average, network traffic, and network connections:

• CPU usage: This metric indicates the percentage of CPU currently being used by the
device. High CPU usage can indicate that the device is under heavy load and may be
experiencing performance issues.

• Memory usage: This metric indicates the amount of memory the device uses. High
memory usage can indicate that the device is running low on memory and may be
experiencing performance issues.

• Battery status: This metric indicates the device’s current battery level and charging
status. A low battery level can indicate that the device may need to be charged more
often or consumes a large amount of power.

• Network usage: This metric indicates the amount of data currently being transferred
over the network by the device. High network usage can indicate that the device is
transmitting or receiving a large amount of data, which can affect performance and
battery life.

Overall, these log messages provide a snapshot of the device’s performance and
configuration, which can be useful for troubleshooting issues and monitoring the device’s
health. By tracking and analysing these metrics, it is possible to monitor the performance
and overall status of an Android device. For example, if the device has high CPU usage
and a low battery level, it may be experiencing performance issues and may need to be
charged. Similarly, if memory usage is high, it could indicate that the device is running
low on memory or that a specific software package consumes a large amount of memory.
Regularly checking system metrics makes it possible to identify and address potential
performance and security issues on the device. Monitoring the system metrics makes
it possible to identify and address potential problems and ensure that the device runs
smoothly and securely.

5. Conclusions

This research paper presented Chidroid, an innovative mobile Android application for
collecting and distributing logs from smart healthcare and IoMT devices. With this cutting-
edge tool, healthcare professionals and IT administrators can easily gather critical log data
from a wide range of medical devices, including wearable fitness trackers and remote
monitoring systems. The intuitive interface allows users to view, filter, and analyse log data
in real-time, enabling them to quickly identify and address any potential security issues or
performance problems. Additionally, the application’s compatibility for distributing data to
cloud-based architectures allows for the easy distribution of logs to multiple stakeholders,
ensuring that everyone has access to vital information. This way, it is possible to transform
how healthcare and IoMT devices are managed. It is important to note that future applica-
tions that utilise the collected log data may necessitate the sanitisation and anonymisation
of the logs to address privacy concerns. Chidroid includes such functionalities, which are
not finalised and were not explained in the context of this research paper. Considering that,
this research paper assumed that the edge devices involved in log collection and analysis
are secured by implementing appropriate security protocols.

Chidroid enables a novel Android security system that can serve as a universal policy-
based tool to examine and find security issues in most Android versions by distributing
logs for analysis. The logs can contain valuable information about the device and its
applications, such as hardware and software information, system events, and running
applications. The metrics collected include battery status, network connections, virtual
memory, and CPU usage. These metrics are important for monitoring the performance
and overall state of the device. Logs and metrics are retrieved from the Android device
using the Logcat and Package Manager tools. Logs from Android devices can be useful for
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improving the security of Internet of Medical Things (IoMT) devices in a number of ways.
For example, logs can be used for security analysis as follows:

• Detect and diagnose security issues, such as unauthorised access or malicious activity
on the device.

• Track changes to the device’s configuration and identify potential security risks, such
as installing unauthorised software or enabling unsafe permissions.

• Monitor device usage and identify unusual or suspicious activity that may indicate a
security threat.

• Assist forensic investigations in the event of a security breach by providing a record of
events that can help identify the cause of the issue and the steps taken to resolve it.

Overall, logs can be an important resource for improving the security of IoMT devices
by providing visibility into the device’s activities and helping to detect and mitigate
potential security risks. In addition to logs, Chidroid directly retrieves various system
metrics from the Android device, including information about battery status, virtual
memory usage, and CPU usage. These metrics are important to monitor the performance
and overall state of the device. By regularly retrieving and analysing logs and system
metrics, Chidroid can help identify and mitigate potential security and privacy risks for
devices and the sensitive data they handle. It can also be used to extract datasets from
logs and use them to improve device performance and reliability. In general, Chidroid is a
powerful and versatile tool that can help ensure the safety and security of Android devices
in the smart healthcare and IoMT domains.

Future Work

There are several directions in which the Chidroid tool could be improved and ex-
tended in the future. Some potential areas of future work include the following:

• Improved log collection and analysis: The Chidroid system aims to enhance its security
posture by collecting and analysing logs. Currently, the focus is on securing and
protecting the privacy of Android devices. However, further analysis is needed to
define detection rules for security incidents. Advanced log analysis techniques such
as machine learning algorithms or statistical analysis could potentially provide insight
into the performance and security of the device. The security analysis of collected logs
represents a promising area for future research.

• Enhanced security and privacy: The Chidroid system is designed to identify and
mitigate security and privacy risks in Android devices. However, further analysis is
necessary to determine additional ways to improve protection. A key future milestone
will be to conduct a security analysis to support the development of more robust
detection rules.

• Extended testbed: An eHealth testbed will be established as a platform for conducting
experiments and evaluating the performance of the Chidroid system in real-world
eHealth applications. The testbed will be flexible and scalable, allowing for the testing
of various configurations and parameters.

• Performance assessment: A comprehensive evaluation method will be developed to
measure the impact of the Chidroid system in a more comprehensive manner regarding
the resource utilisation and performance. This will provide valuable information on
the potential of Chidroid as a solution for edge computing applications. Towards this
direction, more research will be conducted to examine the feasibility of reducing the
resource requirements by scaling down the continuous log retrieval process. The goal
is to decrease the CPU utilisation requirements and optimise the resource utilisation
of Chidroid.

• Compatibility: While there is potential to extend the Chidroid system to support iOS
devices, the current focus will remain solely on Android devices. This is due to the
greater opportunity for researching and addressing security and privacy challenges
on the open Android platform, as opposed to the closed architecture of iOS.
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In general, there are many opportunities to extend and improve the Chidroid tool to
make it an even more powerful and effective tool to track the performance, security, and
privacy of Android devices in the smart healthcare and IoMT domains.
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Abstract: (1) Background: Cancer is a leading cause of death worldwide and each year, approx-
imately 400,000 children develop cancer. Early detection of cancer greatly increases the chances
for successful treatment, while screening aims to identify individuals with findings suggestive of
specific cancer or pre-cancer before they have developed symptoms. Precise detection, however, often
mainly relies on human experience and this could suffer from human error and error with a visual
inspection. (2) Methods: The research of statistical approaches to analyze the complex structure of
data is increasing. In this work, an entropy-based fuzzy clustering technique for interval-valued
data (EFC-ID) for cancer detection is suggested. (3) Results: The application on the Breast dataset
shows that EFC-ID performs better than the conventional FKM in terms of AUC value (EFC-ID = 0.96,
FKM = 0.88), sensitivity (EFC-ID = 0.90, FKM = 0.64), and specificity (EFC-ID = 0.93, FKM = 0.92).
Furthermore, the application on the Multiple Myeloma data shows that EFC-ID performs better
than the conventional FKM in terms of Chi-squared (EFC-ID = 91.64, FKM = 88.26), Accuracy rate
(EFC-ID = 0.71, FKM = 0.60), and Adjusted Rand Index (EFC-ID = 0.33, FKM = 0.21). (4) Conclusions:
In all cases, the proposed approach has shown good performance in identifying the natural partition
and the advantages of the use of EFC-ID have been detailed illustrated.

Keywords: cancer detection; cancer classification; unsupervised classification; entropy regularization
procedure; penalized classification model; interval-valued data; imprecise data

1. Introduction

Cancer is a leading cause of death worldwide, accounting for nearly 10 million yearly
deaths. Moreover, each year, approximately 400,000 children develop cancer. Cancer mor-
tality is reduced when cases are detected and treated early. There are two components of
early detection: early diagnosis and screening. Early detection of cancer greatly increases
the chances for successful treatment, while screening aims to identify individuals with
findings suggestive of specific cancer or pre-cancer before they have developed symptoms.
Precise detection, however, often mainly relies on human experience and this could suffer
from human error and error with a visual inspection. To try to solve these problems there
is a demand for statistical/mathematical algorithms (e.g., supervised and unsupervised
classification models, machine learning approaches, latent class analysis, etc.) for the early
detection of tumors. Then, the efficiency and effectiveness of early diagnosis and screening
can be increased if tumors are detected and classified automatically through computers [1].

In the conventional statistical data analysis, usually point data are analyzed, i.e., exact
results of measurements that consist of features of the reference sample. These values can
be either directly observed as results of measurements (e.g., systolic and/or diastolic blood
pressure of a person) or can be observed as counts of a category (i.e., group) representing
called events (e.g., the gender of that person). However, in many real life applications,
the results of these measurements are never precise, and some degree of uncertainty that
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characterizes them exists.
The uncertainty of a measurement can be defined as the interval on the measurement

scale within which the true value lies with a specified probability when all sources of error
have been taken into account [2]. The quantification of this uncertainty could become an
important issue to treat in the area of the statistical quality of data. In the medical field,
chemists/biologists should be expected as standard practice to provide a statement of the
uncertainty alongside their estimated measure to make it into account in the data analysis
step [2,3]. In other words, a measurement cannot be properly interpreted without knowl-
edge of its uncertainty. In clinical practice, many rules and guidelines have been proposed
aiming to provide a general overview of the uncertainty concept in the measurement step
and make it into account for the data interpretation [4]. For some example, the reader
can refer to [5] which provided a review where a rule-based approach is suggested with a
number of the more common rules tabulated for the routine calculation of measurement
uncertainty, and [6] which provided a systematic review regarding uncertainty tolerance in
the health and healthcare-related outcomes.

The research of statistical approaches to analyze the complex structures of data is
increasing. A lot of attention is focused on the methodologies to treat complex datasets
where the data features are uncertain (called imprecise data). The simplest structure of
imprecise data is the interval-valued data [7–9]. An interval-valued data can be formalized
as xij = [xij, x̄ij], i = 1, . . . , n and j = 1, . . . , J, where xij is the j-th interval-valued variable
observed on the i-th observation, xij and x̄ij denote the lower and upper bounds of the
interval, respectively, (i.e., the extreme values registered for the j-th interval-valued variable
on the i-th observation). Then, in a n × J interval-valued data matrix, each observation
is represented as a hyperrectangle (in R

J) having 2J vertices [10]. However, in this work,
we use a simpler notation of interval-valued data, consisting to consider centers and radii,
separately. In particular i for the centers we indicate C the n× J centers matrix whose generic
element cij = 2−1(xij + x̄ij) is the center (i.e., the midpoint) of the associated interval; ii
for the radii we define R the n × J radii matrix whose generic element rij = 2−1(x̄ij − xij)
is the radius of the associated interval. Then, by considering this reformulation of the
interval-valued data, the complete interval-valued matrix can be formalized as follows:

X ≡ {
xij = [cij, rij] : i = 1, . . . , n; j = 1, . . . , J

}
. (1)

In Figure 1, a bi-dimensional artificial dataset is represented. In this dataset two groups
of 50 subjects classified as normotensive (black color with μ′ = [75, 140]) and hypertensive
(red color with μ′ = [100, 210]) have been simulated. In the left plot of Figure 1, the dataset
is represented in ordinary form (i.e., with a radius equal to zero), while in the right one, the
dataset is represented in interval-valued form (i.e., with a radius bigger than zero). In the
literature on data analysis, a great deal of attention is paid to statistical methods to treat
interval-valued data, in different research areas [7–9,11–13].

In a classical cluster analysis framework different interesting methods have been
suggested. In particular, Ref. [14] proposed a clustering method for symbolic data; Ref. [15]
proposed a similarity measure for comparing interval-valued data and a modified agglom-
erative method for clustering symbolic data. Ref. [16] proposed a partitional dynamic
clustering method for interval data based on adaptive Hausdorff distances; Ref. [17] sug-
gested clustering methods for interval data based on single adaptive distances.

However, an interesting line of research has focused on clustering of interval-valued
data based on fuzzy approaches, where the weighting exponent m controls the extent of
membership sharing between fuzzy clusters [7,18–21]. Ref. [22] remarked that this “strange”
parameter is unnatural and has no physical meaning. Then, in the above objective function,
we may remove m, but in this case, the procedure cannot generate the membership update
Equations [23]. To this purpose, Refs. [22,24] suggested a new approach to fuzzy clustering
by proposing the so-called Maximum Entropy Inference Method. The idea underlies the
paper by [25] where the trade-off between fuzziness and compactness is dealt with by
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introducing a unique objective function reformulating the maximum entropy method in
terms of regularization of the fuzzy c-means (FCM) function.

Figure 1. Artificial data generated by two bi-variate Normal distributions. To the left we have a
dataset in an ordinary form; to the right, we have an interval-valued dataset.

In the literature, many authors proposed the entropy-based approach as regularization
in fuzzy clustering modeling. In particular, Ref. [26] proposed an entropy-based fuzzy
clustering method that automatically identifies the number and initial locations of cluster
centers. Successively, it removes all data points having a similarity larger than a threshold
with the chosen cluster center. The procedure is repeated till all data points are removed;
Refs. [27,28] suggested a generalized objective function with additional variables. These au-
thors consider a covariance matrix and show an equivalence between their Kullback–Leibler
(KL) fuzzy clustering and the Gaussian mixture model. The method of fuzzy clustering
using the KL information is called the entropy-based method of FCM; Ref. [29] suggested
an axiomatic derivation of the Maximum Entropy Inference (and also of the possibilistic)
clustering approach, based on a unifying principle of physics, that of Extreme Physical
Information (EPI) defined by [30]; Ref. [23] suggest fuzzy unsupervised clustering models
based on Shannon entropy regularization in order to classify time-varying data; Ref. [31]
proposed a new fuzzy clustering method based on FCM and the relative entropy is added
to its objective function as a regularization function to maximize the dissimilarity between
clusters; Ref. [32] presented an entropy-based FCM segmentation method that incorporates
the uncertainty of classification of individual pixels within the classical framework of FCM;
Ref. [33] showed a novel method considering noise intelligently based on the existing FCM
approach, called adaptive-FCM and its extended version (adaptive-REFCM) in combination
with relative entropy; more recently, Ref. [34] proposed an entropy-based regularization
approach to fuzzify the partition and to weight features, enabling the method to capture
more complex patterns, identify significant features, and yield better performance facing
high-dimensional data. Notice that the here-cited proposals on the models with entropy-
based regularization, regard applications on ordinary point data.

Following this research line, in this work, an entropy-based fuzzy clustering technique
for interval-valued data for cancer detection is suggested. The novelty of this statistical
approach is to consider the uncertainty of the data in the classification procedure using
the standard deviation of data variables as a measure of the uncertainty. Moreover, the
presence of an entropy-based regularization redresses the uncertainty among the statistical
units, especially in the boundary region guarantying a more precise classification with
respect to the other competitor models. The model is named entropy-based fuzzy clustering
for interval-valued data (EFC-ID). Since for all kinds of cancer, it is particularly important
to improve the accuracy of early diagnosis, and that conventional early diagnosis mainly
relies on human experience, an automatic classification procedure can be improved the
cancer detection in screening stages.

The paper is organized as follows: in Section 2 the principal ingredients of EFC-ID
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approach are provided; in Section 3 the mathematical structure and the algorithm of the
model are described; in Section 4 a detailed simulation study and comparison with other
fuzzy and not fuzzy clustering models for interval-valued data is proposed; in Section 5 the
results obtained by the EFC-ID application on empirical data are shown; finally, in Section 6
some concluding remarks and the lines for future research in this field are provided.

2. Principal Ingredients

In this section, the principal ingredients of the entropy-based fuzzy clustering ap-
proach for interval-valued data (EFC-ID) are provided. The fundamental ingredients of
this classification model are (i) the dissimilarity/distance measure to consider, and (ii) the
entropy regularization approach applied in the fuzzy clustering framework.

2.1. Euclidean Distance

The generic interval-valued data pertaining to the i-th observation with respect to the
j-th interval-valued feature can be shown as the pair (cij,rij), i = 1, . . . , n and j = 1, . . . , J,
where cij denotes the center and rij the radius of the interval.

In the literature, several metrics have been suggested for interval-valued. In this
paper, we adopt a weighted distance measure, proposed by [35]. In this case, the distance
between each pair of observations is measured by separately considering the distances for
the centers and the radii of the interval-valued data and using a suitable weighting system
for such distance components. Formally, by considering the i-th and i′-th observations,
we have

d(x̃i, x̃i′) =
[
w2

c d2(ci, ci′) + w2
r d2(ri, ri′)

] 1
2 , (2)

where d2(ci, ci′) = ‖ci − ci′ ‖2 is the squared Euclidean distance between the centers and
d2(ri, ri′) = ‖ri − ri′ ‖2 is the squared Euclidean distance between the radii, while wc and
wr are suitable weight for the center component and the radius component, respectively.

Moreover, we assume the following conditions: (i) wc +wr = 1 (normalization condition)
and (ii) wc ≥ wr ≥ 0 (coherence condition). In particular, by means of the coherence condition
we manage to exclude the anomalous case where the radius component, which represents
the uncertainty around the centers of the interval-valued data, has more importance than
the center component, which represents the core information of each interval-valued datum.
Furthermore, through the normalization condition we can easily assess, in a comparative
fashion, the contributions of the center and radius components in the distance computation.

The distance measure shown in Equation (2) has the following properties:

1. d(x̃i, x̃i′) is a metric, i.e., the properties of identity, non-negativity, symmetry, and the
triangular inequality are satisfied (for details see [8]).

2. d(x̃i, x̃i′) is computationally easy and theoretically intuitive.
3. d(x̃i, x̃i′) tunes suitable the contribution of the (squared) distance measures of the

center and radius components of the interval-valued data by means of a weighting
system capable to assign objectively (by means of an optimization process) or subjec-
tively (by means of the expertise and experience of the researcher) weights to the two
distance components.

2.2. Shannon Entropy Regularization

In this paper, we focus on the entropy regularization approach in a fuzzy clustering
framework because is known that the maximum entropy principle, as applied to fuzzy
clustering, provides a new perspective to face the problem of fuzzifying the clusterization
of the units, while ensuring the maximum of compactness of the obtained clusters [23,33].
The former objective is achieved by maximizing the entropy (i.e., the uncertainty) of the
classification of the units into the various clusters. The latter objective is obtained by
constraining the above maximization process in such a way as to minimize the overall
distance of the units from the cluster prototypes (i.e., to maximize cluster compactness). In
other words, we use an entropy-based FCM segmentation method that incorporates the
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uncertainty of classification of individuals within the classical framework of FCM [32].
Through this technique, the Shannon entropy measure is employed in the objective

function of FCM to redress the uncertainty among the statistical units, especially in the
boundary region. Additionally, given the nature of our data (i.e., interval-valued), a
weighted distance measure proposed by [35] is adopted. In this case, the distance between
each pair of observations is measured by separately considering the distances for the centers
and the radii of the interval-valued data and using a suitable weighting system for such
distance components.

3. Model and Algorithm

The proposed model has been processed through the statistical software R Studio
release 2022.02.0. The algorithm and dataset used in the simulation study and empirical
applications are uploaded on the following web page: https://github.com/mfordellone/
EFC-ID (accessed on 1 February 2023).

3.1. Optimization Problem

Let X be a n × J interval-valued data matrix. Given the distance measure shown in
Equation (2), in which we assume that the weights (i.e., wc and wr) are objectively computed
during the clustering process, we can classify observations within a fuzzy framework, by
means of the entropy-based fuzzy clustering (EFC-ID) model, characterized as follows:

min JEFC−ID(U, X̃, w) =
n

∑
i=1

k

∑
g=1

uig

[
w2

c d2(ci, cg) + w2
r d2(ri, rg)

]
+

+ p
n

∑
i=1

k

∑
g=1

uiglog(uig)

s.t.
k

∑
g=1

uig = 1, uig ≥ 0,

wc ≥ wr ≥ 0, wc + wr = 1.

(3)

where uig indicates the membership degree of the i-th unit in the g-th cluster; d2(x̃i, x̃g) is
the squared version of Equation (2) between the i-th unit and the centroid in the g-th cluster;
ci and ri are the centers and radii of the i-th unit, respectively; cg and rg are the centroids
of the centers and radii in the g-th cluster, respectively; p ∑n

i=1 ∑k
g=1 uiglog(uig) is the fuzzy

entropy function; p is a weight factor, called degree of fuzzy entropy, similar to the weight
exponent m used in the fuzzy k-means approach and represents the uncertainty associated
with each statistical unit which is defined as the Shannon entropy [22–24]. To simplify
things, we can set wc = (1 − w) and wr = w. In this way, the normalization condition is
satisfied and the coherence condition turns into 0 ≤ w ≤ 0.5. Then, the objective function
became:

min JEFC−ID(U, X̃, w) =
n

∑
i=1

k

∑
g=1

uig

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]
+

+ p
n

∑
i=1

k

∑
g=1

uiglog(uig)

s.t.
k

∑
g=1

uig = 1, uig ≥ 0,

0 ≤ w ≤ 0.5

(4)
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By solving the constrained quadratic minimization problem shown in Equation (4)
via Lagrangian multiplier method, we obtain the optimal solutions uig and w. In particular,
by considering the following Lagrangian function:

Lm(uig, λ, w) =
n

∑
i=1

k

∑
g=1

uig

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]
+

+ p
n

∑
i=1

k

∑
g=1

uiglog(uig)− λ

(
k

∑
g=1

uig − 1

)
,

(5)

and setting the first partial derivatives with respect uig and λ equal zero, we obtain

∂Lm(uig, λ, w)

∂uig
= 0 ⇔

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]
+

+ p(log(uig) + 1)− λ = 0,
(6)

∂Lm(uig, λ, w)

∂λ
= 0 ⇔

k

∑
g=1

uig − 1 = 0. (7)

From Equation (6), we obtain

log(uig) =
1
p

[
λ −

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]]
− 1, (8)

and then

uig = exp
[

λ

p
− 1

p

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]
− 1

]
. (9)

By considering Equation (7):

exp
(

λ

p
− 1

)
=

1

∑k
g=1

[
1

exp
[
(1/p)[(1 − w)2d2(ci, cg) + w2d2(ri, rg)]

]
] , (10)

and by replacing Equation (10) in Equation (9), we obtain

uig =
1

∑k
g′=1

⎡
⎣ exp

[
(1/p)[(1 − w)2d2(ci, cg) + w2d2(ri, rg)]

]
exp

[
(1/p)[(1 − w)2d2(ci, cg′) + w2d2(ri, rg′)]

]
⎤
⎦

. (11)

The normalization condition for w is implicitly satisfied. To take into account the
coherence condition, observing that Equation (5) is a parabola with respect to w, the optimum
value of w results in the minimum between the abscissa of its vertex and 0.5 [8], i.e.,

w = min

{
∑n

i=1 ∑k
g=1 uig

[
d2(ci, cg)

]
∑n

i=1 ∑k
g=1 uig

[
d2(ci, cg) + d2(ri, rg)

] , 0.5

}
. (12)

Finally, we compute the centroids for the centers and radii through the steps shown in
Equations (13) and (14), respectively.
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∂JEFC−ID(U, X̃, w)

∂cg
= 0 ⇔

n

∑
i=1

uig

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]
+ p

n

∑
i=1

uiglog(uig) = 0 ⇔
n

∑
i=1

uig

[
(1 − w)2(c2

i + 2cicg + c2
g) + w2(r2

i + 2rirg + r2
g)
]

+ p
n

∑
i=1

uiglog(uig) = 0 ⇔
n

∑
i=1

uig

[
(1 − w)2(ci + cg)

]
= 0 ⇔

cg =
∑n

i=1 uigci

∑n
i=1 uig

.

(13)

∂JEFC−ID(U, X̃, w)

∂rg
= 0 ⇔

n

∑
i=1

uig

[
(1 − w)2d2(ci, cg) + w2d2(ri, rg)

]
+ p

n

∑
i=1

uiglog(uig) = 0 ⇔
n

∑
i=1

uig

[
(1 − w)2(c2

i + 2cicg + c2
g) + w2(r2

i + 2rirg + r2
g)
]

+ p
n

∑
i=1

uiglog(uig) = 0 ⇔
n

∑
i=1

uig

[
w2(ri + rg)

]
= 0 ⇔

rg =
∑n

i=1 uigri

∑n
i=1 uig

.

(14)

In order to show an example of application we consider the bi-dimensional interval-
valued dataset described in Introduction. In Table 1 are shown the mean and variance of
centers and radii used to generate 300 observations of a bi-dimensional interval-valued
data with a structure of three groups (i.e., 100 observations for each cluster).

Table 1. Clusters mean and variance of an artificial interval-valued dataset.

Centers Radii

Cluster 1 Cluster 2 Cluster 3 Cluster 1 Cluster 2 Cluster 3

μ1 0 −10 10 μ1 0 −3 3
μ2 −10 10 10 μ2 −3 3 3

σ2
1 5 5 5 σ2

1 2 2 2
σ2

2 5 5 5 σ2
2 2 2 2

By applying the EFC-ID model on this dataset, we have the results shown in Figure 2.
Then, the centroids of centers and radii have been correctly identified with the Adjusted
Rand index (ARI) value equal to 1.
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Figure 2. Partition identified by the EFC-ID model of an artificial interval-valued data. The clusters
are highlighted through different colors.

3.2. Entropy-Based Fuzzy Clustering Algorithm

In the following, we show the algorithm for the EFC-ID model. Fixed p (degree of fuzzy
entropy), k (the number of clusters) and maxiter (the maximum number of iterations), and
set iter = 0, the EFC-ID Algorithm 1 is composed of the following steps:

Algorithm 1 Entropy-based fuzzy clustering algorithm.

1: Randomly generate the membership matrix Uiter subject to constraints shown in (4);
iter = iter+1

2: Given Uiter−1, compute the centroids for the centers and radii Citer−1 and Riter−1;
3: Compute witer−1 according Equation (12);
4: Update the membership matrix Uiter according Equation (11);
5: if ‖Uiter − Uiter−1‖ > ε & iter < maxiter ;

go to step 2.
6: else

exit loop.
7: Return: the membership matrix U,

the centroids for the centers and radii C and R,
the weight w,
the number of iteration iter.

Notice that, given the constraints on U, the algorithm can be expected to be rather
sensitive to local optima. For this reason, it is recommended the use of some randomly
started runs to find the best solution.

3.3. Cluster Validity Indices

The first step of the EFC-ID application is the choice of the optimal degree of fuzzy
entropy. For this purpose, two cluster validity indices are considered: the partition coefficient
index (VPC) and the partition entropy measure (VPE). The former one can be viewed as a
mean over the n units of Onicescu’s information energy [36] in a fuzzy setting:

VPC =
1
n

n

∑
i=1

k

∑
g=1

u2
ig, (15)

the latter one is the same measure in an entropy-based setting [23]:

VPE = − 1
n

n

∑
i=1

k

∑
g=1

uiglog(uig). (16)
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Both VPC and VPE measure the degree of the overlapping among clusters. Moreover,
VPC is a decreasing function of p in the fuzzy entropy objective function, while VPE is an
increasing function of this parameter.

Then, given the number of clusters k, an optimal value of p is the value at which
VPC = VPE, obtaining a good compromise between maximizing the separation of clusters
(i.e., the VPC minimization), and optimizing the fuzziness degree of classification (i.e., the
VPE maximization). This criterion can be used to choose the optimal number of clusters also.

4. Simulation Study

To investigate the performance of the entropy-based fuzzy clustering (EFC-ID) model,
a simulation study has been carried out. The aim of this simulation study is to study the
behavior of EFC-ID in different cases that could be occurred in empirical applications (e.g.,
well-separated and not well-separated clusters, presence of fuzzy points, groups structure
applied on centers, on radii, or on both, etc.). In particular, is very interesting to study the
EFC-ID model in terms of weights (w) estimate and identification of the natural partition
for different degrees of entropy.

The proposed model has also been compared with other fuzzy clustering models for
interval-valued data, i.e., fuzzy k-means clustering (FKM) proposed by [35] and fuzzy
relational clustering (FRC), and with other crisp models, i.e., hierarchical clustering (HC).
Moreover, EFC-ID has been also compared with another version of the entropy-based
clustering model, i.e., the entropy-based fuzzy clustering model for point data (here called
EFC) and the entropy-based clustering for interval-valued data (EC-ID).
For FRC and HC a dissimilarity measure for interval-valued data based on OR proposed
by [37] has been used.

Regarding the simulation scheme, three data generation scenarios have been con-
sidered. In each scenario, the simulated dataset is constructed in such a way that two
well-separated clusters (k = 2) with the same size are generated (i.e., cluster 1: 1, . . . , n/2,
cluster 2: n/2 + 1, . . . , n). Following the simulation line proposed by [8,19,21], we have:

• centers-radii scenario, where the centers and the radii of the interval-valued data gener-
ated have a group structure.

• centers scenario, where the radii of the interval-valued data are all randomly generated,
while the centers of the data generated have a group structure.

• radii scenario, where the centers of the interval-valued data are all randomly generated,
while the radii of the data generated have a group structure.

In Table 2, the details on the simulated scheme are shown.

Table 2. Data generation in the simulation scheme.

Scenario Centers Radii

centers-radii Cluster 1: U[0, 1] Cluster 1: U[0, 1]
Cluster 2: U[3.5, 4.5] Cluster 2: U[1.5, 2.5]

centers Cluster 1: U[0, 1] Cluster 1: U[0, 2]
Cluster 2: U[3.5, 4.5] Cluster 2: U[0, 2]

radii Cluster 1: U[0, 2] Cluster 1: U[0, 1]
Cluster 2: U[0, 2] Cluster 2: U[1.5, 2.5]

Each simulated dataset is composed of one hundred objects (n = 100) and two interval-
valued variables (J = 2). Moreover, for the purpose of evaluating the fuzzy clustering
performances of the proposed model in presence of fuzzy points (i.e., data points with
memberships degree for each cluster equal to 0.5), three different percentages of fuzzy
points (1, 5, and 10%) have been included in the 100 objects. In this way, we have 4 different
datasets for each scenario. Note that for each scenario the data-generating process has been
replicated 300 times. Finally, we have also set three values of the fuzziness parameter m
(1.1, 1.5, and 2, respectively) and three values of the fuzzy entropy parameter p (0.10, 0.20,
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and 0.40), to detect how the clustering performance is affected by these parameters. For the
hierarchical clustering model, HC (i.e., hard clustering), the single linkage and the complete
linkage approaches have been considered.

For evaluating the performance of the model the Frobenius distance (Fdist) computed
between the natural (generated) memberships matrix Uc and the memberships matrix Û

obtained by the model, has been used. This approach is often used as a stopping rule in
some fuzzy clustering algorithms [38]. The Frobenius distance has been then averaged over
the 300 simulation runs.

The results are presented in Table 3 with respect to different percentages of fuzzy
points, different fuzziness/fuzzy entropy parameters, and different linkage methods.
Table 3 shows that the average values of Fdist recorded for EFC-ID and HC are exactly
equal to zero in the case of well-separated clusters (i.e., the natural partition is correctly
identified by the model), whereas FKM shows Fdist values slightly higher. Another remark-
able finding is that the clustering performance of our proposed model is slightly affected
by the percentage of fuzzy points with respect to the other models, especially when the
degree of fuzzy entropy increases. Moreover, EFC-ID shows better performance than all the
other approaches especially in the radii scenario. Notice that all the results of the not fuzzy
approaches can be compared with EFC-ID when p = 0.2 (i.e., the medium fuzziness degree).

Table 3. Clustering models performance with well-separated clusters (0% of fuzzy points) and not
well-separated clusters (1%, 5%, 10% of fuzzy points).

Centers-Radii Centers Radii
Fuzzy Points Fdist w Fdist w Fdist w

Entropy-based fuzzy clustering for interval-valued data (EFC-ID)

p = 0.10

0% 0.000 0.490 0.000 0.200 0.023 0.500
1% 0.000 0.500 0.158 0.254 0.140 0.500
5% 1.578 0.500 1.581 0.380 0.665 0.500

10% 2.236 0.500 2.236 0.445 1.664 0.500

p = 0.20

0% 0.000 0.490 0.000 0.200 0.522 0.492
1% 0.014 0.500 0.043 0.254 0.513 0.493
5% 1.480 0.500 1.544 0.381 0.580 0.496

10% 2.231 0.500 2.232 0.445 0.902 0.500

p = 0.40

0% 0.000 0.490 0.000 0.200 7.062 0.338
1% 0.006 0.500 0.017 0.254 7.028 0.340
5% 0.996 0.500 1.205 0.388 6.887 0.350

10% 2.092 0.500 2.097 0.452 6.707 0.364

Fuzzy k-means clustering (FKM)

m = 1.10

0% 0.000 0.490 0.000 0.200 0.021 0.500
1% 0.016 0.500 0.171 0.254 0.284 0.500
5% 1.593 0.500 1.623 0.382 1.275 0.500

10% 2.236 0.500 2.239 0.445 2.178 0.500

m = 1.50

0% 0.002 0.492 0.005 0.202 0.632 0.500
1% 0.014 0.500 0.048 0.257 0.641 0.500
5% 1.556 0.500 1.729 0.407 0.730 0.500

10% 2.475 0.500 2.527 0.490 1.112 0.500

m = 2.00

0% 0.176 0.500 0.533 0.500 7.071 0.338
1% 0.178 0.500 0.540 0.500 7.036 0.340
5% 0.995 0.500 1.603 0.500 6.892 0.350

10% 2.245 0.500 2.574 0.500 6.708 0.364
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Table 3. Cont.

Centers-Radii Centers Radii
Fuzzy Points Fdist w Fdist w Fdist w

Fuzzy relational clustering (FRC)

m = 1.10

0% 5.584 - 5.670 - 5.257 -
1% 5.815 - 5.630 - 5.315 -
5% 5.773 - 5.606 - 5.275 -

10% 5.769 - 5.480 - 5.955 -

m = 1.50

0% 0.125 - 3.428 - 4.433 -
1% 0.496 - 2.565 - 4.232 -
5% 1.554 - 2.765 - 4.112 -

10% 2.428 - 2.548 - 4.233 -

m = 2.00

0% 0.796 - 1.673 - 8.342 -
1% 0.827 - 1.842 - 8.661 -
5% 1.234 - 1.662 - 7.844 -

10% 2.139 - 1.992 - 7.645 -

Hierarchical clustering (HC)

Single linkage

0% 0.000 - 1.400 - 2.144 -
1% 0.707 - 3.659 - 2.558 -
5% 1.581 - 8.483 - 2.799 -

10% 2.283 - 9.105 - 2.721 -

Complete linkage

0% 0.000 - 0.009 - 2.144 -
1% 0.707 - 0.723 - 2.558 -
5% 1.581 - 1.613 - 2.799 -

10% 2.236 - 2.286 - 2.721 -

Concerning the weights, we can note that wc = ws = 0.5 in the centers-radii scenario
(i.e., when the variability of data is balanced between centers and radii) and in the radii
scenario (i.e., when the variability of radii is higher than the variability of centers and then,
ws assume the maximum value). Finally, wc ≥ ws when the variability of centers is higher
than the variability of radii (i.e., in the centers scenario).

In order to complete the evaluation of the proposed model, we have compared the
EFC-ID results with the entropy-based fuzzy clustering model for point data (EFC) and the
entropy-based clustering (EC-ID) model (i.e., the crisp version for interval-valued data). In
Table 4, all the results are reported. The results in Table 4 show that the EFC-ID performance
is better also than other entropy-based clustering models.

Table 4. Clustering models performance with well-separated clusters (0% of fuzzy points) and not
well-separated clusters (1%, 5%, 10% of fuzzy points).

Centers-Radii Centers Radii
Fuzzy
Points

Fdist w Fdist w Fdist w

Entropy-based fuzzy clustering for interval-valued data (EFC-ID)

p = 0.10

0% 0.000 0.490 0.000 0.200 0.023 0.500
1% 0.000 0.500 0.158 0.254 0.140 0.500
5% 1.578 0.500 1.581 0.380 0.665 0.500
10% 2.236 0.500 2.236 0.445 1.664 0.500

p = 0.20

0% 0.000 0.490 0.000 0.200 0.522 0.492
1% 0.014 0.500 0.043 0.254 0.513 0.493
5% 1.480 0.500 1.544 0.381 0.580 0.496
10% 2.231 0.500 2.232 0.445 0.902 0.500

p = 0.40

0% 0.000 0.490 0.000 0.200 7.062 0.338
1% 0.006 0.500 0.017 0.254 7.028 0.340
5% 0.996 0.500 1.205 0.388 6.887 0.350
10% 2.092 0.500 2.097 0.452 6.707 0.364
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Table 4. Cont.

Centers-Radii Centers Radii
Fuzzy
Points

Fdist w Fdist w Fdist w

Entropy-based fuzzy clustering for point data (EFC)

p = 0.10

0% 0.000 - 0.000 - 9.387 -
1% 0.547 - 0.547 - 9.360 -
5% 1.581 - 1.581 - 9.269 -
10% 2.236 - 2.236 - 9.145 -

p = 0.20

0% 0.000 - 0.000 - 9.136 -
1% 0.100 - 0.100 - 9.108 -
5% 1.581 - 1.581 - 9.015 -
10% 2.236 - 2.236 - 8.886 -

p = 0.40

0% 0.000 - 0.000 - 8.480 -
1% 0.030 - 0.030 - 8.452 -
5% 1.572 - 1.572 - 8.348 -
10% 2.236 - 2.236 - 8.213 -

Entropy-based clustering for interval-valued data (EC-ID)

0% 0.000 0.490 0.000 0.200 0.566 0.500
1% 0.706 0.500 0.707 0.254 0.625 0.500
5% 1.581 0.500 1.581 0.380 1.571 0.500
10% 2.236 0.500 2.236 0.445 2.236 0.500

5. Empirical Applications

In this section, we show the results obtained by the entropy-based fuzzy clustering
(EFC-ID) model in two empirical applications. For replication purposes, the reader can refer
to the R-scripts and datasets uploaded on the following web page: https://github.com/
mfordellone/EFC-ID (accessed on 1 February 2023). Notice that for the classification we
assume that the observed diagnosis groups are unknown (i.e., unsupervised classification),
and subsequently, we use the natural partitions of datasets to evaluate the diagnostic
performance of the models.

5.1. Breast Cancer Wisconsin Data

In this subsection an analysis of the Breast Cancer Wisconsin (Diagnostic) dataset is per-
formed (https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(diagnostic),
accessed on 1 February 2023). This data set was created by [39] and it has been very used
for training of statistical methods (e.g., [40]). The endpoint of this statistical analysis is
to unsupervised classify the kind of breast cancer (i.e., benign or malignant). The dataset
consists of 569 patients: 357 with benign diagnosis and 212 with malignant status. Table 5
shows the features average by a breast cancer diagnosis.

Table 5. Breast Cancer Wiscosin: features average by diagnosis.

Benign Malignant p-Value
(n = 357) (n = 212)

radius 12.1 ± 1.78 17.5 ± 3.20 <0.001
texture 17.9 ± 4.00 21.6 ± 3.78 <0.001

perimeter 78.1 ± 11.8 115 ± 22 <0.001
area 463 ± 134 978 ± 368 <0.001

smoothness 0.09 ± 0.01 0.10 ± 0.01 <0.001
compactness 0.08 ± 0.03 0.15 ± 0.05 <0.001

concavity 0.05 ± 0.04 0.16 ± 0.07 <0.001
concave points 0.02 ± 0.01 0.09 ± 0.03 <0.001

symmetry 0.17 ± 0.02 0.19 ± 0.03 <0.001
fractal dimension 0.06 ± 0.01 0.06 ± 0.01 0.880

For each feature we have the average ± standard deviation.

In order to include the variability/uncertainty that characterizes the dataset in the
classification procedure, the radii have been fixed equal to the standard deviation of data-
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features and then the EFC-ID model for malignant breast cancer diagnosis has been applied
to the obtained interval-valued dataset. For comparison purposes, also the conventional
fuzzy k-means clustering (FKM) for interval-valued data has been applied. This is because
FKM is the major competitor model of EFC-ID, showing the best results in the simulation
study. Figure 3a,b show the ROC curves obtained by the EFC-ID and FKM approaches,
respectively. From Figure 3 we can see that EFC-ID outperforms the FKM with the AUC
value equal to 0.9647 (CI 95% 0.9495–0.9778) against the 0.8770 (CI 95% 0.8621–0.9066)
obtained by FKM.

(a) (b)
Figure 3. ROC curves obtained by the EFC-ID and FKM approaches. (a) ROC curve obtained by
EFC-ID approach; (b) ROC curve obtained by FKM approach.

Table 6 shows the performance indexes computed on the results obtained by the two
approaches. Notice that, in this application, the optimal entropy parameter p has been
fixed to 0.5.

Table 6. Performance indexes obtained by EFC-ID and FKM for malignant breast cancer diagnosis.

EFC-ID FKM

Estimate Lower * Upper * Estimate Lower * Upper *
Sensitivity 0.896 0.847 0.934 0.643 0.596 0.738
Specificity 0.934 0.895 0.955 0.916 0.903 0.977

Pos.Pred.Val. 0.864 0.811 0.906 0.898 0.821 0.963
Neg.Pred.Val. 0.937 0.906 0.960 0.666 0.614 0.743
Youden index 0.812 0.762 0.862 0.546 0.411 0.658

Accuracy 0.909 0.882 0.931 0.845 0.800 0.877
Error rate 0.091 0.069 0.118 0.177 0.132 0.188

* 95% exact confidence interval.

From the performance table, we can see that EFC-ID showed better performance than
FKM in terms of global performance, Sensibility, Specificity, and Negative Predictive Value.
However, the Specificity and the Positive Predictive Value obtained by FKM are better
but, unfortunately, also the false negative rate increases. In this case, it seems that FKM
unbalances the weights in favor of centers (wc = 0.97), providing a result similar to the
simple FCM for point data (i.e., when wc = 1), and showing a high rate of false negative
events. Conversely, the entropy regularization of EFC-ID guarantees a better balancing
of weights (wc = 0.65). Moreover, we think that the high rate of false negative events
obtained by FKM is a serious problem in the cancer detection field. In particular, false
negative event tests at diagnosis of early disease and of relapse resulted in diagnostic and
therapeutic delays.
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5.2. Multiple Myeloma Data

In this subsection, an analysis of the Multiple Myeloma Data available in survminer
R-package is performed (https://cran.r-project.org/web/packages/survminer/survminer.
pdf, accessed on 1 February 2023). Multiple Myeloma data is extracted from publicly
available gene expression data (GEO Id: GSE4581). The endpoint of this statistical analysis
is to unsupervised classify the molecular groups of Multiple Myeloma. The original dataset
consists of 256 patients with the IMWG molecular cytogenetic classification as shown in
Table 7. However, since there is a large number of groups, we have selected a sub-sample
including in the analysis only three molecular groups: Hyperdiploid, MAF, and MMSET
(i.e., 131 patients). In this dataset, we have six features that correspond to six different gene
expressions (i.e., CCND1, CRIM1, DEPDC1, IRF4, TP53, and WHSC1). Table 8 shows the
gene expression average by molecular groups of Multiple Myeloma.

Table 7. Multiple Myeloma Data: IMWG molecular cytogenetic classification.

Molecular Group # Patients

Cyclin D-1 22
Cyclin D-2 43

Hyperdiploid 66
Low bone disease 31

MAF 21
MMSET 44

Proliferation 29

Table 8. Multiple Myeloma Data: gene expression average by molecular groups.

Hyperdiploid MAF MMSET p-Value
(n = 66) (n = 21) (n = 44)

CCND1 1280 ± 1500 434 ± 765 427 ± 602 <0.001
CRIM1 73 ± 174 59 ± 91 482 ± 392 <0.001

DEPDC1 169 ± 111 382 ± 356 311 ± 236 0.006
IRF4 14,500 ± 3850 12,700 ± 4930 12,300 ± 3950 0.013
TP53 1880 ± 669 1350 ± 1040 1240 ± 475 <0.001

WHSC1 139 ± 136 481 ± 454 8100 ± 4560 <0.001
For each feature we have the average ± standard deviation.

Furthermore, in this case, in order to include the variability/uncertainty that char-
acterizes the dataset in the classification procedure, the radii have been fixed equal to
the standard deviation of data-features and then the EFC-ID model has been applied for
molecular group identification. Such as the previous subsection, the conventional fuzzy
k-means (FKM) for interval-valued data has been applied for comparison purposes. Notice
that, in this application, the optimal entropy parameter p has been fixed to 0.25. In order to
evaluate the performance of both approaches, three different evaluation criteria have been
used (i.e., the Chi-Squared Index [41], the Accuracy rate and the Adjusted Rand Index [42]).
The results obtained are shown in Table 9.

Table 9. Performance indexes obtained by EFC-ID and FKM for Multiple Myeloma classification.

EFC-ID FKM

Chi-Squared 91.636 88.257
Accuracy 0.710 0.601

Adjusted Rand Index 0.329 0.211

Furthermore, in this case, the three evaluation criteria show an EFC-ID performance
gain than the conventional FKM. In particular, both the empirical applications show that
FKM, unlike EFC-ID, unbalances the weights in favor of centers (wc = 0.97), providing a
result similar to the simple FCM for point data (i.e., when wc = 1), and then neglecting
the information included in the uncertainty of data. Therefore, the important contribution
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of this proposal is the use of entropy regularization which improves the separability of
groups and their homogeneity without neglecting the degree of uncertainty characterized
by the data.

6. Concluding Remarks

Following a fuzzy approach, in this paper, a new fuzzy clustering technique for
interval-valued data is suggested. In particular, by considering a suitable weighted dis-
tance, we propose a fuzzy clustering model with entropy regularization (i.e., the EFC-ID
model). Moreover, an approach has been proposed where the uncertainty that characterizes
the data has been considered in the classification procedure using the degree of variability
to estimate it.

The principal advantages of this approach consist of (i) the use of entropy regular-
ization approach in a fuzzy clustering framework is the maximum entropy principle that
provides a new perspective to facing the problem of fuzzifying the clusterization of the
units while ensuring the maximum of compactness of the obtained clusters; (ii) including
the uncertainty of the data in the classification procedure leads more homogeneous and
separated groups partitions; (iii) the multi-group approach facilitates the use of this ap-
proach for other purposes as stages detection, response classes identification, prognosis
classification, etc.); (iv) the external procedure of uncertainty recognition leads to fix a
different kind of interval measures (e.g., specific percentile differences); (v) the weighted
distance guarantees that the point data has a bigger weight than the radii. In this way, the
risk to associate the biggest relevance to the uncertainty in the classification procedure is
reduced.

Conversely, the principal disadvantages consist of (i) the unknown membership func-
tion of the imprecise data; (ii) the approach could suffer in the case of a small sample size
which inflates the radii.

To investigate the performance and effectiveness of the proposed model a simulation
study has been carried out. In particular, the aim of the simulation study has been to study
the behavior of the EFC-ID model in terms of weights (w) estimate and identification of the
natural partition for different degrees of entropy in different cases that could be occurred
in empirical applications: (i) well-separated clusters, (ii) not well-separated clusters (i.e.,
when fuzzy points there are in the data structure), (iii) groups structure applied on centers
only, on the radii only, or on both. Results have shown that the proposed approach is
more able to distinguish the natural clusters as well as to identify prototypes with respect
to other methodologies. The proposed model has been compared with crisp and fuzzy
models for interval-valued data. We have also analyzed two real case studies. In all cases,
the proposed approach has shown good performance in identifying the natural partition
and the advantages of the use of EFC-ID have been detailed illustrated.

For future research could be interesting to embed a cross-validation approach in
EFC-ID to select different uncertainty measures with respect to the standard deviation
(e.g., inter-quartile range) in order to obtain also non-symmetrical imprecise data (e.g.,
trapezoidal data [43].
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Abstract: In nature, everything is regular and orderly arranged. The degree of derailment from
geometry is related to the disarrangement of living tissues associated with diseases. In the diagnostic
field, fractal analysis calculates the fractal dimension (FD), a numerical measure of the degree of
regularity of a tissue or structure. As for oral lesions, fractal analysis has been reported to determine
the degree of irregular tissue/vascularization derailment mathematically, and this event has been
correlated with the nature of the lesion. The purpose of this paper is to evaluate the scientific literature
on the fractal analysis of oral cancer and its precursors (oral potentially malignant disorders, OPMDs)
to convey whether the specific fractal dimension may be predictive of cancer or the cancerous
progression of OPMDs. For this purpose, three databases (PubMed, Scopus, and ISI Web of Science)
were investigated according to the PRISMA checklist to answer the following query: “Is fractal
analysis a support method to diagnose oral cancer and distinguish it from its precursors?” The risk of
biases was also assessed. All original articles published in English were considered; letters, reviews,
editorials, and proceedings were excluded.

Keywords: fractal dimension; fractal analysis; oral oncology; oral carcinoma; OPMDs; OSCC

1. Introduction

Cancers of the lips and oral cavity (ICD C00-06) (oral cancer, OC) are a significant
global health concern, with rising incidence in many parts of the world. The last statis-
tics available from the International Agency for Cancer Research (IARC) are related to
2020 and reported 377,713 new cases, a 5-year prevalence of 959,248, and a mortality of
177,757 [1]. OC may arise on apparently healthy oral mucosa or from precursor lesions
and conditions with an increased risk of malignancy, collectively named "oral potentially
malignant disorders" (OPMDs) [2]. The heterogeneous clinical patterns of OPMDs and OC
at its early stages, together with their misdiagnosis, lead to the diagnosis of OC often at
its advanced stages, when lymph nodal and distant metastases are already present, and
thus are responsible for high mortality and morbidity (related to poor life expectancy and
quality) [3–5].

Biopsy procedures and related histopathological assessments are still the gold standard
for diagnosing oral lesions suspected of OC [6]. However, various methods (salivary
markers, liquid biopsies) and tools (imaging systems) have been developed to obtain more
accurate, noninvasive, and timely diagnoses for effective treatments and improved patient
outcomes [7–10].
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In recent years, rising numbers of digitally assisted medical procedures have been born,
as eHealth has irrupted our lives. eHealth, by the definition given by the World Health
Organization, is “the cost-effective and secure use of information and communications
technologies (ICT) in support of health and health-related fields” [11].

One such innovative approach to oral-health-related challenges is fractal analysis.
Fractal analysis (FA) is a mathematical and computational tool that quantitatively assesses
the so-called fractal dimension (FD) of a natural or artificial thing called a “fractal object”,
whose irregular and highly intricate structures repeat at different scales, with the peculiar
phenomenon of “self-similarity” [12]. Indeed, the shape of a fractal object is usually given
by the repetition of regular shapes reproducing its geometry at different scales, thus having
a peculiar FD. Another critical point of FA is the “measuring complexity”: FA quantifies the
intricate and complex nature of objects that may not have a well-defined, smooth geometry,
thus providing a more nuanced understanding of irregular shapes and patterns.

Last, it must be considered that various methods can be employed to calculate fractal
dimensions. Each method emphasizes different aspects of the fractal structure. The more
common method to measure FD is the box-counting method and its variants, as follows [13]:

• The box-counting method is based on a grid of multiple small boxes at different scales
superimposed on the fractal object to analyze and count the boxes needed to cover the
object; the relationship between box size and the number of boxes gives the FD.

• Box-counting in 2D (Minkowski–Bouligand dimension) is an extension of the box-
counting method wherein the box size is varied, and the relationship between box size
and the number of boxes is analyzed.

• Box-counting in 3D is an extension of the box-counting method to three-dimensional
objects. Three-dimensional boxes are used to cover the fractal, and the relationship
between box size and the number of boxes is analyzed.

Independently from these methods, to simplify, the higher the FD, the more chaotic
and irregular the geometry of an object. An example of the application of FA in medicine is
when the fractal object is a histopathological specimen: healthy tissues have low FD due to
the regularity of their shapes, but the progressive derailment that occurs during pathology
or cancerization leads to the disarrangement of their fractal geometry, which will be more
complex and is expressed as an increase in its FD [14,15].

On these bases, fractal analysis, when applied to clinical and histological images, can
quantitatively assess the complexity and irregularity of structures within these images, thus
allowing characterizing and distinguishing patterns, textures, and structures in various
medical applications such as diagnosing diseases and evaluating tissue properties [16].
In oncology, fractal analysis has shown its utility for diagnosing, staging, or prognosis
of various cancer types, including those of the oropharynx area [17]. This approach can
enhance diagnostic accuracy and improve the understanding of the disease’s progression
at a microscopic level. Through a comprehensive review, this work aims to explore the
application of fractal analysis to diagnose oral cancer and OPMDs to provide scientific
evidence to determine whether fractal dimensioning can improve oral cancer diagnosis.

2. Research Methods

2.1. Protocol, Focused Question

This review was performed according to the Preferred Reporting Items for Systematic
Reviews and Meta-Analysis (PRISMA) [18]. The search was conducted by investigating
three different databases (PubMed, Scopus, and the ISI Web of Science, or WoS) to answer
the following focused question: “Is fractal analysis a valid support method to diagnose oral
cancer or its precursors in humans?”

2.2. Search and Selection Strategy

The research strategy consisted of the following terms and their synonyms, used in
a single query and combined with the Boolean operators (AND, OR): fractal dimension,
fractal analysis, oral oncology, oral carcinoma, oral squamous cell carcinoma, oral cancer,
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oral potentially malignant disorders, lip cancer, actinic cheilitis, leukoplakia, erythroplakia,
oral lichen planus, oral ulcers, oral submucous fibrosis, reverse smokers, lupus erythemato-
sus, dyskeratosis congenita, epidermolysis bullosa, chronic hyperplastic candidiasis, oral
lichenoid lesions, exophytic verrucous hyperplasia, oral lesions of graft vs. host disease.

The search was conducted in all databases without any restrictions on year of publi-
cation, type of publication, language, or species studied. The research and export phase
ended on 31 July 2023, and a re-check for novel published articles was performed on
20 September.

The PICO strategy was considered to focus the question [19]:

- The study population (P) consists of humans with oral cancer and oral potentially
malignant disorders;

- The intervention (I) was fractal analysis for diagnostic purposes;
- The comparison (C) was with the conventional gold standard diagnosis;
- The outcome (O) was the evaluation of the capability of fractal analysis to diagnose

oral cancer and distinguish among oral cancer, oral potentially malignant disorders,
and non-neoplastic oral lesions and diseases;

- The study designs (S) included cross-sectional studies, retrospective cohort studies,
prospective comparative studies, case-control studies, case series, and case reports.

The following articles were eligible: original studies on humans that underwent
fractal analysis (from different kinds of sources, later reported), available full text, and
published in English. The exclusion criteria were studies on animal or cellular models. All
the reviews, letters, proceedings, meeting abstracts, and editorials were excluded from
qualitative analysis but were read for searching the eventually cross-referenced eligible
articles. Further exclusion criteria included languages different from English and lack of
full-text availability. Two authors performed the quality assessment of the articles (M.C.
and F.F.) while, in case of disagreement, a third reviewer was involved (F.D.S.). Data from
the eligible papers were organized in tables summarizing, for any study, the reference,
the aims, the methods, the sample source that had undergone fractal analysis (clinical
macroscopic photographs of the lesions, histological samples at microscopic resolution,
vessel architecture, and so on. . .), the main findings, and the conclusions.

3. Characteristics of the Studies

A total of 110 articles were identified. After removing 57 duplicates and 16 articles
considered ineligible because of a language different from English or the type (reviews,
systematic reviews, editorials, letters, proceedings, and meeting abstracts), the remaining
37 records were screened for inclusion/exclusion criteria by considering their title/abstract.
According to this screening, two works not meeting the inclusion criteria were excluded. In
total, 35 full texts were read, and 27 of them, fulfilling all the requirements, were considered
eligible at the end of the selection (Figure 1).

The 27 eligible studies were published over 30 years (1993–2022) from different coun-
tries of origin. Forty-four percent of them were published by Indian research
groups [20–31], followed by, per number, four works from Greece [32–35], three from
Italy [36–38], and the remaining papers from different countries, such as the UK [39],
Romania [40], Germany [41], Canada [42], Taiwan [43], China [44], Poland [45], and
Spain [46]. All the main characteristics of the studies are reported in Table 1.

198



Appl. Sci. 2024, 14, 777

T
a

b
le

1
.

M
ai

n
ch

ar
ac

te
ri

st
ic

s
of

th
e

st
ud

ie
s.

F
ir

st
A

u
th

o
r,

(Y
e

a
r)

,
C

o
u

n
tr

y
A

im
s

o
f

th
e

S
tu

d
y

S
a

m
p

le
S

o
u

rc
e

(F
ra

ct
a

l
O

b
je

ct
)

M
e

th
o

d
o

f
F

ra
ct

a
l

D
im

e
n

si
o

n
C

a
lc

u
la

ti
o

n

M
e

th
o

d
s,

N
u

m
b

e
r

o
f

C
a

se
s,

a
n

d
T

y
p

e
o

f
L

e
si

o
n

M
a

in
F

in
d

in
g

s
C

o
n

cl
u

si
o

n
s

1
La

nd
in

i
(1

99
3)

,U
K

[3
9]

To
qu

an
ti

ta
ti

ve
ly

in
ve

st
ig

at
e

nF
D

of
no

rm
al

an
d

ca
nc

er
ou

s
or

al
ep

it
he

lia
l

ce
ll

nu
cl

ei

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

nu
cl

ei
as

se
ss

m
en

ti
n

O
C

Ya
rd

st
ic

k
m

et
ho

d
fo

r
fr

ac
ta

ld
im

en
si

on
es

ti
m

at
io

n

To
ta

lo
f7

62
nu

cl
ei

of
10

O
C

an
d

no
rm

al
or

al
m

uc
os

a,
di

gi
ta

liz
ed

im
ag

es
fr

om
tr

an
sm

is
si

on
el

ec
tr

on
m

ic
ro

sc
op

e
( ×

14
00

)

St
at

is
ti

ca
lly

si
gn

ifi
ca

nt
di

ff
er

en
ce

s
in

FD
of

O
C

nu
cl

ei
vs

.n
or

m
al

ce
lls

’
nu

cl
ei

C
on

fir
m

ed
po

te
nt

ia
l

us
e

of
FA

fo
r

di
ag

no
si

s
an

d
pr

og
no

si
s

of
m

al
ig

na
nc

y.

2
G

ou
tz

an
is

(2
00

8)
,

G
re

ec
e

[3
2]

To
ev

al
ua

te
th

e
nF

D
in

ti
ss

ue
sp

ec
im

en
s

fr
om

pa
ti

en
ts

w
it

h
O

C

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

nu
cl

ei
as

se
ss

m
en

ti
n

O
C

Im
pl

em
en

ta
ti

on
of

bo
x-

co
un

ti
ng

al
go

ri
th

m
in

a
sp

ec
ia

lly
de

si
gn

ed
ap

pl
ic

at
io

n
(F

ra
ct

al
ys

er
)

H
is

to
lo

gi
ca

ls
ec

ti
on

s
fr

om
48

O
C

an
d

17
he

al
th

y
co

nt
ro

ls
to

qu
an

ti
fy

nF
D

us
in

g
bo

x-
co

un
ti

ng
m

et
ho

d

nF
D

m
ea

n
va

lu
es

si
gn

ifi
ca

nt
ly

in
cr

ea
se

d
fr

om
he

al
th

y
m

uc
os

a
to

w
el

ld
iff

er
en

ti
at

ed
an

d
po

or
ly

di
ff

er
en

ti
at

ed
O

C
.O

C
-n

FD
m

ea
n

va
lu

es
w

er
e

hi
gh

er
th

an
no

rm
al

m
uc

os
a.

Pa
ti

en
ts

w
it

h
FD

lo
w

er
th

an
th

e
m

ed
ia

n
va

lu
e

of
th

e
sa

m
pl

e
ha

d
st

at
is

ti
ca

lly
si

gn
ifi

ca
nt

hi
gh

er
su

rv
iv

al
ra

te
s.

nF
D

w
as

pr
ov

ed
to

be
an

in
de

pe
nd

en
t

pr
og

no
st

ic
fa

ct
or

of
su

rv
iv

al
in

or
al

ca
nc

er
pa

ti
en

ts
.

3
G

ou
tz

an
is

,
(2

00
9)

,
G

re
ec

e
[3

3]

To
ev

al
ua

te
th

e
va

sc
ul

ar
FD

s
in

O
C

to
as

se
ss

th
ei

r
po

te
nt

ia
lv

al
ue

as
fa

ct
or

s
re

fle
ct

in
g

an
gi

og
en

es
is

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

va
sc

ul
ar

as
se

ss
m

en
ti

n
O

C

Bo
x-

co
un

ti
ng

al
go

ri
th

m
us

in
g

th
e

Fr
ac

ta
ly

se
r

so
ft

w
ar

e

H
is

to
lo

gi
c

se
ct

io
ns

fr
om

48
O

C
an

d
17

he
al

th
y

co
nt

ro
ls

to
qu

an
ti

fy
va

sc
ul

ar
FD

O
C

pr
es

en
te

d
st

at
is

ti
ca

lly
si

gn
ifi

ca
nt

hi
gh

er
m

ea
n

va
lu

es
of

va
sc

ul
ar

FD
co

m
pa

re
d

w
it

h
no

rm
al

m
uc

os
a.

V
as

cu
la

r
FD

w
as

a
re

lia
bl

e
in

di
ca

to
r

of
an

gi
og

en
es

is
in

or
al

m
al

ig
na

nt
tu

m
or

s.

4
M

ar
ga

ri
te

sc
u,

(2
01

0)
,

R
om

an
ia

[4
0]

To
as

se
ss

th
e

ge
om

et
ry

of
th

e
ly

m
ph

at
ic

ve
ss

el
s

in
or

al
m

uc
os

a
ut

ili
zi

ng
fr

ac
ta

l
an

al
ys

is

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

ly
m

ph
at

ic
ve

ss
el

s
as

se
ss

m
en

ti
n

O
C

Pe
ri

m
et

er
st

ep
pi

ng
al

go
ri

th
m

us
in

g
Im

ag
e-

Pr
o

Pl
us

so
ft

w
ar

e
(M

ed
ia

C
yb

er
ne

ti
cs

,I
nc

.,
Be

th
es

da
,M

D
,U

SA
)

C
om

pa
ri

so
n

be
tw

ee
n

im
m

un
oh

is
to

ch
em

is
tr

y
im

ag
es

of
20

O
C

w
it

h
tu

m
or

-f
re

e
re

se
ct

io
n

m
ar

gi
ns

C
om

pa
ri

so
n

be
tw

ee
n

co
nt

ou
r

FD
va

lu
es

of
di

ff
er

en
tp

at
ho

lo
gi

ca
l

co
nd

it
io

ns
of

th
e

sa
m

e
ar

ea
sh

ow
ed

no
st

at
is

ti
ca

lly
si

gn
ifi

ca
nt

di
ff

er
en

ce
.

R
es

ul
ts

no
ts

ta
ti

st
ic

al
ly

si
gn

ifi
ca

nt

5
K

ri
sh

na
n,

(2
01

1)
,

In
di

a
[3

0]

To
im

pr
ov

e
th

e
cl

as
si

fic
at

io
n

ac
cu

ra
cy

ba
se

d
on

di
ff

er
en

t
te

xt
ur

al
fe

at
ur

es
fo

r
th

e
de

ve
lo

pm
en

to
f

co
m

pu
te

r-
as

si
st

ed
sc

re
en

in
g

of
O

SF

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

fib
ro

si
s

in
O

SF

M
od

ifi
ed

di
ff

er
en

ti
al

bo
x-

co
un

ti
ng

w
it

h
se

qu
en

ti
al

al
go

ri
th

m

In
vo

lv
ed

45
O

SF
pa

ti
en

ts
an

d
10

he
al

th
y

co
nt

ro
ls

fo
r

a
to

ta
lo

f9
0

im
ag

es
of

no
rm

al
or

al
m

uc
os

a,
42

O
SF

w
it

ho
ut

dy
sp

la
si

a,
an

d
26

O
SF

w
it

h
dy

sp
la

si
a.

C
om

pa
re

d
te

xt
ua

l
fe

at
ur

es
ob

ta
in

ed
us

in
g

FA
an

d
ot

he
r

te
xt

ur
al

te
ch

ni
qu

es
.

Th
e

co
m

bi
na

ti
on

of
FD

w
it

h
ot

he
r

te
xt

ur
al

an
al

ys
es

le
d

to
th

e
hi

gh
es

t
ac

cu
ra

cy
of

88
.3

8%
fo

r
cl

as
si

fic
at

io
n.

C
om

bi
ni

ng
m

or
e

th
an

tw
o

te
xt

ur
e

m
ea

su
re

s
is

m
os

te
ff

ec
ti

ve
in

ch
ar

ac
te

ri
zi

ng
O

SF
su

bt
yp

es
.

6
K

ri
sh

na
n,

(2
01

2)
,

In
di

a
[2

0]

To
an

al
yz

e
co

lla
ge

n
fib

er
s

in
th

e
su

be
pi

th
el

ia
lc

on
ne

ct
iv

e
ti

ss
ue

fo
r

ac
cu

ra
te

O
SF

sc
re

en
in

g
an

d
cl

as
si

fic
at

io
n

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

FA
of

fib
ro

si
s

in
O

SF
D

iff
er

en
ti

al
bo

x-
co

un
ti

ng

U
se

d
60

no
rm

al
an

d
59

O
SF

im
ag

es
ta

ke
n

fr
om

hi
st

op
at

ho
lo

gi
ca

l
sa

m
pl

es
.T

he
se

gm
en

ta
ti

on
of

co
lla

ge
n

fib
er

s
fr

om
hi

st
ol

og
ic

al
im

ag
es

w
as

pe
rf

or
m

ed
us

in
g

ne
ur

al
ne

tw
or

ks
on

co
lo

r
ch

an
ne

ls
.

Te
xt

ur
al

fe
at

ur
es

w
er

e
ex

tr
ac

te
d

fr
om

co
lla

ge
n

ar
ea

s
us

in
g

fr
ac

ta
l

m
et

ho
ds

lik
e

di
ff

er
en

ti
al

bo
x-

co
un

ti
ng

.

F
fr

ac
ta

lf
ea

tu
re

s
of

co
lla

ge
n

un
de

r
G

au
ss

ia
n

tr
an

sf
or

m
at

io
n

im
pr

ov
es

cl
as

si
fic

at
io

n
pe

rf
or

m
an

ce
fr

om
80

.6
9%

to
90

.7
5%

.

FA
si

gn
ifi

ca
nt

ly
im

pr
ov

ed
th

e
cl

as
si

fic
at

io
n

of
he

al
th

y
an

d
O

SF
ti

ss
ue

s.

7
R

aj
a,

(2
01

2)
,

In
di

a
[2

1]

To
in

ve
st

ig
at

e
th

e
us

ef
ul

ne
ss

of
te

xt
ur

e
an

al
ys

is
in

th
e

O
C

ch
ar

ac
te

ri
za

ti
on

To
ev

al
ua

te
it

s
ef

fe
ct

iv
en

es
s

in
di

st
in

gu
is

hi
ng

be
tw

ee
n

di
ff

er
en

tg
ra

de
s

of
tu

m
or

s

C
om

pu
te

d
to

m
og

ra
ph

y
of

O
C

D
iff

er
en

ti
al

bo
x-

co
un

ti
ng

C
om

pa
re

d
21

co
m

pu
te

d
to

m
og

ra
ph

y
im

ag
es

of
O

C
pa

ti
en

ts
.

Tw
o

R
O

Is
w

er
e

id
en

ti
fie

d:
on

e
at

th
e

si
te

of
th

e
le

si
on

an
d

th
e

ot
he

r
on

th
e

no
rm

al
,u

na
ff

ec
te

d
si

de
of

th
e

bu
cc

al
m

uc
os

a.
Te

xt
ur

e
an

al
ys

is
m

ea
su

re
s,

sp
ec

ifi
ca

lly
FD

an
d

gr
ay

le
ve

lc
o-

oc
cu

rr
en

ce
m

at
ri

x
(G

LC
M

),
in

bo
th

R
O

Is
.

St
at

is
ti

ca
lly

si
gn

ifi
ca

nt
di

ff
er

en
ce

s
be

tw
ee

n
th

e
m

ea
n

FD
an

d
G

LC
M

pa
ra

m
et

er
s

of
th

e
le

si
on

R
O

Ia
nd

th
e

no
rm

al
R

O
I

FD
de

m
on

st
ra

te
d

it
s

us
ef

ul
ne

ss
in

di
st

in
gu

is
hi

ng
be

tw
ee

n
no

rm
al

an
d

pa
th

ol
og

ic
al

ti
ss

ue
s,

bu
ti

tc
ou

ld
no

tp
la

y
a

ro
le

in
tu

m
or

gr
ad

in
g

de
te

ct
io

n.

199



Appl. Sci. 2024, 14, 777

T
a

b
le

1
.

C
on

t.

F
ir

st
A

u
th

o
r,

(Y
e
a
r)

,
C

o
u

n
tr

y
A

im
s

o
f

th
e

S
tu

d
y

S
a
m

p
le

S
o

u
rc

e
(F

ra
ct

a
l

O
b

je
ct

)

M
e
th

o
d

o
f

F
ra

ct
a
l

D
im

e
n

si
o

n
C

a
lc

u
la

ti
o

n

M
e
th

o
d

s,
N

u
m

b
e
r

o
f

C
a
se

s,
a
n

d
T

y
p

e
o

f
L

e
si

o
n

M
a
in

F
in

d
in

g
s

C
o

n
cl

u
si

o
n

s

8
K

la
tt

,(
20

14
),

G
er

m
an

y
[4

1]

To
as

se
ss

th
e

po
te

nt
ia

lo
f

ca
lc

ul
at

ed
fr

ac
ta

ld
im

en
si

on
FD

of
ti

m
e-

re
so

lv
ed

au
to

flu
or

es
ce

nc
e

in
di

sc
ri

m
in

at
in

g
tu

m
or

s
fr

om
he

al
th

y
ti

ss
ue

s
of

th
e

or
al

ca
vi

ty

H
is

to
lo

gi
ca

l
flu

or
es

ce
nc

e
in

O
C

Fr
ac

ta
l

di
m

en
si

on
ba

se
d

on
ti

m
e-

re
so

lv
ed

au
to

flu
or

es
-

ce
nc

e
sp

ec
tr

a

H
is

to
lo

gi
ca

ls
am

pl
es

fr
om

15
O

C
an

d
22

he
al

th
y

co
nt

ro
ls

.A
ft

er
ti

m
e-

re
so

lv
ed

flu
or

es
ce

nc
e

m
ea

su
re

m
en

ts
,t

he
FD

w
as

ca
lc

ul
at

ed
by

us
in

g
an

al
go

ri
th

m
ba

se
d

on
th

e
no

n-
ex

po
ne

nt
ia

ld
ec

ay
be

ha
vi

or
of

au
to

flu
or

es
ce

nc
e.

FD
w

as
si

gn
ifi

ca
nt

ly
hi

gh
er

in
O

C
th

an
in

he
al

th
y

ti
ss

ue
s,

at
86

%
sp

ec
ifi

ci
ty

an
d

10
0%

se
ns

it
iv

it
y.

FD
,b

as
ed

on
ti

m
e-

re
so

lv
ed

au
to

flu
or

es
ce

nc
e

sp
ec

tr
a,

ha
d

pr
om

is
in

g
po

te
nt

ia
li

n
re

al
-t

im
e

de
te

ct
io

n
of

O
C

.

9
Sp

yr
id

on
os

,
(2

01
4)

,
G

re
ec

e
[3

4]

To
qu

an
ti

fy
th

e
m

or
ph

ol
og

ic
al

ir
re

gu
la

ri
ti

es
of

th
e

lo
w

er
lip

bo
rd

er
,t

o
va

lid
at

e
it

s
di

sc
ri

m
in

at
iv

e
po

w
er

in
so

la
r

ch
ei

lo
si

s
di

ag
no

si
s,

an
d

to
pr

ov
id

e
su

pp
or

ti
ve

to
ol

s
to

w
ar

d
co

st
ef

fe
ct

iv
e,

no
ni

nv
as

iv
e

di
se

as
e

m
on

it
or

in
g

C
lin

ic
al

pi
ct

ur
e

of
ac

ti
ni

c
ch

ei
lit

is

Bo
x-

co
un

ti
ng

m
et

ho
d

an
d

Se
vc

ik
ap

-
pr

ox
im

at
io

n

C
lin

ic
al

pi
ct

ur
es

fr
om

50
su

bj
ec

ts
w

er
e

us
ed

.T
w

o
di

ff
er

en
tm

et
ho

ds
fo

r
es

ti
m

at
in

g
FD

w
er

e
em

pl
oy

ed
:t

he
bo

x-
co

un
ti

ng
m

et
ho

d
(F

D
bc

)a
nd

a
m

et
ho

d
pr

op
os

ed
by

Se
vc

ik
(F

D
s)

.

FD
yi

el
de

d
th

e
hi

gh
es

ta
cc

ur
ac

y
in

di
sc

ri
m

in
at

in
g

pa
ti

en
ts

fr
om

co
nt

ro
ls

,
re

su
lt

in
g

in
98

%
se

ns
it

iv
it

y
an

d
94

%
sp

ec
ifi

ci
ty

.

FA
to

ev
al

ua
te

lip
co

nt
ou

r
ir

re
gu

la
ri

ti
es

m
ig

ht
be

ef
fe

ct
iv

e
in

di
st

in
gu

is
hi

ng
he

al
th

y
lip

s
fr

om
so

la
r

ch
ei

lo
si

s-
af

fe
ct

ed
lip

s.

10
Bo

se
,(

20
15

),
C

an
ad

a
[4

2]

To
pr

op
os

e
a

m
et

ho
d

th
at

in
te

gr
at

es
m

ul
ti

pl
e

hi
st

op
at

ho
lo

gi
ca

lf
ea

tu
re

s
of

th
e

tu
m

or
m

ic
ro

en
vi

ro
nm

en
t

in
to

a
si

ng
le

,d
ig

it
al

pa
th

ol
og

y-
ba

se
d

bi
om

ar
ke

r
us

in
g

nF
D

an
al

ys
is

M
ic

ro
ar

ra
y

nu
cl

ei
ev

al
ua

ti
on

D
A

PI
-s

ta
in

ed
im

ag
es

of
ti

ss
ue

m
ic

ro
ar

ra
y

(T
M

A
)c

or
es

Bo
x-

co
un

ti
ng

A
to

ta
lo

f1
07

co
ns

ec
ut

iv
e

O
C

pa
ti

en
ts

w
er

e
cl

as
si

fie
d

us
in

g
nF

D
sc

or
es

of
nu

cl
ei

st
ai

ne
d

w
it

h
D

A
PI

fr
om

TM
A

.

H
ig

h
nF

D
w

as
si

gn
ifi

ca
nt

ly
as

so
ci

at
ed

w
it

h
pT

-s
ta

ge
an

d
R

T.
H

ig
h

nF
D

of
th

e
to

ta
lt

um
or

m
ic

ro
en

vi
ro

nm
en

tw
as

si
gn

ifi
ca

nt
ly

as
so

ci
at

ed
w

it
h

im
pr

ov
ed

di
se

as
e-

sp
ec

ifi
c

su
rv

iv
al

.
H

ig
h

nF
D

w
as

si
gn

ifi
ca

nt
ly

as
so

ci
at

ed
w

it
h

hi
gh

tu
m

or
pr

ol
if

er
at

io
n

an
d

ly
m

ph
at

ic
in

va
si

on
.

nF
D

an
al

ys
is

in
te

gr
at

es
kn

ow
n

pr
og

no
st

ic
fa

ct
or

s
fr

om
th

e
tu

m
or

m
ic

ro
en

vi
ro

nm
en

t,
su

ch
as

pr
ol

if
er

at
io

n
an

d
im

m
un

e
in

fil
tr

at
io

n,
in

to
a

si
ng

le
di

gi
ta

l
pa

th
ol

og
y-

ba
se

d
bi

om
ar

ke
r.

11
Lu

cc
he

se
,

(2
01

5)
,I

ta
ly

[3
6]

To
as

se
ss

lo
ca

lv
as

cu
la

r
ar

ch
it

ec
tu

re
in

at
ro

ph
ic

-e
ro

si
ve

O
LP

O
PL

ca
pi

lla
ro

sc
op

y
Bo

x-
co

un
ti

ng

U
se

d
31

O
LP

pa
ti

en
ts

an
d

32
he

al
th

y
co

nt
ro

ls
.T

he
im

ag
es

ca
pt

ur
ed

w
it

h
ca

pi
lla

ro
sc

op
y

w
er

e
co

nv
er

te
d

to
8-

bi
t

gr
ay

sc
al

e,
an

d
th

e
bo

x-
co

un
ti

ng
m

et
ho

d
w

as
us

ed
to

as
se

ss
th

e
FD

.

St
at

is
ti

ca
lly

si
gn

ifi
ca

nt
di

ff
er

en
ce

s
in

th
e

FD
of

ve
ss

el
s’

de
ns

it
y

in
O

LP
an

d
he

al
th

y
co

nt
ro

ls

M
ic

ro
ve

ss
el

de
ns

it
y

an
al

ys
is

co
ul

d
be

us
ed

as
a

pa
ra

m
et

er
in

de
te

rm
in

in
g

po
te

nt
ia

l
m

al
ig

na
nt

pr
og

re
ss

io
n

of
O

LP
le

si
on

s,
bu

tm
or

e
st

ud
ie

s
ar

e
ne

ed
ed

.

12
M

in
ci

on
e,

(2
01

5)
,I

ta
ly

[3
7]

To
in

ve
st

ig
at

e
FD

as
an

O
C

pr
og

no
st

ic
to

ol
by

co
rr

el
at

in
g

FD
va

lu
es

w
it

h
cl

in
ic

op
at

ho
lo

gi
ca

lf
ea

tu
re

s
an

d
su

rv
iv

al
of

O
C

pa
ti

en
ts

Im
m

un
oh

is
to

ch
em

is
tr

y
of

po
do

pl
an

in
in

O
C

Bo
x-

co
un

ti
ng

U
se

d
64

O
C

an
d

10
he

al
th

y
co

nt
ro

ls
.

Po
st

pr
od

uc
ti

on
an

al
ys

is
of

th
e

sp
ec

im
en

im
ag

es
w

as
pe

rf
or

m
ed

,a
nd

th
e

bo
x-

co
un

ti
ng

m
et

ho
d

w
as

us
ed

to
as

se
ss

FD
.P

od
op

la
ni

n
ex

pr
es

si
on

in
tu

m
or

-f
re

e
re

se
ct

io
n

m
ar

gi
ns

of
O

C

Th
e

m
ea

n
FD

va
lu

es
di

ff
er

en
ce

w
as

st
at

is
ti

ca
lly

si
gn

ifi
ca

nt
be

tw
ee

n
th

e
co

nt
ro

la
nd

te
st

gr
ou

ps
.

In
cr

ea
si

ng
va

lu
e

of
FD

st
at

is
ti

ca
lly

co
rr

el
at

ed
w

it
h

di
ff

er
en

ts
ta

ge
s,

gr
ad

es
,a

nd
su

rv
iv

al
of

O
C

.

FD
co

rr
el

at
es

w
it

h
O

C
hi

st
ol

og
ic

al
gr

ad
e

an
d

st
ag

e
an

d
ca

n
be

us
ed

fo
r

pr
og

no
st

ic
at

in
g

O
C

su
rv

iv
al

.

13
O

u-
Ya

ng
,

(2
01

5)
,T

ai
w

an
[4

3]

To
de

ve
lo

p
a

co
m

bi
na

ti
on

of
te

xt
ur

al
an

d
sp

ec
tr

al
m

et
ho

ds
fo

r
di

ag
no

si
ng

O
C

H
is

to
lo

gi
ca

li
m

ag
es

fr
om

an
in

ve
rt

ed
m

ic
ro

sc
op

e

M
or

ph
ol

og
y-

ba
se

d
fr

ac
ta

l
di

m
en

si
on

m
et

ho
d

fo
r

ti
ss

ue
di

s-
cr

im
in

at
io

n

To
ta

lo
f3

4
O

C
an

d
34

pa
ti

en
t-

re
la

te
d

he
al

th
y

m
uc

os
a

FD
ha

d
90

%
se

ns
it

iv
it

y
an

d
88

%
sp

ec
ifi

ci
ty

in
di

st
in

gu
is

hi
ng

am
on

g
O

C
an

d
he

al
th

y
m

uc
os

a.

FD
w

as
ef

fe
ct

iv
e

in
de

te
ct

in
g

O
C

in
bi

op
si

es
w

it
h

hi
gh

se
ns

it
iv

it
y

an
d

sp
ec

ifi
ci

ty
.

14
Pa

nd
ey

,(
20

15
),

In
di

a
[2

2]

To
ev

al
ua

te
th

e
FD

of
O

L
co

m
pa

re
d

w
it

h
no

rm
al

or
al

m
uc

os
a

an
d

th
e

ch
an

ge
s

du
ri

ng
an

d
af

te
r

tr
ea

tm
en

ts

C
lin

ic
al

pi
ct

ur
es

of
O

L
Bo

x-
co

un
ti

ng

C
lin

ic
al

pi
ct

ur
es

of
50

O
L

an
d

50
no

rm
al

m
uc

os
a

co
ns

id
er

ed
fo

r
FA

af
te

r
po

st
pr

od
uc

ti
on

R
O

Is
el

ec
ti

on
.

Th
e

di
ff

er
en

ce
be

tw
ee

n
th

e
tw

o
gr

ou
ps

w
as

st
at

is
ti

ca
lly

si
gn

ifi
ca

nt
.T

he
di

ff
er

en
ce

in
FD

s
be

tw
ee

n
pr

et
re

at
ed

an
d

po
st

-t
re

at
ed

le
si

on
s

w
as

ob
se

rv
ed

an
d

w
as

su
gg

es
ti

ve
of

de
cr

ea
se

d
FD

.

FA
ca

n
be

an
ef

fe
ct

iv
e,

ec
on

om
ic

al
,a

nd
no

ni
nv

as
iv

e
di

ag
no

st
ic

an
d

pr
og

no
st

ic
to

ol
fo

r
O

L.

15
Sp

ir
yd

on
os

,
(2

01
5)

,
G

re
ec

e
[3

5]

To
de

te
rm

in
e

ro
bu

st
m

ac
ro

-m
or

ph
ol

og
ic

al
de

sc
ri

pt
or

s
of

th
e

ve
rm

ili
on

bo
rd

er
fr

om
no

n-
st

an
da

rd
iz

ed
di

gi
ta

lp
ho

to
gr

ap
hs

C
lin

ic
al

pi
ct

ur
e

of
ac

ti
ni

c
ch

ei
lit

is

Bo
x-

co
un

ti
ng

m
et

ho
d

an
d

Se
vc

ik
ap

-
pr

ox
im

at
io

n

C
lin

ic
al

im
ag

es
fr

om
75

A
C

an
d

75
he

al
th

y
co

nt
ro

ls
.L

ip
bo

rd
er

s
qu

an
ti

fie
d

on
th

e
ba

si
s

of
th

e
ex

te
nt

of
ve

rm
ili

on
re

tr
ac

ti
on

an
d

th
e

de
gr

ee
of

bo
rd

er
ir

re
gu

la
ri

ty
em

pl
oy

in
g

fr
ac

ta
l

fe
at

ur
es

.

Th
e

di
ff

er
en

tF
D

va
lu

es
w

er
e

re
la

te
d

w
it

h
in

di
vi

du
al

va
ri

ab
ili

ti
es

ot
he

r
th

an
th

e
st

at
us

(A
C

vs
.h

ea
lt

hy
lip

s)
.

Th
e

pr
op

os
ed

m
et

ho
d

op
en

s
ne

w
pe

rs
pe

ct
iv

es
to

w
ar

d
a

co
st

-e
ff

ec
ti

ve
,n

on
in

va
si

ve
m

on
it

or
in

g
of

A
C

.

200



Appl. Sci. 2024, 14, 777

T
a

b
le

1
.

C
on

t.

F
ir

st
A

u
th

o
r,

(Y
e
a
r)

,
C

o
u

n
tr

y
A

im
s

o
f

th
e

S
tu

d
y

S
a
m

p
le

S
o

u
rc

e
(F

ra
ct

a
l

O
b

je
ct

)

M
e
th

o
d

o
f

F
ra

ct
a
l

D
im

e
n

si
o

n
C

a
lc

u
la

ti
o

n

M
e
th

o
d

s,
N

u
m

b
e
r

o
f

C
a
se

s,
a
n

d
T

y
p

e
o

f
L

e
si

o
n

M
a
in

F
in

d
in

g
s

C
o

n
cl

u
si

o
n

s

16
Yi

nt
i,

(2
01

5)
,

In
di

a
[2

3]

To
as

se
ss

nu
cl

ea
r

m
or

ph
ol

og
ic

co
m

pl
ex

it
y

w
it

h
nF

D
ob

ta
in

ed
fr

om
co

m
pu

te
r-

ai
de

d
im

ag
e

an
al

ys
is

an
d

co
rr

el
at

e
th

e
fr

ac
ta

ld
im

en
si

on
w

it
h

cl
in

ic
al

fe
at

ur
es

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

nu
cl

ei
as

se
ss

m
en

ti
n

O
C

Sa
rk

ar
bo

x-
co

un
ti

ng
m

et
ho

d

H
is

to
pa

th
ol

og
ic

al
an

d
po

st
pr

od
uc

ti
on

an
al

ys
is

of
14

O
C

an
d

6
he

al
th

y
co

nt
ro

ls
.A

ft
er

he
m

at
ox

yl
in

an
d

eo
si

n
fo

r
hi

st
op

at
ho

lo
gi

ca
la

ss
es

sm
en

t,
Fe

ul
ge

n
st

ai
ni

ng
w

as
pe

rf
or

m
ed

to
ev

al
ua

te
nu

cl
ea

r
co

m
pl

ex
it

y.
U

si
ng

A
do

be
A

do
be

Ph
ot

oS
ho

p
C

S
an

d
Im

ag
eJ

so
ft

w
ar

e
1.

43
u

(W
ay

ne
R

as
ba

nd
,N

at
io

na
lI

ns
ti

tu
te

s
of

H
ea

lt
h,

Be
th

es
da

,U
SA

),
po

st
pr

od
uc

ti
on

an
al

ys
is

w
as

pe
rf

or
m

ed
.

H
ig

he
r

m
ea

n
nF

D
w

as
ob

se
rv

ed
in

th
e

O
C

gr
ou

p
co

m
pa

re
d

w
it

h
th

e
co

nt
ro

lg
ro

up
.S

ig
ni

fic
an

td
iff

er
en

ce
in

th
e

av
er

ag
e

va
lu

e
of

nF
D

be
tw

ee
n

th
e

fo
ur

st
ag

es
of

th
e

di
se

as
e.

Pa
ti

en
ts

w
it

h
FD

va
lu

e
≤

1.
71

sh
ow

ed
a

hi
gh

er
su

rv
iv

al
pe

ri
od

of
72

m
on

th
s,

w
hi

le
pa

ti
en

ts
w

it
h

FD
>

1.
71

sh
ow

ed
a

lo
w

er
su

rv
iv

al
pe

ri
od

of
36

m
on

th
s.

nF
D

se
em

ed
a

re
lia

bl
e

di
ag

no
st

ic
to

ol
th

at
ne

ed
st

an
da

rd
iz

at
io

n
to

be
va

lid
at

ed
,

bu
tt

he
da

ta
co

lle
ct

ed
su

gg
es

t
th

e
po

ss
ib

le
us

e
of

FD
al

so
as

a
pr

og
no

st
ic

fa
ct

or
.

17
Ph

ul
ar

i,
(2

01
6)

,
In

di
a

[2
4]

To
co

m
pa

re
th

e
m

or
ph

om
et

ri
c

co
m

pl
ex

it
y

us
in

g
nF

D
in

no
rm

al
,

ep
it

he
lia

ld
ys

pl
as

ia
,a

nd
O

C
ca

se
s

an
d

to
ve

ri
fy

th
e

di
ff

er
en

ce
s

am
on

g
th

e
va

ri
ou

s
hi

st
ol

og
ic

al
gr

ad
es

of
dy

sp
la

si
a

an
d

O
C

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

as
se

ss
m

en
tf

or
di

st
in

gu
is

hi
ng

O
C

an
d

va
ri

ou
s

de
gr

ee
s

of
dy

sp
la

si
a

Bo
x-

co
un

ti
ng

U
se

d
70

hi
st

ol
og

ic
al

sa
m

pl
es

of
no

rm
al

m
uc

os
a,

m
ild

dy
sp

la
si

a,
m

od
er

at
e

dy
sp

la
si

a,
se

ve
re

dy
sp

la
si

a,
w

el
l-

di
ff

er
en

ti
at

ed
O

C
,

m
od

er
at

el
y

di
ff

er
en

ti
at

ed
O

C
,a

nd
po

or
ly

di
ff

er
en

ti
at

ed
O

C
.T

he
im

ag
es

w
er

e
an

al
yz

ed
us

in
g

Im
ag

eJ
an

d
th

e
bo

x-
co

un
ti

ng
al

go
ri

th
m

.

Pr
og

re
ss

iv
e

in
cr

ea
se

in
m

ea
n

FD
fr

om
he

al
th

y
m

uc
os

a
to

po
or

ly
di

ff
er

en
ti

at
ed

O
C

.

FA
co

ul
d

be
a

re
lia

bl
e

to
ol

fo
r

di
st

in
gu

is
hi

ng
th

e
no

rm
al

,
dy

sp
la

st
ic

,a
nd

ne
op

la
st

ic
ti

ss
ue

s.

18
D

as
,(

20
17

),
In

di
a

[2
5]

To
de

ve
lo

p
a

m
ic

ro
sc

op
ic

im
ag

e
an

al
yt

ic
s

ap
pr

oa
ch

fo
r

au
to

m
at

ed
re

co
gn

it
io

n
of

m
it

ot
ic

ce
lls

an
d

it
s

co
un

tf
or

as
si

st
in

g
pa

th
ol

og
ic

al
ev

al
ua

ti
on

of
O

C

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

as
se

ss
m

en
to

fm
it

ot
ic

ce
lls

M
od

ifi
ed

di
ff

er
en

ti
al

bo
x-

co
un

ti
ng

m
et

ho
d

Fi
ve

hi
st

ol
og

ic
al

sl
id

es
fo

r
ea

ch
gr

ad
e,

fif
te

en
sl

id
es

,a
nd

te
n

im
ag

es
fo

r
ev

er
y

re
gi

on
of

in
te

re
st

.F
D

w
as

ca
lc

ul
at

ed
us

in
g

th
e

bo
x-

co
un

ti
ng

m
et

ho
d.

Fo
un

d
89

%
pr

ec
is

io
n

in
m

it
ot

ic
ce

ll
se

gm
en

ta
ti

on
.

Th
e

pr
op

os
ed

m
et

ho
do

lo
gy

w
as

ef
fe

ct
iv

e
fo

r
m

it
ot

ic
ce

ll
de

te
ct

io
n

in
O

C
hi

st
op

at
ho

lo
gi

ca
li

m
ag

es
.

19
Ya

ng
,(

20
17

),
C

hi
na

[4
4]

To
qu

an
ti

ta
ti

ve
ly

ex
am

in
e

th
e

D
N

A
co

nt
en

ta
nd

nu
cl

ea
r

m
or

ph
om

et
ry

st
at

us
of

O
L

an
d

in
ve

st
ig

at
e

th
ei

r
as

so
ci

at
io

n
w

it
h

th
e

de
gr

ee
of

dy
sp

la
si

a

C
yt

ol
og

y
st

ud
y

to
as

se
ss

D
N

A
co

nt
en

ta
m

ou
nt

,
nu

cl
ea

r
sh

ap
e,

ar
ea

,r
ad

iu
s,

in
te

ns
it

y,
sp

he
ri

ci
ty

,
en

tr
op

y,
an

d
nF

D

N
ot

sp
ec

ifi
ed

C
yt

ob
ru

sh
sa

m
pl

es
fr

om
70

O
Ls

,
be

fo
re

th
e

sc
al

pe
lb

io
ps

y,
w

er
e

st
ai

ne
d

w
it

h
Fe

ul
ge

n-
th

io
ni

n.

A
to

ta
lo

f4
8.

6%
of

th
e

O
Ls

ha
d

a
D

N
A

co
nt

en
ta

bn
or

m
al

it
y;

po
si

ti
ve

co
rr

el
at

io
n

w
as

ob
se

rv
ed

be
tw

ee
n

th
e

de
gr

ee
of

or
al

dy
sp

la
si

a
an

d
D

N
A

co
nt

en
ts

ta
tu

s.

D
N

A
co

nt
en

ta
nd

nu
cl

ea
r

m
or

ph
om

et
ri

c
st

at
us

us
in

g
cy

to
br

us
h

bi
op

sy
w

it
h

im
ag

e
cy

to
m

et
ry

co
nt

ri
bu

te
to

di
ag

no
si

ng
hi

gh
-g

ra
de

dy
sp

la
si

a
w

it
hi

n
O

L.

20
D

ad
da

zi
o,

(2
01

8)
,I

ta
ly

[3
8]

To
co

ns
id

er
a

po
ss

ib
le

co
rr

el
at

io
n

be
tw

ee
n

th
e

in
te

ns
it

y
of

ex
pr

es
si

on
of

os
te

op
on

ti
n

an
d

gr
ad

in
g

in
O

C
To

co
rr

el
at

e
th

e
in

cr
ea

se
in

FD
an

d
os

te
op

on
ti

n

H
is

to
lo

gi
ca

lO
C

Bo
x-

co
un

ti
ng

U
se

d
64

O
C

an
d

14
he

al
th

y
co

nt
ro

ls
an

d
im

m
un

oh
is

to
ch

em
ic

al
st

ai
n

to
id

en
ti

fy
an

d
lo

ca
liz

e
os

te
op

on
ti

n.
Po

st
pr

od
uc

ti
on

an
al

ys
is

w
as

pe
rf

or
m

ed
us

in
g

Im
ag

eJ
an

d
th

e
bo

x-
co

un
ti

ng
m

et
ho

d.

St
at

is
ti

ca
lly

si
gn

ifi
ca

nt
di

ff
er

en
ce

s
fo

un
d

in
th

e
FD

va
lu

es
be

tw
ee

n
th

e
te

st
gr

ou
p

an
d

co
nt

ro
ls

.
C

or
re

la
ti

on
be

tw
ee

n
FD

an
d

O
PN

ex
pr

es
si

on
w

as
vi

su
al

ly
m

or
e

co
ns

id
er

ab
le

w
he

n
di

vi
de

d
by

tu
m

or
gr

ad
in

g,
es

pe
ci

al
ly

in
th

e
G

3
gr

ou
p.

Th
e

st
ud

y
su

gg
es

ts
a

po
te

nt
ia

l
co

rr
el

at
io

n
be

tw
ee

n
os

te
op

on
ti

n
ex

pr
es

si
on

,F
D

va
lu

es
,a

nd
O

C
gr

ad
in

g.
C

om
bi

ni
ng

th
es

e
fa

ct
or

s
m

ay
en

ha
nc

e
di

ag
no

st
ic

ac
cu

ra
cy

an
d

pr
og

no
st

ic
ev

al
ua

ti
on

.

21
Ju

rc
zy

sz
yn

,
(2

01
8)

,
Po

la
nd

[4
5]

To
di

st
in

gu
is

h
O

L
an

d
O

LP
us

in
g

FA
in

a
cl

as
si

ca
l

ex
am

in
at

io
n

w
it

h
w

hi
te

lig
ht

an
d

PD
D

C
lin

ic
al

ph
ot

os
an

d
ph

ot
od

yn
am

ic
di

ag
no

si
s

ph
ot

os
of

O
L

an
d

O
LP

M
od

ifi
ed

bo
x-

co
un

ti
ng

In
41

pa
ti

en
ts

w
it

h
O

L
or

O
LP

,
ph

ot
od

yn
am

ic
th

er
ap

y
(P

D
T)

w
it

h
5-

A
LA

w
as

ad
m

in
is

te
re

d,
an

d
FA

w
as

co
nd

uc
te

d
us

in
g

th
e

Fr
ac

ta
ly

se
pr

og
ra

m
to

ev
al

ua
te

th
e

ef
fic

ac
y

of
PD

T
in

tr
ea

ti
ng

or
al

le
si

on
s.

N
o

si
gn

ifi
ca

nt
di

ff
er

en
ce

s
w

er
e

ob
se

rv
ed

be
tw

ee
n

th
e

FD
s

of
O

L
an

d
O

LP
.

V
ar

ia
ti

on
s

w
it

hi
n

gr
ou

ps
w

er
e

no
te

d,
al

th
ou

gh
it

s
ut

ili
ty

in
di

st
in

gu
is

hi
ng

be
tw

ee
n

LP
an

d
le

uk
op

la
ki

a
w

it
ho

ut
hi

st
op

at
ho

lo
gi

ca
le

xa
m

in
at

io
n

re
m

ai
ns

in
co

nc
lu

si
ve

.

201



Appl. Sci. 2024, 14, 777

T
a

b
le

1
.

C
on

t.

F
ir

st
A

u
th

o
r,

(Y
e
a
r)

,
C

o
u

n
tr

y
A

im
s

o
f

th
e

S
tu

d
y

S
a
m

p
le

S
o

u
rc

e
(F

ra
ct

a
l

O
b

je
ct

)

M
e
th

o
d

o
f

F
ra

ct
a
l

D
im

e
n

si
o

n
C

a
lc

u
la

ti
o

n

M
e
th

o
d

s,
N

u
m

b
e
r

o
f

C
a
se

s,
a
n

d
T

y
p

e
o

f
L

e
si

o
n

M
a
in

F
in

d
in

g
s

C
o

n
cl

u
si

o
n

s

22
Iq

ba
l,

(2
02

0)
,

In
di

a
[2

6]

To
as

se
ss

th
e

ef
fic

ac
y

of
FA

in
de

te
ct

in
g

th
e

m
al

ig
na

nc
y

po
te

nt
ia

lo
fO

L

C
lin

ic
al

ph
ot

o
af

te
r

to
lu

id
in

e
bl

ue
st

ai
ni

ng
of

O
L

Bo
x-

co
un

ti
ng

In
12

1
O

L
an

d
he

al
th

y
co

nt
ro

ls
,

di
gi

ta
li

m
ag

es
of

no
rm

al
m

uc
os

a
an

d
le

si
on

s
w

er
e

ta
ke

n
be

fo
re

an
d

af
te

r
st

ai
ni

ng
w

it
h

to
lu

id
in

e
bl

ue
.

Po
st

pr
od

uc
ti

on
an

al
ys

is
pe

rf
or

m
ed

us
in

g
th

e
bo

x-
co

un
ti

ng
m

et
ho

d.

FD
va

lu
es

sh
ow

ed
a

si
gn

ifi
ca

nt
di

ff
er

en
ce

be
tw

ee
n

dy
sp

la
st

ic
an

d
no

nd
ys

pl
as

ti
c

ca
se

s.
FD

va
lu

es
ba

se
d

on
ag

e
an

d
th

e
ty

pe
of

to
ba

cc
o

pr
od

uc
tu

se
d

in
di

ca
te

d
an

in
cr

ea
si

ng
tr

en
d

w
it

h
ad

va
nc

in
g

ag
e.

Su
rt

i/
kh

ai
ni

ab
us

er
s

sh
ow

ed
a

si
gn

ifi
ca

nt
di

ff
er

en
ce

in
FD

va
lu

es
.

Th
e

co
rr

el
at

io
n

of
FD

va
lu

es
w

it
h

ag
e

an
d

th
e

du
ra

ti
on

of
sm

ok
in

g
an

d
sm

ok
el

es
s

to
ba

cc
o

w
as

hi
gh

ly
si

gn
ifi

ca
nt

.

FD
an

al
ys

is
co

ul
d

be
us

ed
as

a
no

ni
nv

as
iv

e,
co

st
-e

ff
ec

ti
ve

di
ag

no
st

ic
to

ol
fo

r
th

e
ea

rl
y

de
te

ct
io

n
of

m
al

ig
na

nt
co

nv
er

si
on

.

23
N

aw
n,

(2
02

1)
,

In
di

a
[2

7]

To
ex

pl
or

e
an

d
an

al
yz

e
or

al
di

ff
er

en
ce

s
in

FD
am

on
g

no
rm

al
m

uc
os

a,
O

SF
,O

SF
w

it
h

dy
sp

la
si

a,
O

L,
an

d
O

C

H
is

to
pa

th
ol

og
ic

al
im

ag
es

N
ot

sp
ec

ifi
ed

H
is

to
lo

gi
ca

ls
ec

ti
on

s
of

he
al

th
y

m
uc

os
a,

O
SF

,O
SF

w
it

h
dy

sp
la

si
a,

O
L,

an
d

O
C

w
er

e
co

ns
id

er
ed

fo
r

ti
ss

ue
gr

ad
in

g
an

d
FA

.

D
is

cr
im

in
at

iv
e

m
ul

ti
fr

ac
ta

l
si

gn
at

ur
es

fo
r

he
al

th
y

an
d

pa
th

ol
og

ic
al

ti
ss

ue
s

FA
w

as
us

ef
ul

to
di

st
in

gu
is

h
al

te
ra

ti
on

s
in

th
e

si
ng

ul
ar

it
y

sp
ec

tr
um

w
id

th
ac

ro
ss

he
al

th
y,

pr
e-

ca
nc

er
ou

s,
an

d
ca

nc
er

ou
s

ti
ss

ue
s.

24
Sh

ar
m

a,
(2

02
1)

,I
nd

ia
[2

8]

To
un

de
rs

ta
nd

th
e

cr
ys

ta
lli

za
ti

on
pa

tt
er

ns
in

sa
liv

a
an

d
th

ei
r

re
la

ti
on

to
or

al
po

te
nt

ia
lly

m
al

ig
na

nt
di

so
rd

er
s

in
m

al
e

pa
ti

en
ts

Sa
liv

ar
y

sp
ec

im
en

s
fo

r
as

se
ss

m
en

to
f

cr
ys

ta
lli

za
ti

on
pa

tt
er

n
in

O
SF

,O
L,

an
d

O
C

N
ot

sp
ec

ifi
ed

D
ri

ed
sa

liv
ar

y
fil

m
s

fr
om

pa
ti

en
ts

w
it

h
O

SF
,O

L,
an

d
O

C
w

er
e

ex
am

in
ed

un
de

r
a

st
er

eo
-z

oo
m

m
ic

ro
sc

op
e

to
se

le
ct

R
O

Is
fo

r
fe

rn
st

ru
ct

ur
e

an
al

ys
is

.

Si
gn

ifi
ca

nt
di

ff
er

en
ce

s
in

FD
am

on
g

no
rm

al
in

di
vi

du
al

s
an

d
th

os
e

w
it

h
O

SF
,O

L,
an

d
O

C

Sa
liv

a
co

ul
d

se
rv

e
as

a
po

te
nt

ia
l

im
ag

in
g

bi
om

ar
ke

r
fo

r
th

e
ea

rl
y-

st
ag

e,
no

ni
nv

as
iv

e
di

ag
no

si
s

of
O

PM
D

s
an

d
O

C
.

25

G
ue

rr
er

o-
Sá

nc
he

z,
(2

02
2)

,S
pa

in
[4

6]

To
as

se
ss

dy
sp

la
si

a
H

is
to

lo
gi

ca
ls

pe
ci

m
en

s
fo

r
as

se
ss

m
en

to
fF

D
of

in
O

L

M
od

ifi
ed

bo
x-

co
un

ti
ng

A
to

ta
lo

f2
9

O
L

an
d

10
no

rm
al

or
al

m
uc

os
a

bi
op

si
es

w
er

e
an

al
yz

ed
us

in
g

FA
fo

r
th

e
ep

it
he

lia
la

nd
th

e
co

nn
ec

ti
ve

la
ye

r.

In
th

e
O

L
gr

ou
p,

th
e

FD
m

ed
ia

n
va

lu
e

w
as

hi
gh

er
co

m
pa

re
d

w
it

h
th

e
co

nt
ro

lg
ro

up
,w

it
h

st
at

is
ti

ca
lly

si
gn

ifi
ca

nt
di

ff
er

en
ce

s.
Si

gn
ifi

ca
nt

di
ff

er
en

ce
s

w
er

e
ob

se
rv

ed
be

tw
ee

n
th

e
no

n-
dy

sp
la

si
a

vs
.h

ig
h-

gr
ad

e
an

d
lo

w
-g

ra
de

vs
.h

ig
h-

gr
ad

e
gr

ou
ps

.

FD
is

an
ef

fe
ct

iv
e

to
ol

fo
r

di
ag

no
si

ng
O

L
w

he
n

ev
al

ua
ti

ng
th

e
ep

it
he

lia
ll

ay
er

.

26
R

ah
m

an
,

(2
02

2)
,I

nd
ia

[3
1]

To
ev

al
ua

te
di

ff
er

en
ce

s
in

nF
D

va
lu

es
of

ep
it

he
lia

lc
el

ls
of

no
rm

al
ti

ss
ue

,fi
br

oe
pi

th
el

ia
lh

yp
er

pl
as

ia
,

ve
rr

uc
ou

s
ca

rc
in

om
a,

an
d

O
SC

C
.

A
ls

o,
th

e
co

rr
el

at
io

n
be

tw
ee

n
th

es
e

fe
at

ur
es

an
d

th
e

ce
rv

ic
al

ly
m

ph
no

de
m

et
as

ta
si

s
w

as
as

se
ss

ed
.

H
is

to
lo

gi
ca

ls
pe

ci
m

en
s

fo
r

as
se

ss
m

en
to

fe
pi

th
el

ia
l

ce
lls

fr
om

fib
ro

ep
it

he
lia

l
hy

pe
rp

la
si

a,
ve

rr
uc

ou
s

ca
rc

in
om

a,
an

d
O

SC
C

Bo
x-

co
un

ti
ng

Ph
ot

o
of

sa
m

pl
es

un
de

rw
en

t
po

st
pr

od
uc

ti
on

an
al

ys
is

w
it

h
Im

ag
e

J.
A

ll
th

e
cl

in
ic

al
fe

at
ur

es
w

er
e

th
en

co
m

pa
re

d
w

it
h

th
e

im
ag

e
an

al
ys

is
re

su
lt

s.

Si
gn

ifi
ca

nt
di

ff
er

en
ce

be
tw

ee
n

th
e

m
ea

n
nF

D
of

he
al

th
y

ce
lls

an
d

m
al

ig
na

nt
ep

it
he

lia
lc

el
ls

.n
FD

an
d

gr
ad

in
g

to
ge

th
er

de
m

on
st

ra
te

d
si

gn
ifi

ca
nt

pr
ed

ic
ti

ve
po

te
nt

ia
lf

or
ly

m
ph

no
de

m
et

as
ta

si
s.

nF
D

co
m

bi
ne

d
w

it
h

gr
ad

in
g

m
ay

pr
ed

ic
tl

ym
ph

no
de

m
et

as
ta

si
s.

27
Sa

nt
ol

ia
,

(2
02

2)
,I

nd
ia

[2
9]

To
as

se
ss

th
e

fr
ac

ta
ld

im
en

si
on

(F
D

)a
nd

ra
di

om
or

ph
om

et
ri

c
in

di
ce

s
(R

M
Is

)i
n

th
e

m
an

di
bl

e
fr

om
or

th
op

an
to

m
og

ra
ph

ic
ra

di
og

ra
ph

s
in

pa
ti

en
ts

w
it

h
or

al
le

si
on

s

R
ad

io
lo

gi
ca

li
m

ag
es

in
pa

ti
en

ts
w

it
h

to
ba

cc
o

an
d

ar
ec

a-
nu

t-
as

so
ci

at
ed

or
al

le
si

on
s

Bo
x

co
un

ti
ng

m
et

ho
d

by
W

hi
te

an
d

R
ud

ol
ph

FD
an

d
ra

di
om

or
ph

om
et

ri
c

in
di

ce
s

w
er

e
as

se
ss

ed
,a

lo
ng

w
it

h
pa

rt
ic

ip
an

th
ab

it
s,

BM
I,

an
d

st
at

is
ti

ca
la

na
ly

se
s.

M
ea

n
FD

w
as

si
gn

ifi
ca

nt
ly

re
du

ce
d

in
pa

ti
en

ts
w

it
h

or
al

le
si

on
s

co
m

pa
re

d
w

it
h

co
nt

ro
ls

.
FD

an
d

R
M

Iv
al

ue
s

w
er

e
si

gn
ifi

ca
nt

ly
al

te
re

d
in

pa
ti

en
ts

w
it

h
or

al
le

si
on

s
as

so
ci

at
ed

w
it

h
to

ba
cc

o
an

d
ar

ec
a

nu
th

ab
it

s.

Th
es

e
im

ag
in

g
pa

ra
m

et
er

s
co

ul
d

po
te

nt
ia

lly
se

rv
e

as
in

di
ca

to
rs

or
m

ar
ke

rs
fo

r
as

se
ss

in
g

or
al

he
al

th
in

in
di

vi
du

al
s

w
it

h
sp

ec
ifi

c
to

ba
cc

o
an

d
ar

ec
a

nu
th

ab
it

s
in

th
e

N
or

th
In

di
an

po
pu

la
ti

on
.

A
C

,a
ct

in
ic

ch
ei

lit
is

;D
A

PI
,4

′ ,6
-d

ia
m

id
in

o-
2-

ph
en

yl
in

do
le

;F
A

,f
ra

ct
al

an
al

ys
is

;F
D

,f
ra

ct
al

di
m

en
si

on
;n

FD
,n

uc
le

ar
fr

ac
ta

ld
im

en
si

on
;O

C
,o

ra
lc

an
ce

r;
O

L,
or

al
le

uk
op

la
ki

a;
O

LP
,o

ra
ll

ic
he

n
pl

an
us

;O
SC

C
,o

ra
ls

qu
am

ou
s

ce
ll

ca
rc

in
om

a;
O

SF
,o

ra
ls

ub
m

uc
ou

s
fib

ro
si

s;
PD

D
,p

ho
to

dy
na

m
ic

di
ag

no
si

s;
pT

,p
at

ho
lo

gi
ca

ls
ta

te
gr

ad
e;

R
O

I,
re

gi
on

of
in

te
re

st
;R

T,
ra

di
at

io
n

tr
ea

tm
en

t;
TM

A
,t

is
su

e
m

ic
ro

ar
ra

y.

202



Appl. Sci. 2024, 14, 777

Figure 1. PRISMA flowchart.

3.1. FA Methodologies and Tools

The first method reported to measure the fractal dimension was the “yardstick method”
used in 1993 by Landini et al. [39] and consisting of a ruler to manually measure the
perimeters of nuclei from normal and cancerous keratinocytes from histological specimens
that were magnified up to ×1400, photographed and further enlarged 2.6 times, with a
black-and-white scanned photograph at a final resolution of 1 pixel equal to 35 nm.

Then, Goutzanis et al. [32,33] adopted the box-counting method to measure the nuclear
periphery, its inner structure complexity, and the tumor-associated vasculature FD. In their
works, the authors reported a significant positive correlation between FD and the size of
the neoplastic nuclei, with FD values generally higher in carcinomas than in the control
group and a statistically significant difference in FD between well-differentiated tumors
and moderately or poorly differentiated ones.

Since then, the box-counting method and its variants have become the most used
method. Box-counting was refined year after year, owing to the rising technological and
informatics improvements of specific tools to acquire high-definition images, such as CDD
cameras, which replaced scanned analog conventional photographs. Image processing
software is consistently more accurate and precise in performing textural analysis in the
RGB channel; this is then transformed into grayscale and later into binary images for better
definition through semi-automatized and automatized image analyses with neural network
supports.

3.2. Fractal Objects

The sample source objects for the fractal analyses comprised histological specimens,
clinical pictures, radiological images, salivary samples, and cytobrushes. The main ap-
plication of the FD was to perform textural features for improved classification of oral
histopathological images. The most frequent purpose that emerged from the studies was
diagnosis to discriminate among normal mucosa, various degrees of dysplasia, OPMDs,
and OC. Other research focused on the prognostic significance of nuclear fractal dimensions
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among oral squamous cell carcinoma (OSCC), thus relating to other classical prognostic
factors such as lymphatic invasion or tumoral neovascularization. Other works explored
multifractal alterations in the oral subepithelial connective tissue during the progression
of pre-cancer and cancer or else integrated tumor and stromal features into a single prog-
nostic factor of the oral cancer microenvironment [38]. Some reports further explored the
nuclear fractal dimension in oral squamous cell carcinoma to evaluate grading, staging,
and survival.

Fractal analysis was predominantly applied to the analysis of the nuclear fractal dimen-
sion [23,24,31,32,39,43], in some cases supported by adjunct methods such as fluorescent
or immunohistochemical staining [37,38,41,42], while other authors considered the fractal
analysis to detect mitotic cells [25]. In some works, the vascular fractal dimension [33] or
the geometry of the lymphatic vessels [40] was considered instead.

Additionally, other works focused on the textural features of the epithelial-connective
interface and its regularity or irregularity in healthy specimens compared with oral submu-
cous fibrosis (OSF), dysplastic, and cancerous specimens [20,27,30,46], or they studied the
OC-associated vasculature [33,36].

Furthermore, apart from the classical nuclear fractal dimension, some researchers used
immunohistochemical and fractal analysis to focus on specific OC-related cell markers ac-
cording to their nuclear localization and quantification, such as D’Addazio et al. [38], who
investigated osteopontin, or Margaritescu et al. [40], who investigated podoplanin expression.

Some cumulative methods added to conventional histology were variously considered,
from time-resolved autofluorescence to discriminate tumors from healthy tissues in the
oral cavity [41] to tissue microarrays to differentiated nuclear/cytoplasmic biomarkers
localization [42].

Apart from histological samples, some research groups considered alternative sources
to be analyzed via fractal analysis. Sharma et al. [28] conducted multifractal texture analysis
of salivary fern patterns for oral pre-cancers and cancer assessment. Alternatively, Raja
et al. [21] performed texture analysis of CT images to characterize oral cancers involving
the buccal mucosa. Similarly, Santolia et al. [29] investigated fractal dimension and ra-
diomorphometric analysis of orthopanoramic radiographs in patients with tobacco- and
areca-nut-associated oral mucosal lesions. The Greek group of Spyridonos et al. [34,35]
compared the fractal dimension of actinic cheilitis and healthy lips from clinical pictures of
the vermilion borders.

Apart from actinic cheilitis, among the OPMDs, FD was widely and preponderantly in-
vestigated in oral leukoplakia [22,26,44–47] and oral submucous fibrosis (OSF) [20,27,28,30],
mainly by the Indian groups, where OSF is endemic [47]. Regarding OLP, different pre-
liminary studies investigated fractal analysis of mucosal microvascular patterns [36] and
fractal dimension analysis to differentiate between lichen planus and leukoplakia [45].

4. Fractal Analysis to Support Oral Cancer and OPMDs Diagnosis and Prognosis

From the analysis of the results presented in the selected literature, fractal analysis
can be globally considered to be a valid supporting method to diagnose oral cancer or its
precursors in humans.

The most frequently investigated parameter that gave, in general, supportive robust
results was the nuclear fractal dimension (nFD). nFD was statistically significantly different
in OC nuclei than in normal cell nuclei [23,24,26,38,39]. In detail, a progressive increase in
the mean FD was shown from healthy mucosa to poorly differentiated OC. These pieces
of evidence were strengthened by the statistical analysis of Klatt et al., who reported that
nFD was significantly higher in tumors than in healthy tissues, with an 86% specificity and
100% sensitivity [41], and confirmed by Ou-Yang et al. [43], who reported a similar high
sensitivity rate (correctly identifying cancerous cells) and high specificity rate (correctly
identifying normal cells). Furthermore, the nuclear fractal dimension was also proved
to be an independent prognostic factor of survival in oral cancer patients, while, in syn-
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ergy with the grading, it demonstrated significant predictive potential for lymph node
metastasis [31–33].

Furthermore, nFD also correlated with prognostic factors from the tumor microenviron-
ment, such as proliferation and immune infiltration, into a single digital pathology-based
biomarker [22,32,42].

The exact significance was also reported in those studies in which the fractal ob-
ject was a histological section. In these cases, the FD of histological architecture and the
epithelial-connective interface of healthy mucosa compared with OC or OPMDs signifi-
cantly differed [21,27].

Moreover, fractal analysis applied to vasculature also revealed its efficacy as a prog-
nostic parameter to determine the potential malignant progression of OLP lesions based on
the microvessel density analysis [36]. Statistically significant differences were also reported
concerning the vascular fractal dimension of OC compared with normal mucosa [33].

Limitations of the Studies

Not all applications of fractal analysis to support OC and OPMD diagnosis were
successful. In some cases, the results did not reach statistical significance; in others,
they failed.

As an example, the studies on actinic cheilitis did not find the fractal analysis to be
effective in distinguishing healthy lips from solar cheilosis-affected lips [34]. However,
it must be considered that clinical pictures instead of histological samples were used for
fractal analysis in these cases.

In fact, a key point first highlighted by Landini et al. [39] was that “the irregularity is
not fully reproduced at all scales”. They noticed that the same nuclear borders appeared
more irregular at lower magnification and smoother at higher magnification.

Hence, the fractal object and methodology must be accurately chosen, from the acqui-
sition mode, to the image magnification and processing, up to the fractal analysis methods.

Furthermore, it is not always true that “more is better”: in some cases, combining frac-
tal analysis with other texture measures did not reveal significant advantages over fractal
analysis alone in discerning subtypes and grades of similar histopathological diseases [30]
or among different OPMDs such as oral lichen planus and leukoplakia [45].

5. Discussion and Conclusions

Modern medicine and dentistry require the growing support of digital technologies
to improve the diagnostic, therapeutic, and follow-up processes in patient management,
including and especially cancer patients, where the timeliness and precocity of diagnosis
and intervention, and knowledge of the prognosis related to novel parameters, can make
the difference between life and death.

Digital aid is conveyed by the practice of eHealth, recently regulated by the World
Health Organization [48].

One such innovative approach to oral health-related challenges in oral oncology is frac-
tal analysis to assess quantitatively the regularity/irregularity of patterns mathematically
and digitally in healthy mucosa compared with OC and OPMDs.

The present review affirmatively answered whether fractal analysis could be consid-
ered a valid support method to diagnose oral cancer or its precursors in humans.

Indeed, fractal analysis succeeded in the measurement and quantification of changes
in the morphological complexity of the epithelial, connective, and vascular components of
the tumor.

In detail, the box-counting method was the most frequently used. However, it was
possible to assist, year after year, in the refinement of the method and the increasing
support of digital processes for image analysis, from conventional photographs scanned
and manually segmented up to the acquisition through CDD cameras and integrated
software, thus resulting in more accurate and standardized textural analyses.
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The keratinocyte nuclear boundary was the most frequently considered and most sig-
nificative fractal object. The mean nuclear fractal dimension (nFD) progressively increased
from healthy oral keratinocytes to those from poorly differentiated OC, thus being consid-
ered an independent prognostic factor of survival in oral cancer patients. Furthermore,
the nFD prognostic significance was enhanced when grading, immune infiltration, and
tumoral neovascularization were correlated.

Other works focused on this last feature, the pattern of tumor-associated neovascular-
ization, thus reporting statistically significant differences between the vascular density of
OC compared with healthy mucosa.

A third most frequent fractal object was the epithelial-subepithelial interface, whose
FD statistically significantly differed between healthy mucosa and OC and between healthy
mucosa and OPMDs.

Last, the fractal analyses failed in some works, such as those on solar cheilitis. In
these cases, it was unclear whether the failure to discriminate was due to the fractal object
considered (a clinical picture) or to the pathological features not adequately investigated
through fractal analysis.

Furthermore, few works—only 27—have emerged from the literature. They are very
heterogeneous, considering the source analyzed (mainly clinical pictures or histological
specimens), the diseases investigated, the methodologies of fractal analysis, and the signifi-
cance of the results.

These limitations are mainly related to the preliminary nature of these works, which,
although pioneering, need more extended and standardized studies to be consolidated and
considered for clinical applications.

6. Future Directions

In summary, fractal analysis provides a powerful tool for characterizing and under-
standing complex, irregular patterns and structures that may not fit well within traditional
geometric frameworks. It has broad applications across various scientific disciplines and
has contributed to a deeper understanding of the complexity inherent in natural and
artificial systems.

In oral oncology, fractal analysis is worthy of consideration because it can be an
effective and noninvasive diagnostic and prognostic tool for various premalignant lesions
and conditions. It is economical, less time-consuming, and an accurate tool for measuring
the progression of premalignant lesions [22], mainly when applied to clinical pictures, thus
opening new perspectives toward cost-effective, noninvasive monitoring of OPMDs and
suspicious lesions to support the patients’ management [35].

Indeed, the fractal analysis could be applied virtually to all clinical and histological
procedures to obtain significant progress in managing oral cancer and its precursors, to
offer the capability to distinguish among oral lesions that are similar in shape but different
in prognosis.

At this point, it is reasonable to hypothesize the future directions for fractal analysis in
oral oncology and modern dentistry.

First, fractal analysis could be investigated for benefits in association with other digi-
tally assisted imaging systems, such as in vivo microscopy, thus improving the qualitative
assessment of in vivo-detected histological and cytological differences among OPMDs
and OSCCs with mathematical analysis. In this case, in vivo confocal microscopy itself
already has proven to be dramatically helpful, for diagnosing the early signs of malignan-
cies/pathology in living tissues before biopsy, offering digital pictures of living tissues
at microscopic resolution that could be fit to be considered appropriate fractal objects in
future works, and for measuring the fractals of nuclear shapes, cellular borders, and/or
other parameters easily visible and defined through this in vivo technique [49,50].

Second, apart from histological samples and clinical photographs, it could be inter-
esting to test the fractal analysis applied to innovative imaging procedures, which could
fit well with the application of fractal analysis of vascular patterns, already proven to
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be distinct through conventional capillaroscopy, which will benefit from a mathematical
analysis for diagnostic and prognostic purposes.

Third, fractal analysis could be used to estimate responsiveness to treatments.
Although the present review focused on the diagnostic and prognostic value of

fractal analysis in oral oncology, the literature reported some sporadic and preliminary
works dealing with the monitoring of treatments as reported by the Polish group of
Jurczyszyn et al. [51,52], who applied fractal dimension and texture analysis of lesion
autofluorescence in the evaluation of oral lichen planus treatment effectiveness and in
estimating the effectiveness of oral leukoplakia treatment using the LiteTouch™ Er:YAG
Dental laser, or by Varsha et al., who recently explored the pre- and post-treatment objective
evaluation of remission in oral lichen planus using fractal analysis and compared it with
the visual analog (VAS) scale [53].

Moreover, it could be interesting to understand if fractal analysis could also be valuable
for characterizing, distinguishing, and evaluating HPV-related oral and oropharyngeal
lesions due to the evidence that HPV DNA integrates with human keratinocytes’ DNA,
giving origin to HPV-associated cancers.

Last, to revolutionize oral cancer diagnosis and make the most of the potential of fractal
analysis in oral oncology, it could be integrated with machine learning and other artificial
intelligence-enhanced tools, as demonstrated in the case of breast and colon cancers [54,55].
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Abstract: The cyberspace depicts an increasing number of difficulties related to security, especially in
healthcare. This is evident from how vulnerable critical infrastructures are to cyberattacks and are
unprotected against cybercrime. Users, ideally, should maintain a good level of cyber hygiene, via
regular software updates and the development of unique passwords, as an effective way to become
resilient to cyberattacks. Cyber security breaches are a top priority, and most users are aware that
their behaviours may put them at risk; however, they are not educated to follow best practices, such
as protecting their passwords. Mass cyber education may serve as a means to offset poor cyber
security behaviours; however, mandatory education becomes a questionable point if the content is
not focused on human factors, using human-centric approaches and taking into account end users’
behaviours, which is currently the case. The nature of the present paper is largely exploratory, and
the purpose is two-fold: To present and explore the cyber hygiene definition, context and habits of
end users in order to strengthen our understanding of users. Our paper reports the best practices
that should be used by healthcare organisations and healthcare professionals to maintain good cyber
hygiene and how these can be applied via a healthcare use case scenario to increase awareness related
to data privacy and cybersecurity. This is an issue of great importance and urgency considering the
rapid increase of cyberattacks in healthcare organisations, mainly due to human errors. Further to
that, based on human-centric approaches, our long-term vision and future work involves facilitating
the development of efficient practices and education associated with cybersecurity hygiene via a
flexible, adaptable and practical framework.

Keywords: cyber hygiene; cyberattacks; healthcare; human factors

1. Introduction

The rapid evolution of cyberspace, over the last two decades, has had an impact on
every facet of human life. The increase in the range, volume and speed of communications,
which are offered within the cyberspace, have beyond doubt affected the way people are
governed, how companies deliver their services and, overall, how societies interact. The
cyberspace also depicts an increasing number of difficulties related to security. This is
evident from how vulnerable critical infrastructures are to cyberattacks, while the global
economy is unprotected against cybercrime and cyber-espionage. Damages of great value
occur from spam, sophisticated Distributed Denial of Service (DDoS) attacks, viruses and
worms. As a result, member states have a well-defined cyberspace in their security doctrines
and military as a new domain of protection, investigation and conflict. Organisations, for
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example EU and NATO, treat cybersecurity as an issue of great importance affecting the
defence and security of member states and the organisations per se [1].

The terms Healthcare 4.0, Health 4.0, Medical Industry 4.0 and Healthcare Industry
4.0 are associated with 4IR in healthcare [2]. Technologies related to 4IR are manufacturing
systems, cloud-based design and the industrial Internet of Things. The common major
challenge with these internet technologies is the applicability of cyber security and data
privacy [3].

Users, ideally, should maintain a good level of cyber hygiene, via regular software
updates and development of unique passwords, as an effective way to become resilient to
cyberattacks. Cyber hygiene refers to keeping proper guidelines and norms and involves
establishing healthy cyber behaviours within the cyberspace to protect any available data
from hackers [4]. However, it is evident from the high volume of attacks that many users
keep poor cyber hygiene, as they share personal information via social networks and freely
share passwords as well [5]. Hackers know well that the easiest way to access a system is to
find a technical vulnerability or steal an individual’s information. There is an urgent need
to help individuals improve their behavioural responses and cyber hygiene.

Weak cybersecurity has a detrimental financial cost on society. More specifically, the
Ponemon Institute [6] conducted the Second Annual Cost of Cyber Crime Study showing
that US organisations’ average cost of cyberattacks is $17.36 million, Japan’s is 8.39 million,
Germany’s $7.84 million, United Kingdom’s $7.21 million, Brazil’s $5.27 million and Aus-
tralia’s $4.3 million. These average estimated values of the attacks are only increasing since
2014. The study indicated that the reasons that the organisations experience the attacks are
98% associated with malware, 70% associated with social engineering and phishing, 63%
web-based attacks, 61% associated with malicious code, 55% associated with botnets, 50%
associated with stolen devices, 49% associated with denial of services and 41% associated
with malicious insiders. It is worth noting that the organisations that experienced social
engineering and phishing-related attacks have risen by 8% from 2015 to 2016.

Besides organisations, which are clearly affected by cyberattacks, end users are also
greatly impacted by major losses from these cybersecurity breaches. The FBI’s Internet
Crime Complaints Center (IC3) [7] has provided useful data on cybercrimes reported by
American citizens. Only in 2015, 288,012 complaints of cybercrimes were filed in by the
FBI and more than 40% of those complaints were followed by monetary losses. The same
year, the total amount of losses was officially reported as $1,070,711,522, with $8421 being
the average report of a loss. Even though gender and age are not detrimental factors
influencing cybercrimes, it has been recorded that males aged 50–59 years had a high victim
count of 31,473 and for females aged 40–49 years, 29,559 reported cybercrimes. Meanwhile,
there were 1648 women and men in all age groups, who reported over $100,000 in losses.

Humans are often characterised as the weakest link in cyber security [8,9]. This is
particularly accurate when it comes to personal computing environments since they are
the target of 95% of the malicious attacks [10]. This may be explained by the fact that
personal and home computing devices are not guarded by security staff, who also keep
software and hardware up to date [11]. The rapid increase of cyber threats and cyberattacks
make defensive behaviours from users extremely important. This is because, regardless of
how secure a system may be, the user is frequently a critical backdoor into the data and
entire network [12]. Hackers look for vulnerabilities to exploit, which may come from end
users who are maintaining poor cyber hygiene, such as, for example, by revealing personal
information or not complying with best practices [5].

Cyber security breaches are a top priority, and most users are aware that their be-
haviours may put them at risk; however, they are not educated to follow best practices,
such as protecting their passwords. Even though there is a vast variety of available se-
curity options, users often do not know how to access those options, understand them
and implement them [13]. Furthermore, end users lack an understanding of the essential
cyber security actions that can be taken, and this can feed inappropriate behaviours and

211



Appl. Sci. 2023, 13, 3410

attitudes [14]. Nevertheless, good cyber hygiene can enhance safe behaviours and can
protect against upcoming threats and attacks [15].

Mass cyber education may serve as a means to offset poor cyber security behaviours;
however, mandatory education becomes a questionable point if the content is not focused
on human factors, using human-centric approaches and taking into account end users’
behaviours, which is currently the case [16]. Many cybersecurity, information system and
computer science courses do not include content, particularly addressing the weaknesses
related to human factors in end users. On the one hand, in several institutions, coursework
associated with human behaviour and cognition is not required of information systems
or computer science students. This is frankly problematic since a human user will be the
handler in a computer-based product. On the other hand, there is an evident shift, in many
programs of study, in multidisciplinary approaches [17]. This significant shift in the cyber
educational system represents a unique opportunity to set frameworks and guidelines
related to good cyber hygiene, human-centric and multidisciplinary approaches. This will
strengthen the content of the curricula and make their delivery more effective, while it
will further provide practical implications in other fields where training in cybersecurity
remains essential for all members of staff, such as governance [18].

It is worth noting that there is a strong connection between cybersecurity and the
deep learning approach, as deep learning has shown significant potential in addressing
many cybersecurity challenges. Deep learning is a subset of machine learning that involves
training artificial neural networks with multiple layers to learn patterns and features from
large amounts of data [19]. In the context of cybersecurity, deep learning algorithms can be
used to identify and classify threats based on patterns and behaviours that are difficult to
detect using traditional signature-based approaches.

One of the key applications of deep learning in cybersecurity, for example, is in the area
of threat detection. Deep learning models can analyse large volumes of network traffic, log
data and other security data to identify patterns and anomalies that may indicate a security
threat. This can help security teams to detect and respond to threats more quickly and
effectively. Deep learning is also being used in the development of advanced authentication
and access control systems. These systems use deep learning algorithms to analyse user
behaviour and identify anomalies that may indicate unauthorised access. This can help
organisations to prevent insider threats and protect sensitive data.

Previous research has investigated this topic from various angles, such as by identi-
fying attack paths and showing how a recommendation method can be used to classify
potential future cyberattacks, from a risk management perspective [20]. Other additions
from the literature include a contribution towards vulnerabilities and effective threats anal-
ysis by using machine learning models (i.e., BERT neural language model and XGBoost) to
withdraw the most relevant information from the Natural Language documents mostly
available online [21]. Another useful proposal is a deep learning technique presented for
reliable classification and accurate detection of organic pollutants. This paper refers to
water pollutants [19].

Overall, the deep learning approach has shown great promise in addressing many
of the challenges associated with cybersecurity. As cyber threats continue to evolve and
become more sophisticated, deep learning algorithms will likely play an increasingly
important role in helping organisations to detect and respond to these threats.

The nature of the present paper is largely exploratory, and the purpose is two-fold: to
present and explore the cyber hygiene definition, context and habits of end users in order to
strengthen our understanding of users. Our paper reports the best practices that should be
used by healthcare organisations to maintain cyber hygiene. To our knowledge, this is the
first paper which collects and presents a concrete set of best practices and directly addresses
healthcare organisations and the healthcare staff. Further to that, based on human-centric
approaches, to facilitate the development of efficient practices and education associated
with cybersecurity hygiene via a flexible, adaptable and practical framework.
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2. Cyber Hygiene in the Cyberspace

Cyber hygiene originates from the concept of personal hygiene in the public health
domain. In an extensive report exploring cyber hygiene practices across various nations, the
European Union Agency for Network and Information Security (ENISA) [22] introduced
that “cyber hygiene should be viewed in the same manner as personal hygiene and, once
properly integrated into an organisation will be simple daily routines, good behaviours and
occasional check-ups to make sure the organisations online health is in optimum condition”.

Research in social sciences on cyber security has been focused on the security be-
haviours and risk factors of the end–end users, while there is limited research on develop-
ing measurements of cyber hygiene. In particular, according to previous approaches that
assume that the end users are aware of cyber safety behaviours, they, therefore, focus on
measuring the frequency of enactment of these behaviours [23].

It is of high importance to understand the role of how end users are processing infor-
mation and their interpretation within a cybersecurity framework in an organisation. For
instance, researchers have empirically demonstrated that individuals who systematically
process information are less likely to get victimised during a spear phishing attack [24].
Therefore, plenty of cybersecurity awareness programs aim to enhance the ability of the
users to process better information.

The lack of cyber hygiene leads to a number of cyber threats and cyberattacks, as
described below. The recent WannaCry Ransomware cyberattack [25], which targeted, on a
large scale, the Microsoft Windows operating system, had a severe impact on the systems.
This occurred due to the organisations and individuals not having updated their software
security versions as of the month of March, even though the more recent version had been
released in 2014. This is why unlicensed Windows software and systems with outdated
software versions became vulnerable and easy to exploit in this attack. The healthcare
ecosystem was particularly affected by CT and MRI scanners being exploited in hospitals,
among banking, business and corporate sectors worldwide. Around 300,000 computer
systems in 150 countries were affected.

Ransomware refers to a cyber malware, which blocks the access to data and related
information. However, it impaired the access over data with vulnerable ports. Sometimes,
a ransomware needs an amount to be paid in order to access the infected data and when
the individual clicks on that attachment or link, it activates on that email. In addition, it can
infiltrate the system when the individual visits some webpages. A cyber malware blocks
the internal files, encrypts according to itself and makes the documents inaccessible or
inactive for the user while it may infect the server attached to that system and also lock up
the whole computer network system.

Firstly, in this process, the attacker develops a key pair and puts the public key in
the malware, and following that, the malware is released. Then, the malware develops a
random symmetric key, which then encrypts the individual’s data with it. This is referred to
as hybrid encryption in which the public key is used in the malware in order to encrypt the
symmetric key. This procedure results in the formulation of small symmetric and asymmet-
ric ciphertext of the individual’s data. It also places a message to the individual involving
the asymmetric ciphertext and the amount that should be paid as ransom by the individual
to get rid of this attack. If the end user sends back the asymmetric ciphertext along with the
ransom amount to the cyber attacker, then the hacker decrypts the asymmetric ciphertext
with his/her private key and sends back the symmetric key to the end user. Following that,
the end user, with the help of the symmetric key, will be able to decrypt the encrypted data.
Lastly, this crypto virological attack will have been completed [4].

However, there is no such evidence of computer systems getting deciphered after
making the required ransom payments. There has been a recorded mitigation of one
attack by Marcus Hutchin battling accusations of involvement in a malware scam. They
discovered a “kill switch”, which the malware itself had coded [26]. For the DNS sinkhole,
he registered a space name; a DNS provides inaccurate data about a domain and made
the spreading of the infection work, such as a worm. At the same time, the spread of
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malware was backing off and offering time to the end users to prepare protective measures.
After that, Adrian Guinet created a solution to the WannaCry Ransomware cyberattack by
providing a “wannakey”, which was based on its flaws. This worked only if the decryption
key was not overwritten by any malware, or the infected computer was not being rebooted.

These are just examples highlighting how ignorance in cyber hygiene could lead to
critical cyber threats and cyberattacks [27,28]. Some of the prevention measures that should
be adopted are as follows: in order to avoid unwanted searches, activate Google Opt-Out
while logged into Google, delete cookies on a daily basis, use PayPal and credit cards
instead of debit cards, turn off Google’s web history, use a hard drive to back up your
data, and bring counterfeit for your online purchases. If the end users keep updating their
software regularly, such major cyberattacks would have been avoided efficiently and easily.

3. Human Behaviours: The Weakest Link in Cyberattacks

A significant number of cyberattacks are directed towards the users through distorted
means, such as malicious emails and masqueraded applications. Though cyberattacks
are aiming to exploit either the technical vulnerabilities of networks and systems, or
the errors due to human behaviour, it is the latter that remains as the weakest link in
these cyberattacks [29,30]. Attackers most often employ methods exploiting weak cyber
behaviours, defined as social engineering.

Studies historically confirm that social engineering approaches account for the majority
of total cyber security attacks. Bowen et al. [31] showed that 28% of the total attacks were
due to social engineering, and in 2016, 97% of malware attacks targeted human behaviour.
A more recent report estimated that 95% of cyberattacks were again attributed to human
errors and risky behaviour [32].

Looking in the literature at the types of risky behaviours and human errors, one
can identify the most common, including the use of infected memory disks, sharing of
passwords, reusing the same passwords for different platforms, not updating software,
unauthorised disclosure of personal information, accessing fake emails and installing
software from unverified sources [33–37].

Early research exploring the reasons for risky behaviour found these to be due to an
employee’s lack of knowledge and poor decision making due to staff shortage, fatigue and
heavy workload, as well as avoidance of human behaviour where the end user does not
perceive the risk as related to them [37].

Exploring further the human behaviours that raise the risks of errors and increase the
cybersecurity vulnerabilities, it seems there is a direct link between individual personalities
and behavioural traits. Moustafa et al. [38] identified the following traits playing a key
role in behavioural cybersecurity: (a) procrastination, where research has shown that
individuals who procrastinate are less likely to adhere to security policies; (b) impulsivity,
where research demonstrated that addictive behaviour is directly linked to risky cyber
behaviour and ignorance of information security policies [14]; (c) future thinking, where it
was shown that individuals who are interested in their future have higher rates on following
cybersecurity guidelines [39–41], but at the same time those that are more optimistic may
fall easier victims to cybersecurity attacks; and (d) risk taking behaviours, where it seems
that according to some research studies, individuals that are taking high risks in their lives,
are more likely to make cybersecurity errors.

4. Cyber Threats and Countermeasures in Healthcare 4.0

There are several attacks that occur daily within healthcare 4.0. However, as found
in the literature, there are six main types of cyber threats that can be identified in the
cyberspace, and are directly applied in healthcare 4.0, accompanied by appropriate coun-
termeasures [4], which are presented in detail in Table 1.
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Table 1. Cyber Threats in the Cyberspace.

Cyber Threat Description

Attacks on Hosted Components

These types of attacks include destructive software injection to a targeted system, for
example, cross-site scripting, SQL injection and related techniques, which threaten the
access and/or authentication controls. This may occur in cloud-based control systems
handling big volumes of sensitive data. Here, the countermeasures include mainly
role-based approaches, creating awareness in order to protect towards impersonation at the
cloud level and API authentication.

Social Engineering

It refers to the attacks performed on the “weakest link” in the security supply chain. This is
achieved by psychologically manipulating individuals to perform malicious actions or share
confidential information. Common techniques used for this manipulation are shoulder
surfing, diversion theft, “dumpster diving”, impersonation of help desk calls, phishing
and/or personal blackmailing [38,39]. Social engineering is one of the major reasons why
even security-aware and well-equipped companies fall victims to cyberattacks. Hackers
identify the weakest link in the security supply chain in which they can insert the malicious
software or the virus into the targeted system. Therefore, it is of great importance to identify
and further secure the weakest link in the security chain. Some of the initial
countermeasures, which can be adopted to prevent upcoming attacks, include block Wi-Fi
connections to unsecured networks, block network connections related to malicious content,
stop using non-secure web pages and websites and performing actions on them. Further
approaches, which can be taken to reduce the high level of cyberattacks, include mitigating
known threats in the systems and applications, regularly patching vulnerable systems
and/or keeping the company’s devices up-to-date with the latest version.

Physical Attack

Physical attacks are mostly carried out in fields involving several Internet of Things (IoT)
applications since they are connected to a number of components and hardware devices.
These are easily located by hackers since they cannot be monitored at a single location and
are kept far away from each other [42,43]. The main countermeasures in such cases include
trusted platform modules to enable storage of the data on separate platforms securely, file
system encryption meaning proper algorithms and encryption decryption techniques shall
be used so the data can be stored and secured properly, and lastly remote attestation
meaning attesting a remote to each hardware device, which is located far in order to be
controlled from faraway locations as well.

Network Compromise

These attacks are known as ‘middle way attacks’ where the hackers use a number of
techniques, for example, altering or blocking communications between hardware devices
and their cloud-based controller session and/or hijacking to enter and disrupt a network.
The countermeasures that can be offered here include performing regular updates on the
software and use of proper file decryption and encryption techniques while sending and
receiving sensitive data between the end-to-end users.

Hacked Device Software

In these attacks, the hacker accesses the software at the device level and then it carries out
several fraudulent activities and techniques. Such activities and techniques target to take
control of the data in the system and include elevation of privileges, denial of service,
malware injection and/or false identification [44]. These types of attacks can be tackled by
carrying out countermeasures, as for example, software isolation; “secured boot”, meaning
that when any malicious activities are carried out in the system, after rebooting the system,
it then does not turn on and all the available data in the system becomes resilient to the
attacker; and/or software update, which maintains the software and its system updated
with the latest version available on the market.

Security Misconfiguration

This type of attack is being performed due to inattentiveness or carelessness. The moment
when it has been observed to occur is when handling the security changes of the software,
as the security changes become misconfigured and provide the attackers with the right
opportunity to attack the devices and extract the available data from them. Hence, the most
significant countermeasure is that the security changes ought to be carried out with extreme
care and with proper decryption encryption techniques as well [42].

It is essential to ensure aspects, such as higher confidentiality, resilience, and integrity
levels, to tackle such attacks. Consideration of the human aspects would be key to build
these aspects within healthcare 4.0.
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5. Towards a Human-Centric Approach to Security

As we discussed earlier, human behaviour is the weakest link in cybersecurity; it is the
employees of any organisation that should be involved and engaged within cybersecurity
awareness and the development of mitigation approaches. Furthermore, it is important to
accept that these individuals can be simultaneously the point of risk but also the point of
success. Holland (2020), suggests as a response, the development of an interaction of trust
between the end user and the systems especially as the cybersecurity landscape is vast and
continuously expanding with the proliferation of new smarter and interconnected devices
and networks [45].

Furthermore, as a result of the global COVID-19 pandemic, new working trends have
been introduced, where employees working flexibly use their own devices or are using
work devices outside the office, resulting in blurred lines between personal and business
limits, exacerbating the risky behaviours. As a result, any measures to mitigate the cyber
risks need to go beyond the software updating and hardware maintenance to a more
human-centric approach.

Human-centric cyber security is still a new domain, which is an intangible concept
and is challenging to define and to be understood, not only by the lay end user, but also by
specialists in cyberspace. The reason is that it sits at the intersection of human behaviour,
computing and security systems. Grobler et al. (2021) [46] defined human-centric cyber
security as involving all aspects of cyber security, with a particular focus on the human
involvement in the system and processes. They propose for the design, implementation
and assessment of holistic human centric cyber security systems, three components of what
they define as the 3U’s, User, Usage and Usability, with each one of them including further
subsections, as seen in Table 2.

Table 2. Design, implementation and assessment of holistic human-centric cyber security systems.

Component Description

User

• Demography and Culture
• Situational Awareness
• Psychology and Behaviour
• Cognitive Factors

Usage
• Functional Measures
• Technical Measures
• Legislation, Regulations and Policies

Usability • Experience Factors
• Interaction Factors

The authors suggest that the consideration of all these factors in the development of
human-centric cybersecurity approaches can lead to automated functions and, at the same
time, keep the end user engaged with the technology in an interaction of what they call
‘collaborative intelligence’.

Furthermore similar and relevant components are proposed to be considered when
organisations wish to build a human-centred security culture by following specific steps,
including the assessment of the organisation’s information handling, the testing of the
employee’s awareness, the review of their interactions and the promotion of their critical
thinking, the identification of threats, the reflection on past mistakes, the revision of the
processes and training and the automation of security functions [47].

Regarding the future and the way forward, similarly to Grobler et al. (2021) [46],
relevant literature suggests that further research and a paradigm shift is required to validate
and test such approaches (i.e., 3Us) addressing the need for a human-centric approach to
cybersecurity. The paradigm shift suggests moving away from quantitative data collection
of human behaviour to an observational approach, increasing the number of participants
in projects with diverse samples rather than segmented groups and be ‘Belief-Driven’

216



Appl. Sci. 2023, 13, 3410

where the cybersecurity researchers start considering end users perspectives rather than
instructing them only what to do [48].

A human-centric, co-produced approach would lead and inform:

(a) Education tailormade to the demographics and needs of the audience with regularly
updated messages to avoid desensitisation of the audience [49].

(b) Automation, whereby users would not need to proactively undertake cyber practices,
reducing their workload and resulting in increased engagement and adherence to
regulations [50].

This approach will inform the development of both best practices and education for
cybersecurity hygiene that we will discuss below.

6. Best Practices and Education of Cybersecurity Hygiene for Healthcare Professionals

Cyber threats are rapidly increasing across various business sectors and the incidents
in data privacy and cybersecurity breaches are also rising alongside them, particularly in the
healthcare domain. In response to the rising threats and incidents, healthcare organisations
adopt technical measures, such as the use of firewalls, antivirus and software/firmware
patches, aiming to preserve and protect the business continuity of healthcare services.
Regardless of such efforts, cybersecurity threats are rising, and the adopted measures
have been proven insufficient to respond to cyberattacks. This is often because the im-
portant role that the personnel play in this supply chain, related to cyber defence, is not
being considered.

In practice, healthcare organisations are encouraged to adopt general data privacy and
cybersecurity guidelines that have, as a focal point, the human factor. Nevertheless, there
is limited research within the literature on collective practical cyber hygiene guidelines
and best practices, which can help healthcare organisations to apply specific interventions,
such as training programs and awareness activities, which at the same time are measurable
to the healthcare professionals. With that being said, structured best practices that would
assist the higher management to choose the optimal number of security controls that will
be most efficient for healthcare organisations and professionals are yet not available and, at
the same time, are highly desirable.

The importance of developing best practices in order to maintain cybersecurity hy-
giene has been highlighted with the COVID-19 pandemic through the increased usage of
cyberspace and worldwide connection via a simple click [51]. In similar ways, cyberspace
has become the main means of working, which makes businesses and individuals particu-
larly vulnerable to cyber threats and risks [4]. The high usage levels of cyberspace make
individuals’ lives easy; meanwhile, it exposes their personal and professional information
to cyber threats. It is beyond doubt that end users are vulnerable to a number of cyber
risks [51]. The most optimal way to secure cyberspace usage requires education and proper
adoption of the cyber hygiene best practices. Acceptable and accessible practices are neces-
sary to proactively protect, improve, monitor, secure and maintain user’s information on
the Internet [14,19]. The continuous development and application of such best practices
should be the standard route that ensures user’s safety, identity and information. These best
practices help reduce the impact of corruption and loss of information, resource damage
and data breach while improving cyber hygiene [17]. The repeated use of the best practices
to maintain proper cybersecurity hygiene results in peace of mind with the prospective of
reaching an excellent outcome overall.

Cybersecurity hygiene best practices and education are linked to individual differences
aiming to improve cybersecurity. Even though Internet security guidelines for users are
widely available, it is doubtful how many consumers understand and apply these reports
and if the available security guidelines are written in a lay language for both tech laggards
and tech savvy users [52]. One feasible solution in order to overcome the educational gap in
cybersecurity would be to establish best practices and mandatory cyber hygiene education
for users, including both non-cyber and cyber professionals [17,53].
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Best practices and mass cyber education may contribute to discourage poor cybersecu-
rity behaviours; however, to achieve the most optimal results, the content should shift its
focus to human factors and use behaviours. It is evident that most available courses and/or
training do not address explicitly human cognition and behaviours. In this section, we will
present best practices for cyber hygiene, as found in the literature, which are suggested to
be applied in the context of healthcare to improve security overall.

The baseline cyber hygiene involves several basic steps that are required for cyber
defence. The baseline practices are mostly rooted in frameworks, such as, for example, the
NIST cybersecurity framework. It helps organisations, including the healthcare supply
chain, to have a detailed and clear set of best practices to show and modify how cyberse-
curity is being performed and measured regularly [19]. While there are not standardised
best practices for healthcare, a basic set of methods to maintain cyber hygiene in business
has been presented in the literature [54,55]. All organisations and cyber users need to take
responsibility for their browsing in both their personal and professional space. Individuals
must take ownership of maintaining sufficient cyber hygiene and safeguarding, by using
best practices, against cyberattacks [4]. Best practices, as collected from the literature, are
presented in Figure 1.

Figure 1. Best practices for general cyber hygiene.

Jointly with other best practices, the deficiency of essential techniques, such as the
above, may lead to poor cyber hygiene. Additional recommended set of best practices for
small business enterprises targeting cyber risks have been introduced [53]. Meanwhile,
cyber hygiene best practices, which can be used by healthcare staff to maintain privacy and
security, are illustrated in Figure 2 [56,57].

These practices should be constantly implemented to prevent data breach, unautho-
rised access and loss of information. The effects of using best practices for cyber hygiene
will ultimately provide safe cyber surfing and improve cyber health. The baseline practice
as compiled with the National Institute of Standards and Technology’s (NIST) cybersecurity
framework (CSF) will be explained below.

The current literature suggests the need [54,55] for organisations to align and comply
with the NIST’s cybersecurity framework in order to promote cyber hygiene. The NIST
Framework’s main aim is to provide a detailed outline for businesses and organisations
to improve ways to identify, prevent and mitigate various cyber incidents [58]. The NIST
framework includes five fundamental categories and functions for cyber threats, which are
to identify, detect, protect, respond and recover [59].
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Figure 2. Cyber hygiene best practices for healthcare staff.

Every fundamental component plays a crucial role in promoting good practice while
maintaining a balanced cyber hygiene at all levels. In order to comply with the “identify”
main element, the asset’s responsibility, leading role and vulnerability and risks to cyberat-
tacks need to be understood. With this implementation of this fundamental function, each
organisation would more easily establish the rules and policies that will help them improve
good cyber hygiene and remain protected against cyber threats [54,55].

The second fundamental element is to “protect” the organisations by applying suffi-
cient counter measures to safeguard against potential malicious cybersecurity attacks. In
this phase, organisations should provide essential education and training related to cyber-
security measures. The third phase includes steps to continuously “detect” cybersecurity
incidents and to monitor cyber threats. The fourth phase involves the development of a
“response” plan, which will establish the communication channels, clearly mitigating the
cyber incidents. The last phase is to “recover” the damaged services whose damages were
caused by cyber incidents and to prioritise cyber-related activities [60].

When organisations and businesses are not compliant with the five fundamental ele-
ments of the NIST CSF, it becomes extremely challenging to properly handle cyber incidents.
In addition, organisations and businesses tend to become vulnerable to cyber incidents,
which could potentially affect their continuity. It is suggested that all organisations adopt
human-centric approaches alongside with a detailed and clear mitigation plan to promote
cyber hygiene and address cyber incidents.

From the analysis above, it is evident that cybersecurity is important for healthcare
professionals because they deal with sensitive patient information and medical records,
which must be kept confidential and secure. To deepen and summarise our analysis, the
best hands-on practices for cyber hygiene are identified as follows:

• Use strong passwords: Healthcare professionals should use strong passwords for all
their accounts, including their electronic medical record (EMR) system. Passwords
should be long and include a mix of uppercase and lowercase letters, numbers and
special characters.

• Use two-factor authentication: Two-factor authentication provides an extra layer of
security for healthcare professionals. They should enable two-factor authentication for
all their accounts, especially for EMR systems.
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• Keep software updated: Healthcare professionals should keep all software, including
operating systems and applications, up to date with the latest security patches and
updates. This helps to protect against known vulnerabilities and exploits.

• Use secure networks: Healthcare professionals should only use secure networks,
such as their workplace network or a trusted VPN, when accessing sensitive patient
information or medical records. They should avoid using public Wi-Fi networks or
unsecured networks.

• Be cautious of phishing scams: Healthcare professionals should be cautious of phishing
scams, which are fraudulent emails or messages designed to steal personal information
or infect computers with malware. They should avoid clicking on links or download-
ing attachments from unknown sources.

• Encrypt sensitive data: Healthcare professionals should encrypt sensitive patient
information and medical records to protect against unauthorised access. Encryption
helps to ensure that only authorised individuals can access the data.

• Regularly backup data: Healthcare professionals should regularly backup their data,
including patient information and medical records, to ensure that it can be recovered
in the event of a data breach or system failure.

• Use secure messaging: Healthcare professionals should use secure messaging plat-
forms to communicate with colleagues and other healthcare professionals. They should
avoid using unsecured messaging apps or SMS messages, which can be intercepted
and read by unauthorised individuals.

• Educate staff: Healthcare professionals should educate their staff on cybersecurity best
practices and provide regular training to ensure that everyone is aware of the risks
and how to prevent them.

• Use a reputable IT provider: Healthcare professionals should work with a reputable
IT provider to ensure that their systems and networks are secure and up to date with
the latest security protocols. The IT provider can also provide support and guidance
on cybersecurity best practices.

It is important to also highlight the advantages and disadvantages of the existing
methods. Advantages of existing cyber hygiene methods are as follows:

1. Regular updates and patches—Keeping software, operating systems and applications
up to date with the latest patches and updates can help prevent cyberattacks that
exploit vulnerabilities in the system.

2. Strong passwords and authentication—Using strong and unique passwords, along
with multi-factor authentication, can help prevent unauthorised access to accounts
and data.

3. Backups—Regular backups of important data can help ensure that data is not lost in
the event of a cyberattack or system failure.

4. Security awareness training—Educating employees about cybersecurity risks and best
practices can help prevent human errors that could lead to cyberattacks.

5. Firewall and antivirus protection—Firewalls and antivirus software can help prevent
unauthorised access to a network and protect against viruses and malware.

Disadvantages of existing cyber hygiene methods:

1. Complexity—Some cybersecurity practices can be complex and require technical
expertise to implement and maintain, which can be challenging for small businesses
or individuals.

2. Cost—Implementing robust cybersecurity measures can be costly, especially for small
businesses or individuals with limited budgets.

3. False sense of security—Relying solely on cybersecurity measures can create a false
sense of security and lead to complacency, which could make an organisation or
individual more vulnerable to cyberattacks.
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4. Lack of standardisation—Cybersecurity practices and standards are not always con-
sistent across different organisations and industries, which could create gaps in
cybersecurity coverage.

5. Evolving threat landscape—The threat landscape is constantly evolving, and new
cyber threats are emerging all the time. Cybersecurity measures that were effective in
the past may not be sufficient to protect against new threats.

Overall, cyber hygiene is critical in today’s digital world, and adopting best practices
and measures can help individuals and organisations protect themselves against cyber
threats; this is why this piece of research is considered essential as a complete review of
the literature on the topic has not been conducted before. However, it is important to be
aware of the limitations of existing methods and to continuously evaluate and update
cybersecurity practices to stay ahead of evolving threats.

7. Deployment, Demonstration and Implementation of a Healthcare Use-Case
Scenario for Raising Data Privacy and Cybersecurity Awareness

The chosen scenario, which is described in this section, is mainly based on a user-
centred Digital Health Living lab. This Living Lab provides a real-life setting with a
systematic co-production and user co-creation approach while incorporating research
and innovation processes. The key involved stakeholders are councils, residents, service
providers, technology companies and academic institutions, and are active in every step
from the creation to commercialisation of a product or service. This scenario aims to
demonstrate the real-world applicability of best cybersecurity hygiene practices, aiming to
raise data privacy and cybersecurity awareness.

More specifically, the involved stakeholders in the Living Lab are contributing to
health innovation in an innovative way and have the opportunity to help individuals and
society. They are being key partners in inspiring and creating health innovations based on
their perceptions, needs and user experience. This is characterised as an open innovation
ecosystem and the Living Lab plays the role of a unique testbed for the development and
testing of prototypes or mature digital healthcare solutions. The scenario, presented here,
is based on Tier 3 test and trial category in accordance with the UK National Institute for
Health and Care Excellence (NICE) for Digital Health Technologies (DHTs). Particularly,
Tier 3 is targeted on helping people who are diagnosed with a long or short-term condition
with treatment and management. It involves clinical management tools for treatment
and diagnosis via active monitoring or calculation. For example, a symptom tracking
function, which transfers patients’ records to the healthcare team to support the clinical
decision process.

All involved stakeholders, such as service providers, patients, residents, and healthcare
practitioners, are engaging with the Living Lab using their own network connections and
infrastructures. As an extent, they connect to the internet through their own routers (WiFi)
and communicate through online means, such as emails via their personal devices (i.e.,
PCs, mobile devices, tablets, laptops). It is worth noting that there is a lot of big data
involved, such as personal information. In addition, the Living Lab includes several
medical healthcare devices, such as infusion and/or insulin pumps and IoT devices for
healthcare diagnosis, management and treatment. The scenario presented below is used
to demonstrate the importance to maintain and promote cybersecurity hygiene in such
an environment.

Vulnerabilities in the healthcare sector differentiate compared to the other sectors.
This is due to the lack of security measures related to connectivity of the network and
medical devices. The healthcare information infrastructure includes a huge number of
legacy systems and threat actors are always looking for ways to exploit the systems. It
has been noted in the literature that the most common attack path is found by hackers via
social engineering and lack of cybersecurity hygiene by the involved actors. For example,
healthcare professionals collect patient data (i.e., financial, personal), hence breaches of this
data would provide additional benefits to the attackers.
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This scenario is making a number of assumptions for the purpose of implementation.
More specifically, the home patients use an insulin pump for their diabetes treatment and
the pump is configured and managed by their healthcare practitioner. In addition, there
are IT devices, such as servers and applications software, computers, operating systems
and routers that are essential for the system infrastructure as a whole. The security of
medical devices mainly relies on the cybersecurity hygiene and best practices adopted by
the patient, healthcare professional and IT staff involved. Security is required to protect
patient data and to safeguard the healthcare service delivery, as the medical devices are
connected to the internet.

8. Conclusions

This paper shows the importance of human-centric and multidisciplinary approaches
in cyber hygiene education and practices, and how specific end users are targeted through
social engineering attacks. For example, males have the tendency to show greater trust in
technological tools, which could act as a bias in their cyber hygiene practices and behaviours.
Even though there is not a single theoretical framework or model for best practices in cyber
hygiene, this piece of work, in combination with previous studies performed (i.e., [61]), is a
start to develop and apply a holistic empirical educational framework. The present research
sets the scene to utilise an articulated and flexible model of cyber hygiene education, which
connects behaviours, human factors, knowledge, individual differences and attitudes. It
is an extension of the existing literature and may be employed to cultivate and support
current theories of cyber hygiene.

For reasons as such, the findings of the present research could better inform infor-
mation technology courses, cybersecurity, computer science and didactical approaches in
cybersecurity practices. This would be achieved by providing awareness of possible biases,
and students may become prepared for future social engineering attacks in their profes-
sional and personal lives, while also grasping a better understanding of these principles as
a whole.

Individual differences and human-centric approaches associated with cyber hygiene
are essential to disseminate in mathematics (STEM), science, health, technology and engi-
neering classes. They are an important addition into the curriculum of cyber education,
since humans are the biggest threat to efficient cybersecurity. Hence, the practical applica-
tion of this piecework is its application to education. Last, but not least, by personalising
cyber hygiene training to fit the individual’s needs based on their attitudes, behaviours
and knowledge [62], greater efficacy and transfer are expected, especially related to the
protection of confidential and personal information [63].

In conclusion, cyber education, at the moment, is not effectively preparing individuals
to take into consideration human factors, which are strongly associated with cybersecurity.
The human factor can be the main cause of security violations and malicious attacks and
remains the weakest link in cyber resiliency.

The novelty of the present research is:

• As far as we are concerned, this is the first research paper that presents a holistic, hands-
on set of best practices in cyber hygiene, specifically addressing the healthcare staff.

• It facilitates the identification as to why humans are the weakest link, due to their lack
of awareness, training, education, errors and complexity of technology.

• It accomplishes the presentation of important theoretical and practical applications
within cyber education.

Author Contributions: Conceptualization, H.M., T.F. and K.K.; methodology, H.M., T.F. and K.K.;
investigation, T.F. and K.K.; resources, T.F., S.N. and K.K.; writing—original draft preparation, K.K.;
writing—review and editing, T.F., S.N. and K.K.; visualization, H.M., T.F. and K.K.; supervision, H.M.
and T.F.; project administration, K.K.; funding acquisition, H.M. All authors have read and agreed to
the published version of the manuscript.

222



Appl. Sci. 2023, 13, 3410

Funding: The research conducted in this paper was funded by the project ‘A Dynamic and Self-
Organized Artificial Swarm Intelligence Solution for Security and Privacy Threats in Healthcare ICT
Infrastructures’ (AI4HEALTHSEC) under grant agreement No. 883273. The project was funded by
the European Union’s Horizon 2020 research and innovation programme.

Institutional Review Board Statement: Ethical approval was not required for this study.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors are grateful for the financial support of this project that has received
funding from the European Union’s Horizon 2020 research and innovation programme. The views
expressed in this paper represent only the views of the authors and not of the European Commission
or the partners in the above-mentioned project.

Conflicts of Interest: The authors declared no potential conflict of interest with respect to the research,
authorship and/or publication of this article.

References

1. Liaropoulos, A. A Human-Centric Approach to Cybersecurity: Securing the Human in the Era of Cyberphobia. J. Inf. Warf. 2015,
14, 15–24.

2. Javid, T.; Faris, M.; Beenish, H.; Fahad, M. Cybersecurity and data privacy in the cloudlet for preliminary healthcare big data
analytics. In Proceedings of the 2020 International Conference on Computing and Information Technology, Tabuk, Saudi Arabia,
9–10 September 2020; pp. 1–4. [CrossRef]

3. Thuemmler, C.; Bai, C. Health 4.0: Application of industry 4.0 design principles in future asthma management. In Health 4.0: How
Virtualization and Big Data Are Revolutionizing Healthcare; Springer: Berlin/Heidelberg, Germany, 2017; pp. 23–37.

4. Singh, D.; Mohanty, N.; Swagatika, S.; Kumar, S. Cyber-hygiene: The key Concept for Cyber Security in Cyberspace. Test Eng.
Manag. 2020, 83, 8145–8152.

5. Cain, A.; Edwards, M.; Still, J. An exploratory study of cyber hygiene behaviors and knowledge. J. Inf. Secur. Appl. 2018, 42, 36–45.
[CrossRef]

6. Ponemon Institute. 2016. Available online: http://www.ponemon.org/li-brary/2016-cost-of-cyber-crime-study-the-risk-of-
business-innovation (accessed on 1 January 2023).

7. FBI. 2015. Available online: https://www.ic3.gov/media/annualreports.aspx (accessed on 15 December 2022).
8. Long, R. Using Phishing to Test Social Engineering Awareness of Financial Employees. Ph.D. Thesis, Eastern Washington

University, Cheney, WA, USA, 2013.
9. Russell, J.D.; Weems, C.F.; Ahmed, I.; Richard, G.G. Self-reported secure and insecure cyber behaviour: Factor structure and

associations with personality factors. J. Cyber Secur. Technol. 2017, 1, 1–12. [CrossRef]
10. Talib, S.; Clarke, N.L.; Furnell, S.M. An analysis of information security aware-ness within home and work environments. In

Proceedings of the International Conference on Availability, Reliability, and Security, Krakow, Poland, 15–18 February 2010;
Volume 1, pp. 196–203.

11. Anderson, C.L.; Agarwal, R. Practicing safe computing: A multimedia empirical examination of home computer user security
behavioral intentions. MIS Q. 2010, 34, 613–643. [CrossRef]

12. Konieczny, F. USAFR NJT. SEADE: Countering the futility of network security. Air Space Power J. 2015, 29, 1–11.
13. Furnell, S. Why users cannot use security. Comput. Secur. 2005, 24, 274–279. [CrossRef]
14. Henshel, Q.; Hart, P.; Cooke, D. The role of external influences on organizational information security practices: An institutional

perspective. In Proceedings of the 39th Annual Hawaii International Conference on System Sciences 2006, Kauia, HI, USA,
4–7 January 2006; Volume 6, pp. 1–10. [CrossRef]

15. Almeida, V.A.F.; Doneda, D.; Abreu, J.S. Cyberwarfare and digital governance. IEEE Internet Comput. 2017, 21, 68–71. [CrossRef]
16. Neigel, A.R.; Claypoole, V.L.; Waldfogle, G.E.; Acharya, S.; Hancock, G.M. Holistic cyber hygiene education: Accounting for the

human factors. Comput. Secur. 2020, 92. [CrossRef]
17. Dupuis, M.J. Cyber security for everyone: An introductory course for nontechnical majors. J. Cybersecur. Educ. Res. Pract. 2017, 3,

1–17.
18. Cone, B.D.; Irvine, C.E.; Thompson, M.F.; Nguyen, T.D. A video game for cyber security training and awareness. Comput. Secur.

2007, 26, 63–72. [CrossRef]
19. Molinara, M.; Cancelliere, R.; Di Tinno, A.; Ferrigno, L. A Deep Learning Approach to Organic Pollutants Classification Using

Voltammetry. Sensors 2022, 22, 8032. [CrossRef] [PubMed]
20. Polatidis, N.; Pimenidis, E.; Pavlidis, M.; Papastergiou, S.; Mouratidis, H. From product recommendation to cyber-attack

prediction: Generating attack graphs and predicting future attacks. Evol. Syst. 2020, 11, 479–490. [CrossRef]
21. Silvestri, S.; Islam, S.; Papastergiou, S.; Tzagkarakis, C.; Ciampi, M. A Machine Learning Approach for the NLP-Based Analysis of

Cyber Threats and Vulnerabilities of the Healthcare Ecosystem. Sensors 2023, 23, 651. [CrossRef] [PubMed]

223



Appl. Sci. 2023, 13, 3410

22. European Union Agency for Network and Information Security (ENISA). Review of Cyber Hygiene Practices. 2016. Available
online: https://www.enisa.europa.eu/publications/cyber-hygiene (accessed on 30 November 2022).

23. Trevors, M. Mapping Cyber Hygiene to the NIST Cybersecurity Framework. 2019. Available online: https://insights.sei.cmu.
edu/insider-threat/2019/10/mapping-cyber-hygiene-to-the-nist-cybersecurity-framework.html (accessed on 3 January 2023).

24. Vishwanath, A.; Neo, L.S.; Goh, P.; Lee, S.; Khader, M.; Ong, G.; Chin, J. Cyber hygiene: The concept, its measure, and its initial
tests. Decis. Support Syst. 2020, 128, 113–160. [CrossRef]

25. Ehrenfeld, J.M. Wannacry, cybersecurity and health information technology: A time to act. J. Med. Syst. 2017, 41, 104. [CrossRef]
[PubMed]

26. Independent. 2017. Available online: https://www.independent.co.uk/news/uk/home-news/marcus-hutchins-arrested-latest-
us-authorities-wannacry-cyberattack-nhs-las-cegas-mccaran-a7875761.html (accessed on 3 January 2023).

27. Rader, M.; Rahman, S. Exploring Historical And Emerging Phishing Techniques And Mitigating The Associated Security Risks.
Int. J. Netw. Secur. Appl. 2013, 4, 50–69.

28. Aparajita, A.; Swagatika, S.; Singh, D. Comparative Analysis of Clustering Techniques in Cloud for Effective Load Balancing. Int.
J. Eng. Technol. 2018, 7, 47–51. [CrossRef]

29. Kelly, R. Almost 90% of Cyber Attacks Are Caused by Human Error or Behaviour. 2017. Available online: https://chiefexecutive.
net/almost-90-cyber-attacks-caused-human-error-behavior/ (accessed on 5 December 2022).

30. Annarelli, A.; Nonino, F.; Palombi, G. Understanding the management of cyber-resilient systems. Comput. Ind. Eng. 2020, 149,
43–59. [CrossRef]

31. Bowen, B.; Devarajan, R.; Stolfo, S. Measuring the human factor of cyber security. In Proceedings of the 2011 IEEE International
Conference on Technologies for Homeland Security (HST), Waltham, MA, USA, 13–16 November 2011; Volume 1, pp. 198–207.

32. Nobles, C. Botching human factors in cybersecurity in business organizations. Holistica 2018, 9, 71–88. [CrossRef]
33. Dragana, C.; Pattinson, M.R.; Parsons, K.; Butavicius, M.A.; McCormac, A. Naïve and Accidental Behaviours that Compromise

Information Security: What the Experts Think. In Proceedings of the 10th International Symposium of Human Aspects of
Information Security and Assurance, Frankfurt, Germany, 19–21 July 2016; Volume 1, pp. 32–52.

34. Baillon, A.; Bruin, J.; Emirmahmutoglu, A.; Veer, E.; Dijk, B. Informing, simulating experience, or both: A field experiment on
phishing risks. PLoS ONE 2019, 14, e0224216. [CrossRef] [PubMed]

35. Hakim, Z.; Ebner, N.; Oliveira, D.; Getz, S.; Levin, B.E.; Lin, T.; Wilson, R.C. The phishing email suspicion test (PEST) a lab-based
task for evaluating the cognitive mechanisms of phishing detection. Behav. Res. Methods 2021, 53, 1342–1352. [CrossRef] [PubMed]

36. Kobis, P. Human factor aspects in information security management in the traditional IT and cloud computing models. Oper. Res.
Decis. 2021, 31, 61–76. [CrossRef]

37. Richardson, M.D.; Lemoine, P.A.; Stephens, W.E.; Waller, R.E. Planning for Cyber Security in Schools: The Human Factor. Educ.
Plan. 2020, 27, 23–39.

38. Moustafa, A.A.; Bello, A.; Maurushat, A. The Role of User Behaviour in Improving Cyber Security Management. Front. Psychol.
2021, 12, 224–231. [CrossRef]

39. Moustafa, A.A.; Morris, A.N.; Elhaj, M. A review on future episodic thinking in mood and anxiety disorders. Rev. Neurosci. 2018,
30, 85–94. [CrossRef]

40. Moustafa, A.A.; Morris, A.N.; Nandrino, J.; Misiak, B.; Szewczuk-Boguslawska, M.; Frydecka, D.; El Haj, M. Not all drugs are
created equal: Impaired future thinking in opiate, but not alcohol, users. Exp. Brain Res. 2018, 236, 2971–2981. [CrossRef]

41. Wikipedia. Available online: https://en.mwikipedia.org/wiki/social_engineering(security) (accessed on 18 January 2023).
42. Chen, H.; Zhongchuan, F.; Dongyan, Z. Security and trust research in M2M system. In Proceedings of the 2011 IEEE International

Conference on Vehicular Electronics and Safety, Beijing, China, 10–12 July 2011; Volume 1, pp. 286–290.
43. Sung-Ming, Y.; Kim, S.; Lim, S.; Moon, S. A countermeasure against one physical cryptanalysis may benefit another attack. In

Proceedings of the International Conference on Information Security and Cryptology, Seoul, Republic of Korea, 6–7 December
2001; pp. 414–427.

44. Gregory, R.G.; Fitzgerald, J.; Hunsperger, N.; Lavine, J.; Nguyen, V.; Tellado, J. Service Processor Configurations for Enhancing or
Augmenting System Software of a Mobile Communications Device. U.S. Patent Application 14/083,324, 3 March 2014.

45. Holland, N. The Human-Centered Cybersecurity Stance. 2020. Available online: https://www.bankinfosecurity.com/human-
centric-cybersecurity-stance-a-13897 (accessed on 1 October 2022).

46. Grobler, M.; Gaire, R.; Nepal, S. Usage and Usability: Redefining Human Centric Cyber Security. Front. Big Data 2021, 4, 344–452.
[CrossRef]

47. Durbin, S. Eight Steps to Building a Human-Centered Security Culture. 2020. Available online: https://www.forbes.com/sites/
forbesbusinesscouncil/2020/11/25/eight-steps-to-building-a-human-centered-security-culture/ (accessed on 5 January 2023).

48. Renaud, K.; Flowerday, S. Contemplating human-centred security & privacy research: Suggesting future directions. J. Inf. Secur.
Appl. 2017, 34, 76–81. [CrossRef]

49. Khader, M.; Chai, W.; Neo, L.S. Introduction to Cyber Forensic Psychology: Understanding the Mind of the Cyber Deviant Perpetrators,
1st ed.; World Scientific Publishing: Singapore, 2021; 404p.

50. Blau, A. Better Cybersecurity Starts with Fixing Your Employees Bad Habits. 2017. Available online: https://hbr.org/2017/12/
bettercybersecurity-starts-with-fixing-your-employees-badhabits (accessed on 1 December 2022).

224



Appl. Sci. 2023, 13, 3410

51. Ncubukezi, T.; Mwansa, L.; Rocaries, F. A review of the current cyber hygiene in small and medium sized businesses. In
Proceedings of the 15th International Conference for Internet Technology and Secured Transactions (ICITST), London, UK,
8–10 December 2020; Volume 15, pp. 283–288.

52. Symantec, C.D. Internet Security Threat Report: 2011 Trends. Symantec Corp. 2012, 17, 977–999.
53. Sobiesk, E.; Blair, J.R.; Conti, G.; Lanham, M.; Taylor, H. Cyber education: A multilevel, multi-discipline approach. In Proceedings

of the 16th Annual Conference on Information Technology Education, London, UK, 4–8 September 2015; Volume 1, pp. 43–47.
54. Ncubukezi, T.; Mwansa, L. Best practices used by businesses to maintain good cyber hygiene during COVID-19 pandemic.

J. Internet Technol. Secur. Trans. 2021, 9, 714–721. [CrossRef]
55. Trevors, M.; Wallen, C.M. Cyber Hygiene: A Baseline Set of Practices; Software Engineering Institute, Carnegie Mellon University:

Pittsburgh, PA, USA, 2017; pp. 1–17.
56. Cyber Essentials. 2020. Available online: https://www.gov.uk/gov (accessed on 26 January 2023).
57. Such, J.M.; Cholas, P.; Rashid, A.; Vidler, J.; Seabrook, T. Basic cyber hygiene: Does it work? Computer 2019, 52, 21–31. [CrossRef]
58. NIST Special Publication 800–181. 2017. Available online: https://www.nist.gov/itl/applied-cybersecurity/nice/nice-

framework-resource-center (accessed on 3 October 2022).
59. Mehravari, N. Resilience management through the use of CERT-RMM and associated success stories. In Proceedings of the

IEEE, International Conference on Technologies for Homeland Security (HST), Vienna, Austria, 17–20 October 2013; Volume 1,
pp. 119–125.

60. Martin, R.A. Non-Malicious Taint: Bad Hygiene Is as Dangerous to the Mission as Malicious Intent. 2014; Volume 1, pp. 19–30.
Available online: https://apps.dtic.mil/sti/pdfs/AD1107757.pdf (accessed on 4 November 2022).

61. Parsons, K.; Calic, D.; Pattinson, M.; Butavicius, M.; McCormac, A.; Zwaans, T. The human aspects of information security
questionnaire (HAIS-Q): Two further validation studies. Comput. Secur. 2017, 66, 40–51. [CrossRef]

62. Hancock, P.A.; Billings, D.R.; Schaefer, K.E.; Chen, J.Y.C.; Visser, E.J.; Parasuraman, R. A Meta-Analysis of Factors Affecting Trust
in Human-Robot Interaction. J. Hum. Factors Ergon. Soc. 2011, 53, 517–527. [CrossRef]

63. Bansal, G.; Zahedi, F.; Genfen, D. The impact of personal dispositions on in-formation sensitivity, privacy concern and trust in
dis-closing health information online. Decis. Support Syst. 2010, 49, 138–150. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

225



Citation: Junaid, S.B.; Imam, A.A.;

Abdulkarim, M.; Surakat, Y.A.;

Balogun, A.O.; Kumar, G.; Shuaibu,

A.N.; Garba, A.; Sahalu, Y.;

Mohammed, A.; et al. Recent

Advances in Artificial Intelligence

and Wearable Sensors in Healthcare

Delivery. Appl. Sci. 2022, 12, 10271.

https://doi.org/10.3390/

app122010271

Academic Editor: Stefano Silvestri

Received: 3 September 2022

Accepted: 30 September 2022

Published: 12 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Review

Recent Advances in Artificial Intelligence and Wearable
Sensors in Healthcare Delivery

Sahalu Balarabe Junaid 1, Abdullahi Abubakar Imam 2, Muhammad Abdulkarim 1,*, Yusuf Alhaji Surakat 3,

Abdullateef Oluwagbemiga Balogun 4,5, Ganesh Kumar 5, Aliyu Nuhu Shuaibu 6, Aliyu Garba 1,

Yusra Sahalu 7, Abdullahi Mohammed 1, Tanko Yahaya Mohammed 1, Bashir Abubakar Abdulkadir 8,

Abdallah Alkali Abba 9, Nana Aliyu Iliyasu Kakumi 10 and Ahmad Sobri Hashim 5

1 Department of Computer Science, Ahmadu Bello University, Zaria 810107, Nigeria
2 School of Digital Science, Universiti Brunei Darussalam, Brunei Darussalam, Jalan Tungku Link,

Gadong BE1410, Brunei
3 Department of Family Medicine, University Medical Centre, Ahmadu Bello University, Zaria 810107, Nigeria
4 Department of Computer Science, University of Ilorin, Ilorin 1515, Nigeria
5 Department of Computer and Information Sciences, Universiti Teknologi PETRONAS,

Sri Iskandar 32610, Malaysia
6 Department of Electrical Engineering, University of Jos, Bauchi Road, Jos 930105, Nigeria
7 SEHA Abu Dhabi Health Services Co., Abu Dhabi 109090, United Arab Emirates
8 Department of Chemistry, Gombe State University, Gombe 760253, Nigeria
9 Institute of Health Science, Kaduna State University, Tafawa Balewa Way, 800283 Kaduna, Nigeria
10 Patient Care Department, General Ward, Saudi German Hospital Cairo, Taha Hussein Rd, Huckstep,

El Nozha, Cairo 4473303, Egypt
* Correspondence: amuhd@abu.edu.ng

Abstract: Artificial intelligence (AI) and wearable sensors are gradually transforming healthcare
service delivery from the traditional hospital-centred model to the personal-portable-device-centred
model. Studies have revealed that this transformation can provide an intelligent framework with
automated solutions for clinicians to assess patients’ general health. Often, electronic systems are used
to record numerous clinical records from patients. Vital sign data, which are critical clinical records
are important traditional bioindicators for assessing a patient’s general physical health status and
the degree of derangement happening from the baseline of the patient. The vital signs include blood
pressure, body temperature, respiratory rate, and heart pulse rate. Knowing vital signs is the first
critical step for any clinical evaluation, they also give clues to possible diseases and show progress
towards illness recovery or deterioration. Techniques in machine learning (ML), a subfield of artificial
intelligence (AI), have recently demonstrated an ability to improve analytical procedures when
applied to clinical records and provide better evidence supporting clinical decisions. This literature
review focuses on how researchers are exploring several benefits of embracing AI techniques and
wearable sensors in tasks related to modernizing and optimizing healthcare data analyses. Likewise,
challenges concerning issues associated with the use of ML and sensors in healthcare data analyses
are also discussed. This review consequently highlights open research gaps and opportunities found
in the literature for future studies.

Keywords: artificial intelligence; machine learning; vital signs; wearable sensors

1. Introduction

As in many other research fields, the landscape of healthcare research is being progres-
sively reshaped by the trending use of artificial intelligence (AI) techniques [1]. This can
be attributed to the radical progression in the development of new machine learning (ML)
algorithms. In recent years, ML algorithms have demonstrated an ability to significantly
achieve or exceed human-level performance when it comes to computational tasks [2].
Particularly, the availability of big datasets and computing power improvements are partly
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responsible for these achievements by ML algorithms [3]. The discovery of beneficial
healthcare knowledge brought by the application of AI techniques in analyzing medical
datasets has attracted immense attention [4]. Clinicians are widely inclined to adopt the
application of ML algorithms to process clinical datasets for their accuracy, robustness, and
interpretability [5]. Often, the atmosphere for delivering medical care by health profession-
als is hasty, with the availability of boundless arrays of technologies and varying individual
conclusions and judgments [6]. During a patient’s examination, important information
is continuously collected by health professionals either automatically or manually using
appropriate devices.

Different approaches are being used worldwide to gather patients’ vital information [7].
However, the situation in an intensive care unit (ICU) differs as it requires more devices for
medical diagnoses and the continuous monitoring of each subject [8]. Accordingly, the elec-
tronic health form (EHF) system accepts and stores the volume of measured medical data
in real-time [9,10]. Health forms might contain high-dimensional health data ranging from
vital signs data such as blood glucose level, blood pressure, heart rate, oxygen saturation
level, and body temperature, to other demographic data such as family medical history,
laboratory tests, and medication records [11]. Thus, volumes of such high-dimensional
health data pose an interpretational challenge to health professionals during the diagnosis
and treatment of patients [12].

Amongst the health data parameters are vital signs, also referred to as bioindicators.
These are important pieces of clinical information used to objectively measure and assess
the general physical health of a person. These vital signs give clues to possible diseases
and show progress toward recovery. Likewise, acute, and protracted diseases can also be
monitored via vital signs. Thus, they serve as tools for crucial communication concerning
the health status of patients [13,14], and they are usually the first intervention commonly
observed by health professionals. However, some concerns still exist regarding general
health practice issues, such as which health parameters must be measured, the frequency of
the optimal measurements and the performance measure of the new health technologies for
observing patients [15–17]. Consequently, ML techniques can be used to effectively analyze
and efficiently generate actionable insights from vital signs data or through the combination
of additional data from the patient’s health records. It has been established in medical
studies that timely discovery and prompt intervention are very crucial measures to avoid
declining a patient’s medical condition [18]. Both the cost and optimization of healthcare
systems could be achieved through the early prediction of patient health outcomes.

Similarly, the availability of Electronic Health Record (EHR) systems offers abundant
and unique prospects for biomedical studies, whereby analytics and predictive modelling
are at the core [19]. Disease existence prediction or recognition [20], critical condition
assessment [21], evaluating a condition that may require the intervention of life-support [22]
and the existence of a specific medical outcome [23,24] are a few examples of tasks that are
related to health that could be the objectives of such models. Additionally, it is possible to
integrate these with EHR systems to automate real-time health warning systems [25]. There
exist several instances where AI techniques are implemented in a variety of medical-care-
related fields [26–28]. Many studies are available on the application of AI techniques for a
particular disease, environment, health domain and outcome, and in some cases, specific
ML algorithms are simply the focus.

For instance, Alanazi et al. [29] reviewed the application of ML techniques in medicine
and healthcare. Xiao et al. [30] in their study investigated the usage of deep learning
(DL) techniques to process EHR datasets. Several DL techniques for exploring different
sources of data and their targeted applications were analyzed. Likewise, Gnaneswar and
Jebarani [31] studied the use of data mining techniques for the diagnosis and prediction
of heart diseases while Kavakiotis et al. [32] investigated the deployment of data mining
techniques for the diagnosis and prediction of diabetes.

Hence, the objective of this review is to investigate and analyze the process of inte-
grating AI techniques with clinical data acquired through wearable sensors. Consequently,
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a unique taxonomy is developed to highlight the benefits and challenges associated with
the application of wearable sensors and AI techniques in the conventional healthcare
delivery system.

The remainder of this paper is arranged as follows: the research approach and methods
are explained in Section 2. The application of wearable sensors in healthcare is presented in
Section 3. Section 4 discusses the deployment of AI in healthcare, while the benefits and
challenges of the application of AI in healthcare are addressed in Section 4. The limitations
encountered in this study are explained in Section 5, and finally, the conclusions of this
review are presented in Section 6.

2. Research Methods

This review used the Preferred Reporting Items for Systematic reviews and Meta-
Analyses (PRISMA) methodology to identify research articles for inclusion in the study.

2.1. Inclusion and Exclusion Criteria

This review endeavours to illustrate strategically the need for and the application of
AI and wearable sensors in the current healthcare domain, providing a complete evaluation
of these technologies as well as the benefits and challenges of their implementation in
healthcare. This study focuses on articles and survey papers specifically related to the im-
plementation of AI and wearable sensors in healthcare. This provides insight into hundreds
of the papers included in this analysis, as well as the methods used in previous research.

In this research, the paper selection criterion technique is divided into three sub-
sections: keyword selection, inclusion and exclusion, and the final results created by
using these methods. In the sections that follow, specifics about these selection criteria
are provided.

2.1.1. Selection of Keywords

Multiple well-known research databases and repositories, including IEEE, Science
Direct, PubMed, Wiley, Taylor & Francis, JSTOR, ACM Digital Library, EBSCOhost, Springer,
Emerald and IET, were searched exhaustively for research publications. The papers in the
aforementioned databases were searched using keywords like sensors, wearable sensors,
biosensors, AI, ML, healthcare, telemedicine, and e-health.

2.1.2. Inclusion

The study was limited to journals published between 2018 and 2022, with the remain-
der omitted. These publications were selected for evaluation based on a reexamination of
the abstracts and papers that highlighted the applicability of wearable technologies and
AI to this research. This study includes an examination of research publications, current
review papers, technical notes, and other materials arranged in a logical order and related
to the latest developments in wearable sensors, AI, and healthcare.

2.1.3. Exclusion

During the search for research publications, there are many stringent criteria for
excluding studies, such as duplication, language (only English), and irrelevance (subject
and material). Additionally, papers were eliminated if they were unrelated to wearable
technology, AI and healthcare, and had previously published information on the same
topic. Also removed were case series and reports, brief communications, and editorial
comments resources.

2.2. Quality Assessment and Data Extraction

It is essential to keep in mind that the amount of research papers, notably surveys per-
tinent to the healthcare field, has been increasing, with more scholars striving to contribute
to the body of knowledge. Nevertheless, such research (reviews or surveys) is susceptible
to certain problems, besides a rising number of nonrandomized interventional studies.
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Researchers are required to recognize high-quality reviews and surveys. Numerous tech-
niques for examining specific parts of feedback have been developed, but there are not
many structured tools for comprehensive review [33].

In this regard, the PRISMA approach is used in this study to assess the quality of the
selected articles and ensure that only high-quality papers are considered for the research.
Moreover, the PRISMA approach is utilized to evaluate objectively the material that is sig-
nificant to the various selected publications [33]. Articles were chosen using inclusion and
exclusion criteria, particularly publication year (as established by the PRISMA checklist).
Figure 1 displays the PRISMA methodology used in this study.

 

Figure 1. PRISMA flowchart of the study methodology.

After an in-depth evaluation of 1606 papers acquired from numerous sources (IEEE,
Science Direct, PubMed, Wiley, Taylor & Francis, JSTOR, ACM Digital Library, EBSCOhost,
Springer, Emerald and IET) in the first stage, 1056 duplicates were eliminated. Additional
420 papers were omitted due to their publication year and language, and 45 articles were
discarded owing to their inaccessibility, lack of relevance, and poor quality. In the end,
85 papers are chosen upon thorough evaluation and analysis.

3. Wearable Sensors in Healthcare

The biosensing concept started around the early 20th century. It is a simple concept
where potential electrical proportionality is viewed across the membrane [34]. However,
the real biosensor device for the detection of oxygen was developed by L.C. Clark, Jr. in
1956. Henceforward, the development of a variety of biosensor platforms and devices was
initiated, ranging from glucose [35] and the fibre-optic-based detection of carbon dioxide
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(CO2) and oxygen, to utilizing surface plasmon resonance (SPR) [36] to detect gas through
inventing the first hand-held (i-STAT) blood biosensor in 1992 [37].

At present, biosensor technology is used in wearable devices for different aspects of
our daily life activities. For instance, its use ranges from a simple daily steps counter with a
fitness band to a highly complicated multiplexed device capable of detecting non-abundant
biochemical body fluid markers. Undoubtedly, the evolution of wearable sensors has
revolutionized the monitoring of healthcare as wearable sensors technology has made it
possible for clinicians and users to obtain dynamic and real-time health-related information
on the body’s physiological function with a simple click, scan or tap while sitting at home
or resting.

Wearable sensor devices can capture different kinds of biosignals such as motion,
pulse rate and temperature changes. Furthermore, several biosensors are presently used as
quick, point-of-care tools capable of being used on a large scale to screen the populace or to
detect viruses such as the latest SARS-CoV-2 [38]. Nonetheless, the competition between
giant technology industries has revealed a sneak peek of the wearable sensors’ commercial
market. Recently, a study from CBINSIGHTS stressed that wearables, telehealth and virtual
reality (VR) will champion a clash of industries and technologies that can lead the post-
pandemic world [39]. This is based on the premise that sensor devices that are easy to
fabricate and most economical with high multimodal throughput and biocompatibility
superiority would certainly attain substantial growth in the technology industry, especially
when the finished products are readily available and are capable of having a significant
impact on the remote monitoring of healthcare. Likewise, comfortability and compatibility
with the surfaces and living tissues of human skin are important factors to consider when
these devices are used in clinical routines for the constant gathering of biosignals to generate
computable results. Furthermore, in dealing with delicate interfaces, wearable sensors
require better sensitivity materials to accurately recognize as well as a higher discrimination
power to identify specific forms of environmental stimuli in a specified period [40].

There has been a paradigm shift from the period of inflexible electrochemical devices
to the current evolution period of flexible, printable and soft functional materials able
to adhere to rough skin surfaces regarding the fabrication and utilization of biosensing
systems [41]. For example, an ear-worn sensor capable of tracking actions and degrees
of energy in patients with chronic obstructive pulmonary disease (COPD) was created by
Fennedy, et al. [42]. The researchers were able to use the ear-worn sensor and an efficient
ML technique to diagnose different types of physical actions along with the energy used in
those actions. Also, Steele, et al. [43,44] conducted a 3D measurement experiment of human
(patient) movements. Findings from their experiments showed that patient status measures
were correlated with the level of acceleration vectors such as the force expiratory volume
in one second (FEV1), distance walk of six minutes, severity of dyspnea and domain of
physical function in a health-related quality of life gauge shown in patients with COPD.

Furthermore, Shashikumar, Stanley, Sadiq, Li, Holder, Clifford and Nemati [20] devel-
oped a novel ML algorithm for health-related data collection from a single unit to study the
minute-by-minute activity levels of patients. A sample of 22 patients was used for 14 days
to test the method. The developed algorithm was employed to assess whether the sensing
device is active on the patient and to keep track of compliance.

The automation of wearable sensors experienced a fast evolution from what looks like
a science fiction concept to a wide range of fine-established devices for medical use [45]. The
fast evolution of wearable sensors might be connected but not limited to their affordability,
user-friendliness, portability, the existence of mobile smartphones plus other connected
devices and the increase in consumer desire for health awareness [46]. Regardless of
the initial achievement, there is still a need for advancement in wearable sensors. The
current wearable modalities for sensing are non-specific, hence, the wish remains unmet.
For instance, the number of factors responsible for increasing one’s pulse or causing one
to perspire is still unknown. Additionally, most wearable sensor devices are still using
techniques that have existed for years. Even the continuous transdermal glucose monitors
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that appear to be more-complex wearables take advantage of the advancements in enzyme
electrodes from over three decades, including the discovery of basic and ultra-low-cost
finger-prick glucose test strips. The assessment of transdermal glucose is likely the most
widely engaged wearable sensor to regularly monitor the state of a severe condition
(diabetes) [47,48]. Figure 2 is an illustration of a conceptual remote surveillance system.

 
Figure 2. A conceptual picture of a remote surveillance system [45].

Wearable sensors are used to collect movement and physiological data, which allows
for the monitoring of the patient’s health status. There are different ways in which sensors
are employed depending on the therapeutic routine of interest. For example, when mon-
itoring congestive heart failure or COPD patients, vital signs monitoring sensors would
be deployed.

Likewise, movement-data-recording sensors would be employed to monitor the effi-
cacy of a home-based stroke survivor’s recovery program or the usage of mobility assistance
gears among elderly people. The data collected from patients or users are transmitted to an
access point or mobile phone over wireless transmission before being communicated to a
data center or cloud storage via the internet. The ML model embedded in the device detects
an emergency and delivers an alert message to the trauma service center to promptly assist
the patient. Invariably, in sensor-based healthcare systems, the patient’s relatives and
caregivers can be contacted in the case of an emergency or whenever the patient needs
assistance with taking his/her prescriptions. Clinicians can examine the patient’s condition
remotely and can be alerted if there is a need to make a medical decision.

3.1. Design of Biosensors

According to Liu, et al. [49], a biosensor is an analytical integrated functional device
capable of analyzing particular quantitative or semi-quantitative data using a biological
recognition component. The device broadly consists of three main components. First is
the biorecognition component often called a bioreceptor. This is the component that uses
biomolecules from receptors or organisms modelled after biological systems to interact
with an analyte of interest. Subsequently, a transducer will measure the interaction and
outputs a quantifiable signal that is proportional to the target analyte present in the sample.
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The overall aim of the biosensor design is to enable convenient and quick testing at the
point of care or concern where the sample was acquired [50–52]. Second is the transducer,
which is an electronic device that converts energy into an electrical current or voltage signal
for transmission. The third is the signal amplifier, which simply refers to an electrical circuit
that uses electrical power to increase the amplitude of an incoming current or voltage signal
and outputs the higher amplitude version at its output terminals.

Figure 3 illustrates the biosensor’s basic parts with their working mechanisms. Nor-
mally, the analyte is a biomolecule recognizable by a highly specific biorecognition element.
Different transduction platforms are used for the reaction, which generates signals that are
detectable by transducers and are converted to displayable data.

Figure 3. Basic parts of biosensors [39].

3.2. Categories of Wearable Biosensors

Wearable biosensors in the literature are categorized depending on the bio-analyte/biofluid
used, the material of choice, the transduction platform, design, and utility. Several au-
thors are inclined to categorize biosensors based on the bio-analyte/biofluid used, such as
saliva, sweat and tears. Likewise, on an invasiveness basis, authors include implantable
biosensors, which use other physiological biomarkers to observe health and subcutaneous
injections. Based on design and utility, wearable biosensors can further be divided as arm
and wrist-based, face and head-based or oral-cavity-based, food-mounted and textile-based
(Figure 4).
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Figure 4. Different wearable biosensor devices are categorized based on: (a) bio-analytes and
(b) design and utility [39].

Similarly, wearable biosensors can be categorized as biocompatible, biodegradable,
carbon-based, inorganic biomaterials or polymer sensors depending on the source ma-
terial used for their production. Although the electrochemical, electro-mechanical and
optoelectrical/photo-sensing platforms of wearable biosensors all have a similar general
mechanism for biorecognition, the transduction mode is what makes them differ. This
review mainly focuses on electro-mechanical wearable biosensors.

3.3. Electromechanical Biosensors

The principle of sensing in electromechanical biosensors is fairly like that of electro-
chemical biosensors, though the generation of electrical responses is the variation between
the two. This variation is primarily the result of the strain recorded due to an electrical bias
or due to a mechanical force.

Electromechanical transduction does not depend on molecule labelling, which gives it
a significant advantage over electrochemical and optical sensors. It also facilitates a wide
range of identification and quantification parameters for biomolecules. Accordingly, the
most essential feature that dictates the finest operation of electromechanical biosensors is
their capability to sense the physical variations that occur on the human skin surface at a
macroscale, such as movements in the arm, leg and wrist or slight changes such as stifling
or the stretching of the epidermis, which occurs during actions such as breathing [53].
Typically, electromechanical transduction mechanisms are based on any of the following:
(a) piezo-capacitive, (b) piezo-electric, (c) piezo-resistive, (d) iontronic or triboelectric
nano-generation (TENG) effects [40,54] (Figure 5).
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Figure 5. Illustration of different categories of electro-mechanical transduction mechanisms [39].

The function of a strain sensor is the quantification of the mechanical deformation
concerning the corresponding changes in electrical signals. This can either be piezo-electric
(when changes in surface potential due to polarization are captured) or piezo-resistive
(when changes in the resistance produced by external forces are captured) [55,56]. The
function of wearable strain sensors is the quantification of mechanical deformation for the
corresponding changes in electrical signals. This could be in the form of capturing changes
in surface potential due to polarization (also known as piezo-electric) or piezo-resistive,
which means capturing variations in the resistance produced by exterior forces [53,55].

Capacitive wearable biosensors react to changes in capacitance and have superior
sensitivity due to forces that cause geometrical deformations. However, surrounding
noise is known to affect the sensors and may consequently impact their performance [57].
Iontronic wearable biosensors use a platform with super-capacitance. This is approximately
1000 times greater than a capacitor with a metal oxide platform. It forms an ion–electric
interface between the electrolytes and electrodes, which causes a high capacitance per unit
area and ion accumulation on the electrodes [54]. Triboelectric transduction operates on a
simple principle known as frictional charges. This is a result of the interaction between two
different materials. The principle was used in developing TENG [56]. Surface separation
produces potential differences whenever friction is interrupted; hence, without the use of
external power, this is used to develop sensors [58].

A flexible functional design that requires a high gauge factor is needed for the detection
of minor movements by stretchable strain sensors, which arise on irregular skin surfaces.
For example, a strain biosensor was designed by Tang, et al. [59] and was built by aligning
a nanowire using a ratio with a high surface-to-volume ratio to monitor intangible human
motion. In their study, they succeeded by achieving a high gauge factor of approximately
35.8 that could detect an incitement of deformation with less than 200μm in under 230ms.
This achieved result was five times better in comparison with a comparable microwire-
based biosensor [59].

Similarly, a stretchable ion-based biosensor was created by Wang, et al. [60]. It was built
on surface strain redistributed elastic fiber (SSRE-fiber) where a wrinkle construct was used
to improve the surface area together with an island bridge design [60]. Though the principle
of the electro-mechanical mode of sense was not used, the strain was minimized on big
sizes of the stretch by making the SSRE platform a notable choice in a textile-based wearable
biosensor. Likewise, textile-based mechanical biosensors are becoming an attractive tool for
detecting human motion and they are paving the way for the personalization of healthcare
by working analogously to how the choice of our outfit adapts to our physical attributes.
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Nevertheless, there are still challenges; for instance, there is a technology requirement for
the fabric to have high conductivity and to be equally strain resistant.

Typically, to improve conductivity in textiles, carbonization is the first line of choice,
which can either be performed by adding metal nanoparticles, dip-coating or vacuum fil-
tration [61–65]. An instance of such a wearable biosensor was invented by Yang, et al. [66]
using available commercial spandex, in which polyamide was dipped into carbonic pig-
ment inks to fabricate the conductive strain sensor with high fidelity [66]. Figure 6
presents a schematic diagram illustrating the process of fabricating an ink-decorated fabric
strain sensor.

Figure 6. Schematic diagram illustrating the process of fabricating ink-decorated fabric strain sensor.

To begin with, deionized water is used to wash the fabric three times; then, after dip
coating the fabric into commercial ink, the fabric is then absorbed and dried at 60 ◦C for
about an hour in the oven. Next, silver paste is used to mount two copper wires on the
fabric strip’s two ends to improve integration, and again the setup is dried and is then
ready to use with textiles [39]. Their study effort points to a potential proposed application
of the smart textiles by (i) using any of the joints (arm, fingers, wrist) to fix them for pulse
rates collection; (ii) sewing or otherwise printing the strain biosensors on the fabrics to
capture the functions associated with respiration and breathing; or (iii) applying them in
producing protecting devices to monitor joint activities in posture-related illnesses such as
Parkinson’s disease [66]. Table 2 presents a summary of the application of wearable sensors
in healthcare.

Thus, AI will most likely play an important role in healthcare delivery over the next
few years due to its capability to handle and process large amounts of information at an
effective rate through numerous forms of AI systems. This includes both software-based
(such as apps) and hardware-based (such as smartphones) systems. However, as mentioned
earlier, technologies of wearable devices already exist, which offer similar functionality with
improved accuracy. Therefore, consumers are the ones who will decide what technology
to select.

Further, both AI and wearable sensors have an impact on our daily lives and certainly,
between them, there is always going to be some overlap. The integration of AI with wear-
able devices is gaining momentum toward creating smarter devices for consumers (such as
smartphones). Wearable devices are also integrating AI systems into their mobile applica-
tions to better analyze their abilities for use in predictive analytics applications. Another
aspect where wearable devices complement AI is location tracking in smartphones, where
wearable devices can be used to determine the location of a person at home or otherwise
based on the signal from their smartphone’s location when matched with historical records
from preceding phone calls made using a similar device.
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4. Artificial Intelligence (AI) in Healthcare

AI is fast becoming a catchword globally as it aims to simplify human work and
make it more efficient. Thus, AI is playing a critical role in strengthening and transform-
ing industries including the healthcare sector [79]. Moreover, in the healthcare sector,
AI technology plays a significant role in minimizing human errors and complementing
conventional healthcare processes. The application of AI techniques in healthcare can be
done in several ways such as advanced patient diagnostics, disease prevention, medical
therapy and informed clinical decision-making [80]. Based on this premise, the application
of AI techniques in healthcare delivery has remarkably increased. This section reviews the
use of ML, a subfield of AI, in clinical analytics using wearable sensor data. Different types
of wearable sensors are available to collect clinical data. Thus, these datasets can often be
processed using appropriate ML techniques. Figure 7 presents an ML-based healthcare
system modelled with data from wearable sensors.

 
Figure 7. Machine Learning-based model via wearable sensors data for healthcare systems.

Wearable sensors enable the monitoring of vital health parameters, which can be used
to detect many illnesses such as chronic clinical disorders, diabetes, hypertension, and
some others. A patient’s vital health signs such as blood glucose level, blood pressure, body
temperature, oxygen saturation and pulse rate are measured using a variety of clinical-
related sensors. Then, Internet of Things (IoT)-based platforms such as “Think speak” are
utilized to send the data values measured from these sensors to the cloud. Think speak
is an open IoT platform enabled by Arduino or Arduino-compatible hardware for data
visualization. It allows writing or reading data to be put into or taken from the platform.
This supports the data storage from the API or sensors in the cloud for either a private or
public channel. ML techniques are then used to analyze the stored data in the channel. The
diagnosis of the symptoms to identify the disease(s) affecting the patient can be performed
using the data collected with the sensor. ML algorithms are hence used to classify and
identify the disease. Undoubtedly, the classification capacity of ML algorithms is known
to be effective, and the reason for their broad use in the health industry is their ability to
classify and predict diseases based on their symptoms (health-related data).

Currently, many technologies are using ML algorithms for data analytics to obtain
useful insights [81–84]. Supervised and unsupervised learning algorithms are the two
broad classifications of ML algorithms. When the prediction of the values for the training
dataset is the goal, supervised learning algorithms are used, while unsupervised learning
algorithms are used for the identification of a specific label from the clustered labels [85–87].

Classification and regression are the most commonly used supervised learning al-
gorithms [88]. Some examples of classification algorithms include Naïve Bayes (NB),
k-Nearest Neighbor (kNN), Artificial Neural Network (ANN), Decision Tree (DT) and
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Support Vector Machines (SVM) [89–92]. Discriminant Analysis (DA), Logistic Regression
(Log) and Linear Regression (LR) are prominent regression algorithms. C-Means, K-Means,
BIRCH, DBSCAN and X-Means algorithms are examples of clustering techniques which
are classified as unsupervised learning algorithms [93–96]. Figure 8 provides a detailed
classification of ML techniques.

Figure 8. Classification of ML techniques into various sub-categories.

In practice, all these ML algorithms can be employed to address problems concerning
medical image recognition, prediction and detection of diseases, behavioural adjustments
and so on. The recent technological advancement that brought about wearable sensors has
prompted several researchers to explore their potential in the concept of integrating AI with
wearable sensors in the healthcare domain. Similarly, the affordability and availability of
both wearable sensors and smartphones appear to be veritable devices to quickly drive the
accumulation of human medical data, whereas an emerging subfield of AI (ML techniques)
is also available to map those medical data to provide clinical predictions [97].

The proof-of-concept for an accurate, automatic, patient-specific system that is tunable
to a person’s needs presented by [98–101] is an example of a seizure-prediction system that
can increase an epileptic patient’s independence and allow for preventative treatment. A ro-
bust classification algorithm in ML (a DL classifier) was used to train a model to distinguish
between interictal and preictal signals. DL is an ML technique and is a great computational
tool that supports attributes to be automatically learnt from training data [102]. Generally,
the use of DL is for training a class of algorithms termed deep neural networks to accom-
plish specific tasks. The use of neuromorphic hardware in combination with DL models
can offer a basis for an always-on, real-time, patient-specific, wearable-sensor seizure early
warning system with marginal power consumption with reliable and durable performance.

Furthermore, a different study by [103] aimed at automatic scoring Parkinsonian
tremors. The study proposed ML algorithms to predict the Unified Parkinson’s Disease
Rating Scale (UPDRS). In their study, a wristwatch-type wearable sensor device fitted with
an accelerometer and a gyroscope was used to measure the tremor signals of eighty-five
Parkinson’s disease patients. The number of features initially extracted from each signal
was nineteen, but eventually, the dimension of the features was strategically abridged using
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a pairwise correlation approach. Five commonly used ML algorithms, such as the DT, DA,
kNN, RF and SVM, were applied to the selected features to explore the automatic scoring
of the severity of Parkinsonian disease tremors. Accuracy, precision, and recall were the
metrics used to gauge the performance of the classifiers and compare the findings with
similar studies.

These use-cases of successful implementations and applications of AI and wearable
sensors has made it critical and necessary to complement conventional healthcare system
with these disruptive technologies. The technologies among many things can assist in
informed clinical decision-making processes since imprecise results can misinform both
clinicians and patients.

Hence, an AI-based sensor healthcare system can assist in diagnosing disease symp-
toms and obtaining timely aid from clinicians and caregivers. The system will equally
be of assistance to elderly or young people for regular in-home-based health monitoring
and diagnosis.

5. Challenges and Benefits of AI

The field of AI currently appears to be a promising area that can act as an instrument
to grow and transform the public health service sector drastically. Although the adoption of
AI appears to be momentary, there is a continuous increase in its use largely because of the
strong potential at the core of healthcare delivery. AI is anticipated to replace the face-to-face
consultation experiences of clinicians and patients. Engaging AI technology to remodel the
healthcare sector in many respects has been widely considered possible. EHR, physician-
active supervision in clinical decisions and detailed knowledge processing aimed at health
management systems constitute concerns at the center of the AI virtual systems [104]. The
assistance derived from AI systems by clinical experts to diagnose patients has received
research attention recently. Certainly, soon, advancements in technology sophistication
with more comprehensive AI data systems will be able to detect many other diseases.

There is a clear benefit to using AI in healthcare, as the choices of patient management
and outcomes are improved. Costs reduction, fewer referrals and time saving are other
prospective secondary benefits. Additionally, professional isolation, recruitment, promotion
and retention in rural areas can be reduced with the application of AI in healthcare [105].
This can in turn contribute toward a more balanced and equitable system of basic medical
care in poor-resource locations of low- and high-income countries.

5.1. Benefits and Challenges of Artificial Intelligence in Healthcare

AI is rapidly dominating healthcare systems by replacing the conventional routine
work/tasks conducted by personnel in medical services with an automated health system.
Nevertheless, the digitization of health services through the application of AI systems
in medical care practice comes with benefits and can also pose new associated technical
challenges. The following sub-sections discuss the key benefits and challenges of AI
in healthcare.

5.1.1. Benefits

The enhancement in patient management choices and outcomes are the primary
benefit of technology applications in the healthcare system, while cost efficacy, time-saving,
and fewer referrals may as well be the potential secondary benefits. Again, it can assist
in health facility retention and promote recruitment in rural areas. Eventually, this can
contribute to an equitable global healthcare delivery system [106,107], which addresses the
challenges of enabling early acceptability and feasible implementation in the healthcare
system and a lack of reflection from the perspective of users. AI adoption in the public
healthcare system offers a blueprint for the flow of research that centers on diverse aspects
of AI adoption in public healthcare systems [83,108].

240



Appl. Sci. 2022, 12, 10271

5.1.2. Challenges

AI is projected to soon be incorporated into routine clinical care due to its proven
efficacy in refining the administrative aspect of health services. However, ethical and
privacy implications are reservations that have been expressed about introducing AI into
the healthcare system. These reservations include AI application tasks in clinical situations,
the fuzziness of some AI algorithms, privacy concerns for the data used in training the
AI model, the likelihood of bias and security concerns. Similarly, access, consent, costs,
efficacy, information, the right to decide and the right to try are some examples of the ethical
concerns faced in clinical applications of AI techniques [107,109]. AI application is the
preferable and right approach for progress in the health sector, particularly health services,
despite its impact on ethical concerns, regulations, and systems error. The following are
some of the open challenges of AI in healthcare.

1. Equity

Clinical datasets for training AI models should be well-structured and in an appropri-
ate format that can make it easy to derive knowledge and actionable insights from it. That is,
there should be adequate representations of instances in the datasets via the harmonization
of different health-related data of patients [110]. Otherwise, this can cause the AI models to
be biased, make imprecise predictions or even large-scale discrimination [111].

2. Transparency

Although the performance of the AI techniques, especially DL models in the prediction
of clinical risk and medical image analysis has been significantly promising, nevertheless
explaining and interpreting the DL models is difficult. This difficulty is a cause of se-
rious concern in the medical world, where the ability to explain medical decisions and
transparency are very vital [111,112].

3. Trust

To apply AI, matters including the cause and effect of a disease, the ML techniques
and the models used to support the decision-making process of the medical experts needs
to be considered by clinicians. The future of AI applications’ autonomous roles and the
conceivable exposure to the accidental or mischievous tampering of these applications to
yield unjustifiable results may cause a critical obstacle for clinicians to admit AI in their
clinical practice [111,113].

4. Accountability

The accountability begins with AI model development and then extends to the level
where the model is used in medical care until eventual retirement. Many stakeholders are
involved in this scope, which includes software developers, healthcare experts, patient
advocacy groups and government officials [114]. The application of AI in healthcare services
is not limited to increasing clinical capability but can also be for upgrading administrative
capacity. As an example, the distribution of information and services related to health
can be conducted using AI in the form of telemedicine by employing communication
technology. Certainly, the implementation of telemedicine will impressively affect business
models in hospitals [115].

5.2. Problems in the Application of AI in Health Services

1. Bias data: Large-scale data inputs related to clinical health records are a requirement
for training or developing a robust AI model. Otherwise, bias can occur when
incomplete or insufficient health-related data are used for training the AI models.
Likewise, the output from training data that do not truly reflect the target population
is usually biased. Under-representative data may occur as a result of accessibility to
healthcare services (social discrimination) and/or comparatively lesser samples (such
as with data from minority groups) [116].
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2. Privacy: Medical service data are one of the most sensitive records that can be kept
by an individual about another. Therefore, the principle of respecting the privacy of
a patient is of vital importance in the medical care profession. This is also because
privacy is bounded by the autonomy of the patient’s well-being and a private iden-
tity [111]. Accordingly, ethics and moral practices must be deployed to respect the
confidentiality of the patient’s data as well as to safeguard adequate measures for
obtaining the right consent.

5.3. Problem of Ethics Related to Biomedical and Health Sciences

As applicable to all new techniques in health sciences, the principles governing biomed-
ical ethics must be followed by AI in medical care applications. This includes security and
privacy regarding the available health-related data. They remain manifest as autonomous
decision-making, consensus, privacy and safety, deliberate participation, etc., which must
be reflected and practised in any implementation [107].

6. Conclusions

The recent trend of using AI techniques and wearable sensors in the medical field
has progressively reshaped healthcare delivery systems. The adoption of these evolving
technologies in healthcare delivery has truly attracted the attention of many researchers.
This study proposes a distinctive taxonomy that illuminates the process of integrating
AI techniques with the clinical data acquired through wearable sensors. For simplicity,
the process is broadly divided into three major sections: wearable biosensors, AI, and the
challenges and benefits of AI in healthcare. Wearable biosensors are IoT-enabled devices
that facilitate the transmission of health-related data to the cloud for further processing.
Of the various AI concepts, ML is utilized to automatically process and visualize the
recorded health-related data for clinical decision-making. In this review, various forms
of ML techniques were explored. This is to provide a concise and complete review and
analysis of the application of AI in healthcare, which is of key importance in this article.

The efforts by the authors will certainly assist researchers and experts in academics
and the healthcare domain respectively. For instance, a scholar may obtain an appropriate
direction on different kinds of wearable biosensors and ML algorithms that may be engaged
for the detection of a particular disease. An additional innovative aspect of this study is
highlighting the benefits and challenges yet to be cleared in prospective studies on the
application of AI to improve patient medical outcomes. The open research challenges
addressed in this study may also offer researchers some clear future research prospects.
By investigating further into these technologies and their integration, the future of AI and
wearable biosensors is quite promising in healthcare delivery systems, essentially in remote
healthcare monitoring.
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