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## 1. Introduction

In this editorial, we present "Theory of Functions and Applications", a Special Issue of Axioms. This Special Issue comprises 15 articles devoted to exploring current problems in both the theory of functions and in real and complex variables, as well as the applied applications of both. Though the featured articles are concerned with a variety of topics, issues related to the following fields take particular precedence in this Special Issue: function approximation, functional analysis, complex analysis, differential equations, numerical methods, and mathematical modeling. The main aim of this Special Issue is to share scholars' theories and methods relating to function theory, their significant, topical, and novel findings in this area, and applications and solutions for applied problems in related scientific fields.

## 2. Overview of the Published Papers

In contribution 1, focusing on oscillations for delay differential equations, investigated the asymptotic properties of solutions for the fourth-order delay differential equation with a non-canonical operator. They studied novel properties that contribute to achieving more effective terms in the oscillation of differential equations, established criteria that guarantee the exclusion of decreasing solutions and that ensure the oscillation of the studied equation, and also demonstrated the theoretical aspect of their work through the use of examples.

In contribution 2, extremal problems relating to the approximation theory were considered; for instance, the approximative properties of Favard sums on the Hölder classes of functions of one and two variables were studied. In this paper, it is proven that the value of the approximation of the class $H^{1,1}$ using the Favard method is greater than the value of the best approximation of this class using trigonometric polynomials. Moreover, the authors constructed classes for which these approximative characteristics are equal.

The problems considered in contribution 3 concern shifts in the wide class $\tilde{S}$ of $L$ functions and the approximations of analytical functions relating to these. Using the continuous universality theorem, the authors proved that each set of the analytic nonvanishing functions in a strip can be approximated simultaneously by discrete shifts, which are defined by the Dirichlet series from the Selberg-Steuding class and the linearly independent multiset over the field of rational numbers. The probabilistic approach based on the weak convergence of probability measures in the space of analytic functions was also used in their research.

The contribution 4 focuses on nonparametric prediction in Hilbertian statistics; specifically, the authors discuss the Hilbert RE-regression for weak functional time series data. In addition to conducting an empirical study investigating the behavior of RE-regression estimation, they also obtained a new kernel estimation for RE-regression that improved the robustness of the classical regression in its minimizing of the effect of the largest variables.

In contribution 5, the authors studied the boundedness and compactness of the sum operator, as defined by the complex products of composition, multiplication, and the m-th-iterated radial derivative operators of Bloch-type spaces to weighted-type spaces on
the unit ball. They also characterized the boundedness and compactness of all products of composition, multiplication, and m-th-iterated radial derivative operators.

In contribution 6 studied matrix representations of Sturm-Liouville problems with boundary- and interface-contained eigenparameters. In particular, they constructed a class of Sturm-Liouville problems based on a given matrix eigenvalue problem relating to a certain type and condition, depending on the eigenparameter. The authors proved that each Sturm-Liouville problem is equivalent to the original matrix's eigenvalue problem, using the method of characteristic-function factorization.

In contribution 7, the authors investigated two classes of normalized holomorphic and bi-univalent functions, which include bi-prestarlike functions. They found upper bounds for the first two coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ of the Taylor-Maclaurin series for the functions of each of these classes, and their findings can be used in the geometric theory of functions.

The authors of contribution 8 devoted their study to the class of twice-continuously differentiable functions (including the class of convex functions), and its characteristics, satisfying second-order differential inequalities; they and obtained new Hermite-Hadamard-type inequalities for the indicated functions.

The work in contribution 9 focuses on the issue of extending continuous functions, defined by subsets of metric spaces, to the entire space, so that the extended function preserves the basic properties of the original function. The authors proposed a new method that optimizes the integral p-mean instead of its maximum value. They also considered the more general theoretical approach based on measure-valued representations of metric spaces and the duality formula. In addition to this, they also discovered some explicit formulas relating to specific extensions that satisfy Lipschitz-type inequalities.

In contribution 10, the author compared two symmetries of different origins on the set of average functions and found the asymptotic series expansion for both of them in terms of a recursive algorithm for their coefficients, enabling them to perform a coefficient comparison. As a result, the author obtained the class of the means, which allowed for interpolating between those harmonic, geometric, and arithmetic.

In contribution 11 the author proved that some results of $q$-analyses and the partition theory can be obtained as specializations of fundamental relations between complete and elementary symmetric functions; specifically, he showed that Rothe's q-binomial theorem is a specialization of the generating function of elementary symmetric functions. He also obtained the Uchimura identity, which provides connections between partitions and divisors. All results are accompanied by combinatorial interpretations involving wellknown functions in the partition theory.

In contribution 12, the authors found new expressions for the high-order derivatives of different symmetric and non-symmetric polynomials in terms of Euler polynomials, as well as obtaining connection formulas between different polynomials and Euler polynomials. They also proved some new definite integral formulas of the products of different symmetric and non-symmetric polynomials with the Euler polynomials.

Contribution 13 is devoted to the study of the fractional analogue of the Brusselator model. The authors proposed an effective hybrid method, which is based on a combination of the quasi-linearization approach and the matrix-collocation method for the approximate processing of fractional Brusselator equations; these methods were used to model the problem of an autocatalytic chemical reaction. The authors analyzed the convergence and error of this method and also presented some numerical models to test its accuracy.

In contribution 14, the authors proved new theorems that simplify the calculation of improper integrals. Their results allow us to establish many examples of improper integral formulas and solve them directly, without complex calculations or the use of computer software. They presented some applications related to finding Green's function, onedimensional vibrating-string problems, wave motion in elastic solids, and computing Fourier

In contribution 15, the authors studied the hypothesis of Kurepa's function distribution and performed the analysis using PARI/GP software (version 2.13.4).
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#### Abstract

In this paper, we find the sets of all extremal functions for approximations of the Hölder classes of $H^{1} 2 \pi$-periodic functions of one variable by the Favard sums, which coincide with the set of all extremal functions realizing the exact upper bounds of the best approximations of this class by trigonometric polynomials. In addition, we obtain the sets of all of extremal functions for approximations of the class $H^{1}$ by linear methods of summation of Fourier series. Furthermore, we receive the set of all extremal functions for the class $H^{1}$ in the Korneichuk-Stechkin lemma and its analogue, the Stepanets lemma, for the Hölder class $H^{1,1}$ functions of two variables being $2 \pi$-periodic in each variable.
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## 1. Introduction

The exact values of approximation characteristics are especially valued in the theory of function approximation. Finding the exact values of approximation characteristics even for functions and classes of functions of one variable is a rare phenomenon. The exact values of approximation characteristics in the theory of approximation of functions and classes of functions of many variables being $2 \pi$-periodic in each variable, except the result of the work [1], are unknown.

In the theory of function approximation, as in other branches of mathematics, it is difficult to formulate the problem and attract the attention of specialists to it. The problem of finding the exact values of approximation characteristics for functions and classes of functions of many variables remains relevant. The exact values of approximation characteristics even for the simplest classes of functions of many variables have not been found. Forty years ago, the famous Ukrainian mathematician Oleksandr Stepanets called its solution the problem of the twenty-first century.

Let $H^{1}, H^{1,1}$ be the classes of functions $f(x)$ and $f(x, y)$ that are $2 \pi$-periodic in the variable $x$ and the variables $x, y$, for which the following conditions hold, respectively:

$$
\begin{equation*}
\left|f(x)-f\left(x^{\prime}\right)\right| \leq\left|x-x^{\prime}\right|, \quad\left|f(x, y)-f\left(x^{\prime}, y^{\prime}\right)\right| \leq\left|x-x^{\prime}\right|+\left|y-y^{\prime}\right| \tag{1}
\end{equation*}
$$

Let

$$
E_{n}(f)=\inf _{T_{n-1}}\left\|f(x)-T_{n-1}(x)\right\|_{C}
$$

be the best approximation of the function $f(x)$ by the trigonometric polynomials $T_{n-1}(x)$ of the degree $(n-1)$, where $C$ is the space of $2 \pi$-periodic continuous functions with the uniform norm $\|f\|_{C}=\max _{t}|f(t)|$.

Let

$$
E_{n, m}(f):=\inf _{T_{n-1, m-1}}\left\|f(x, y)-T_{n-1, m-1}(x, y)\right\|_{C}
$$

be the best approximation of the function $f(x, y)$ by the trigonometric polynomials $T_{n-1, m-1}(x, y)$ of the degree $(n-1)$ in the variable $x$ and the degree $(m-1)$ in the variable $y$ in the uniform metric.

Let

$$
F_{n}(u)=\frac{1}{2}+\sum_{k=1}^{n-1} \frac{k \pi}{2 n} \cot \frac{k \pi}{2 n} \cos k u
$$

be the Favard kernel, and

$$
\begin{gathered}
F_{n}(f, x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) F_{n}(t-x) d t \\
F_{n, m}(f, x, y)=\frac{1}{\pi^{2}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} f(t, z) F_{n}(t-x) F_{m}(z-y) d t d z
\end{gathered}
$$

be Favard sums of the degree $(n-1)$ and double rectangular Favard sums of the degree $(n-1)$ in the variable $x$ and the degree $(m-1)$ in the variable $y$, respectively.

Favard proved in 1936 that

$$
\mathcal{E}_{n}=\sup _{f \in H^{1}}\left\|f(x)-F_{n}(f, x)\right\|_{C}=\frac{\pi}{2 n}=E_{n}\left(H^{1}\right):=\sup _{f \in H^{1}} E_{n}(f)
$$

i.e., the Favard method implements the exact upper bound of the best approximations on the class $H^{1}$. In the work [1], the exact value of approximations of classes $H^{1,1}$ by Favard sums was found, namely, for $n, m \geq 2$

$$
\begin{align*}
& \mathcal{E}_{n, m}:=\sup _{f \in H^{1,1}}\left\|f(x, y)-F_{n, m}(f, x, y)\right\|_{C} \\
& =\frac{\pi}{2 n}+\frac{\pi}{2 m}+\frac{8}{\pi^{2}} \int_{0}^{\frac{\pi}{n}} \Phi_{n}(x) \Phi_{m}(x) d x \tag{2}
\end{align*}
$$

where $\Phi_{k}(x)=\sum_{i=1}^{k-1} \bar{\Phi}_{i}^{k}(x)$ is the sum of permutations in descending order of the functions $\Phi_{i}^{k}=\left|\int_{i \pi / k}^{x} F_{k}(t) d t\right|$ (for definition of the permutation, see, e.g., [2] (p. 130)).

## 2. Main Result

Theorem 1. For any natural numbers $n$ and $m, n, m \geq 2$, it is asserted that

$$
\mathcal{E}_{n, m}>E_{n, m}\left(H^{1,1}\right):=\sup _{f \in H^{1,1}} E_{n, m}(f)
$$

Theorem 1 was formulated without proof in [3]. We should note that the exact value of $E_{n, m}\left(H^{1,1}\right)$, as well as the best linear approximation method reflecting the class $H^{1,1}$ into the space of all trigonometric polynomials $T_{n-1, m-1}(x, y)$ of the degree at most $(n-1)$ in the variable $x$ and $(m-1)$ in the variable $y$ are unknown. However, it was found that $E_{n, m}\left(H^{1,1}\right) \geq \frac{\pi}{2 n}+\frac{\pi}{2 m}$. According to the result of J. Mairhuber [4], the polynomial of the best approximation $T_{n-1, m-1}(x, y)$ for the function $f(x, y)$ is not unique, which makes it difficult to find this polynomial.

Let us denote by $W_{[a, b]}^{1}$ and $W_{p}^{1,1}$ the classes of functions $f(x)$ and $f(x, y)$ defined on the segment $[a, b]$ and the rectangle $P=[a, b] \times\left[a_{1}, b_{1}\right]$ satisfying conditions (1). The summable function $\psi(x) \in \bigvee_{a, b}^{c}$ if almost everywhere on $(a, c)(a<c<b) \psi(x)>0(\psi(x)<0)$, almost everywhere on $(c, b) \psi(x)<0(\psi(x)>0)$ and $\int_{a}^{b} \psi(t) d t=0$.

Let $\psi(x) \in \mathrm{V}_{a, b^{\prime}}^{c} \varphi(y) \in \bigvee_{a_{1}, b_{1}}^{c_{1}}$ and $t=\rho(x), z=\delta(y)$ be the functions defined by the equalities

$$
\begin{gathered}
\int_{a}^{x} \psi(t) d t=\int_{a}^{\rho(x)} \psi(t) d t, \quad x \in[a, c], \rho(x) \in[c, b] \\
\int_{a_{1}}^{y} \varphi(z) d z=\int_{a_{1}}^{\delta(y)} \varphi(z) d z, \quad y \in\left[a_{1}, c_{1}\right], \delta(y) \in\left[c_{1}, b_{1}\right]
\end{gathered}
$$

and $\rho^{-1}(x)$ and $\delta^{-1}(x)$ be the inverse functions to $\rho(x)$ and $\delta(x)$.
M.P. Korneichuk [2] (pp. 190-198) for the class $W_{[a, b]}^{1}$ and O.I. Stepanets [5] (p. 52) for the class $W_{p}^{1,1}$ proved the following statements.

Lemma K [2]. The following equalities hold

$$
\begin{align*}
\sup _{f \in W_{[a, b]}^{1}}\left|\int_{a}^{b} f(x) \psi(x) d x\right| & =\int_{a}^{c}|\psi(t)|(\rho(t)-t) d t=\int_{c}^{b}|\psi(t)|\left(t-\rho^{-1}(t)\right) d t \\
& =\left|\int_{a}^{b} f^{*}(x) \psi(x) d x\right| . \tag{3}
\end{align*}
$$

In this case, the upper bound in (3) is implemented by functions from the class $W_{[a, b]}^{1}$ of the form $f^{*}(x)=K \pm x$, where K is arbitrary constant.

Lemma S [5]. The following equalities hold

$$
\begin{gather*}
\sup _{f \in W_{p}^{1,1}}\left|\int_{a}^{b} \int_{a_{1}}^{b_{1}} f(x, y) \psi(x) \varphi(y) d x d y\right| \\
=2 \int_{a}^{c} \int_{a_{1}}^{c_{1}}|\psi(t) \varphi(z)| \min \{\rho(t)-t, \delta(z)-z\} d t d z=\left|\int_{a}^{b} \int_{a_{1}}^{b_{1}} f^{*}(x, y) \psi(x) \varphi(y) d x d y\right|, \tag{4}
\end{gather*}
$$

and the exact upper bound in (4) is realized by the function $f^{*}(x, y)$ specified in this lemma (see [5] ( $p$ p. 52-54)).

Let us denote by $\gamma_{n m}^{*}(x, y), f^{*}(x), f^{*}(x, y)$ the arbitrary extremal functions from the classes $H^{1,1}, W_{[a, b]}^{1}, W_{P}^{1,1}$ implementing exact upper bounds in (2)-(4), respectively, i.e., such that

$$
\begin{aligned}
& \mathcal{E}_{n, m}=\left\|\gamma_{n m}^{*}(x, y)-F_{n, m}\left(\gamma_{n m}^{*}, x, y\right)\right\|_{C^{\prime}} \\
& \sup _{f \in W_{[a, b]}^{1}}\left|\int_{a}^{b} f(x) \psi(x) d x\right|=\left|\int_{a}^{b} f^{*}(x) \psi(x) d x\right| \\
& \sup _{f \in W_{p}^{1,1}}\left|\int_{a}^{b} \int_{a_{1}}^{b_{1}} f(x, y) \psi(x) \varphi(y) d x d y\right|=\int_{a}^{b} \int_{a_{1}}^{b_{1}} f^{*}(x, y) \psi(x) \varphi(y) d x d y .
\end{aligned}
$$

Let us prove that all extremal functions $\gamma_{n m}^{*}(x, y)$ realizing the exact upper bound in (2) have the same oscillations equal to $\pi / n+\pi / m$. To do this, we have to establish that if two arbitrary extremal functions realizing the exact upper bound in (4) coincide on one of the larger sides of $P$, then they coincide on the entire rectangle and have the same oscillations. The proof of the last statement is based on the description of the set of all extremal functions that realize the exact upper bound in (3).

Lemma 1. The set of all extremal functions $f^{*}(x)$ realizing the exact upper bound in (3) is the set of functions of the form $f^{*}(x)=K \pm x$, where $K$ is an arbitrary constant.

Proof. If for the arbitrary extremal function almost everywhere on $[a, b] f^{* \prime}(x)= \pm 1$, then due to the absolute continuity of all functions of the class $W_{[a, b]}^{1}$ (see [5] (pp. 15-16)), $f^{*}(x)= \pm x+K$.

Let us prove that almost everywhere on $[a, b] f^{* \prime}(x)= \pm 1$. To do this, we have to establish that any extremal function $f^{*}(x)$ satisfies the equalities

$$
\begin{equation*}
f^{*}(x)-f^{*}(\rho(x))=\rho(x)-x \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
f^{*}(x)-f^{*}(\rho(x))=-(\rho(x)-x) \tag{6}
\end{equation*}
$$

for $x \in[a, c]$ and almost everywhere on $[a, c]$

$$
\begin{equation*}
f^{* \prime}(x)=f^{* \prime}(\rho(x)) \tag{7}
\end{equation*}
$$

Since $f^{*}(x)$ is absolutely continuous on $[a, b]$, and therefore, differentiable almost everywhere on $[a, b]$ (see [6] (p. 229)), $\rho(x)$ is absolutely continuous on $[a, c]$ (see [5] (p. 19)) and $c \leq \rho(x) \leq b$, then $f^{*}(\rho(x))$ is differentiable almost everywhere on $[a, c]$. From (5) and (6) we then get that almost everywhere on $[a, c]$

$$
\begin{equation*}
f^{* \prime}(x)-f^{* \prime}(\rho(x)) \rho^{\prime}(x)=\rho^{\prime}(x)-1 \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
f^{* \prime}(x)-f^{* \prime}(\rho(x)) \rho^{\prime}(x)=-\rho^{\prime}(x)+1 \tag{9}
\end{equation*}
$$

Using (7)-(9), we have almost everywhere on $[a, c] f^{* \prime}(x)=-1$ or $f^{* \prime}(x)=1$. Let us prove that $f^{*}(x)$ satisfies equalities (5) and (6). If $f^{*}(x)$ is an extremal function, then, performing transformations such as in the proof of Theorem 3.1 (see [5] (p. 20)), we obtain

$$
\begin{gather*}
\left|\int_{a}^{b} f^{*}(x) \psi(x) d x\right|=\left|\int_{a}^{c}\left(f^{*}(t)-f^{*}(\rho(t))\right) \psi(t) d t\right| \\
=\int_{a}^{c}(\rho(t)-t)|\psi(t)| d t \tag{10}
\end{gather*}
$$

Without loss of generality, we may assume that $\psi(x)>0$ almost everywhere on $[a, c]$. It then follows from (10) that

$$
\int_{a}^{c} \psi(t)\left((\rho(t)-t)+f^{*}(t)-f^{*}(\rho(t))\right) d t=0
$$

or

$$
\begin{equation*}
\int_{a}^{c} \psi(t)\left((\rho(t)-t)-\left(f^{*}(t)-f^{*}(\rho(t))\right)\right) d t=0 \tag{11}
\end{equation*}
$$

Since $c \leq \rho(t) \leq b$ and $f^{*} \in W_{[a, b]}^{1}$ for $t \in[a, c]$, then $\rho(t)-t \geq\left|f^{*}(t)-f^{*}(\rho(t))\right|$, whence $\rho(t)-t \pm\left(f^{*}(t)-f^{*}(\rho(t))\right) \geq 0$ for $t \in[a, c]$. From (11), due to the non-negativity and summability of functions $\psi(t)\left((\rho(t)-t) \pm\left(f^{*}(t)-f^{*}(\rho(t))\right)\right.$ (see [6] (Theorem 6, p. 131)), it follows that equalities (5) and (6) are valid almost everywhere on $[a, c]$. Since these functions are continuous, equalities (5) and (6) are valid for $x \in[a, c]$.

Let us prove that $f^{*}(x)$ satisfies the relation (7). Since $f^{*} \in W_{[a, b]}^{1}$, then for $x, x+$ $\Delta x, \rho(x),(\rho(x)+\Delta x) \in[a, b]$, using (5) and (6), we have

$$
\begin{equation*}
\left|f^{*}(x+\Delta)-f^{*}(\rho(x)+\Delta x)\right| \leq \rho(x)-x=\left|f^{*}(x)-f^{*}(\rho(x))\right| \tag{12}
\end{equation*}
$$

As a result of the continuity of $f^{*}(x)$, for $\Delta x \rightarrow 0$ the sign of $\left(f^{*}(x)-f^{*}(\rho(x))\right)$ coincides with the sign of $\left(f^{*}(x+\Delta x)-f^{*}(\rho(x)+\Delta x)\right)$. Therefore, from (12) it follows

$$
\begin{equation*}
f^{*}(x+\Delta x)-f^{*}(x) \leq f^{*}(\rho(x)+\Delta x)-f^{*}(\rho(x)) \tag{13}
\end{equation*}
$$

or

$$
\begin{equation*}
f^{*}(x+\Delta x)-f^{*}(x) \geq f^{*}(\rho(x)+\Delta x)-f^{*}(\rho(x)) . \tag{14}
\end{equation*}
$$

Using (13) and (14) we have

$$
f^{* \prime}(x+0) \leq f^{* \prime}(\rho(x)+0) \quad \text { and } \quad f^{* \prime}(x-0) \geq f^{* \prime}(\rho(x)-0) \text {, }
$$

or

$$
f^{* \prime}(x+0) \geq f^{* \prime}(\rho(x)+0) \quad \text { and } \quad f^{* \prime}(x-0) \leq f^{* \prime}(\rho(x)-0) .
$$

Therefore, due to the differentiability of the function $f^{*}(x)$, we obtain that $f^{* \prime}(x)=$ $f^{* \prime}(\rho(x))$ almost everywhere on $[a, c]$. In a similar way, we prove that $f^{* \prime}(x)= \pm 1$ almost everywhere on $[c, b]$. Lemma 1 has been proved.

Corollary 1. Let $\varphi(y)$ be the function that is summable and sign-preserving almost everywhere on $\left[a_{1}, b_{1}\right]$. Then

$$
\begin{align*}
& \sup _{f \in W_{p}^{1,1}}\left|\int_{a}^{b} \int_{a_{1}}^{b_{1}} \psi(x) \varphi(y) f(x, y) d x d y\right| \\
& =\left|\int_{a_{1}}^{b_{1}} \varphi(y) \int_{a}^{c} \psi(t)(\rho(t)-t) d t d y\right| \tag{15}
\end{align*}
$$

where $\psi(x), \rho(x)$ are the same functions as in Lemma K. Moreover, the set of all extremal functions $f^{*}(x, y) \in W_{p}^{1,1}$ realizing the exact upper bound in (15) has the set of functions of the form

$$
f^{*}(x, y)= \pm x+g(y),
$$

where $g(y)$ is the arbitrary function from the class $W_{\left[a_{1}, b_{1}\right]}^{1}$.
Proof. The relation (15) was proved in [5] (Lemma 5.1, p. 54). Just as it was done in the proof of Lemma 5.1, using Lemma 1 and the fact that $\int_{a}^{b} \psi(x) g(y) d x=0$ for the arbitrary function $g(y)$, we get that

$$
f^{*}(x, y)= \pm x+g(y),
$$

where $g(y) \in W_{\left[a_{1}, b_{1}\right]}^{1}$. The corollary has been proved.
Let

$$
\begin{aligned}
\mathfrak{E}^{*}=\left\{f_{n}^{*}(x)\right. & \in H^{1}: \sup _{f \in H^{1}}\left\|f(x)-F_{n}(f, x)\right\|_{C}=\frac{\pi}{2 n} \\
& \left.=\left\|f_{n}^{*}(x)-F_{n}\left(f_{n}^{*}, x\right)\right\|_{C}\right\}
\end{aligned}
$$

be the set of all extremal functions for the Favard method on the class $\mathrm{H}^{1}$. The following statement is then true.

Theorem 2. The set $\mathfrak{E}^{*}$ is the set of functions of the form

$$
f_{n}^{*}(x)= \pm \varphi_{n}\left(x-x_{0}\right)+C,
$$

where $\varphi_{n}(t)$ is the $2 \pi / n$-periodic even function, $\varphi_{n}(t)=t$ for $t \in[0, \pi / n], x_{0}$ and $C$ are arbitrary constants.

Proof. We can prove that

$$
\sup _{f \in H^{1}}\left\|f(x)-F_{n}(f, x)\right\|_{C}=\frac{2}{\pi} \sup _{f \in H}\left|\int_{0}^{\pi} f(t) F_{n}(t) d t\right|,
$$

where $H$ is the subset of even functions $f(x)$ from the class $H^{1}$ such that

$$
\left\|f(x)-F_{n}(f, x)\right\|_{C}=\left|f(0)-F_{n}(f, 0)\right|=\left|F_{n}(f, 0)\right|
$$

Moreover, the arbitrary extremal function $f_{n}^{*}(x)$ can be obtained from the arbitrary extremal function

$$
\varphi_{n}(t) \in H: \frac{2}{\pi} \sup _{f \in H}\left|\int_{0}^{\pi} f(t) F_{n}(t) d t\right|=\frac{2}{\pi}\left|\int_{0}^{\pi} \varphi_{n}(t) F_{n}(t) d t\right|
$$

by shifting its graph parallel to the $O X$ - and $O Y$-axes, i.e.,

$$
f_{n}^{*}(x)=\varphi_{n}\left(x-x_{0}\right)+C
$$

Let us prove that the extremal function $\varphi_{n}(t) \in H$ is unique up to a sign. It is clear that

$$
\begin{gather*}
\sup _{f \in H} \frac{2}{\pi}\left|\int_{0}^{\pi} f(t) F_{n}(t) d t\right| \\
\leq \frac{2}{\pi}\left(\sup _{f \in H}\left|\int_{0}^{\pi / n} f(t) F_{n}(t) d t\right|+\sum_{k=1}^{n-1} \sup _{f \in H}\left|\int_{k \pi / n}^{(k+1) \pi / n} f(t) F_{n}(t) d t\right|\right) \tag{16}
\end{gather*}
$$

Since $F_{n}(t)>0$ on $\left[0, \frac{\pi}{n}\right]$ and $f(t) \in H$, then

$$
\begin{equation*}
\sup _{f \in H}\left|\int_{0}^{\pi / n} f(t) F_{n}(t) d t\right|=\int_{0}^{\pi / n} t F_{n}(t) d t \tag{17}
\end{equation*}
$$

Since (see [7]) $\int_{k \pi / n}^{(k+1) \pi / n} F_{n}(t) d t=0$ then applying Lemma $K$ for each segment $[k \pi / n,(k+1) \pi / n]$ we get

$$
\begin{equation*}
\sup _{f \in H}\left|\int_{k \pi / n}^{(k+1) \pi / n} f(t) F_{n}(t) d t\right|=\int_{k \pi / n}^{(k+1) \pi / n}\left((-1)^{k} t+C_{k}\right) F_{n}(t) d t . \tag{18}
\end{equation*}
$$

From (16)-(18), due to the continuity of the extremal function $\varphi_{n}(t)$, it follows that $\varphi_{n}(t)$ is $2 \pi / n$-periodic even function, $\varphi_{n}(t)=t$ for $t \in[0, \pi / n]$ and

$$
\begin{equation*}
\sup _{f \in H} \frac{2}{\pi}\left|\int_{0}^{\pi} f(t) F_{n}(t) d t\right|=\frac{2}{\pi} \int_{0}^{\pi} \varphi_{n}(t) F_{n}(t) d t \tag{19}
\end{equation*}
$$

We assume that there is another extremal function $\bar{\varphi}_{n}(t) \in H$. Then

$$
\begin{gather*}
0=\frac{2}{\pi} \int_{0}^{\pi} \varphi_{n}(t) F_{n}(t) d t-\frac{2}{\pi} \int_{0}^{\pi} \bar{\varphi}_{n}(t) F_{n}(t) d t \\
=\frac{2}{\pi}\left(\int_{0}^{\pi / n} \varphi_{n}(t) F_{n}(t) d t-\int_{0}^{\pi / n} \bar{\varphi}_{n}(t) F_{n}(t) d t\right)  \tag{20}\\
+\sum_{k=1}^{n-1}\left(\int_{k \pi / n}^{(k+1) \pi / n} \varphi_{n}(t) F_{n}(t) d t-\int_{k \pi / n}^{(k+1) \pi / n} \bar{\varphi}_{n}(t) F_{n}(t) d t\right) .
\end{gather*}
$$

From (16)-(19) it follows

$$
\begin{gather*}
\int_{0}^{\pi / n} \varphi_{n}(t) F_{n}(t) d t-\int_{0}^{\pi / n} \bar{\varphi}_{n}(t) F_{n}(t) d t \geq 0  \tag{21}\\
\int_{k \pi / n}^{(k+1) \pi / n} \varphi_{n}(t) F_{n}(t) d t-\int_{k \pi / n}^{(k+1) \pi / n} \bar{\varphi}_{n}(t) F_{n}(t) d t \geq 0, k=\overline{1, n-1} . \tag{22}
\end{gather*}
$$

In the inequality (21), the equal sign is possible only if $\bar{\varphi}_{n}(t)=\varphi_{n}(t)=t$ for $t \in[0, \pi / n]$.

Since $\varphi_{n}(t)$ is the extremal function of Lemma $K$ on each segment $[k \pi / n,(k+1) \pi / n]$, then by Lemma 1 the equal sign in (22) is possible only if $\bar{\varphi}_{n}(t)=\varphi_{n}(t)+C_{k}$ for $t \in[k \pi / n,(k+1) \pi / n]$. In order to justify the equal sign present in (20), it must take place in (21) and (22). Therefore, due to the continuity of functions $\bar{\varphi}_{n}(t)$ and $\varphi_{n}(t)$, the equality $\bar{\varphi}_{n}(t)=\varphi_{n}(t)$ holds on $[0, \pi / n]$ and $[k \pi / n,(k+1) \pi / n]$. As a result of the parity and $2 \pi$-periodicity of these functions, the equality $\bar{\varphi}_{n}(t)=\varphi_{n}(t)$ holds on the entire real axis.

Therefore, $\varphi_{n}(t)$ is the unique extremal function from the class $H$ up to a sign. The theorem has been proved.

In a similar way, we can describe the set of all extremal functions for the arbitrary linear approximation method

$$
U_{n}(\Lambda, f, x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) U_{n}(\lambda, t-x) d t
$$

where $U_{n}(\lambda, t)=\frac{1}{2}+\sum_{k=1}^{n-1} \lambda_{k}^{(n)} \cos k t$ is the kernel of the method (approximation properties of linear methods studied, for example, in [8-11]). Since any trigonometric polynomial of the order $(n-1)$ has at most $2 n-2$ roots on $[-\pi, \pi$ ) (see, e.g., [12] (p. 214)), then the function $\Phi(x)=\int_{x}^{\pi} U_{n}(\lambda, t) d t$ can have at most $n$ roots on $[0, \pi]$. Let $\Phi(x)=\int_{x}^{\pi} U_{n}(\lambda, t) d t$ have exactly $m$ roots $x_{k}(k=\overline{1, m})$ on $[0, \pi], 0 \leq m \leq n$, and the function $f_{u_{n}}^{*}(x) \in H^{1}$ is such that

$$
\sup _{f \in H^{1}}\left\|f(x)-U_{n}(\Lambda, f, x)\right\|_{C}=\left\|f_{u_{n}}^{*}(x)-U_{n}\left(\Lambda, f_{u_{n}}^{*}, x\right)\right\|_{C^{\prime}}
$$

i.e., it is the arbitrary extremal function for the $U_{n}(\Lambda, f, x)$ on the class $H^{1}$. Then, analogously to the proof of Theorem 2, we can prove the following statement.

Theorem 3. The set of all extremal functions $f_{u_{n}}^{*}(x)$ for the method $U_{n}(\Lambda, f, x)$ on the class $H^{1}$ is the set of functions of the form

$$
f_{u_{n}}^{*}(x)= \pm \varphi_{u_{n}}\left(x-x_{0}\right)+K
$$

where $x_{0}$ and $K$ are arbitrary constants and $\varphi_{u_{n}}(t)$ is the even $2 \pi$-periodic continuous function such that $\varphi_{u_{n}}^{\prime}(t)=1$ for $t \in\left[0, x_{1}\right]$ and $\varphi_{u_{n}}^{\prime}(t)=(-1)^{k}$ for $t \in\left(x_{k}, x_{k+1}\right)$, i.e.,

$$
\begin{aligned}
& \varphi_{u_{n}}(t)=\left\{\begin{array}{l}
t, t \in\left[0, x_{1}\right], \\
(-1)^{k} t+2 \sum_{i=1}^{k}(-1)^{i+1} x_{i}, t \in\left(x_{k}, x_{k+1}\right),
\end{array}\right. \\
& k=\overline{1, m}, \quad 0 \leq m \leq n .
\end{aligned}
$$

Let $\widehat{\mathfrak{E}}=\left\{\widehat{f}_{n}(x) \in H^{1}: E_{n}\left(H^{1}\right)_{C}=\frac{\pi}{2 n}=E_{n}\left(\widehat{f}_{n}\right)_{C}\right\}$ be the set of all extremal functions realizing the exact upper bound of the best approximations on the class $H^{1}$.

Theorem 4. The set $\widehat{\mathfrak{E}}=\mathfrak{E}^{*}$ and for each function from these sets the best approximation polynomials are constants.

Proof. According to Theorem 2 and the Chebyshev criterion (see, e.g., [2] (p. 46)), for any function $f_{n}^{*}(x) \in \mathfrak{E}^{*}$ it follows that

$$
E_{n}\left(f_{n}^{*}\right)=E_{n}\left( \pm \varphi_{n}\left(x-x_{0}\right)+C\right)=E_{n}\left(\varphi_{n}\right)=\left\|\varphi_{n}\right\|_{C}=\frac{\pi}{2 n}=E_{n}\left(H^{1}\right)
$$

These relations imply that for any function $f_{n}^{*}(x) \in \mathfrak{E}^{*}$ the polynomials of the best approximation are constants and $\mathfrak{E}^{*} \subseteq \widehat{\mathfrak{E}}$. For any function $\widehat{f}_{n}(x) \in \widehat{\mathfrak{E}}$, it follows that

$$
\begin{gathered}
E_{n}\left(\widehat{f}_{n}\right)=\frac{\pi}{2 n}=\left\|\widehat{f}_{n}(x)-T_{n-1}^{*}\left(\widehat{f}_{n}, x\right)\right\|_{C} \\
\leq\left\|\widehat{f}_{n}(x)-F_{n}\left(\widehat{f}_{n}, x\right)\right\|_{C} \leq \sup _{f \in H^{1}}\left\|f(x)-F_{n}(f, x)\right\|_{C}=\frac{\pi}{2 n},
\end{gathered}
$$

where $T_{n-1}^{*}\left(\widehat{f}_{n}, x\right)$ is the best approximation polynomial of the degree $(n-1)$ of the function $\widehat{f}_{n}(x)$. This means that $\left\|\widehat{f}_{n}(x)-F_{n}\left(\widehat{f}_{n}, x\right)\right\|_{C}=\frac{\pi}{2 n}$, i.e., $\widehat{f}_{n}(x) \in \mathfrak{E}^{*}$. So $\mathfrak{E}^{*} \supseteq \widehat{\mathfrak{E}}$. Taking into account that $\mathfrak{E}^{*} \subseteq \widehat{\mathfrak{E}}$, the theorem has been proved.

Corollary 2. If $n-1>0$ and $T_{n-1}^{*}(f, x)$ is the polynomial of the best approximation of the function $f(x) \in H^{1}$ then $E_{n}(f)_{C}<\pi / 2 n$.

Proof. For each function $f(x) \in H^{1}$ the inequality $E_{n}(f)_{C} \leq \pi / 2 n$ is true. If $E_{n}(f)=\pi / 2 n$, then using Theorem 4 we get $\operatorname{deg} T_{n-1}^{*}(f, x)=0$ that contradicts the condition of the Corollary 2. The corollary has been proved.

Corollary 3. If the approximation method is different from the Favard method, i.e., $U_{n}(\Lambda, f, x) \neq$ $F_{n}(f, x)$, then

$$
\begin{equation*}
\sup _{f \in H^{1}}\left\|f(x)-U_{n}(\Lambda, f, x)\right\|_{C}>\sup _{f \in H^{1}}\left\|f(x)-F_{n}(f, x)\right\|_{C}=\frac{\pi}{2 n} \tag{23}
\end{equation*}
$$

Moreover, the set of all extremal functions $f_{u_{n}}^{*}(x)$ for the method $U_{n}(\Lambda, f, x)$ on the class $H^{1}$ does not intersect with the set of extremal functions $f_{n}^{*}(x)$ for the Favard method on this class.

Proof. If $f(x) \in H^{1}$, then

$$
f(x)-U_{n}(\Lambda, f, x)=\frac{1}{\pi} \int_{-\pi}^{\pi}\left(D_{1}(t)-\sum_{k=1}^{n-1} \frac{\lambda_{k}^{(n)}}{k} \sin k t\right) f^{\prime}(x-t) d t
$$

where $D_{1}(u)=\sum_{k=1}^{\infty} \frac{\sin k u}{k}$ is the $2 \pi$-periodic Bernoulli function (see, e.g., [2] (pp. 109-111)). Since the function $f(x)$ belongs to the class $H^{1}$ and the Bernoulli kernel $D_{1}(u)$ has a unique polynomial of the best approximation in the metric $L$ (see, for example, [2] (p. 59-69)), we prove that the Favard method presents the unique best approximation method on the class $H^{1}$. Therefore, the relations (23) hold.

Let the extremal function $f_{u_{n}}^{*}(x)$ for the method $U_{n}(\Lambda, f, x)$ belong to the set $\mathfrak{E}^{*}$. So, according to Theorem 2 we have

$$
f_{u_{n}}^{*}(x)= \pm \varphi_{n}\left(x-x_{0}\right)+C
$$

and as a result of the $2 \pi / n$-periodicity of the function $\varphi_{n}(t)$ (see, e.g., [2] (p. 61)) we get

$$
U_{n}\left(\Lambda, f_{u_{n}}^{*}, x\right)=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1}{2}\left(\varphi_{n}(t)+C\right) d t=\frac{\pi}{2 n}+C
$$

Then

$$
\left\|f_{u_{n}}^{*}(x)-U_{n}\left(\Lambda, f_{u_{n}}^{*}, x\right)\right\|_{C}=\frac{\pi}{2 n}
$$

that contradicts the fact proved above. The corollary has been proved.

Lemma 2. Let $f^{*}(x, y) \in W_{p}^{1,1}$ be an arbitrary extremal function of Lemma $S, K_{f *}$ be the oscillation of the function $f^{*}(x, y)$ on $P, b-a \leq b_{1}-a_{1}$ and $y_{0} \in\left[a_{1}, c_{1}\right]$ such that $\delta\left(y_{0}\right)-y_{0}=b-a$. Then

$$
\begin{gathered}
b-a \leq K_{f^{*}}=\max \left\{\max _{a_{1} \leq y \leq y_{0}} f^{*}(a, y), \max _{\delta\left(y_{0}\right) \leq y \leq b_{1}} f^{*}(b, y)\right\} \\
-\min \left\{\min _{\delta\left(y_{0}\right) \leq y \leq b_{1}} f^{*}(a, y), \min _{a_{1} \leq y \leq y_{0}} f^{*}(b, y)\right\} \leq b_{1}-a_{1} .
\end{gathered}
$$

Moreover, if two arbitrary extremal functions coincide on one of the larger sides of the rectangle $P$, then they coincide over the entire rectangle.

Proof. Without loss of generality, we may assume that $\psi(x)>0$ almost everywhere on [ $a, c]$ and $\psi(x)<0$, almost everywhere on $[c, b], \varphi(y)>0$ almost everywhere on $\left[a_{1}, c_{1}\right]$ and $\varphi(y)<0$ almost everywhere on $\left[c_{1}, b_{1}\right]$. Let us break $P$ into sets $E_{i}(i=\overline{1,8})$ :

$$
\begin{aligned}
E_{1} & =\left\{(x, y) \in[a, c] \times\left[a_{1}, c_{1}\right]: \rho(x)-x \leq \delta(y)-y\right\}, \\
E_{2} & =\left\{(x, y) \in[c, b] \times\left[a_{1}, c_{1}\right]: x-\rho^{-1}(x) \leq \delta(y)-y\right\}, \\
E_{3} & =\left\{(x, y) \in[c, b] \times\left[a_{1}, c_{1}\right]: \delta(y)-y \leq x-\rho^{-1}(x)\right\}, \\
E_{4} & =\left\{(x, y) \in[c, b] \times\left[c_{1}, b_{1}\right]: y-\delta^{-1}(y) \leq x-\rho^{-1}(x)\right\}, \\
E_{5} & =\left\{(x, y) \in[c, b] \times\left[c_{1}, b_{1}\right]: x-\rho^{-1}(x) \leq y-\delta^{-1}(y)\right\}, \\
E_{6} & =\left\{(x, y) \in[a, c] \times\left[c_{1}, b_{1}\right]: \rho(x)-x \leq y-\delta^{-1}(y)\right\}, \\
E_{7} & =\left\{(x, y) \in[a, c] \times\left[c_{1}, b_{1}\right]: y-\delta^{-1}(y) \leq \rho(x)-x\right\}, \\
E_{8} & =\left\{(x, y) \in[a, c] \times\left[a_{1}, c_{1}\right]: \delta(y)-y \leq \rho(x)-x\right\} .
\end{aligned}
$$

Let us prove that the arbitrary extremal function $f^{*}(x, y)$ satisfies the relations:

$$
\begin{array}{ll}
f^{*}(x, y)=-x+K_{1}(y), & (x, y) \in E_{1} \cup E_{2} \\
f^{*}(x, y)=x+K_{2}(y), & (x, y) \in E_{6} \cup E_{5} \\
f^{*}(x, y)=-y+v_{1}(x), & (x, y) \in E_{8} \cup E_{7} \\
f^{*}(x, y)=y+v_{2}(x), & (x, y) \in E_{3} \cup E_{4} \tag{27}
\end{array}
$$

Here, $K_{1}(y) \in W_{\left[a_{1}, c_{1}\right]}^{1}$ if $(x, y) \in E_{1} \cup E_{2}$ for each fixed $x, K_{2}(y) \in W_{\left[c_{1}, b_{1}\right]}^{1}$ if $(x, y) \in$ $E_{6} \cup E_{5}$ for each fixed $x, v_{1}(x) \in W_{[a, c]}^{1}$ if $(x, y) \in E_{8} \cup E_{7}$ for each fixed $y$ and $v_{2}(x) \in W_{[c, b]}^{1}$ if $(x, y) \in E_{3} \cup E_{4}$ for each fixed $y$. Applying the same transformations as in the proof of Lemma S and Lemma 1, we establish that the arbitrary extremal function $f^{*}(x, y)$ on $[a, c] \times\left[a_{1}, c_{1}\right]$ satisfies the equality

$$
\begin{gathered}
f^{*}(x, y)-f^{*}(\rho(x), y)-f^{*}(x, \delta(y))+f^{*}(\rho(x), \delta(y)) \\
=2 \min \{\rho(x)-x, \delta(y)-y\} .
\end{gathered}
$$

This equality is equivalent to equalities:

$$
\begin{gather*}
f^{*}(x, y)-f^{*}(\rho(x), y)=\rho(x)-x, \quad(x, y) \in E_{1},  \tag{28}\\
f^{*}(x, \delta(y))-f^{*}(\rho(x), \delta(y))=-(\rho(x)-x), \quad(x, y) \in E_{1}, \tag{29}
\end{gather*}
$$

$$
\begin{gather*}
f^{*}(x, y)-f^{*}(x, \delta(y))=\delta(y)-y, \quad(x, y) \in E_{8}  \tag{30}\\
f^{*}(\rho(x), y)-f^{*}(\rho(x), \delta(y))=-(\delta(y)-y), \quad(x, y) \in E_{8} \tag{31}
\end{gather*}
$$

Substituting $x=\rho^{-1}(t)$ and $t=x$ in (28), we get $f^{*}(x, y)-f^{*}\left(\rho^{-1}(x), y\right)=\rho^{-1}(x)-$ $x$, if $(x, y) \in E_{2}$ because $E_{1}$ maps to $E_{2}$ after the replacement. Therefore, on $E_{1} \cup E_{2}$ the extremal function $f^{*}(x, y)$ for each fixed $y\left(a_{1} \leq y \leq c_{1}\right)$ satisfies the equalities $f^{*}(x, y)-$ $f^{*}(\rho(x), y)=\rho(x)-x$ if $(x, y) \in E_{1}, f^{*}(x, y)-f^{*}\left(\rho^{-1}(x), y\right)=\rho^{-1}(x)-x$ if $(x, y) \in E_{2}$.

Thinking in the same way as in the proof of Lemma 1 and Corollary 1, we conclude that the arbitrary extremal function $f^{*}(x, y)$ on $E_{1} \cup E_{2}$ satisfies relation (24). Similarly, using (29)-(31), we prove that equalities (25)-(27) hold, respectively. Taking into account the definiteness of the extremal function on each of the sets $E_{i}$ and its continuity, we write it on the sides of the rectangle:

$$
\begin{gather*}
f^{*}(a, y)=\left\{\begin{array}{l}
-y+v_{1}(a), y_{0} \leq y \leq \delta\left(y_{0}\right) \\
u_{1}(y), a_{1} \leq y \leq y_{0} \\
u_{2}(y), \delta\left(y_{0}\right) \leq y \leq b_{1}
\end{array}\right. \\
f^{*}(b, y)=\left\{\begin{array}{l}
y+v_{2}(b), y_{0} \leq y \leq \delta\left(y_{0}\right), \\
u_{1}(y)-(b-a), a_{1} \leq y \leq y_{0} \\
u_{2}(y)+(b-a), \delta\left(y_{0}\right) \leq y \leq b_{1},
\end{array}\right. \tag{32}
\end{gather*}
$$

where

$$
\begin{gathered}
u_{1}(y)=-a+K_{1}(y), u_{2}(y)=a+K_{2}(y), \\
u_{1}\left(y_{0}\right)=-y_{0}+v_{1}(a), u_{2}\left(\delta\left(y_{0}\right)\right)=-\delta\left(y_{0}\right)+v_{1}(a), \\
f^{*}\left(x, a_{1}\right)=-x+K_{1}\left(a_{1}\right), f^{*}\left(x, b_{1}\right)=x+K_{2}\left(b_{1}\right) .
\end{gathered}
$$

Let us prove that

$$
K_{f^{*}}=\max _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\}-\min _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\}
$$

We have to prove that

$$
\begin{align*}
\forall(\alpha, \beta) \in & P \min _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\} \leq f^{*}(\alpha, \beta) \\
& \leq \max _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\} \tag{33}
\end{align*}
$$

Let $y_{0} \leq \beta \leq \delta\left(y_{0}\right)$. Let us prove that

$$
f^{*}\left(b, y_{0}\right)=f^{*}\left(a, \delta\left(y_{0}\right)\right) \leq f^{*}(x, \beta) \leq f^{*}\left(a, y_{0}\right)=f^{*}\left(b, \delta\left(y_{0}\right)\right)
$$

for $x \in[a, b]$.
Since $f^{*}\left(a, y_{0}\right)=u_{1}\left(y_{0}\right)=-y_{0}+v_{1}(a)$ and $f^{*}\left(b, \delta\left(y_{0}\right)\right)=u_{2}\left(\delta\left(y_{0}\right)\right)+(b-a)=$ $-\delta\left(y_{0}\right)+v_{1}(a)+(b-a)$ then, taking into account that $b-a=\delta\left(y_{0}\right)-y_{0}$, we get

$$
\begin{equation*}
f^{*}\left(a, y_{0}\right)=f^{*}\left(b, \delta\left(y_{0}\right)\right) \tag{34}
\end{equation*}
$$

Similarly, we can prove that

$$
\begin{equation*}
f^{*}\left(b, y_{0}\right)=f^{*}\left(a, \delta\left(y_{0}\right)\right) \tag{35}
\end{equation*}
$$

If $x-a \leq \beta-y_{0}$, then $f^{*}(x, \beta) \leq f^{*}\left(a, y_{0}\right)$. Indeed,

$$
\left.f^{*}\left(a, y_{0}\right)-f^{*}(x, \beta)=f^{*}\left(a, y_{0}\right)-f^{*}(a, \beta)+f^{*}(a, \beta)\right)-f^{*}(x, \beta)
$$

Taking into account relation (32) for the function $f^{*}(a, y)$, we get

$$
f^{*}\left(a, y_{0}\right)-f^{*}(a, \beta)=\beta-y_{0}
$$

Since the function $f^{*}(x, \beta)$ belongs to the class $W_{[a, b]}^{1}$, we then get

$$
f^{*}(a, \beta)-f^{*}(x, \beta) \geq-(x-a)
$$

hence

$$
\begin{equation*}
f^{*}(x, \beta) \leq f^{*}\left(a, y_{0}\right) \tag{36}
\end{equation*}
$$

If $x-a \geq \beta-y_{0}$ then, taking into account definition (32) of the extremal function $f^{*}(b, y)$ and the fact that $f^{*}(x, \beta)$ belongs to the class $W_{[a, b]}^{1}$, we get

$$
\begin{gather*}
f^{*}\left(b, \delta\left(y_{0}\right)\right)-f^{*}(x, \beta) \\
=f^{*}\left(b, \delta\left(y_{0}\right)\right)-f^{*}(b, \beta)+f^{*}(b, \beta)-f^{*}(x, \beta) \\
=\delta\left(y_{0}\right)-\beta+f^{*}(b, \beta)-f^{*}(x, \beta) \\
=\delta\left(y_{0}\right)-y_{0}-\left(\beta-y_{0}\right)+f^{*}(b, \beta)-f^{*}(x, \beta) \\
\geq b-a-\left(\beta-y_{0}\right)-(b-x)=(x-a)-\left(\beta-y_{0}\right) \geq 0 \tag{37}
\end{gather*}
$$

From relations (34), (36) and (37), it follows that

$$
\begin{equation*}
f^{*}(x, \beta) \leq f^{*}\left(a, y_{0}\right)=f^{*}\left(b, \delta\left(y_{0}\right)\right) \tag{38}
\end{equation*}
$$

If $x-a \leq \delta\left(y_{0}\right)-\beta$ then similarly we prove that

$$
\begin{equation*}
f^{*}(x, \beta) \geq f^{*}\left(a, \delta\left(y_{0}\right)\right)=f^{*}\left(b, y_{0}\right) \tag{39}
\end{equation*}
$$

If $x-a \geq \delta\left(y_{0}\right)-\beta$ then we prove that

$$
\begin{equation*}
f^{*}(x, \beta) \geq f^{*}\left(b, y_{0}\right)=f^{*}\left(a, \delta\left(y_{0}\right)\right) \tag{40}
\end{equation*}
$$

Let $a_{1} \leq \beta \leq y_{0}$. Then, according to the definitions of the function $\delta(y)$ and the sets $E_{1}, E_{2}$, we get $\delta(\beta)-\beta \geq \delta\left(y_{0}\right)-y_{0}=b-a,(x, \beta) \in E_{1} \cup E_{2}$ and $f^{*}(x, \beta)=-x+K_{1}(\beta)$. According to (32) $K_{1}(\beta)=u_{1}(\beta)+a$. This is why

$$
\begin{align*}
f^{*}(x, \beta)= & (-x+a)+u_{1}(\beta) \leq u_{1}(\beta)=f^{*}(a, \beta) \leq \max _{a_{1} \leq y \leq y_{0}} f^{*}(a, y) \\
& \leq \max _{a_{1} \leq y \leq b_{1}} f^{*}(a, y) \leq \max _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\} \tag{41}
\end{align*}
$$

Similarly, we prove that

$$
\begin{equation*}
f^{*}(x, \beta) \geq \min _{a_{1} \leq y \leq y_{0}}\left\{f^{*}(b, y)\right\} \geq \min _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\} . \tag{42}
\end{equation*}
$$

Let $\delta\left(y_{0}\right) \leq \beta \leq b_{1}$. So, $(x, \beta) \in E_{6} \cup E_{5}$ and $f^{*}(x, \beta)=x+K_{2}(\beta)$. Therefore, we prove that

$$
\begin{gather*}
\min _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\} \leq \min _{\delta\left(y_{0}\right) \leq y \leq b_{1}}\left\{f^{*}(a, y)\right\} \leq f^{*}(x, \beta) \\
\quad \leq \max _{\delta\left(y_{0}\right) \leq y \leq b_{1}}\left\{f^{*}(b, y)\right\} \leq \max _{a_{1} \leq y \leq b_{1}}\left\{f^{*}(a, y), f^{*}(b, y)\right\} . \tag{43}
\end{gather*}
$$

Relations (38)-(43) imply equality (33). Taking into account the definition (32) of functions $f^{*}(a, y)$ and $f^{*}(b, y)$, from (33), we obtain

$$
\begin{aligned}
& K_{f^{*}}=\max \left\{\max _{a_{1} \leq y \leq y_{0}} f^{*}(a, y), \max _{\delta\left(y_{0}\right) \leq y \leq b_{1}} f^{*}(b, y)\right\} \\
& \quad-\min \left\{\min _{\delta\left(y_{0}\right) \leq y \leq b_{1}} f^{*}(a, y), \min _{a_{1} \leq y \leq y_{0}} f^{*}(b, y)\right\}
\end{aligned}
$$

The points where the extreme values of the function $f^{*}(x, y)$ (extreme points) are reached, lie on one of the larger sides of the rectangle or on both sides. If the extremal points lie on one of the larger sides of the rectangle, then, given the definition of the extremal function on the larger sides and the fact that functions $f^{*}(a, y)$ and $f^{*}(b, y)$ belong to the class $W_{\left[a_{1}, b_{1}\right]}^{1}$, we conclude that

$$
\begin{equation*}
b-a \leq K_{f *} \leq b_{1}-a_{1} \tag{44}
\end{equation*}
$$

If the extreme points lie on both larger sides, then (32) implies that

$$
K_{f^{*}}=\max _{a_{1} \leq y \leq y_{0}} u_{1}(y)-\min _{a_{1} \leq y \leq y_{0}}\left(u_{1}(y)-(b-a)\right)
$$

or

$$
K_{f^{*}}=\max _{\left.\delta\left(y_{0}\right)\right) \leq y \leq b_{1}}\left(u_{2}(y)+(b-a)\right)-\min _{\delta\left(y_{0}\right) \leq y \leq b_{1}} u_{2}(y) .
$$

So,

$$
b-a \leq K_{f^{*}} \leq b-a+y_{0}-a_{1}<b_{1}-a_{1}
$$

or

$$
\begin{equation*}
b-a \leq K_{f^{*}} \leq b-a+b_{1}-\delta\left(y_{0}\right)<b_{1}-a_{1} . \tag{45}
\end{equation*}
$$

From (44) and (45), it follows that $b-a \leq K_{f^{*}} \leq b_{1}-a_{1}$.
Let $f_{1}^{*}(x, y)$ and $f_{2}^{*}(x, y)$ be arbitrary extremal functions coinciding on one of the larger sides of the rectangle $P$, i.e., $f_{1}^{*}(a, y) \equiv f_{2}^{*}(a, y)$, or $f_{1}^{*}(b, y) \equiv f_{2}^{*}(b, y)$. Then

$$
\begin{aligned}
& f_{1}^{*}(a, y)=\left\{\begin{array}{l}
-y+v_{1}^{1}(a), y_{0} \leq y \leq \delta\left(y_{0}\right) \\
u_{1}^{1}(y), a_{1} \leq y \leq y_{0} \\
u_{2}^{1}(y), \delta\left(y_{0}\right) \leq y \leq b_{1}
\end{array}\right. \\
& f_{2}^{*}(a, y)=\left\{\begin{array}{l}
-y+v_{2}^{1}(a), y_{0} \leq y \leq \delta\left(y_{0}\right) \\
u_{1}^{2}(y), a_{1} \leq y \leq y_{0} \\
u_{2}^{2}(y), \delta\left(y_{0}\right) \leq y \leq b_{1}
\end{array}\right.
\end{aligned}
$$

where $u_{1}^{1}(y)=-a+K_{1}^{1}(y), u_{2}^{1}(y)=a+K_{2}^{1}(y)$ and $u_{1}^{2}(y)=-a+K_{1}^{2}(y), u_{2}^{2}(y)=a+K_{2}^{2}(y)$, $u_{1}^{1}(y)=u_{1}^{2}(y), u_{2}^{1}(y)=u_{2}^{2}(y)$.

Taking into account the definition of the extremal function $f^{*}(x, y)$ on $E_{1} \cup E_{2}$ and on $E_{6} \cup E_{5}$ and the fact that $f_{1}^{*}(a, y)=f_{2}^{*}(a, y)$, we get $f_{1}^{*}(x, y)=f_{2}^{*}(x, y)$ on $E_{1} \cup E_{2}$ and $E_{6} \cup E_{5}$. On the set $E_{8} \cup E_{7} f_{1}^{*}(x, y)=-y+v_{1}^{1}(x)$, and $f_{2}^{*}(x, y)=-y+v_{1}^{2}(x)$. Let $y=l_{1}(x)$ be the line separating the sets $E_{1}$ and $E_{8}$, i.e., $\rho(x)-x=\delta\left(l_{1}(x)\right)-l_{1}(x)$ for $x \in[a, c]$. Since $f^{*}(x, y)$ is continuous on $y=l_{1}(x)$, then, taking into account the definition of the extremal function on $E_{1}$ and $E_{8}$, we get: $-x+K_{1}^{1}\left(l_{1}(x)\right)=-l_{1}(x)+v_{1}^{1}(x)$ and $-x+K_{1}^{2}\left(l_{1}(x)\right)=-l_{1}(x)+v_{1}^{2}(x)$. Since $K_{1}^{1}\left(l_{1}(x)\right)=K_{1}^{2}\left(l_{1}(x)\right)$, then $v_{1}^{1}(x)=v_{1}^{2}(x)$ and $f_{1}^{*}(x, y)=f_{2}^{*}(x, y)$ by $E_{8} \cup E_{7}$. We prove, similarly, that $f_{1}^{*}(x, y)=f_{2}^{*}(x, y)$ on $E_{3} \cup E_{4}$. So, $f_{1}^{*}(x, y)=f_{2}^{*}(x, y)$ on the entire rectangle $P$. The lemma has been proved.

Lemma 3. The set of all extremal functions for the Favard method on the class $H^{1,1}$ is the set of functions given by relations

$$
\gamma_{n m}^{*}(x, y)= \pm f_{n m}^{*}\left(x-x_{0}, y-y_{0}\right)+K
$$

where $f_{n m}^{*}(x, y)$ is the extremal function constructed in [1], $x_{0}, y_{0}, K$ are arbitrary constants.
Proof. From [1] it follows that

$$
f_{n m}^{*}(x, y)=\left\{\begin{array}{l}
x+y,(x+y) \in\left[0, \frac{\pi}{n}\right] \times\left[0, \frac{\pi}{m}\right] \\
x+\varphi(y),(x, y) \in\left[0, \frac{\pi}{n}\right] \times[0, \pi] \\
y+\psi(x),(x, y) \in[0, \pi] \times\left[0, \frac{\pi}{m}\right] \\
(-1)^{(k+1)(i+1)} F_{k, i}(x, y)+C_{k, i}+r(y),(x, y) \in \\
\in\left[\frac{k \pi}{n}, \frac{(k+1) \pi}{n}\right] \times\left[\frac{i \pi}{m}, \frac{(i+1) \pi}{m}\right], k=\overline{1, n-1}, i=\overline{1, m-1}
\end{array}\right.
$$

Here $\varphi(y)$ is the $2 \pi / m$-periodic even function, $\varphi(y)=y$ for $y \in[0, \pi / m], \psi(x)$ is the even, $2 \pi / n$-periodic function, $\psi(x)=x$ for $x \in[0, \pi / n]$, and $F_{k, i}(x, y) \in W_{P_{k, i}}^{1,1}$ such that

$$
\begin{aligned}
& \sup _{f \in W_{P_{k, i}}^{1,1}}\left|\int_{k \frac{\pi}{n}}^{(k+1) \frac{\pi}{n}} \int_{i \frac{\pi}{m}}^{(i+1) \frac{\pi}{m}} f(x, y) F_{n}(x) F_{m}(y) d x d y\right| \\
= & \int_{k \frac{\pi}{n}}^{(k+1) \frac{\pi}{n}} \int_{i \frac{\pi}{m}}^{(i+1) \frac{\pi}{m}}(-1)^{(k+1)(i+1)} F_{k, i}(x, y) F_{n}(x) F_{m}(y) d x d y,
\end{aligned}
$$

i.e., $F_{k, i}(x, y)$ are the extremal functions of Lemma $S$ for the class $W_{P_{k, i}}^{1,1}$ on the rectangles $P_{k, i}=\left[k \frac{\pi}{n},(k+1) \frac{\pi}{n}\right] \times\left[i \frac{\pi}{m},(i+1) \frac{\pi}{m}\right], C_{k, i}$ are constants, which are chosen so that $f_{n m}^{*}(x, y)$ is continuous on $\left[\frac{\pi}{n}, \pi\right] \times\left[\frac{\pi}{m}, \pi\right], r(y)=f^{*}\left(\frac{\pi}{n}, y\right)-\left(F_{1, i}\left(\frac{\pi}{n}, y\right)+C_{1, i}\right)$ is the function that guarantees the continuity of $f_{n m}^{*}(x, y)$ on the line $x=\pi / n$ if $n \geq m$. We can prove that

$$
\begin{gathered}
\sup _{f \in H^{1,1}}\left\|f(x, y)-F_{n m}(f, x, y)\right\|_{C} \\
=\frac{4}{\pi^{2}} \sup _{f \in H_{0}}\left|\int_{0}^{\pi} \int_{0}^{\pi} f(t, z) F_{n}(t) F_{m}(z) d t d z\right|,
\end{gathered}
$$

where $H_{0}$ is the subset of functions from the class $H^{1,1}$ that are even in each of the variables, such that

$$
\left\|f(x, y)-F_{n m}(f, x, y)\right\|_{C}=\left|f(0,0)-F_{n m}(f, 0,0)\right|=\left|F_{n m}(f, 0,0)\right|
$$

Moreover, if $\varphi_{n m}^{*}(x, y) \in H_{0}$ is such that

$$
\begin{aligned}
& \frac{4}{\pi^{2}} \sup _{f \in H_{0}}\left|\int_{0}^{\pi} \int_{0}^{\pi} f(x, y) F_{n}(x) F_{m}(y) d x d y\right| \\
& =\frac{4}{\pi^{2}} \int_{0}^{\pi} \int_{0}^{\pi} \varphi_{n m}^{*}(x, y) F_{n}(x) F_{m}(y) d x d y
\end{aligned}
$$

i.e., the arbitrary extremal function from the class $H_{0}$, then

$$
\gamma_{n m}^{*}(x, y)= \pm \varphi_{n m}^{*}\left(x-x_{0}, y-y_{0}\right)+K .
$$

Let us prove that the extremal function $\varphi_{n m}^{*}(x, y) \in H_{0}$ is unique and coincides with $f_{n m}^{*}(x, y) \in H_{0}$. We suppose that there exists another extremal function $\bar{f}_{n m}^{*}(x, y) \in H_{0}$, different from $f_{n m}^{*}(x, y)$. Then

$$
\begin{gather*}
0=\frac{4}{\pi^{2}}\left(\int_{0}^{\pi} \int_{0}^{\pi} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right. \\
\left.-\int_{0}^{\pi} \int_{0}^{\pi} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right) \\
=\frac{4}{\pi^{2}}\left(\left(\int_{0}^{\frac{\pi}{n}} \int_{0}^{\frac{\pi}{m}} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right.\right. \\
\left.-\int_{0}^{\frac{\pi}{n}} \int_{0}^{\frac{\pi}{m}} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right) \\
+\left(\sum _ { i = 1 } ^ { m - 1 } \left(\int_{0}^{\pi / n} \int_{i \pi / n}^{(i+1) \pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right.\right.  \tag{46}\\
\left.-\int_{0}^{\pi / n} \int_{i \pi / n}^{(i+1) \pi / m} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right) \\
+\sum_{k=1}^{n-1}\left(\int_{k \pi / n}^{(k+1) \pi / n} \int_{0}^{\pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right. \\
\left.-\int_{k \pi / n}^{(k+1) \pi / n} \int_{0}^{\pi / m} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right) \\
+\sum_{k=1}^{n-1} \sum_{i=1}^{m-1}\left(\int_{k \pi / n}^{(k+1) \pi / n} \int_{i \pi / m}^{(i+1) \pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right. \\
\left.-\int_{k \pi / n}^{(k+1) \pi / n} \int_{i \pi / m}^{(i+1) \pi / m} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z\right)
\end{gather*}
$$

Taking into account that $f_{n m}^{*}(x, y)$ belongs to the class $H_{0}$ and its construction, similarly as it was done in Theorem 2, we get:

$$
\begin{gather*}
\int_{0}^{\pi / n} \int_{0}^{\pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \\
-\int_{0}^{\pi / n} \int_{0}^{\pi / m} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \geq 0  \tag{47}\\
\int_{0}^{\pi / n} \int_{i \pi / m}^{(i+1) \pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \\
-\int_{0}^{\pi / n} \int_{i \pi / m}^{(i+1) \pi / m} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \geq 0  \tag{48}\\
-\int_{k \pi / n}^{(k+1) \pi / n} \int_{0}^{\pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \\
\int_{k \pi / n}^{(k+1) \pi / n} \int_{0}^{\pi / m} \bar{f}_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \geq 0  \tag{49}\\
-\int_{k \pi / n}^{(k+1) \pi / n} \int_{i \pi / m}^{(i+1) \pi / m} f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \\
i \pi / m  \tag{50}\\
(i+1) \pi / m \\
f_{n m}^{*}(t, z) F_{n}(t) F_{m}(z) d t d z \geq 0
\end{gather*}
$$

It follows from (46) that inequalities (47)-(50) must contain the equal sign. In (47) there is the equal sign only if

$$
\bar{f}_{n m}^{*}(t, z)=f_{n m}^{*}(t, z)
$$

on $[0, \pi / n] \times[0, \pi / m]$. The equal sign in (48), according to Corollary 1 , is possible if and only if

$$
\bar{f}_{n m}^{*}(t, z)=\varphi(z)+f_{i}(t)
$$

on $[0, \pi / n] \times[i \pi / m,(i+1) \pi / m]$. Similarly, in (49) the equal sign is possible if and only if

$$
\bar{f}_{n m}^{*}(t, z)=\psi(t)+g_{k}(z)
$$

on $[k \pi / n,(k+1) \pi / n] \times[0, \pi / m]$. The equal sign in (50) is possible if and only if $\bar{f}_{n m}^{*}(t, z)$ is the extremal function of Lemma $S$ for the class $W_{P_{k, i}}^{1,1}$ on each rectangle $P_{k, i}$. For $0 \leq t \leq \frac{\pi}{n}$

$$
\bar{f}_{n m}^{*}\left(t, \frac{\pi}{m}\right)=f_{n m}^{*}\left(t, \frac{\pi}{m}\right)=\frac{\pi}{m}+t
$$

but, on the other hand, $\bar{f}_{n m}^{*}\left(t, \frac{\pi}{m}\right)=\frac{\pi}{m}+f_{1}(t)$, because $\bar{f}_{n m}^{*}(t, z)=\varphi(z)+f_{1}(t)$ on $[0, \pi / n] \times[\pi / m, 2 \pi / m]$. As a result of the continuity of the function $\bar{f}_{n m}^{*}(t, z)$ we have $f_{1}(t)=t$.

We prove similarly that $f_{i}(t)=t, B=\overline{2, m-1}$. Therefore, on $[0, \pi / n] \times[0, \pi]$ we obtain

$$
\begin{equation*}
\bar{f}_{n m}^{*}(t, z)=f_{n m}^{*}(t, z) \tag{51}
\end{equation*}
$$

We prove similarly that on $[0, \pi] \times[0, \pi / m]$

$$
\begin{equation*}
\bar{f}_{n m}^{*}(t, z)=f_{n m}^{*}(t, z) \tag{52}
\end{equation*}
$$

Since $f_{n m}^{*}(t, z)$ and $\bar{f}_{n m}^{*}(t, z)$ are the extremal functions of Lemma $S$ for the class $W_{P_{1, i}}^{1,1}$ on each rectangle $P_{1, i}$ and coincide on the larger side $\left\{\left(\frac{\pi}{n}, z\right): i \frac{\pi}{m} \leq z \leq(i+1) \frac{\pi}{m}\right\}$ of the rectangle, then according to Lemma 2 they coincide on all rectangles $P_{1, i}$. We prove similarly that

$$
\bar{f}_{n m}^{*}(t, z)=f_{n m}^{*}(t, z)
$$

on $P_{2, i}, P_{3, i}, \ldots, P_{k, i}, \ldots, P_{n-1, i}$. So, on $[\pi / n, \pi] \times[\pi / m, \pi]$ we have

$$
\begin{equation*}
\bar{f}_{n m}^{*}(t, z)=f_{n m}^{*}(t, z) \tag{53}
\end{equation*}
$$

From (51)-(53), taking into account the parity and $2 \pi$-periodicity in both variables of functions $f_{n m}^{*}(x, y)$ and $\bar{f}_{n m}^{*}(x, y)$ we get that $\bar{f}_{n m}^{*}(x, y)=f_{n m}^{*}(x, y)$ on the whole plane XOY. Thus, our assumption is wrong. Therefore, $f_{n m}^{*}(x, y)$ is the unique extremal function from the class $H_{0}$. Since any extremal function $\gamma_{n m}^{*}(x, y)$ has the form $\gamma_{n m}^{*}(x, y)= \pm \varphi_{n m}^{*}(x-$ $\left.x_{0}, y-y_{0}\right)+K$, and $\varphi_{n m}^{*}(x, y)=f_{n m}^{*}(x, y)$, then

$$
\gamma_{n m}^{*}(x, y)= \pm f_{n m}^{*}\left(x-x_{0}, y-y_{0}+K\right)
$$

The lemma has been proved.
Proof of Theorem 1. Let us prove that there exists the function $\widehat{f}_{n m}(x, y) \in H^{1,1}$, realizing the exact upper bound of the best approximation on the class $H^{1,1}$, i.e., $E_{n, m}\left(\widehat{f}_{n m}\right)=$ $E_{n, m}\left(H^{1,1}\right)$. Since $E_{n, m}(f)=E_{n, m}(f-f(0,0))$, then $E_{n, m}\left(H^{1,1}\right)=E_{n, m}\left(H_{0}^{1,1}\right)$, where $H_{0}^{1,1}$ is the subset of functions from the class $H^{1,1}$ that are equal to 0 at the origin. Let us prove that $H_{0}^{1,1}$ is the compact set in the metric space of $2 \pi$-periodic functions in each of the variables. If $f(x, y) \in H_{0}^{1,1}$ then $|f(x, y)-f(0,0)|=|f(x, y)| \leq|x|+|y| \leq 2 \pi$. This implies that the set $H_{0}^{1,1}$ is bounded and (see, for example, [13] (pp. 123-125)) compact. The best approximation functional $E_{n, m}(f)$ is known to be continuous (see, for example, [2]
(p. 17)). Since $E_{n, m}(f)$ is the continuous functional and the set $H_{0}^{1,1}$ is compact, then there exists the function $\widehat{f}(x, y) \in H_{0}^{1,1}$ on which the functional $E_{n, m}(f)$ reaches its exact upper bound, i.e., $E_{n, m}\left(H^{1,1}\right)=E_{n, m}\left(H_{0}^{1,1}\right)=E_{n, m}\left(\widehat{f}_{n m}\right)$. Let us assume that $E_{n, m}\left(H^{1,1}\right)=\mathcal{E}_{n, m}$. Since

$$
\begin{gathered}
\mathcal{E}_{n, m}=E_{n, m}\left(H^{1,1}\right)=E_{n, m}\left(\widehat{f}_{n m}\right)=\left\|\widehat{f}_{n m}(x, y)-T_{n-1, m-1}^{*}(\widehat{f}, x, y)\right\|_{C} \\
\leq\left\|\widehat{f}_{n m}(x, y)-F_{n, m}\left(\widehat{f}_{n m}, x, y\right)\right\|_{C} \leq \mathcal{E}_{n, m}
\end{gathered}
$$

then

$$
\begin{equation*}
\left\|\widehat{f}_{n m}(x, y)-F_{n, m}\left(\widehat{f}_{n m}, x, y\right)\right\|_{C}=\mathcal{E}_{n, m} \tag{54}
\end{equation*}
$$

Here, $T_{n-1, m-1}^{*}(\widehat{f}, x, y)$ is the polynomial of the best approximation of the function $\widehat{f}_{n m}(x, y)$ of the degree $(n-1)$ in the variable $x$ and the degree $(m-1)$ in the variable $y$ in the uniform metric. It follows from relation (54) that the function $\widehat{f}_{n m}(x, y)$ belongs to the set of extremal functions for the Favard method on the class $H^{1,1}$, i.e.,

$$
\begin{equation*}
\widehat{f}_{n m}(x, y)= \pm f_{n, m}^{*}\left(x-x_{0}, y-y_{0}\right)+K \tag{55}
\end{equation*}
$$

Since $K_{f_{n, m}^{*}}=\pi / n+\pi / m$, from relation (55) we get $K_{\widehat{f}_{n m}}=p i / n+\pi / m$. Since $E_{n, m}\left(\widehat{f}_{n m}\right) \leq K_{\widehat{f}_{n m}} / 2=\pi / 2 n+\pi / 2 m$, and as a result (2) $\mathcal{E}_{n, m}>\pi / 2 n+\pi / 2 m$, then our assumption is wrong. Hence, the statement of Theorem 1 is true.

Let us denote by $H_{u+v}^{1,1}:=\left\{f(x, y) \in H^{1,1}: f(x, y)=u(x)+v(y)\right\}$ as the subset of the functions from the class $H^{1,1}$ that can be represented as a sum of two functions, each of which depends on only one variable. It follows from the definition of the class $H^{1,1}$ that

$$
\begin{equation*}
u(x) \in H^{1}, \quad v(x) \in H^{1} \tag{56}
\end{equation*}
$$

Theorem 1 (see, for example, [14]) implies the following statement.
Lemma 4. If the functions $u(x)$ and $v(y)$ are continuous $2 \pi$-periodic in the variables $x$ and $y$, and $T_{n-1}^{*}(u, x), T_{m-1}^{*}(v, y)$ are the polynomials of the best approximation of these functions, then $E_{n, m}(u+v)=E_{n}(u)+E_{m}(v)$, and $T_{n-1}^{*}(u, x)+T_{m-1}^{*}(v, y)$ is the unique polynomial of the best approximation for the function $f(x, y)=u(x)+v(y) \in H^{1}$.

Using Lemmas 4 and (56), we prove the relation

$$
E_{n, m}\left(H_{u+v}^{1,1}\right)=E_{n}\left(H^{1}\right)+E_{m}\left(H^{1}\right)=\frac{\pi}{2 n}+\frac{\pi}{2 m}
$$

From the last relation and the equality

$$
\begin{gathered}
\sup _{f \in H_{u+v}^{1,1}}\left\|f(x, y)-F_{n, m}(f, x, y)\right\|_{C}=\sup _{u \in H^{1}}\left\|u(x)-F_{n}(u, x)\right\|_{C} \\
\quad+\sup _{v \in H^{1}}\left\|v(y)-F_{m}(v, y)\right\|_{C}=\frac{\pi}{2 n}+\frac{\pi}{2 m}
\end{gathered}
$$

the following statement follows.
Theorem 5. For any natural numbers $n$ and $m$

$$
\sup _{f \in H_{u+v}^{1,1}}\left\|f(x, y)-F_{n, m}(f, x, y)\right\|_{C}=\frac{\pi}{2 n}+\frac{\pi}{2 m}=E_{n, m}\left(H_{u+v}^{1,1}\right)
$$

that is, the Favard method implements the exact upper bound of the best approximations on the class $H_{u+v}^{1,1}$.

## 3. Conclusions

In this paper, we proved that the approximation of the class $H^{1,1}$ by Favard method is greater than the value of the best approximation of this class by trigonometric polynomials, the exact value of which being unknown. We have also managed to build classes for which these values are equal.

The question of Theorem 1 validity for Hölder classes of functions of $n \geq 3$ variables being $2 \pi$-periodic in each variable, still remains open. To solve it, we have to establish analogues of equality (1) and Lemmas 2 and 3 for these classes of functions.
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#### Abstract

In the paper, we consider the approximation of analytic functions by shifts from the wide class $\widetilde{S}$ of $L$-functions. This class was introduced by A. Selberg, supplemented by J. Steuding, and is defined axiomatically. We prove the so-called joint discrete universality theorem for the function $L(s) \in \widetilde{S}$. Using the linear independence over $\mathbb{Q}$ of the multiset $\left\{\left(h_{j} \log p: p \in \mathbb{P}\right), j=1, \ldots, r ; 2 \pi\right\}$ for positive $h_{j}$, we obtain that there are many infinite shifts $\left(L\left(s+i k h_{1}\right), \ldots, L\left(s+i k h_{r}\right)\right), k=0,1, \ldots$, approximating every collection $\left(f_{1}(s), \ldots, f_{r}(s)\right)$ of analytic non-vanishing functions defined in the strip $\left\{s \in \mathbb{C}: \sigma_{L}<\sigma<1\right\}$, where $\sigma_{L}$ is a degree of the function $L(s)$. For the proof, the probabilistic approach based on weak convergence of probability measures in the space of analytic functions is applied.
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## 1. Introduction

One of the most important branches of the function theory is the approximation of analytic functions, and is widely used not only in mathematics but also in other natural sciences. In the 1980s, it was discovered that there exist analytic objects that approximate large classes of analytic functions. S.M. Voronin found [1] that the first such object as the Riemann zeta-function $\zeta(s), s=\sigma+i t$, given by

$$
\zeta(s)=\sum_{m=1}^{\infty} \frac{1}{m^{s}}=\prod_{p \in \mathbb{P}}\left(1-\frac{1}{p^{s}}\right)^{-1}, \quad \sigma>1
$$

where $\mathbb{P}$ is the set of all prime numbers. As is well-known, $\zeta(s)$ has the meromorphic continuation of the whole complex plane with $\operatorname{Res}_{s=1} \zeta(s)=1$. Voronin proved [1] (see also [2]) that if $0<c<\frac{1}{4}$, the function $f(s)$ is continuous and non-vanishing on the disc $|s| \leq c$, and analytic in the interior of that disc, then there exists a real number $\tau=\tau(\epsilon, f)$ such that

$$
\max _{|s| \leq c}\left|\zeta\left(s+\frac{3}{4}+i t\right)-f(s)\right|<\epsilon
$$

for any $\epsilon>0$.
Thus, Voronin reported that all non-vanishing analytic functions on the strip $D=$ $\left\{s \in \mathbb{C}: \frac{1}{2}<\sigma<1\right\}$, and uniformly on discs can be approximated by shifts $\zeta(s+i \tau)$ of one and the same function $\zeta(s)$. The Bohr-Courant theorem [3] claims that the set

$$
\{\zeta(\sigma+i t): t \in \mathbb{R}\}
$$

is dense everywhere on a complex plane for every fixed $\frac{1}{2}<\sigma \leq 1$. From here, it follows that the set of values of the function $\zeta(s)$ is very rich. Thus, in terms of approximation, the function $\zeta(s)$ is universal, and this might be natural in view of the remark above.

We denote by $\mathcal{H}(D)$ the space of the analytic on $D$ functions equipped with the topology of uniform convergence on the compacta. Since the space $\mathcal{H}(D)$ has an infinitedimension, the Voronin theorem is a infinite-dimensional extension of the Bohr-Courant denseness theorem.

The above-mentioned Voronin universality theorem has a more general statement which follows the Mergelyan theorem on the approximation of analytic functions by polynomials [4]. We denote by $\mathcal{K}(D)$ the set of compact subsets of the strip $D$ with connected complements, and by $\mathcal{H}_{0}(K, D)$ the class of continuous non-vanishing functions on $K \in \mathcal{K}(D)$ that are analytic in the interior of $K$. Moreover, we let mes $A$ stand for the Lebesgue measure of a measurable set $A \subset \mathbb{R}$. Then the following statement on the $\zeta(s)$ 's universality is known, see, for example, [5-9].

Theorem 1. Suppose that $K \in \mathcal{K}(D)$ and $f(s) \in \mathcal{H}_{0}(K, D)$. Then, for every $\epsilon>0$,

$$
\liminf _{T \rightarrow \infty} \frac{1}{T} \operatorname{mes}\left\{\tau \in[0, T]: \sup _{s \in K}|f(s)-\zeta(s+i \tau)|<\epsilon\right\}>0
$$

The inequality of the theorem shows the infinitude of shifts of $\zeta(s+i \tau)$ approximating a given function $f(s) \in H_{0}(K, D)$.

The statement of Theorem 1 was influenced by a probabilistic method proposed in [6]. The initial Voronin method based on the Riemann-type rearrangement theorem in the Hilbert space was developed in $[7,8]$.

Since $\tau$ in the shifts $\zeta(s+i \tau)$ of Theorem 1 is an arbitrary real number, Theorem 1 is called a continuous universality theorem. Parallel to continuous universality theorems for zeta-functions, there are discrete universality theorems when $\tau$ takes values from a certain discrete set. These were proposed by A. Reich [10] for Dedekind zeta-functions of algebraic number fields $\mathbb{K}$. If $\mathbb{K}=\mathbb{Q}$, we deal with a discrete universality for the Riemann zeta-function. As an example, we now state a classical result in the following (see [6]).

Theorem 2. Suppose that $K \in \mathcal{K}(D), f(s) \in \mathcal{H}_{0}(K, D)$ and $h>0$. Then, for every $\epsilon>0$,

$$
\liminf _{N \rightarrow \infty} \frac{1}{N+1} \#\left\{0 \leq k \leq N: \sup _{s \in K}|f(s)-\zeta(s+i k h)|<\epsilon\right\}>0
$$

Here \# $A$ denotes the number of elements of the set $A \subset \mathbb{R}$, and $N$ runs over the set $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.

Note that discrete universality theorems were also investigated in [6-8].
Some other functions given by a Dirichlet series also fulfil the property of universality in the Voronin sense. For example, Dirichlet $L$-functions $L(s, \chi)$ with arbitrary Dirichlet character $\chi$,

$$
L(s, \chi)=\sum_{m=1}^{\infty} \frac{\chi(m)}{m^{s}}, \quad \sigma>1
$$

are universal, as was mentioned by Voronin in [2]. Let $\mathfrak{A}=\left\{a_{m}: m \in \mathbb{N}\right\} \subset \mathbb{C}$ be a periodic sequence. Then the periodic zeta-function

$$
\zeta(s ; \mathfrak{A})=\sum_{m=1}^{\infty} \frac{a_{m}}{m^{s}}, \quad \sigma>1
$$

also has the universal approximation property [11]. For values of the parameters $\alpha$ and $\lambda$, the Hurwitz zeta-function $\zeta(s, \alpha)$ and Lerch zeta-function $L(\lambda, \alpha, s)$, for $\sigma>1$, respectively given by

$$
\zeta(s, \alpha)=\sum_{m=0}^{\infty} \frac{1}{(m+\alpha)^{s}} \quad \text { and } \quad L(\lambda, \alpha, s)=\sum_{m=0}^{\infty} \frac{e^{2 \pi i \lambda m}}{(m+\alpha)^{s}}
$$

are universal (see [12]). In other words, they approximate analytic functions from the class $\mathcal{H}(K, D)$ considered continuous on $K$ and analytic in the interior of $K$ functions. This observation leads to certain conjectures. For example, by the Linnik-lbragimov conjecture (or programme), see [8], all functions in a certain half-plane defined by a Dirichlet series, with analytic continuation left of the absolute convergence abscissa and satisfying some natural growth hypotheses are universal in the Voronin sense. However, currently there are Dirichlet series which their universality is not known, for example, the function $L(\lambda, \alpha, s)$ with an algebraic irrational parameter. Results in this direction for the Hurwitz zetafunction $\zeta(s, \alpha)$, as in [13], are presented.

To obtain more general results, the universality of separate functions and some classes of functions are considered. One such class was introduced by A. Selberg (see [14,15]), known as the Selberg class $\mathcal{S}$. The structure of the class $\mathcal{S}$ was studied by various authors, see [8,16-20], but until now its structure was not completely known. However, the class includes all main zeta- and $L$-functions, for example, $\zeta(s), L(s, \chi)$, the zeta-functions of certain cusp forms, etc. The Selberg class $\mathcal{S}$ is defined axiomatically, with its functions

$$
L(s)=\sum_{m=1}^{\infty} \frac{a(m)}{m^{s}}, \quad a(m) \in \mathbb{C}
$$

satisfying four axioms. Recall that the notation $a<_{\theta} b, b>0$, means that there is a positive constant $c=c(\theta)$ such that $|a| \leq c b$, and that $\Gamma(s)$ denotes the Euler gamma-function. The axioms of the class $\mathcal{S}$ have the names:
(1) (Ramanujan conjecture). The estimate $a(m) \ll_{\epsilon} m^{\epsilon}$ is valid with any $\epsilon>0$.
(2) (Analytic continuation). For some $l \in \mathbb{N}_{0},(s-1)^{l} L(s)$ in an entire function of finite order.
(3) (Functional equation). Let

$$
\Lambda_{L}(s)=L(s) q^{s} \prod_{j=1}^{j_{0}} \Gamma\left(\lambda_{j} s+\alpha_{j}\right)
$$

where $q, \lambda_{j} \in \mathbb{R}^{+}$, and $\alpha_{j} \in \mathbb{C}$ such that $\Re \alpha_{j} \geq 0$. Then the functional equation of the form

$$
\Lambda_{L}(s)=w \Lambda_{L}(1-\bar{s})
$$

is valid. Here, $|w|=1$, and, as usual, by $\bar{s}$ we denote the conjugate of $s$.
(4) (Euler product). Let

$$
\log L_{p}(s)=\sum_{l=1}^{\infty} \frac{b\left(p^{l}\right)}{p^{s}}
$$

with coefficients $b\left(p^{l}\right)$ such that $b\left(p^{l}\right) \ll p^{\alpha l}, \alpha<\frac{1}{2}$. Then the representation

$$
L(s)=\prod_{p \in \mathbb{P}} L_{p}(s)
$$

holds.
Axioms (1)-(4) of the class $\mathcal{S}$ are insufficient to prove universality as they do not include the analogue of the prime number theorem. Therefore, J. Steuding, who was first to study the class $\mathcal{S}$ with an emphasis on universality [8], introduced the following axioms.
(5) There exists $\kappa>0$ such that

$$
\lim _{x \rightarrow \infty} \frac{1}{\pi(x)} \sum_{p \leq x}|a(p)|^{2}=\kappa
$$

where function $\pi(x)$ counts the number of primes up to $x$. Moreover, in [8] the Euler product of the type

$$
L(s)=\prod_{p \in \mathbb{P}} \prod_{j=1}^{l}\left(1-\frac{\alpha_{j}(p)}{p^{s}}\right)^{-1}
$$

was required with some complex $\alpha_{j}(p)$.
For the universality for the above functions, we need one important ingredient of the class $\mathcal{S}$. For $L \in \mathcal{S}$, the quantity

$$
d_{L}=2 \sum_{j=1}^{j_{0}} \lambda_{j}
$$

is called the degree of the function $L$. The degree is an deep characteristic of the class $\mathcal{S}$. If $d_{L}=1$, then $L(s)$ coincides with $\zeta(s)$ or $L(s+i a, \chi)$ with some $a \in \mathbb{R}$. For $L \in \mathcal{S}$, let

$$
\sigma_{L}=\max \left(\frac{1}{2}, 1-\frac{1}{d_{L}}\right)
$$

We denote by $D_{\sigma_{L}}=\left\{s \in \mathbb{C}: \sigma_{L}<\sigma<1\right\}, K\left(D_{\sigma_{L}}\right)$ the class of compact subsets of the strip $D_{\sigma_{L}}$ with connected complements, and $\mathcal{H}_{0}\left(K, D_{\sigma_{L}}\right)$ the class of continuous nonvanishing functions on $K$ that are analytic in the interior of $K$. Then, in [8], the following universality theorem has been proved.

Theorem 3. Suppose that $L(s)$ satisfies Axioms (2), (3), (5) and (6). Let $K \in K\left(D_{\sigma_{L}}\right)$ and $f(s) \in \mathcal{H}_{0}\left(K, D_{\sigma_{L}}\right)$. Then, for every $\epsilon>0$, the inequality

$$
\liminf _{T \rightarrow \infty} \frac{1}{T} \operatorname{mes}\left\{\tau \in[0, T]: \sup _{s \in K}|f(s)-L(s+i \tau)|<\epsilon\right\}>0
$$

holds.
In [21], Axiom (6) was removed. Thus, Theorem 3 holds for the so-called SelbergSteuding class $\widetilde{S}$; more precisely, for the functions belonging to the Selberg class and satisfying Axiom (5).

The discrete version of Theorem 3 has been obtained in [22].
Theorem 4. Suppose that $L(s), K$ and $f(s)$ are the same as in Theorem 3. Then, for every $h>0$ and $\epsilon>0$,

$$
\liminf _{N \rightarrow \infty} \frac{1}{N+1} \#\left\{0 \leq k \leq N: \sup _{s \in K}|f(s)-L(s+i k h)|<\epsilon\right\}>0
$$

We can consider a simultaneous approximation of a tuple of analytic functions by a tuple of shifts of zeta- or $L$-functions. This type of universality is called joint universality. This phenomenon of a Dirichlet series was also introduced by Voronin. In [23], he studied the joint functional independence of Dirichlet $L$-functions using the joint universality. Of course, the joint universality is more complicated, but, on the other hand, it is more interesting. Obviously, in the case of joint universality, the approximating shifts require some independence conditions. For example, Voronin used Dirichlet L-functions with pairwise non-equivalent Dirichlet characters. Later, the joint universality theorems were proven for zeta-functions defined by a Dirichlet series with periodic coefficients, Matsumoto zeta-functions, and automorphic $L$-functions. For these proofs, see the very informative paper [9].

This paper deals with the discrete joint universality property for $L$-functions for the class $\widetilde{S}$. Let

$$
L(s)=\sum_{m=1}^{\infty} \frac{a(m)}{m^{s}}
$$

$h_{1}, \ldots, h_{r}$ be fixed positive numbers, and $\underline{h}=\left(h_{1}, \ldots, h_{r}\right)$. We define the multiset

$$
A(\mathbb{P}, \underline{h}, 2 \pi)=\left\{\left(h_{j} \log p: p \in \mathbb{P}\right), j=1, \ldots, r ; 2 \pi\right\}
$$

and then we prove the following theorem.
Theorem 5. Suppose that $L(s) \in \widetilde{S}$, and the set $A(\mathbb{P}, \underline{h}, 2 \pi)$ is linearly independent over the field of rational numbers $\mathbb{Q}$. For $j=1, \ldots$, $r$, let $K_{j} \in \mathcal{K}\left(D_{L}\right)$ and $f_{j}(s) \in \mathcal{H}_{0}\left(K_{j}, D_{L}\right)$. Then, for every $\underline{h} \in\left(\mathbb{R}^{+}\right)^{r}$ and $\epsilon>0$,

$$
\liminf _{N \rightarrow \infty} \frac{1}{N+1} \#\left\{0 \leq k \leq N: \sup _{1 \leq j \leq r \sup _{s \in K_{j}}}\left|f_{j}(s)-L\left(s+i k h_{j}\right)\right|<\epsilon\right\}>0
$$

Moreover, for all but at most countably many $\epsilon>0$, the limit

$$
\lim _{N \rightarrow \infty} \frac{1}{N+1} \#\left\{0 \leq k \leq N: \sup _{1 \leq j \leq r s \in K_{j}} \sup _{s}\left|f_{j}(s)-L\left(s+i k h_{j}\right)\right|<\epsilon\right\}
$$

exists and is positive.
In [24], a joint continuous universality theorem for a function $L(s) \in \widetilde{S}$ on the approximation of analytic functions by shifts $\left(L\left(s+i a_{1} \tau\right), \ldots, L\left(s+i a_{r} \tau\right)\right)$ with linear independence over $\mathbb{Q}$ real algebraic numbers $a_{1}, \ldots, a_{r}$ was obtained.

For example, for $r=3$, we can take $h_{1}=1, h_{2}=\sqrt{2}$, and $h_{3}=\sqrt{3}$ in Theorem 5 .
We denote by $\mathcal{B}(\mathcal{X})$ the Borel $\sigma$-field of the space $\mathcal{X}$, and let $P$ and $P_{n}$, where $n \in \mathbb{N}$, be probability measures on $(\mathcal{X}, \mathcal{B}(\mathcal{X}))$. We report that $P_{n}$ converges weakly to $P$ as $n \rightarrow \infty$, and write $P \xrightarrow[n \rightarrow \infty]{w} P$, if, for all bounded continuous functions $g(x)$ on $\mathcal{X}$,

$$
\lim _{n \rightarrow \infty} \int_{\mathcal{X}} g(x) d P_{n}=\int_{\mathcal{X}} g(x) d P
$$

We derive Theorem 5 from a probabilistic joint discrete limit theorem on weakly convergent probability measures in the space of analytic functions. For proof of the latter theorem, we consider the weak convergence of probability measures on the infinitedimensional torus, and in the space of analytic functions for certain absolutely convergent Dirichlet series. After this, we show a comparison in the mean between the initial $L$ function and functions defined by an absolutely convergent Dirichlet series. This will give the desired joint discrete limit theorem for the tuple of functions we are interested in.

## 2. Case of the Torus

We define the infinite-dimensional torus as

$$
\mathbb{T}=\prod_{p \in \mathbb{P}}\{s \in \mathbb{C}:|s|=1\}
$$

where $\mathbb{T}$ is the infinite Cartesian product over prime numbers of unit circles. Since each circle is a compact set, by the Tikhonov theorem, $\mathbb{T}$ with the product topology and operation of pairwise multiplication is a compact topological abelian group. Now, we construct the set

$$
\mathbb{T}^{r}=\mathbb{T}_{1} \times \ldots \times \mathbb{T}_{r}
$$

where $\mathbb{T}_{j}=\mathbb{T}, j=1, \ldots, r$. Then, the Tikhonov theorem again shows that $\mathbb{T}^{r}$ is a compact topological group. We denote by $\mathbf{t}=\left(\mathbf{t}_{1}, . ., \mathbf{t}_{r}\right), \mathbf{t}_{j} \in \mathbb{T}_{j}, \mathbf{t}_{j}=\left(\mathbf{t}_{j}(p): p \in \mathbb{P}\right), j=1, \ldots, r$, the elements of $\mathbb{T}^{r}$.

For $A \in \mathcal{B}\left(\mathbb{T}^{r}\right)$, we set

$$
Q_{N, \mathbb{T}^{r}, \underline{h}}(A)=\frac{1}{N+1} \#\left\{0 \leq k \leq N:\left(\left(p^{-i k h_{1}}: p \in \mathbb{P}\right), \ldots,\left(p^{-i k h_{r}}: p \in \mathbb{P}\right)\right) \in A\right\}
$$

In this section, we consider the weak convergence for $Q_{N, \mathbb{T}^{r}, \underline{h}}$ as $N \rightarrow \infty$.
Proposition 1. Suppose that the set $A(\mathbb{P}, \underline{h}, 2 \pi)$ is linearly independent over $\mathbb{Q}$. Then, $Q_{N, \mathbb{T}^{r}, \underline{h}}$ $\xrightarrow[n \rightarrow \infty]{w} m^{H}$, where $m^{H}$ is the probability Haar measure on $\left(\mathbb{T}^{r}, \mathcal{B}\left(\mathbb{T}^{r}\right)\right)$.

Proof. The characters of the $\mathbb{T}^{r}$ are of the form

$$
\prod_{j=1}^{r} \prod_{p \in \mathbb{P}}^{*} \mathbf{t}_{j}^{l_{j p}}(p)
$$

with integers $l_{j p}$, where the star indicates that only a finite number of $l_{j p}$ are not zeroes. Therefore, the Fourier transform $\mathcal{F}_{N, \mathbb{T}^{r}, \underline{h}}\left(\underline{l}_{1}, . ., \underline{l}_{r}\right), \underline{l}_{j}=\left(l_{j p}: l_{j p} \in \mathbb{Z}, p \in \mathbb{P}\right), j=1, \ldots, r$, can be represented by

$$
\begin{align*}
\mathcal{F}_{N, \mathbb{T}^{r}, \underline{h}}\left(\underline{l}_{1}, . ., \underline{l}_{r}\right) & =\int_{\mathbb{T}^{r}} \prod_{j=1}^{r} \prod_{p \in \mathbb{P}}^{*} \mathbf{t}_{j} l_{j p}(p) d Q_{N, \mathbb{T}^{r}, \underline{h}} \\
& =\frac{1}{N+1} \sum_{k=0}^{N} \prod_{j=1}^{r} \prod_{p \in \mathbb{P}}^{*} p^{-i k l_{j p} h_{j}} \\
& =\frac{1}{N+1} \sum_{k=0}^{N} \exp \left\{-i k \sum_{j=1}^{r} h_{j} \sum_{p \in \mathbb{P}}^{*} l_{j p} \log p\right\} \tag{1}
\end{align*}
$$

By a continuity theorem on the compact groups, for the proof of Proposition 1, it is sufficient to show that the Fourier transform $\mathcal{F}_{N, \mathbb{T}^{r}, \underline{\underline{h}}}\left(\underline{l}_{1}, . ., \underline{l}_{r}\right)$ converges, as $N \rightarrow \infty$, to the Fourier transform

$$
\mathcal{F}_{m^{H}}\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right)= \begin{cases}1 & \text { if }\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right)=(\underline{0}, \ldots, \underline{0}), \\ 0 & \text { otherwise }\end{cases}
$$

of the Haar measure $m^{H}$. Here, $\underline{0}=(0,0, \ldots)$.
Equality (1), obviously, gives

$$
\begin{equation*}
\mathcal{F}_{N, T \mathbb{T}^{r}, \underline{h}}(\underline{0}, \ldots, \underline{0})=1 . \tag{2}
\end{equation*}
$$

Thus, it remains to consider only the case $\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right) \neq(\underline{0}, \ldots, \underline{0})$. Since the set $A(\mathbb{P}, \underline{h}, 2 \pi)$ is linearly independent over $\mathbb{Q}$, we have, in this case,

$$
\begin{equation*}
\exp \left\{-i \sum_{j=1}^{r} h_{j} \sum_{p \in \mathbb{P}}^{*} l_{j p} \log p\right\} \neq 1 \tag{3}
\end{equation*}
$$

Actually, if (3) is false, then

$$
\sum_{j=1}^{r} h_{j} \sum_{p \in \mathbb{P}}^{*} l_{j p} \log p=2 \pi m
$$

for some $m \in \mathbb{Z}$ and the integers $l_{j p} \neq 0$. However, this contradicts the assumption that the set $A(\mathbb{P}, \underline{h}, 2 \pi)$ is linearly independent. Now, using (3) and the formula for the sum of geometric progressions, we deduce from (1) that, for $\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right) \neq(\underline{0}, \ldots, \underline{0})$,

$$
\mathcal{F}_{N, \mathbb{T} r, \underline{l}}\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right)=\frac{1-\exp \left\{-i(N+1) \sum_{j=1}^{r} h_{j} \sum_{p \in \mathbb{P}}^{*} l_{j p} \log p\right\}}{(N+1)\left(1-\exp \left\{-i \sum_{j=1}^{r} h_{j} \sum_{p \in \mathbb{P}}^{*} l_{j p} \log p\right\}\right)}
$$

Hence,

$$
\lim _{N \rightarrow \infty} \mathcal{F}_{N, \mathbb{T}^{r}, \underline{h}}\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right)=0
$$

for $\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right) \neq(\underline{0}, \ldots, \underline{0})$. This, together with (2), shows that

$$
\lim _{N \rightarrow \infty} \mathcal{F}_{N, \mathbb{T}^{r}, \underline{\underline{1}}}\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right)=\mathcal{F}_{m^{H}}\left(\underline{l}_{1}, \ldots, \underline{l}_{r}\right),
$$

thus proving the Proposition 1.

We apply Proposition 1 for the proof of weak convergence for the measures defined by means of certain absolutely convergent Dirichlet series connected to the function $L(s)$. We fix a number $\beta>\frac{1}{2}$, and

$$
v_{n}(m ; \beta)=\exp \left\{-\left(\frac{m}{n}\right)^{\beta}\right\}, \quad m, n \in \mathbb{N}
$$

We define the functions

$$
L_{n}(s)=\sum_{m=1}^{\infty} \frac{a(m) v_{n}(m ; \beta)}{m^{s}}
$$

and

$$
L_{n}\left(s, \mathbf{t}_{j}\right)=\sum_{m=1}^{\infty} \frac{a(m) \mathbf{t}_{j}(m) v_{n}(m ; \beta)}{m^{s}}, \quad j=1, \ldots, r
$$

where, for $m \in \mathbb{N}$,

$$
\mathbf{t}_{j}(m)=\prod_{p^{l} \| m} \mathbf{t}_{j}^{l}(p) .
$$

If $L(s) \in \widetilde{S}$, then $a(m) \ll m_{\epsilon}^{\epsilon}$ with arbitrary $\epsilon>0$. Obviously, $v_{n}(m ; \beta)$ decreases exponentially with respect to $m$. Therefore, the series for $L_{n}(s)$ and $L_{n}\left(s, \mathbf{t}_{j}\right)$ are absolutely convergent for $\sigma>\sigma_{a}$ with arbitrary finite $\sigma_{a}$ and fixed $n \in \mathbb{N}$. Let

$$
\underline{L}_{n}(s+i k \underline{h})=\left(L_{n}\left(s+i k h_{1}\right), \ldots, L_{n}\left(s+i k h_{r}\right)\right)
$$

and

$$
\underline{L}_{n}(s, \mathbf{t})=\left(L_{n}\left(s, \mathbf{t}_{1}\right), \ldots, L_{n}\left(s, \mathbf{t}_{r}\right)\right) .
$$

Moreover, let $\mathcal{H}\left(D_{L}\right)$ stand for the space of analytic on $D_{L}$ functions endowed with the topology of uniform convergence on compact sets, and let

$$
\mathcal{H}^{r}\left(D_{L}\right)=\prod_{j=1}^{r} \mathcal{H}\left(D_{L}\right)
$$

For $A \in \mathcal{B}\left(\mathcal{H}^{r}\left(D_{L}\right)\right)$, we set

$$
P_{N, n, \underline{h}}(A)=\frac{1}{N+1} \#\left\{0 \leq k \leq N: \underline{L}_{n}(s+i k \underline{h}) \in A\right\}
$$

Proposition 2. On $\left(\mathcal{H}^{r}\left(D_{L}\right), \mathcal{B}\left(\mathcal{H}^{r}\left(D_{L}\right)\right)\right.$ ), a probability measure $P_{n}$ exists such that $P_{N, n, \underline{h}}$ $\xrightarrow[N \rightarrow \infty]{w} P_{n}$.

Proof. Let the mapping $u_{n}: \mathbb{T}^{r} \rightarrow \mathcal{H}^{r}\left(D_{L}\right)$ be given by $u_{n}(\mathbf{t})=\underline{L}_{n}(s, \mathbf{t})$. The absolute convergence of the series for $L_{n}\left(s, \mathbf{t}_{j}\right), j=1, \ldots, r$, implies the continuity of $u_{n}$. Hence, $u_{n}$ is
$\left(\mathbb{T}^{r}, \mathcal{H}^{r}\left(D_{L}\right)\right)$-measurable. Therefore, every probability measure $P$ on $\left(\mathbb{T}^{r}, \mathcal{B}\left(\mathbb{T}^{r}\right)\right)$ induces the unique probability measure $P u_{n}^{-1}$ on $\left(\mathcal{H}^{r}\left(D_{L}\right), \mathcal{B}\left(\mathcal{H}^{r}\left(D_{L}\right)\right)\right)$ given by

$$
P u_{n}^{-1}(A)=P\left(u_{n}^{-1} A\right), \quad A \in \mathcal{B}\left(\mathcal{H}^{r}\left(D_{L}\right)\right)
$$

Let $Q_{N, \mathbb{T}^{r}, \underline{\underline{h}}}$ be from Proposition 1. Then, for every $A \in \mathcal{B}\left(\mathcal{H}^{r}\left(D_{L}\right)\right)$,

$$
\begin{aligned}
P_{N, n, \underline{h}}(A) & =\frac{1}{N+1} \#\left\{0 \leq k \leq N:\left(\left(p^{-i k h_{j}}: p \in \mathbb{P}\right), j=1, \ldots, r\right) \in u_{n}^{-1} A\right\} \\
& =Q_{N, \mathbb{T}^{r}, \underline{h}}\left(u_{n}^{-1} A\right)=Q_{N, \mathbb{T}^{r}, \underline{h}} u_{n}^{-1}(A)
\end{aligned}
$$

Hence, we have $P_{N, n, \underline{h}}=Q_{N, \mathbb{T}^{r}, \underline{h}} u_{n}^{-1}$. Therefore, Proposition 1, the continuity of $u_{n}$ and Theorem 5.1 in [25] show that $P_{N, n, \underline{h}} \xrightarrow[N \rightarrow \infty]{w} P_{n}$, where $P_{n}=m^{H} u_{n}^{-1}$.

We see that the measure $P_{n}$ is independent of $\underline{h}$. This allows us to obtain the weak convergence of $P_{n}$ as $n \rightarrow \infty$, and identify the limit measure. Let

$$
L\left(s, \mathbf{t}_{j}\right)=\sum_{m=1}^{\infty} \frac{a(m) \mathbf{t}_{j}(m)}{m^{s}}, \quad j=1, \ldots, r
$$

It is known [8] that the Dirichlet series for $L\left(s, \mathbf{t}_{j}\right)$, for almost all $\mathbf{t}_{j}$, is uniformly convergent on compact subsets of the strip $D_{L}$. Thus, $L\left(s, \mathbf{t}_{j}\right)$, for $j=1, \ldots, r$, is a $\mathcal{H}\left(D_{L}\right)-$ valued random element. The probability Haar measure $m^{H}$ on $(\mathbb{T}, \mathcal{B}(\mathbb{T}))$ is the product of the Haar measure $m_{j}^{H}$ on $\left(\mathbb{T}_{j}, \mathcal{B}\left(\mathbb{T}_{j}\right)\right)$, i.e., for $A=A_{1} \times \ldots \times A_{r} \in \mathcal{B}\left(\mathbb{T}^{r}\right)$,

$$
m^{H}(A)=m_{1}^{H}\left(A_{1}\right) \cdot \ldots \cdot m_{r}^{H}\left(A_{r}\right)
$$

The above remarks show that

$$
\underline{L}(s, \mathbf{t})=\left(L\left(s, \mathbf{t}_{1}\right), \ldots, L\left(s, \mathbf{t}_{r}\right)\right)
$$

is a $\mathcal{H}^{r}\left(D_{L}\right)$-valued random element defined on the probability space $\left(\mathbb{T}^{r}, \mathcal{B}\left(\mathbb{T}^{r}\right)\right)$. We denote by $P_{\underline{L}}$ the distribution of $\underline{L}(s, \mathbf{t})$.

The measure $P_{n}$ coincides with that studied in the continuous case in [24]. Therefore, we have the following proposition.

Lemma 1. The relation $P_{n} \xrightarrow[n \rightarrow \infty]{w} P_{\underline{\underline{L}}}$ holds. Moreover, the support of the measure $P_{\underline{\underline{L}}}$ is set as

$$
\left(\left\{g \in \mathcal{H}\left(D_{L}\right): \text { either } g(s) \neq 0 \text { or } g(s) \equiv 0\right\}\right)^{r}
$$

Proof. The first assertion of the lemma is contained in Lemma 7 in [24], while the second one is in Lemma 9 in [24].

## 3. Limit Theorem

We start this section with a mean value estimate for the collection of $L$-functions we are interested in.

Let

$$
\underline{L}(s+i k \underline{h})=\left(L\left(s+i k h_{1}\right), \ldots, L\left(s+i k h_{r}\right)\right) .
$$

In this section, we estimate the distance between $\underline{L}(s+i k \underline{h})$ and $L_{n}(s+i k \underline{h})$ in the mean. Let $\underline{d}$ be the metric on the space $\mathcal{H}^{r}\left(D_{L}\right)$, i.e., for $\underline{g}_{l}=\left(g_{l 1}, \ldots, g_{l r}\right), l=1,2$,

$$
\underline{d}\left(\underline{g}_{1}, \underline{g}_{2}\right)=\max _{1 \leq m \leq r} d\left(g_{1 m}, g_{2 m}\right)
$$

and $d$ is the metric in $\mathcal{H}\left(D_{L}\right)$ which induces its uniform convergence topology on compact sets.

Lemma 2. For arbitrary positive fixed numbers $h_{1}, \ldots, h_{r}$,

$$
\lim _{n \rightarrow \infty} \limsup _{N \rightarrow \infty} \frac{1}{N+1} \sum_{k=0}^{N} \underline{d}\left(\underline{L}(s+i k \underline{h}), \underline{L}_{n}(s+i k \underline{h})\right)=0
$$

Proof. Since

$$
d\left(g_{1}, g_{2}\right)=\sum_{j=1}^{\infty} 2^{-j} \frac{\sup _{s \in K_{j}}\left|g_{1}(s)-g_{2}(s)\right|}{1+\sup _{s \in K_{j}}\left|g_{1}(s)-g_{2}(s)\right|}, \quad g_{1}, g_{2} \in \mathcal{H}\left(D_{L}\right)
$$

where $\left\{K_{j}: j \in \mathbb{N}\right\} \subset D_{L}$ is a certain sequence of compact sets, it suffices to show that, for every compact set $K \subset D_{L}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \limsup _{N \rightarrow \infty} \frac{1}{N+1} \sum_{k=0}^{N} \sup _{s \in K}\left|L\left(s+i k h_{j}\right)-L_{n}\left(s+i k h_{j}\right)\right|=0, \quad j=1, \ldots, r . \tag{4}
\end{equation*}
$$

We fix a compact set $K$, a positive number $h$, and $L(s) \in \widetilde{S}$. We use the integral representation [24]

$$
\begin{equation*}
L_{n}(s)=\frac{1}{2 \pi i} \int_{\beta-i \infty}^{\beta+i \infty} L(s+z) l_{n}(z ; \beta) d z \tag{5}
\end{equation*}
$$

where

$$
l_{n}(s ; \beta)=\frac{1}{\beta} \Gamma\left(\frac{s}{\beta}\right) n^{s}
$$

and the fixed number $\beta>\frac{1}{2}$ is the same as in the definition of $v_{n}(m ; \beta)$. There exists $\delta=\delta(K)$ such that $\sigma_{L}+2 \delta \leq \sigma \leq 1-\delta$ for $\sigma+$ it $\in K$. Thus, $\beta_{1} \stackrel{\text { def }}{=} \sigma-\sigma_{L}-\delta>0$. Let $\beta=\sigma_{L}+\delta$. The integrand in (5) has a simple pole at the point $z=0$, and a possible simple pole at the point $z=1-s$. Therefore, by the residue theorem and (1),

$$
L_{n}(s)-L(s)=\frac{1}{2 \pi i} \int_{-\beta_{1}-i \infty}^{-\beta_{1}+i \infty} L(s+z) l_{n}(z ; \beta) d z+r(s)
$$

where

$$
r(s)=\operatorname{Res}_{z=1-s} L(s+z) l_{n}(z ; \beta)=\gamma l_{n}(1-s ; \beta)
$$

and $\gamma=\operatorname{Res}_{s=1} L(s)$. If $\alpha=0$ in Axiom (2), then $r(s)=0$. Hence, for $s=\sigma+i t \in K$,

$$
\begin{aligned}
& L(s+i k h)-L_{n}(s+i k h) \\
& =\frac{1}{2 \pi i} \int_{-\infty}^{\infty} L\left(s+i k h+\sigma_{L}-\sigma+\delta+i \tau\right) l_{n}\left(\sigma_{L}-\sigma+\delta+i \tau ; \beta\right) d \tau+r(s+i k h) \\
& =\frac{1}{2 \pi i} \int_{-\infty}^{\infty} L\left(\sigma_{L}+\delta+i k h+i \tau\right) l_{n}\left(\sigma_{L}+\delta-s+i \tau\right) d \tau+r(s+i k h) \\
& \ll \int_{-\infty}^{\infty}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right| \sup _{s \in K}\left|l_{n}\left(\sigma_{L}+\delta-s+i \tau\right)\right| d \tau+\sup _{s \in K}|r(s+i k h)| .
\end{aligned}
$$

From this, we have

$$
\begin{align*}
\frac{1}{N+1} & \sum_{k=2}^{N} \sup _{s \in K}\left|L(s+i k h)-L_{n}(s+i k h)\right| \\
& \ll \int_{-\infty}^{\infty}\left(\frac{1}{N+1} \sum_{k=2}^{N}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right|\right) \sup _{s \in K}\left|l_{n}\left(\sigma_{L}+\delta-s+i \tau\right)\right| d \tau \\
& \quad+\frac{1}{N+1} \sum_{k=2}^{N} \sup _{s \in K}|r(s+i k h)| . \tag{6}
\end{align*}
$$

By the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\frac{1}{N+1} \sum_{k=2}^{N}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right| \ll\left(\frac{1}{N} \sum_{k=2}^{N}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right|^{2}\right)^{\frac{1}{2}} \tag{7}
\end{equation*}
$$

To estimate the last mean square, we apply the Gallagher lemma, see Lemma 1.4 in [26], and the known estimate [8]

$$
\begin{equation*}
\int_{-T}^{T}|L(\sigma+i t)|^{2} d t \ll_{\sigma} T \tag{8}
\end{equation*}
$$

which is valid for fixed $\sigma, \sigma_{L}<\sigma<1$. Application of the Gallagher lemma gives

$$
\begin{align*}
& \sum_{k=2}^{N}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right|^{2} \\
& \quad \ll h \int_{\frac{3}{2} h}^{N h}\left|L\left(\sigma_{L}+\delta+i v+i \tau\right)\right|^{2} d v+ \\
& \quad+\left(\int_{\frac{3}{2} h}^{N h}\left|L\left(\sigma_{L}+\delta+i v+i \tau\right)\right|^{2} d v \int_{\frac{3}{2} h}^{N h}\left|L^{\prime}\left(\sigma_{L}+\delta+i v+i \tau\right)\right|^{2} d v\right)^{\frac{1}{2}} \tag{9}
\end{align*}
$$

The Cauchy integral formula together with (8) gives, for $\sigma_{L}<\sigma<1$, the bound

$$
\int_{-T}^{T}\left|L^{\prime}(\sigma+i t)\right|^{2} d t<_{\sigma} T
$$

This, and (8) and (9) lead to the estimate

$$
\begin{equation*}
\sum_{k=2}^{N}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right|^{2}<_{h, \delta} N(1+|\tau|) \tag{10}
\end{equation*}
$$

To estimate $l_{n}\left(\sigma_{L}+\delta-s+i \tau\right)$ for $s \in K$, we use the well-known estimate

$$
\Gamma(\sigma+i t) \ll e^{-c|t|}, \quad c>0
$$

which is valid for large $|t|$ uniformly in any fixed strip. Thus, for $s \in K$, we find

$$
l_{n}\left(\sigma_{L}+\delta-s+i \tau\right) \ll_{\beta} n^{\sigma_{L}+\delta-\sigma} e^{-\frac{c}{\beta}|\tau-t|}<_{\beta, K} n^{-\delta} c^{-c_{1}|\tau|}
$$

with $c_{1}>0$. Now, the latter estimate, and (7) and (10) show that

$$
\begin{align*}
\int_{-\infty}^{\infty} & \left(\frac{1}{N+1} \sum_{k=2}^{N}\left|L\left(\sigma_{L}+\delta+i k h+i \tau\right)\right|\right) \sup _{s \in K}\left|l_{n}\left(\sigma_{L}+\delta-s+i \tau\right)\right| d \tau \\
& \ll_{\beta, K, h, \delta} n^{-\delta} \int_{-\infty}^{\infty} e^{-c_{1}|\tau|}(1+|\tau|)^{\frac{1}{2}} d \tau<_{\beta, K, h, \delta} n^{-\delta} \tag{11}
\end{align*}
$$

Similarly, the definition of $r(s)$ yields that, for $s \in K$,

$$
r(s+i k h) \ll_{\beta} n^{1-\sigma} e^{-\frac{c}{\beta}|k h+t|}<_{\beta, K} n^{1-\sigma_{L}-2 \delta} e^{-c_{2} k h}
$$

with $c_{2}>0$. Hence,

$$
\begin{aligned}
\frac{1}{N+1} \sum_{k=2}^{N} \sup _{s \in K}|r(s+i k h)| & \ll \beta, K n^{1-\sigma_{L}-2 \delta} \frac{1}{N} \sum_{k=2}^{N} e^{-c_{2} k h} \\
& \ll \beta, K, h n^{1-\sigma_{L}-2 \delta}\left(\frac{\log N}{N}+\frac{1}{N} \sum_{k \geq \log N}^{\infty} e^{-c_{2} k h}\right) \\
& \ll \beta, K, h n^{1-\sigma_{L}-2 \delta} \frac{\log N}{N} .
\end{aligned}
$$

This, and (6) and (11) lead to the estimate

$$
\frac{1}{N+1} \sum_{k=2}^{N} \sup _{s \in K}\left|L(s+i k h)-L_{n}(s+i k h)\right|<_{\beta, K, h, \delta}\left(n^{-\delta}+n^{1-\sigma_{L}-2 \delta} \frac{\log N}{N}\right)
$$

Therefore, taking $N \rightarrow \infty$ and then $n \rightarrow \infty$, we obtain

$$
\lim _{n \rightarrow \infty} \liminf _{N \rightarrow \infty} \frac{1}{N+1} \sum_{k=2}^{N} \sup _{s \in K}\left|L(s+i k h)-L_{n}(s+i k h)\right|=0
$$

Since, obviously,

$$
\lim _{N \rightarrow \infty} \frac{1}{N+1} \sum_{k=0}^{1} \sup _{s \in K}\left|L(s+i k h)-L_{n}(s+i k h)\right|=0
$$

thus proving (4).
Now we are ready to prove the desired joint discrete limit theorem for the collection of $L$-functions belonging to the class $\widetilde{S}$. For $A \in \mathcal{B}\left(\mathcal{H}^{r}\left(D_{L}\right)\right)$, we set

$$
P_{N, \underline{h}}(A)=\frac{1}{N+1} \#\{0 \leq k \leq N: \underline{L}(s+i k \underline{h}) \in A\}
$$

Let $P_{n}$ and $P_{\underline{L}}$ be the same as in Lemma 1 .
Theorem 6. Suppose that $L(s) \in \widetilde{S}$, and the set $A(\mathbb{P}, \underline{h}, 2 \pi)$ is linearly independent over $\mathbb{Q}$. Then $P_{N, \underline{h}} \xrightarrow[N \rightarrow \infty]{w} P_{\underline{L}}$.

Proof. In view of Lemma 1, it suffices to show that $P_{n}$ and $P_{N, \underline{h}}$ have the same limit measure as $n \rightarrow \infty$ and $N \rightarrow \infty$, respectively. We denote by $\xrightarrow{\mathcal{D}}$ the convergence in distribution.

On some probability space $(\Omega, \mathcal{A}, P)$, we define the random variable $\xi_{N}$ by

$$
P\left\{\xi_{N}=k\right\}=\frac{1}{N+1}, \quad k=0,1, \ldots, N
$$

Let the $\mathcal{H}^{r}\left(D_{L}\right)$-valued random elements $X_{N, n, \underline{h}}$ and $X_{N, \underline{h}}$ be defined by

$$
X_{N, n, \underline{h}}=X_{N, n, \underline{h}}(s)=\underline{L}_{n}\left(s+i \underline{h} \underline{\xi}_{N}\right)
$$

and

$$
X_{N, \underline{h}}=X_{N, \underline{h}}(s)=\underline{L}\left(s+i \underline{h} \xi_{N}\right)
$$

Then the assertion of Proposition 2 can be written in the form

$$
\begin{equation*}
X_{N, n, \underline{h}} \xrightarrow[N \rightarrow \infty]{\mathcal{D}} P_{n} \tag{12}
\end{equation*}
$$

Moreover, by Lemma 1,

$$
\begin{equation*}
X_{n} \xrightarrow[n \rightarrow \infty]{\mathcal{D}} P_{\underline{\underline{L}}} \tag{13}
\end{equation*}
$$

where $X_{n}$ is the $\mathcal{H}^{r}\left(D_{L}\right)$-valued random element with distribution $P_{n}$. Application of Lemma 2 and defining the above random elements show that, for $\epsilon>0$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \limsup _{N \rightarrow \infty} P\left\{\underline{d}\left(X_{N, \underline{h}}, X_{N, n, \underline{h}}\right) \geq \epsilon\right\} \\
& \quad=\lim _{n \rightarrow \infty} \limsup _{N \rightarrow \infty} \frac{1}{N+1} \#\left\{0 \leq k \leq N: \underline{d}\left(\underline{L}(s+i k \underline{h}), \underline{L}_{n}(s+i k \underline{h})\right) \geq \epsilon\right\} \\
& \quad \leq \frac{1}{\epsilon(N+1)} \sum_{k=0}^{N} \underline{d}\left(\underline{L}(s+i k \underline{h}), \underline{L}_{n}(s+i k \underline{h})\right)=0
\end{aligned}
$$

Taking into account the separability of the space $\left(\mathcal{H}^{r}\left(D_{L}\right), \underline{d}\right)$, the latter equality, and (12) and (13), we deduce that the hypotheses of Theorem 4.2 in [25] are satisfied. Therefore, we have

$$
X_{N, \underline{h}} \xrightarrow[N \rightarrow \infty]{\mathcal{D}} P_{\underline{L}} .
$$

From last relation we obtain the assertion of the theorem.

## 4. Proof of Theorem 5

The proof of Theorem 5 we derive from Theorem 6, Lemma 1 and the Mergelyan theorem mentioned in Section 1 (see [4]).

Proof of Theorem 5. Since $f_{j}(s) \neq 0$ on $K_{j}$, application of the Megelyan theorem for $\log f_{j}(s)$ implies the existence of polynomials $q_{1}(s), \ldots, q_{r}(s)$ such that

$$
\begin{equation*}
\sup _{1 \leq j \leq r \leq \sup _{j}}\left|f_{j}(s)-e^{q_{j}(s)}\right|<\frac{\epsilon}{2} \tag{14}
\end{equation*}
$$

In view of the second part of Lemma 1, the tuple $\left(e^{q_{1}(s)}, \ldots, e^{q_{r}(s)}\right)$ is an element of the support of the measure $P_{\underline{\underline{L}}}$. Therefore, the set

$$
\mathcal{G}(\epsilon)=\left\{\left(g_{1}, \ldots, g_{r}\right) \in \mathcal{H}^{r}\left(D_{L}\right): \sup _{1 \leq j \leq r s \in K_{j}} \sup _{j}\left|g_{j}(s)-e^{q_{j}(s)}\right|<\frac{\epsilon}{2}\right\}
$$

is an open neighbourhood of the support element, and thus by a property of supports,

$$
\begin{equation*}
P_{\underline{L}}(\mathcal{G}(\epsilon))>0 \tag{15}
\end{equation*}
$$

Now, Theorem 6 and Theorem 2.1 in [25] give

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} P_{N, n, \underline{h}}(\mathcal{G}(\epsilon)) \geq P_{\underline{L}}(\mathcal{G}(\epsilon))>0 \tag{16}
\end{equation*}
$$

Inequality (14) shows the inclusion of $\mathcal{G}(\epsilon) \subset \mathcal{G}_{1}(\epsilon)$, where

$$
\mathcal{G}_{1}(\epsilon)=\left\{\left(g_{1}, \ldots, g_{r}\right) \in \mathcal{H}^{r}\left(D_{L}\right): \sup _{1 \leq j \leq r s \in K_{j}} \sup _{s j}\left|g_{j}(s)-f_{j}(s)\right|<\epsilon\right\}
$$

Therefore, by (16),

$$
\liminf _{N \rightarrow \infty} P_{N, n, \underline{h}}\left(\mathcal{G}_{1}(\epsilon)\right)>0
$$

and we have the first assertion of the theorem.
For the proof of second inequality of the theorem, we observe that, for different values of $\epsilon$, the boundaries of $\mathcal{G}_{1}(\epsilon)$ do not intersect. This remark implies that the set $\mathcal{G}_{1}(\epsilon)$ is a continuity set of the measure $P_{\underline{L}}$ for all but at most countably many $\epsilon>0$. This result, Theorem 6 and Theorem 2.1 in [25], in virtue of (15), imply

$$
\liminf _{N \rightarrow \infty} P_{N, n, \underline{h}}\left(\mathcal{G}_{1}(\epsilon)\right)=P_{\underline{\underline{L}}}\left(\mathcal{G}_{1}(\epsilon)\right) \geq P_{\underline{L}}(\mathcal{G}(\epsilon))>0
$$

for all but at most countably many $\epsilon>0$.
Theorem 5 is therefore proven.

## 5. Concluding Remarks

In this paper we have obtained that every tuple $\left(f_{1}(s), \ldots, f_{r}(s)\right)$ of analytic nonvanishing functions in the strip $D_{L}$ can be approximated simultaneously by discrete shifts $\left(L\left(s+i k h_{1}\right), \ldots, L\left(s+i k h_{r}\right)\right)$, where $L(s)$ is a Dirichlet series from the Selberg-Steuding class, and the multiset $\left\{\left(h_{j} \log p: p \in \mathbb{P}\right), j=1, \ldots, r ; 2 \pi\right\}$ with positive $h_{1}, \ldots, h_{r}$ is linearly
independent over a field of rational numbers. For proof of the above theorem, results of a continuous universality theorem from [24] were applied.

We conjecture that Theorem 5 can be extended to include approximations by shifts $\left(L_{1}\left(s+i k h_{1}\right), \ldots, L_{r}\left(s+i k h_{r}\right)\right)$, where $L_{1}(s), \ldots, L_{r}(s)$ are functions from the SelbergSteuding class. For this, a modification to Lemma 1 is needed.
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#### Abstract

Analyzing the co-variability between the Hilbert regressor and the scalar output variable is crucial in functional statistics. In this contribution, the kernel smoothing of the Relative Error Regression (RE-regression) is used to resolve this problem. Precisely, we use the relative square error to establish an estimator of the Hilbertian regression. As asymptotic results, the Hilbertian observations are assumed to be quasi-associated, and we demonstrate the almost complete consistency of the constructed estimator. The feasibility of this Hilbertian model as a predictor in functional time series data is discussed. Moreover, we give some practical ideas for selecting the smoothing parameter based on the bootstrap procedure. Finally, an empirical investigation is performed to examine the behavior of the RE-regression estimation and its superiority in practice.
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## 1. Introduction

This paper focuses on nonparametric prediction in Hilbertian statistics, which is an intriguing area of research within nonparametric Hilbertian statistics. Various approaches exist for modeling the relationship between the input Hilbertian variable and the output real variable. Typically, this relationship is modeled through a regression model, where the regression operators are estimated using the least square error. However, this rule is not relevant for some practical cases. Instead, we consider in this paper the relative square error. The primary advantage of this regression is the possibility of reducing the effect of the outliers. This kind of relative error is used as a performance measure in many practical situations, namely in time series forecasting. The literature on the subject of nonparametric analysis is limited. Most existing works consider a parametric approach. In particular, Narula and Wellington [1] were the first to investigate the use of the relative square error in the estimation method. For practical purposes, relative regression has been applied in areas such as medicine by Chatfield [2] and financial data by Chen et al. [3]. Yang and Ye [4] considered the estimation by RE-regression in multiplicative regression models. Jones et al. [5] also focused on the use of this model but with the nonparametric estimation method and stated the convergence of the local linear estimator obtained by the relative error as a loss function. The RE-regression estimation has been deeply studied for time series data in the last few years, specifically by Mechab and Laksaci [6] for the quasiassociated time series, and Attouch et al. [7] for the spatial process. The nonparametric

Hilbertian RE-regression was first developed by Demongeot et al. [8], who focused on strong consistency and gave the asymptotic law of the RE-regression. To summarize, functional statistics is an attractive subject in mathematical statistics; the reader may refer to some survey papers, such as [9-15], for recent advances and trends in functional data analysis and/or functional time series analysis.

In this article, we focus on the Hilbertian RE-regression for weak functional time series data. In particular, the correlation of our observations is modeled by using the quasiassociation assumption. This correlation includes many important Hilbertian time series cases, such as the linear and Gaussian processes, as well as positive and negative associated processes. Our ambition in this contribution is to build a new Hilbertian predictor in the Hilbertian time series. This predictor is defined as the ratio of the first and the second inverted conditional moments. We use this explicit expression to construct two estimators based on the kernel smoothing and/or k-Neighbors Number (kNN). We prove a strong consistency of the constructed estimator, which provides good mathematical support for its use in practice. Thus, treating the functional RE-regression by the kNN method under quasi-associated assumption is a great theoretical development which requires nonstandard mathematical tools and techniques. On the one hand, it is well known that the establishment of the asymptotic property in the kNN method is more difficult than the classical kernel estimation due to the random feature of the bandwidth parameter. On the other hand, our weak structure of the functional time series data requires additional techniques and mathematical tools alternative to those used in the mixing case. Clearly, this theoretical development is very useful in practice because the kNN estimator is more accurate than the kernel method and the quasi-association structure is sufficiently weak to cover a large class of functional time series data. Furthermore, the applicability of this estimator is highlighted by giving some selection procedures to determine the parameters involved in the estimator. Then, real data are used to emphasize the superiority and impact of this contribution in practice.

This paper is organized as follows. We introduce the estimation algorithms in Section 2. The required conditions, as well as the main asymptotic results, are demonstrated in Section 3. We discuss some selectors for the smoothing parameter in Section 4. The constructed estimator's performance over the artificial data is evaluated in Section 5. Finally, we state our conclusion in Section 6 and demonstrate proofs of the technical results in the Appendix A.

## 2. The Re-Regression Model and Its Estimation

As discussed in the introduction, we aim to evaluate the relationship between an exogenous Hilbertian variable $X$ and a real endogenous variable $Y$. Specifically, the variables $(X, Y)$ belong in $\mathcal{H} \times \mathbb{R}$. The set $\mathcal{H}$ constitutes a separable Hilbert space. We assume that the norm $\|\cdot\|$ in $\mathcal{H}$ is associated with the inner product $\langle\cdot, \cdot\rangle$. Furthermore, we define on $\mathcal{H}$ a complete orthonormal basis $\left(e_{k}\right)_{k \geq 1}$. In addition, we suppose that $Y$ is strictly positive, and we suppose that the Hilbertian operators $\mathbb{E}\left[Y^{-1} \mid X\right]$ and $\mathbb{E}\left[Y^{-2} \mid X\right]$ exist and are, almost surely, finite. The RE-regression is defined by

$$
\begin{equation*}
R(x)=\arg \min _{\theta} \mathbb{E}\left(\left.\left(\frac{Y-\theta}{Y}\right)^{2} \right\rvert\, X=x\right) \tag{1}
\end{equation*}
$$

By differentiating with respect to $\theta$, we prove that

$$
\begin{equation*}
R(x)=\frac{\mathbb{E}\left[Y^{-1} \mid X=x\right]}{\mathbb{E}\left[Y^{-2} \mid X=x\right]} \tag{2}
\end{equation*}
$$

Clearly, the RE-regression $R(\cdot)$ is a good alternative to the traditional regression, in the sense that, the traditional regression, based on the least square error, treats all variables with equal weight. This is inadequate when the observations contain some outliers. Thus,
the traditional regression can lead to irrelevant results in the presence of outliers. Thus, the main advantage of the RE-regression $R(\cdot)$ compared to the traditional regression is the possibility to reduce the effect of the outliers (see Equation (1)). So, we can say that the robustness feature is one of the main advantages of the RE-regression. Additionally, unlike the classical robust regression (the M-egression), the RE-regression is very easy to implement in practice. It has an explicit definition based on the ratio of the first and the second inverted conditional moments (see Equation (2)).

Now, consider $\left(X_{i}, Y_{i}\right)_{i-1, \ldots, n}$ strictly stationary observations, as copies of a couple $(X, Y)$. The Hilbertian time series framework of the present contribution is carried out using the quasi-association setting (see Douge [16] for the definition of the Hilbert space). We use the kernel estimators of the inverse moments $\mathbb{E}\left[Y^{-1} \mid X\right]$ and $\mathbb{E}\left[Y^{-2} \mid X\right]$ as conditional expectations of $Y^{-\gamma}(\gamma=1,2)$, given $X=x$, to estimate $R(x)$ by

$$
\begin{equation*}
\widetilde{R}(x)=\frac{\sum_{i=1}^{n} Y_{i}^{-1} K\left(\frac{\left\|x-X_{i}\right\|}{h_{n}}\right)}{\sum_{i=1}^{n} Y_{i}^{-2} K\left(\frac{\left\|x-X_{i}\right\|}{h_{n}}\right)} \tag{3}
\end{equation*}
$$

where $h_{n}$ is a positive sequence of real numbers, and $K$ is a real-function so-called kernel. The choice of $h_{n}$ is the determining issue of the applicability of the estimator $\widetilde{R}$. A common solution is to utilize kernel smoothing with the kNN estimation, for which

$$
\begin{equation*}
\widehat{R}(x)=\frac{\sum_{i=1}^{n} Y_{i}^{-1} K\left(\frac{\left\|x-X_{i}\right\|}{A_{n}^{k}}\right)}{\sum_{i=1}^{n} Y_{i}^{-2} K\left(\frac{\left\|x-X_{i}\right\|}{A_{n}^{k}}\right)}, \tag{4}
\end{equation*}
$$

where

$$
A_{n}^{k}(x)=\min \left\{a_{n}>0 ; \quad \sum_{i=1}^{n} \mathbb{1}_{B\left(x, a_{n}\right)}\left(X_{i}\right)=k\right\}
$$

where $B\left(x, a_{n}\right)$ is an open ball of radius $a_{n}>0$ centered $x$. In $\widehat{R}$, the smoothing parameter is the number $k$. Once again, the selection of $k$ is crucial.

## 3. The Consistency of the Kernel Estimator

We demonstrate the almost complete convergence of $\widetilde{R}(\cdot)$ to $R(\cdot)$ at the fixed point $x$ in $\mathcal{H}$. Hereafter, $N_{x}$ is the given neighborhood of $x$, and $C_{1}, C_{2}, C, \ldots$ are strictly positive constants. In the sequel, we put $K_{i}(x)=K\left(h_{n}^{-1}\left\|x-X_{i}\right\|\right), \quad i=1, \ldots, n, R_{\gamma}(u)=$ $\mathbb{E}\left[Y^{-\gamma} \mid X=u\right]$, and $\gamma=1,2$, and we denote this by

$$
\lambda_{k}:=\sup _{s \geq k} \sum_{|i-j| \geq s} \sum_{k=1}^{\infty} \sum_{l=1}^{\infty}\left|\operatorname{Cov}\left(X_{j}^{k}, X_{i}^{k}\right)\right|+\sum_{k=1}^{\infty}\left|\operatorname{Cov}\left(Y_{j}, X_{i}^{k}\right)\right|+\sum_{l=1}^{\infty}\left|\operatorname{Cov}\left(X_{j}^{l}, Y_{i}\right)\right|+\left|\operatorname{Cov}\left(Y_{j}, Y_{i}\right)\right|,
$$

where $X_{i}^{k}:=<X_{i}, e_{k}>$. Moreover, we assume the following conditions:
(D1) For all $d>0 \phi_{x}(d):=\mathbb{P}(X \in B(x, d))>0$, and $\lim _{d \rightarrow 0} \phi_{x}(d)=0$.
(D2) For all $\left(x_{1}, x_{2}\right) \in \mathcal{N}_{x}^{2}$,

$$
\left|R_{\gamma}\left(x_{2}\right)-R_{\gamma}\left(x_{1}\right)\right| \leq C d^{k_{\gamma}}\left(x_{2}, x_{1}\right) \text { for } k_{1}, k_{2}>0
$$

(D3) The covariance coefficient is $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$, such that $\lambda_{k} \leq C e^{-a k}, \quad a>0, \quad C>0$.
(D4) $K$ is the Lipschitzian kernel function, which has $(0,1)$ as support and satisfies the following:

$$
0<C_{2} \leq K(\cdot) \leq C_{3}<\infty
$$

(D5) The endogenous variable $Y$ gives:

$$
\mathbb{E}\left[\exp \left(|Y|^{-\gamma_{1}}\right)\right]<C \text { and } \forall i \neq j \mathbb{E}\left(\left|Y_{i}^{-\gamma_{2}} Y_{j}^{-\gamma_{3}}\right| \mid X_{i}, X_{j}\right) \leq C^{\prime}<\infty, \quad\left(\gamma_{i}\right)_{i=1,2,3}=1,2 .
$$

(D6) For all $i \neq j$,

$$
0<\sup _{i \neq j} \mathbb{P}\left[\left(X_{j}, X_{i}\right) \in B(x, d) \times B(x, d)\right]=\leq C\left(\phi_{x}^{\frac{a+1}{a}}(d)\right)
$$

(D7) There exist $\xi \in(0,1)$ and $\xi_{1} \in(0,1-\xi), \quad x i_{2} \in(0, a-1)$, such that

$$
\frac{\log n^{5}}{n^{1-\tilde{\xi}^{-}-\xi_{1}^{1}}} \leq \phi_{x}\left(h_{n}\right) \leq \frac{1}{\log n^{1+\xi_{2}}}
$$

Brief comment on the conditions: Note that the required conditions stated above are standard in the context of Hilbertian time series analysis. Such conditions explore the fundamental axes of this contribution. The functional path of the data is explored through the condition (D1), the nonparametric nature of the model is characterized by (D2), and the correlation degree of the Hilbertian time series is explored by conditions (D3) and (D6). The principal parameters used in the estimator, namely the kernel and the bandwidth parameter, are explored through the conditions, (D4), (D5), and (D6). Such conditions are of a technical nature. They allow for retaining the usual convergence rate in nonparametric Hilbertian time series analysis.

Theorem 1. Based on the conditions (D1)-(D7), we get

$$
\begin{equation*}
|\widetilde{R}(x)-R(x)|=O\left(h_{n}^{k_{0}}\right)+O_{\text {a.co. }}\left(\sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right) \tag{5}
\end{equation*}
$$

where $k_{0}=\min \left(k_{1}, k_{2}\right)$.
Proof of Theorem 1. Firstly, we write

$$
\widetilde{R}(x)=\frac{\widetilde{R_{N}}(x)}{\widetilde{R_{D}}(x)}
$$

where

$$
\widetilde{R_{N}}(x)=\frac{1}{n \mathbb{E}\left[K\left(h_{n}^{-1}\left\|x-X_{1}\right\|\right)\right]} \sum_{i=1}^{n} Y_{i}^{-1} K\left(h_{n}^{-1}\left\|x-X_{i}\right\|\right),
$$

and

$$
\widetilde{R_{D}}(x)=\frac{1}{n \mathbb{E}\left[K\left(h_{n}^{-1}\left\|x-X_{1}\right\|\right)\right]} \sum_{i=1}^{n} Y_{i}^{-2} K\left(h_{n}^{-1}\left\|x-X_{i}\right\|\right)
$$

We use a basic decomposition (see Demongeot et al. [8] to deduce that Theorem 1 is a consequence result of the below lemmas).

Lemma 1. Using the conditions (D1) and (D3)-(D7), we get

$$
\left|\widetilde{R_{N}}(x)-\mathbb{E} \widetilde{R_{N}}(x)\right|=O_{\text {a.co. }}\left(\sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right)
$$

and

$$
\left|\widetilde{R_{D}}(x)-\mathbb{E} \widetilde{R_{D}}(x)\right|=O_{\text {a.co. }}\left(\sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right) .
$$

Lemma 2. Under conditions (D1),(D2), (D4), and (D7), we get

$$
\left|\mathbb{E} \widetilde{R_{N}}(x)-R_{1}(x)\right|=O\left(h_{n}^{k_{1}}\right)
$$

and

$$
\left|\mathbb{E} \widetilde{R_{D}}(x)-R_{2}(x)\right|=O\left(h_{n}^{k_{2}}\right)
$$

Corollary 1. Using the conditions of Theorem 1, we obtain

$$
\sum_{n=1}^{\infty} P\left(\widetilde{R_{D}}(x)<\frac{R_{2}(x)}{2}\right)<\infty
$$

Next, to prove the consistency of $\widehat{R}(x)$, we adopt the following postulates:
(K1) $K(\cdot)$ has a bounded derivative on $[0,1]$;
(K2) The function $\phi_{x}(\cdot)$, such that

$$
\phi_{x}(a)=\phi(a) L(x)+O\left(a^{\alpha} \phi(a)\right) \quad \text { and } \quad \lim _{a \longrightarrow 0} \frac{\phi(u a)}{\phi(a)}=\zeta(u)
$$

where $L(\cdot), \zeta$ are positive and bounded functions, and $\phi$ is an invertible function;
(K3) There exist $\xi \in(0,1)$ and $\xi_{1}, \xi_{2}>0$, such that

$$
n^{\xi+\xi_{1}} \log n^{5} \leq k \leq n \log n^{-1-\xi_{2}}
$$

Theorem 2. Under conditions (D1)-(D6) and (K1)-(K3), we have

$$
\begin{equation*}
|\widehat{R}(x)-R(x)|=O\left(\left(\phi^{-1}\left(\frac{k}{n}\right)\right)^{k_{0}}\right)+O_{\text {a.co. }}\left(\sqrt{\frac{n^{\xi} \log (n)}{k}}\right) \tag{6}
\end{equation*}
$$

Proof of Theorem 2. Similarly to Theorem 1, write

$$
\widehat{R}(x)=\frac{\widehat{R_{N}}(x)}{\widehat{R_{D}}(x)}
$$

where

$$
\begin{aligned}
& \quad \widehat{R_{N}}(x)=\frac{1}{n \mathbb{E}\left[K\left(A_{n}^{k^{-1}}\left\|x-X_{1}\right\|\right)\right]} \sum_{i=1}^{n} Y_{i}^{-1} K\left(A_{n}^{k^{-1}}\left\|x-X_{i}\right\|\right), \\
& \text { and } \quad \widehat{R_{D}}(x)=\frac{1}{n \mathbb{E}\left[K\left(A_{n}^{k^{-1}}\left\|x-X_{1}\right\|\right)\right]} \sum_{i=1}^{n} Y_{i}^{-2} K\left(A_{n}^{k^{-1}}\left\|x-X_{i}\right\|\right),
\end{aligned}
$$

and we define, for a sequence $\beta_{n} \in(0,1)$, such that $\beta_{n}-1=O\left(\left(\phi^{-1}\left(\frac{k}{n}\right)\right)^{k_{0}}+\sqrt{\frac{n^{\xi} \log (n)}{k}}\right)$, $h_{n}^{-}=\phi^{-1}\left(\frac{\sqrt{\beta_{n}} k}{n}\right)$, and $h_{n}^{+}=\phi^{-1}\left(\frac{k}{n \sqrt{\beta_{n}}}\right)$. Using standard evidence (see Bouzebda et al. [17]), we deduce that Theorem 2 is the outcome of Theorem 1 and the two lemmas below.

Lemma 3. Under the conditions of Theorem 2, we have

$$
\left|\frac{\sum_{i=1}^{n} K\left(h_{n}^{--1}\left\|x-X_{i}\right\|\right)}{\sum_{i=1}^{n} K\left(h_{n}^{+-1}\left\|x-X_{i}\right\|\right)}-\beta_{n}\right|=O\left(\left(\phi^{-1}\left(\frac{k}{n}\right)\right)^{k_{0}}\right)+O_{\text {a.co. }}\left(\sqrt{\frac{n^{\xi} \log (n)}{k}}\right)
$$

Lemma 4. Based on the conditions of Theorem 2, we obtain

$$
\mathbb{I}_{h_{n}^{-} \leq \phi^{-1}\left(\frac{k}{n} \leq h_{n}^{+}\right)} \rightarrow 1, \quad \text { a.co.. }
$$

Corollary 2. Using the conditions of Theorem 2, we get

$$
\left|\widehat{R_{N}}(x)-R_{1}(x)\right|=O\left(\left(\phi^{-1}\left(\frac{k}{n}\right)\right)^{k_{0}}\right)+O_{\text {a.co. }}\left(\sqrt{\frac{n^{\xi} \log (n)}{k}}\right)
$$

and

$$
\left|\widehat{R_{D}}(x)-R_{2}(x)\right|=O\left(\left(\phi^{-1}\left(\frac{k}{n}\right)\right)^{k_{0}}\right)+O_{a . c o .}\left(\sqrt{\frac{n^{\xi} \log (n)}{k}}\right)
$$

## 4. Smoothing Parameter Selection

The applicability of the estimator is related to the selection of the parameters used for the construction of the estimator $\widetilde{R}$. In particular, the bandwidth parameter $h_{n}$ has a decisive effect on the implementation of this regression in practice. In the literature on nonparametric regression analysis, there are several ways to achieve this issue. In this paper, we adopt two approaches common in classical regression to the relative one. The two selections are the cross-validation rule and the bootstrap algorithm.

### 4.1. Leave-One-Out Cross-Validation Principle

In classical regression, the leave-one-out cross-validation rule is obtained using the mean square error. This criterion has been employed for predicting Hilbertian time series by several authors in the past (see Feraty and View [18] for some references). The leave-one-out cross-validation rule is easy to execute and has shown good behavior in practice. However, it is a relatively time-consuming rule. We overcome this inconvenience by reducing the cardinal of the optimization set of the rule. Thus, we adopt this rule for this kind of regression analysis. Specifically, we consider some subset of smoothing parameters (resp. number of the neighborhood) $H_{n}$ (resp. $K_{n}$ ), and we select the best bandwidth parameter as follows.

$$
\begin{equation*}
h_{n}^{o p t}=\arg \min _{h_{n} \in H_{n}} \sum_{i=1}^{n}\left(\frac{\left(Y_{i}-\widetilde{R}^{-i}\left(X_{i}\right)\right)^{2}}{Y_{i}^{2}}\right) \tag{7}
\end{equation*}
$$

or

$$
k^{o p t}=\arg \min _{k \in K_{n}} \sum_{i=1}^{n}\left(\frac{\left(Y_{i}-\widehat{R}^{-i}\left(X_{i}\right)\right)^{2}}{Y_{i}^{2}}\right)
$$

where $\widetilde{R}^{-i}\left(X_{i}\right)$ (resp. $\widehat{R}^{-i}\left(X_{i}\right)$ ) is the leave-out-one estimator of $\widetilde{R}$ (resp. $\widehat{R}$ ). The latter is calculated without the observation $\left(X_{i}, Y_{i}\right)$. It is worth noting that the efficiency of this estimator is also linked to the determination of the subset $H_{n}$, where the rule (7) is optimized. Often, we distinguish two cases, the local case and the global case. In the local one, the subset $H_{n}$ is defined with respect to the number of neighborhoods near the location point. For the global case, the subset $H_{n}$ is the quantile of the vector distance between the Hilbertian regressors. The choice of $K_{n}$ is easier, and it suffices to take $K_{n}$ as a subset of a positive integer. This selection procedure has shown good behavior in practice, but there is no theoretical result concerning its asymptotic optimality. This will be a significant prospect for the future.

### 4.2. Bootstrap Approach

In addition to the leave-one-out cross-validation rule, the bootstrap method constitutes another important selection method. The principle of the latter is based on the plug-in estimation of the quadratic error. In the rest of this subsection, we describe the principal steps of this selection procedure.

Step 1. We choose an arbitrary bandwidth $h_{0}$ (resp. $k_{0}$ ), and we calculate $\widetilde{R}_{h_{0}}(x)$ (resp. $\widehat{R}_{k_{0}}(x)$.
Step 2. We estimate $\widetilde{\epsilon}=Y-\widetilde{R}_{h_{0}}(x)$ (resp. $\left.\widehat{\epsilon}=Y-\widehat{R}_{k_{0}}(x)\right)$.

Step 3. We create a sample of residual $\epsilon^{*}$ (resp. $\epsilon^{* *}$ ) from the distribution

$$
\begin{gathered}
G^{*}=((\sqrt{5}+1) / 2 \sqrt{5}) \delta_{\widetilde{\epsilon}(1-\sqrt{5}) / 2}-((1-\sqrt{5}) / 2 \sqrt{5}) \delta_{\widetilde{\epsilon}(\sqrt{5}+1) / 2^{\prime}} \\
\left(\text { resp. } G^{*}=((\sqrt{5}+1) / 2 \sqrt{5}) \delta_{\widehat{\epsilon}(1-\sqrt{5}) / 2}-((1-\sqrt{5}) / 2 \sqrt{5}) \delta_{\widehat{\epsilon}(\sqrt{5}+1) / 2}\right)
\end{gathered}
$$

where $\delta$ is the Dirac measure (see Hardle and Marron [19] for more details).
Step 4. We reconstruct the sample $\left(Y_{i}^{*}, X_{i}^{*}\right)_{i}=\left(\epsilon^{*}-\widetilde{R}_{h_{0}}\left(X_{i}\right), X_{i}\right)$, (resp. $\left(Y_{i}^{* *}, X_{i}^{* *}\right)_{i}=$ $\left(\epsilon^{* *}-\widehat{R}_{k 0}\left(X_{i}\right), X_{i}\right)$,
Step 5. We use the sample $\left(Y_{i}^{*}, X_{i}^{*}\right)_{i}$ to calculate $\widetilde{R}_{h_{0}}\left(X_{i}\right)$ and $\left(Y_{i}^{* *}, X_{i}^{* *}\right)_{i}$ to calculate $\widehat{R}_{k_{0}}\left(X_{i}\right)$.
Step 6. We repeat the previous steps $N_{B}$ times and put $\widetilde{R}_{h_{0}}^{r}\left(X_{i}\right)$ (resp. $\widehat{R}_{k_{0}}^{r}\left(X_{i}\right)$ ), the estimators, at the replication $r$.
Step 7. We select $h$ (resp. $k$ ) according to the criteria

$$
\begin{equation*}
h_{o p t B o o}=\arg \min _{h \in H_{n}} \sum_{r=1}^{N_{B}} \sum_{i=1}^{n}\left(\widetilde{R}_{h}^{r}\left(X_{i}\right)-\widetilde{R}_{h_{0}}^{r}\left(X_{i}\right)\right)^{2} \tag{8}
\end{equation*}
$$

and

$$
k_{o p t} B o o=\arg \min _{k \in K_{n}} \sum_{r=1}^{N_{B}} \sum_{i=1}^{n}\left(\widehat{R}_{k}^{r}\left(X_{i}\right)-\widetilde{R}_{k_{0}}^{r}\left(X_{i}\right)\right)^{2}
$$

Once again, the choice of the subset $H_{n}$ (resp. $K_{n}$ ) and the pilot bandwidth $h_{0}$ (resp. $k_{0}$ ) have a significant impact on the performance of the estimator. It will be very interesting to combine both approaches in order to benefit from the advantage of both selections. However, the time cost of this idea is very important.

## 5. Computational Study

### 5.1. Empirical Analysis

As a theoretical contribution, we wish in this empirical analysis to inspect the easy implementation of the built estimator $\widetilde{R}$ in practice. As the determination of $h_{n}$ is the principal challenge of the computation ability of $\widetilde{R}$, we compared in this computational study the two selections discussed in the previous section. For this purpose, we conducted an empirical analysis based on artificial data generated through the following nonparametric regression

$$
\begin{equation*}
Y_{i}=\tau\left(X_{i}\right)+\epsilon_{i}, \quad i=1, \ldots, n \tag{9}
\end{equation*}
$$

where $\tau()$ is known regression operator $r$ and $\left(\epsilon_{i}\right)$ sequence of independent random variable generated from a Gaussian distribution $\mathcal{N}(0,0.5)$. The model, in (9), shows the relationship between an endogenous and exogenous variable.

On the other hand, in order to prospect the dependency of the data, we generated the Hilbertian regressor by using the Hilbertian GARCH process through dgp.fgarch from the R-package rockchalk. We plotted, in Figure 1, a sample of the exogenous curves $X(t)$.


Figure 1. Displayed is a sample of the functional curves.
The endogenous variable $Y$ was generated by

$$
\tau(x)=4 \int_{0}^{\pi} \frac{x^{2}(t)}{1+x^{2}(t)} d t
$$

For this empirical analysis, we compared the two selectors (7) and (8) with the mixed one obtained by using the optimal $h$ of the rule (7) as the pilot bandwidth in the bootstrap procedure (8). For a fair comparison between the three algorithms, we optimized over the same subset $H_{n}$. We selected the optimal $h$ for the three selectors, and the subset $H_{n}$ of the quantiles of the vector distance between the Hilbertian curves observations of $X_{i}$ (the order of the quantiles was $\in\{1 / 5,1 / 10,1 / 15,0.5\}$. Finally, based on a quadratic kernel on $(0,1)$, the estimator was computed, and we utilized the $L^{2}$ metric associated with the PCA definition based on the $m=3$ first eigenfunctions of the empirical covariance operator associated with the $m=3$ greatest eigenvalues (see Ferraty and Vieu [18]).

The efficiency of the estimation method was evaluated by plotting the true response value $\left(Y_{i}\right)_{i}$ versus the predicted values $\widehat{R}\left(X_{i}\right)$. In addition, we used the relative error defined by

$$
R S E=\sum_{i=1}^{n}\left(\frac{\left(Y_{i}-\widetilde{R}^{-i}\left(X_{i}\right)\right)^{2}}{Y_{i}^{2}}\right)
$$

to evaluate the performance of this simulation study, which performed over 150 replications. The prediction results are depicted in Figure 2.

It shows clearly that the $\widetilde{R}$ of the relative regression was very easy to implement in practice, and both selection algorithms had satisfactory behaviors. Typically the mixed approach performed better compared to the two separate approaches. It had an $R S E=0.35$. On the other hand, the cross-validation rule had a small superiority ( $R S E=0.52$ ) over the bootstrap approach $R S E=0.65$ ) in this case. Of course, this small superiority was justified by the fact that the efficiency of the bootstrap approach was based on the pilot bandwidth parameter $h_{0}$, whereas the cross-validation rule was strongly linked to the relative error loss function.


Figure 2. Prediction results.

### 5.2. A Real Data Application

We devote this paragraph to the real application of the RE-regression as a predictor. Our ambition is to emphasize the robustness of this new regression. To do this, we compared it to the classical regression defined by the conditional expectation. For this purpose, we considered physics data corresponding to the monthly number of sunspots in the years 1749-2021. These data were available at the website of WDC-SILSO, Royal Observatory of Belgium, Brussels, http://www.sidc.be (accessed on 1 April 2023). The prediction of sunspots is very useful in real life. It can be used to forecast the space weather, assess the state of the ionosphere, and define the appropriate conditions of radio shortwave propagation or satellite communications. It is worth noting that these kinds of data can be viewed as a continuous time process, which is the principal source of a Hilbertian time series by cutting the continuous trajectory into small intervals with fixed larger intervals. To fix these ideas, we plotted the initial data in Figure 3.

To predict the value of a sunspot in the future, given its past observations in a continuous path, we use $\left(Z_{t}\right)_{t \in[0, b)}$ the whole data set, as a real-valued process in continuous time. We then constructed, from $Z_{t}, n$ Hilbertian variables $\left(X_{i}\right)_{i=1, \ldots, n}$, where

$$
\forall t \in[0, b), \quad X_{i}(t)=Z_{n^{-1}((i-1) b+t)}, \quad Y_{i}=X_{i}(b)
$$

Thus, our objective was to predict $Y_{n}$, knowing $\left(X_{i}, Y_{i}\right)_{i=1, \ldots, n-1}$ and $X_{n}$. At this stage, $\widetilde{R}\left(X_{n}\right)$ was the predictor of $Y_{n}$. In this computational study, we aimed to forecast the sunspot number one year ahead, given the observation of the past years. Thus, we fixed on month $j$ in $1, \ldots, 12$, and computed the estimator $\widetilde{R}$ by the sample $\left(Y_{i}^{j}, X_{i}\right)_{i=1 \ldots 272}$, with $Y_{i}^{j}$ as the sunspot number of $j$ th months in the $(i+1)$ th year, and we repeated this estimation procedure for all $j=1, \ldots, 12$.

As the main feature of the RE-regression is its insensitivity to the outliers, we examined this property by detecting the number of outliers in each prediction step $j$. To do this, we used a MAD-Median rule (see Wilcox and Rand [20]). Specifically, the MAD-Median rule considers an observation $Y_{i}$ as an outlier if

$$
\frac{\left|Y_{i}-M\right|}{\operatorname{MAD} * 0.6745}>C
$$

where $M$ and MAD are the medians of $\left(Y_{i}\right)_{i}$, and $\left(Y_{i}-M\right)_{i}$ respectively, and $C=\sqrt{\chi^{2}{ }_{0.975}}$ (with one degree of freedom). Table 1 summarizes the number of outliers for each step $j$.


Figure 3. Initial data.
Table 1. Number of outliers with respect to $j$.

| Months | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Outliers | 15 | 26 | 13 | 5 | 24 | 25 | 7 | 9 | 11 | 8 | 9 | 15 |

Both estimators $\widetilde{R}$ and

$$
\widehat{R}(x)=\frac{\sum_{i=1}^{n} Y_{i} K\left(h_{n}^{-1}\left\|x-X_{i}\right\|\right)}{\sum_{i=1}^{n} K\left(h_{n}^{-1}\left\|x-X_{i}\right\|\right)}
$$

were simulated using the quadratic kernel $K(x)$, where

$$
K(x)=\frac{3}{2}\left(1-x^{2}\right) \mathbb{1}_{[0,1]},
$$

and norm $L^{2}$ was associated with the PCA-metric with $m=3$. The cross-validation rule (7) is used to choose the smoothing parameter $h$. Figure 4 shows the prediction results, where we drew two curves showing the predicted values (the dashed curve for the relative regression and the point curve for the classical regression) and the observed values (solid curve).

Figure 4 shows that $\widetilde{R}$ performed better in terms of the prediction results compared to $\widehat{R}$. Even though both predictors had good behavior, the ASE of the relative regression (2.09) was smaller than the classical regression, which was equal to 2.87 .


Figure 4. Comparison of the prediction result.

## 6. Conclusions

In the current contribution, we focused on the kernel estimation of the RE-regression when the observations exhibited quasi-associated autocorrelation. It constituted a new predictor in the Hilbertian time series, an alternative to classical regression based on conditional expectation. Clearly, this new estimator increased the robustness of the classical regression because it reduced the effect of the largest variables. Therefore, it made this Hilbertian model insensitive to the outlier observations; this is the main feature of this kind of regression. We provided in this contribution two rules to select the bandwidth parameter. The first was based on adapting the cross-validation rule to the relative error loss function. The second was obtained by the adaptation of the wild bootstrap algorithm. The simulation experiment highlighted the applicability of both selectors in practice. In addition to these features, the present work opened an important number of questions for the future. First, establishing the asymptotic distribution of the present estimator allows extending the applicability of this model to other applied issues in statistics. The second natural prospect focuses on the treatment of some alternative Hilbertian time series, including the ergodic case, the spatial case, and the $\beta$-mixing case, among others. It will also be very interesting to study another type of data (missing, censored, ...) or another estimation method, such as the kNN , local linear method, ...., etc.
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## Appendix A

In this appendix, we briefly give the proof of preliminary results; the proofs of Lemmas 3 and 4 are omitted, as they can be obtained straightforwardly through the adaptation of the proof of Bouzebda et al. [17].

Proof of Lemma 1. Clearly, the proof of both terms is very similar. So, we will focus only in the first one. In fact, the difficulty in this kind of proof comes from the fact that the quantity $Y_{i}^{-1}$ is not bounded. So, to deal with this problem, the truncation method is used to define

$$
\widetilde{R}_{N}^{*}(x)=\frac{1}{n \mathbb{E}\left[K_{1}(x)\right]} \sum_{i=1}^{n} K\left(h_{n}^{-1}\left\|x-X_{i}\right\|\right) Y_{i}^{-1} \mathbb{1}_{\left|Y_{i}\right|>\mu_{n}} \text { with } \mu_{n}=n^{-\xi / 6}
$$

Then, the desired result is a consequence of

$$
\begin{align*}
& \left|\mathbb{E}\left[\widetilde{R}_{N}^{*}(x)\right]-\mathbb{E}\left[\widetilde{R}_{N}(x)\right]\right|=O\left(\sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right)  \tag{A1}\\
& \left|\widetilde{R}_{N}^{*}(x)-\widetilde{R}_{N}(x)\right|=O_{\text {a.co. }}\left(\sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right) \tag{A2}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\widetilde{R}_{N}^{*}(x)-\mathbb{E}\left[\widetilde{R}_{N}^{*}(x)\right]\right|=O_{\text {a.co. }}\left(\sqrt{\frac{\log n}{n^{1-\tilde{\zeta}} \phi_{x}\left(h_{n}\right)}}\right) \tag{A3}
\end{equation*}
$$

We start by proving (A3). For this, we write

$$
\widetilde{R}_{N}^{*}(x)-\mathbb{E}\left[\widetilde{R}_{N}^{*}(x)\right]=\sum_{i=1}^{n} Y_{i} \quad \text { where } \quad Y_{i}=\frac{1}{n \mathbb{E}\left[K_{1}(x)\right]} \chi\left(X_{i}, Y_{i}\right)
$$

with

$$
\left.\chi(z, w)=w^{-1} K\left(h_{n}^{-1}\|x-z\|\right)\right) \mathbb{I}_{|w|>\mu_{n}}-\mathbb{E}\left[K_{1}(x) Y^{-1} \mathbb{I}_{\left|Y_{1}\right|>\mu_{n}}\right], z \in \mathcal{H}, w \in \mathbb{R}
$$

Observe that,

$$
\|\chi\|_{\infty} \leq C \mu_{n}^{-1}\|K\|_{\infty} \text { and } \operatorname{Lip}(\chi) \leq \leq C \mu_{n}^{-1} h_{n}^{-1} \operatorname{Lip}(K)
$$

The key tool for proving (A3) is the application of Kallabis and Newmann's inequality (see [21], p. 2). We apply this inequality on $Y_{i}$. It requires evaluating asymptotically two quantities: $\operatorname{Var}\left(\sum_{i=1}^{n} \mathrm{Y}_{i}\right)$ and $\operatorname{Cov}\left(\mathrm{Y}_{s_{1}} \ldots \mathrm{Y}_{s_{u}}, \mathrm{Y}_{t_{1}} \ldots \mathrm{Y}_{t_{v}}\right)$, for all $\left(s_{1}, \ldots, s_{u}\right) \in \mathbb{N}^{u}$ and $\left(t_{1}, \ldots, t_{v}\right) \in \mathbb{N}^{v}$.

Concerning the variance term, we write

$$
\operatorname{Var}\left(\sum_{i=1}^{n} \mathrm{Y}_{i}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right)=n \operatorname{Var}\left(\mathrm{Y}_{1}\right)+\sum_{i=1}^{n} \sum_{\substack{j=1 \\ j \neq i}}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right)
$$

Note that the above formula has two terms. For the $\operatorname{Var}\left(\mathrm{Y}_{1}\right)$ and under (D5), we obtain

$$
\begin{aligned}
\mathbb{E}\left[Y^{-2} \mathbb{I}_{\left|Y_{1}\right|>\mu_{n}} K_{1}^{2}(x)\right] & \leq \mathbb{E}\left[K_{1}^{2}(x) \mathbb{E}\left[Y_{1}^{-2} \mid X_{1}\right]\right] \\
& \leq C \mathbb{E}\left[K_{1}^{2}\right]
\end{aligned}
$$

Then, we use

$$
\mathbb{E}\left[K_{1}^{j}(x)\right]=O\left(\phi_{x}\left(h_{n}\right)\right)
$$

to deduce that

$$
\begin{equation*}
\operatorname{Var}\left(\mathrm{Y}_{1}\right)=O\left(\frac{1}{n \phi_{x}\left(h_{n}\right)}\right) \tag{A4}
\end{equation*}
$$

Now, we need to examine the covariance term. To do that, we use the techniques of Massry to obtain the decomposition:

$$
\begin{aligned}
\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right)= & \sum_{i=1}^{n} \sum_{\substack{j=1 \\
0<|i-j| \leq m_{n}}}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right) \\
& +\sum_{i=1}^{n} \sum_{\substack{j=1 \\
|i-j|>m_{n}}}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right) \\
=: & T_{I}+T_{I I} .
\end{aligned}
$$

Note that $\left(m_{n}\right)$ is a positive sequence of real number integers, which tends to infinity as $n \rightarrow \infty$.
We use the second part of (D5) to obtain

$$
\begin{aligned}
\left|\operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right)\right| & \leq C\left|\mathbb{E}\left[K_{i}(x) K_{j}(x)\right]\right|+\left|\mathbb{E}\left[K_{i}(x)\right] \mathbb{E}\left[K_{j}(x)\right]\right| \\
& \leq C\left(\phi_{x}^{(a+1) / a}\left(h_{n}\right)+\phi_{x}^{2}\left(h_{n}\right)\right)
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
T_{I} \leq \operatorname{Cnm}_{n} \phi_{x}^{(a+1) / a}\left(h_{n}\right) \tag{A5}
\end{equation*}
$$

Since the observations are quasi-associated, and the kernel $K$ is bounded, based on the Lipschitz, we obtain

$$
\begin{align*}
T_{I I} & \leq\left(h_{n}^{-1} \operatorname{Lip}(K)\right)^{2} \sum_{i=1}^{n} \sum_{j=1}^{n} Y_{i, j} \\
& \leq C\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2} \sum_{i=1}^{n} \sum_{\substack{j=1 \\
|i-j|>m_{n}}}^{n} Y_{i, j} \\
& \leq C\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2} \sum_{i=1}^{n} \sum_{j=1}^{n} Y_{i, j} \\
& \leq C n\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2} Y_{m_{n}} \\
& \leq C n\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2} e^{-a m_{n}} \tag{A6}
\end{align*}
$$

Then, by (A5) and (A6), we obtain

$$
\sum_{i=1}^{n} \sum_{\substack{j=1 \\ j \neq i}}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right) \leq C\left(n m_{n} \phi_{x}^{(a+1) / a}\left(h_{n}\right)+n\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2} e^{-a m_{n}}\right)
$$

Putting $m_{n}=\log \left(\frac{\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2}}{a \phi_{x}^{(a+1) / a}\left(h_{n}\right)}\right)$, we obtain

$$
\begin{equation*}
\frac{1}{n \phi_{x}\left(h_{n}\right)} \sum_{i=1}^{n} \sum_{\substack{j=1 \\ j \neq i}}^{n} \operatorname{Cov}\left(\mathrm{Y}_{i}, \mathrm{Y}_{j}\right) \quad \rightarrow \quad 0, \text { as } n \rightarrow \infty \tag{A7}
\end{equation*}
$$

Combining together results (A4) and (A7), we show that

$$
\begin{equation*}
\operatorname{Var}\left(\sum_{i=1}^{n} \mathrm{Y}_{i}\right)=O\left(\frac{1}{n \phi_{x}\left(h_{n}\right)}\right) \tag{A8}
\end{equation*}
$$

We evaluate the covariance term

$$
\left.\operatorname{Cov}\left(\mathrm{Y}_{s_{1}} \ldots \mathrm{Y}_{s_{u}}, \mathrm{Y}_{t_{1}} \ldots \mathrm{Y}_{t_{v}}\right), \quad\left(s_{1}, \ldots, s_{u}, t_{1}, \ldots, t_{v}\right)\right) \in \mathbb{N}^{u+v}
$$

To do that, we treat the following cases:

- The first case is $t_{1}>s_{u}$; based on the definition of quasi-association, we obtain

$$
\begin{align*}
\left|\operatorname{Cov}\left(\mathrm{Y}_{s_{1}} \ldots \mathrm{Y}_{s_{u}}, \mathrm{Y}_{t_{1}} \ldots \mathrm{Y}_{t_{v}}\right)\right| \leq & \left(\left(\left(\mu_{n} h\right)^{-1} \operatorname{Lip}(K)\right)^{2}\left(n \mathbb{E}\left[K_{1}(x)\right]\right)^{-1}\right)^{2} \\
& \left(\frac{C}{n \mu_{n} \mathbb{E}\left[K_{1}(x)\right]}\right)^{u+v-2} \sum_{i=1}^{u} \sum_{j=1}^{v} \mathrm{Y}_{s_{i}, t_{j}} \\
\leq & \left(h_{n}^{-1} \operatorname{Lip}(K)\right)^{2}\left(\frac{C}{n \mu_{n} \mathbb{E}\left[K_{1}(x)\right]}\right)^{u+v} v \mathrm{Y}_{t_{1}-s_{u}} \\
\leq & \left(h_{n}^{-1} \operatorname{Lip}(K)\right)^{2}\left(\frac{C}{n \mu_{n} \phi_{x}\left(h_{n}\right)}\right)^{u+v} v e^{-a\left(t_{1}-s_{u}\right)} . \tag{A9}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
\left|\operatorname{Cov}\left(\mathrm{Y}_{s_{1}} \ldots \mathrm{Y}_{S_{u}}, \mathrm{Y}_{t_{1}} \ldots \mathrm{Y}_{t_{v}}\right)\right| \leq & \left(\frac{C\|K\|_{\infty}}{n \mu_{n} \mathbb{E}\left[K_{1}(x)\right]}\right)^{u+v-2} \times \\
& \left(\left|\mathbb{E}\left[\mathrm{Y}_{s_{u}} \mathrm{Y}_{t_{1}}\right]\right|+\mathbb{E}\left|\mathrm{Y}_{s_{u}}\right| \mathbb{E}\left|\mathrm{Y}_{t_{1}}\right|\right) \\
\leq & \left(\frac{C\|K\|_{\infty}}{n \mu_{n} \mathbb{E}\left[K_{1}(x)\right]}\right)^{u+v-2}\left(\frac{C}{n \mu_{n} \mathbb{E}\left[K_{1}(x)\right]}\right)^{2} \times \\
& \left(\phi_{x}^{(a+1) / a}\left(h_{n}\right)+\phi_{x}^{2}\left(h_{n}\right)\right)  \tag{A10}\\
\leq & \left(\frac{C}{n \mu_{n} \phi_{x}\left(h_{n}\right)}\right)^{u+v} \phi_{x}^{(a+1) / a}\left(h_{n}\right) .
\end{align*}
$$

Furthermore, taking a $\frac{1}{2(a+1)}$-power of (A9) and a ( $\left.\frac{2 a+1}{a+1}\right)$-power of (A10), we get for $1 \leq s_{1} \leq \ldots \leq s_{u} \leq t_{1} \leq \ldots \leq t_{v} \leq n:$

$$
\left|\operatorname{Cov}\left(\mathrm{Y}_{s_{1}} \ldots \mathrm{Y}_{s_{u}}, \mathrm{Y}_{t_{1}} \ldots \mathrm{Y}_{t_{v}}\right)\right| \leq \phi_{x}\left(h_{n}\right)\left(\frac{C}{n \phi_{x}\left(h_{n}\right)}\right)^{u+v} v e^{-a\left(t_{1}-s_{u}\right) /(2(a+1))}
$$

- The second one is where $t_{1}=s_{u}$. In this case, we have

$$
\begin{align*}
\left|\operatorname{Cov}\left(\mathrm{Y}_{s_{1}} \ldots \mathrm{Y}_{s_{u}}, Y_{t_{1}} \ldots \mathrm{Y}_{t_{v}}\right)\right| & \leq\left(\frac{C\|K\|_{\infty}}{n \mu_{n} \mathbb{E}\left[K_{1}(x)\right]}\right)^{u+v} \mathbb{E}\left[\left|K_{1}^{2}(x)\right|\right] \\
& \leq \phi_{x}\left(h_{n}\right)\left(\frac{C}{n \mu_{n} \phi_{x}\left(h_{n}\right)}\right)^{u+v} . \tag{A11}
\end{align*}
$$

So, we are in a position for Kallabis and Newmann's inequality for the variable $\mathrm{Y}_{i}, i=$ $1, \ldots, n$, where

$$
K_{n}=\frac{C}{n \mu_{n} \sqrt{\phi_{x}\left(h_{n}\right)}}, M_{n}=\frac{C}{\mu_{n} n \phi_{x}\left(h_{n}\right)} \text { and } \operatorname{Var}\left(\sum_{i=1}^{n} \mathrm{Y}_{i}\right)=O\left(\frac{1}{n \phi_{x}\left(h_{n}\right)}\right) .
$$

It allows us to have

$$
\begin{array}{r}
\mathbb{P}\left(\left|\widetilde{R}_{N}^{*}(x)-\mathbb{E}\left[\widetilde{R}_{N}^{*}(x)\right]\right|>\eta \sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right) \\
\leq \operatorname{Pexp}\left(\left|\sum_{i=1}^{n} Y_{i}\right|>\eta \sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right) \\
\left.\leq-\frac{\eta^{2} \log n /\left(2 n^{1-\xi} \phi_{x}\left(h_{n}\right)\right)}{\left(\operatorname{Var}\left(\sum_{i=1}^{n} Y_{i}\right)+C \mu_{n}^{-1}\left(n \phi_{x}\left(h_{n}\right)\right)^{-\frac{1}{3}}\left(\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}\right)^{\frac{5}{6}}\right)}\right\} \\
\leq\left\{\begin{array}{r}
\operatorname{l}^{2} \log n \\
C n^{-\xi}+\mu_{n}^{-1} n^{-\xi / 6}\left(\frac{\log ^{5} n}{n \phi_{x}\left(h_{n}\right)}\right)^{\frac{1}{6}}
\end{array}\right\} \\
\leq C^{\prime} \exp \left\{-C \eta^{2} \log n\right\} . \tag{A12}
\end{array}
$$

Choosing the $\eta$ adequately leads to achieving the proof of (A3).
Next, to prove (A1), use Holder's inequality to write that

$$
\begin{aligned}
\left|\mathbb{E}\left[\widetilde{R}_{N}(x)\right]-\mathbb{E}\left[\widetilde{R}_{N}^{*}(x)\right]\right| & \leq \frac{1}{n \mathbb{E}\left[K_{1}(x)\right]}\left|\mathbb{E}\left[\sum_{i=1}^{n} Y_{i}^{-1} \mathbb{I}_{\left\{\left|Y_{i}\right|<\mu_{n}\right\}} K_{i}(x)\right]\right| \\
& \leq \frac{1}{\mathbb{E}\left[K_{1}(x)\right]} \mathbb{E}\left[\left|Y_{i}\right|^{-1} \mathbb{I}_{\left\{\left|Y_{i}\right|<\mu_{n}\right\}} K_{1}(x)\right] \\
& \leq C \phi_{x}^{-1 / 2}\left(h_{n}\right) \exp \left(-\mu_{n}^{-1} / 4\right) .
\end{aligned}
$$

Since $\mu_{n}=n^{-\xi / 6}$, which allows us to obtain

$$
\left|\mathbb{E}\left[\widetilde{R}_{N}(x)\right]-\mathbb{E}\left[\widetilde{R}_{N}^{*}(x)\right]\right|=o\left(\left(\frac{\log n}{n^{1-\tilde{\zeta}} \phi_{x}\left(h_{n}\right)}\right)^{1 / 2}\right)
$$

We use Markov's inequality to obtain the last claimed result (A2). Hence, for all $\epsilon>0$

$$
\begin{aligned}
\mathbb{P}\left[\left|\widetilde{R}_{N}(x)-\widetilde{R}_{N}^{*}(x)\right|>\epsilon\right] & =\mathbb{P}\left[\left.\frac{1}{n \phi_{x}\left(h_{n}\right)} \sum_{i=1}^{n} Y_{i}^{-1} \mathbb{I}_{\left|Y_{i}\right|^{-1}>\mu_{n}} K_{i}(x) \right\rvert\,>\epsilon\right] \\
& \leq n \mathbb{P}\left[\left|Y_{1}\right|^{-1}>\mu_{n}\right] \\
& \leq \operatorname{Cn} \exp \left(-\mu_{n}^{-1}\right) .
\end{aligned}
$$

Then,

$$
\begin{equation*}
\sum_{n \geq 1} \mathbb{P}\left(\left|\widetilde{R}_{N}(x)-\widetilde{R}_{N}^{*}(x)\right|>\epsilon_{0}\left(\sqrt{\frac{\log n}{n^{1-\xi} \phi_{x}\left(h_{n}\right)}}\right)\right) \leq C \sum_{n \geq 1} n \exp \left(-\mu_{n}^{-1}\right) \tag{A13}
\end{equation*}
$$

Use the definition of $\mu_{n}$ to achieve the proof of the lemma.
Proof of Lemma 2. Once again, the focus is on the first statement's proof; the second statement is obtained in the same way. In fact, the proof of both results uses the stationarity of the couples $\left(X_{i}, Y_{i}\right)$. Therefore, we write

$$
\begin{equation*}
\left|\mathbb{E} \widetilde{R_{N}}(x)-R_{1}(x)\right|=\frac{1}{\mathbb{E}\left[K_{1}(x)\right]} \mathbb{E}\left[\left(K_{1}(x)\right)\left(R_{1}(x)-\mathbb{E}\left[Y_{1}^{-1} \mid X_{1}\right]\right)\right] . \tag{A14}
\end{equation*}
$$

The conditions (D2) and (D4) imply

$$
\left|R_{1}\left(X_{1}\right)-R_{1}(x)\right| \leq C h^{k_{1}}
$$

Hence,

$$
\left|\mathbb{E} \widetilde{R_{N}}(x)-R_{1}(x)\right| \leq C h^{k_{1}}
$$

Proof of Corollary 1. Clearly, we can obtain that

$$
\left|\widetilde{R_{D}}(x)\right| \leq \frac{R_{2}(x)}{2} \Rightarrow\left|\widetilde{R_{D}}(x)-R_{2}(x)\right| \geq \frac{R_{2}(x)}{2}
$$

So,

$$
\mathbb{P}\left(\left|\widetilde{R_{D}}(x)\right| \leq \frac{R_{2}(x)}{2}\right) \leq \mathbb{P}\left(\left|\widetilde{R_{D}}(x)-R_{2}(x)\right|>\frac{R_{2}(x)}{2}\right) .
$$

Consequently,

$$
\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\widetilde{R_{D}}(x)\right|<\frac{R_{2}(x)}{2}\right)<\infty
$$
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#### Abstract

The aim of the present paper is to completely characterize the boundedness and compactness of a sum operator defined by some more complex products of composition, multiplication, and $m$ th iterated radial derivative operators from Bloch-type spaces to weighted-type spaces on the unit ball. In some applications, the boundedness and compactness of all products of composition, multiplication, and $m$ th iterated radial derivative operators from Bloch-type spaces to weighted-type spaces on the unit ball are also characterized.


Keywords: $m$ th iterated radial derivative operator; Bloch-type space; weighted-type space; boundedness; compactness

MSC: 47B38; 47B33; 47B37; 30H05

## 1. Introduction

In this section, we provide a detailed introduction to the operators involved and the motivation of the paper.

Let $\mathbb{N}$ be the natural number set, $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}, B(a, r)=\left\{z \in \mathbb{C}^{n}:|z-a|<r\right\}$ the open ball in the complex vector space $\mathbb{C}^{n}$ centered at $a$ with radius $r$ and $\mathbb{B}=B(0,1)$. Let $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ and $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ be two points in $\mathbb{C}^{n}$. Define $\langle z, w\rangle=$ $z_{1} \bar{w}_{1}+z_{2} \bar{w}_{2}+\cdots+z_{n} \bar{w}_{n}$ and $|z|^{2}=\langle z, z\rangle$.

### 1.1. Operators Involved in the Paper

Let $\Omega$ be a domain in $\mathbb{C}^{n}, H(\Omega)$ the set of all holomorphic functions on $\Omega$ and $S(\Omega)$ the set of all holomorphic self-maps of $\Omega$. Let $\varphi \in S(\Omega)$. Associated with $\varphi$ is the composition operator $C_{\varphi}$, which is defined by $C_{\varphi} f=f \circ \varphi$ for $f \in H(\Omega)$. Let $u \in H(\Omega)$. The multiplication operator $M_{u}$ is defined by $M_{u} f=u \cdot f$ for $f \in H(\Omega)$.

If $n=1$, the open unit ball $\mathbb{B}$ becomes the open unit disk $\mathbb{D}$. Let $m \in \mathbb{N}_{0}$. The well-known $m$ th differentiation operator $D^{m}$ on $H(\mathbb{D})$ is defined by

$$
D^{m} f(z)=f^{(m)}(z),
$$

where $f^{(0)}=f$. If $m=1$, it is reduced to the classical differentiation operator $D$. As expected, there has been some considerable interest in investigating products of differentiation and other related operators. For example, the most common products

$$
\begin{equation*}
M_{u} C_{\varphi} D, \quad C_{\varphi} M_{u} D, \quad C_{\varphi} D M_{u}, \quad M_{u} D C_{\varphi}, \quad D M_{u} C_{\varphi}, D C_{\varphi} M_{u} \tag{1}
\end{equation*}
$$

were extensively studied (see, for example, [1-4]). One of the reasons why people are interested in the six product-type operators is that people need to obtain further methods and
techniques for studying their properties. Some other products containing differentiation operators can also be found in [5-8] and the related references therein. However, it is easy to see that if one studies the operators in (1) one by one, it will require a commitment of time and energy. In order to surmount this malpractice, the authors in [9] therefore introduced and investigated the following sum operator (for some later and continuous studies, see, for example, [10-12])

$$
\begin{equation*}
T_{u_{0}, u_{1}, \varphi}=M_{u_{0}} C_{\varphi}+M_{u_{1}} C_{\varphi} D \tag{2}
\end{equation*}
$$

where $u_{0}, u_{1} \in H(\mathbb{D})$ and $\varphi \in S(\mathbb{D})$. Sure enough, the operator $T_{u_{0}, u_{1}, \varphi}$ allows unified research for the operators in (1). More precisely, it follows that

$$
\begin{array}{lll}
M_{u} C_{\varphi} D=T_{0, u, \varphi}, & C_{\varphi} M_{u} D=T_{0, u \circ \varphi, \varphi}, & M_{u} D C_{\varphi}=T_{0, u \cdot \varphi^{\prime}, \varphi^{\prime}} \\
C_{\varphi} D M_{u}=T_{u^{\prime} \circ \varphi, u \circ \varphi, \varphi^{\prime}} & D M_{u} C_{\varphi}=T_{u^{\prime}, u \cdot \varphi^{\prime}, \varphi}, & D C_{\varphi} M_{u}=T_{\left(u^{\prime} \circ \varphi\right) \cdot \varphi^{\prime},(u \circ \varphi) \cdot \varphi^{\prime}, \varphi}
\end{array}
$$

A very natural way of extending the operators in (1) can be achieved in terms of replacing $D$ by $D^{m}$. That is,

$$
\begin{equation*}
M_{u} C_{\varphi} D^{m}, \quad C_{\varphi} M_{u} D^{m}, C_{\varphi} D^{m} M_{u}, \quad M_{u} D^{m} C_{\varphi}, \quad D^{m} M_{u} C_{\varphi}, \quad D^{m} C_{\varphi} M_{u} \tag{3}
\end{equation*}
$$

The significance of this extension is that in overcoming some difficulties such as those caused by $(f \circ \varphi)^{(m)}$, some methods and techniques have been excavated. For example, the following famous Faà di Bruno's formula (see [13]) was used:

$$
\begin{equation*}
(f \circ \varphi)^{(m)}(z)=\sum_{k=0}^{m} f^{(k)}(\varphi(z)) B_{m, k}\left(\varphi^{\prime}(z), \ldots, \varphi^{(m-k+1)}(z)\right) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{m, k}:=B_{m, k}\left(x_{1}, x_{2}, \ldots, x_{m-k+1}\right)=\sum \frac{m!}{\prod_{i=1}^{m-k-1} j_{i}!} \prod_{i=1}^{m-k-1}\left(\frac{x_{i}}{i!}\right)^{j_{i}} \tag{5}
\end{equation*}
$$

is the Bell polynomial, the sum is taken over all non-negative integer sequences $j_{1}, j_{2}$, $\ldots, j_{m-k+1}$ satisfying $\sum_{i=1}^{m-k+1} j_{i}=k$ and $\sum_{i=1}^{m-k+1} i j_{i}=m$. In particular, if $k=0$, we have $B_{0,0}=1$ and $B_{m, 0}=0$ for $m \in \mathbb{N}$. If $k=1$, then $B_{i, 1}=x_{i}$. If $m=k=i$, then $B_{i, i}=x_{1}^{i}$. By using the Faà di Bruno's formula, the operators in (3) were studied (see, for example, [14-17]). Motivated by the above-mentioned discussions, one should naturally consider defining an operator such that the operators in (3) can be studied in a unified manner. There may be many people who have the same idea as us. Actually, the authors in [18] introduced the following operator, which achieved the expectations

$$
\begin{equation*}
T_{u_{0}, \ldots, u_{m}, \varphi}^{m}=\sum_{i=0}^{m} M_{u_{i}} C_{\varphi} D^{i} \tag{6}
\end{equation*}
$$

where $u_{0}, u_{1}, \ldots, u_{m} \in H(\mathbb{D})$ and $\varphi \in S(\mathbb{D})$. It is clear that if $m=1$, the operator in (6) is reduced to the operator in (2). We first see that the operators $M_{u} C_{\varphi} D^{m}$ and $C_{\varphi} M_{u} D^{m}$ can be easily expressed into forms of the operator $T_{u_{0}, \ldots, u_{m}, \varphi}^{m}$, where functions $u_{0}, u_{1}, \ldots$, and $u_{m}$ equal what is very simple and clear. Moreover, it seems to be difficult to express other operators in (3). However, we can still do it in terms of replacing $x_{j}$ with $\varphi^{(j)}$ in the Bell polynomial as follows

$$
\begin{aligned}
& M_{u} D^{m} C_{\varphi}=T_{u_{0}=u \cdot B_{m, 0}^{\varphi}, u_{1}=u \cdot B_{m, 1}^{\varphi}, \cdots, u_{m}=u \cdot B_{m, m}^{\varphi}, \varphi^{\prime}}^{m} \\
& C_{\varphi} D^{m} M_{u}=T_{u_{0}=C_{m}^{0} u^{(m)} \circ \varphi, u_{1}=C_{m}^{1} u^{(m-1)} \circ \varphi, \ldots, u_{m}=C_{m}^{m} u \circ \varphi, \varphi^{\prime}, ~}^{\text {, }} \\
& D^{m} M_{u} C_{\varphi}=T_{u_{0}=\sum_{i=0}^{m} C_{m}^{i} u^{(m-i)} \cdot B_{i, 0}^{\varphi}, u_{1}=\sum_{i=1}^{m} C_{m}^{i} u^{(m-i)} \cdot B_{i, 1}^{\varphi}, \cdots, u_{m}=C_{m}^{m} u \cdot B_{m, m}^{\varphi}, \varphi^{\prime}}
\end{aligned}
$$

where

$$
B_{i, j}^{\varphi}=B_{i, j}\left(\varphi^{\prime}, \varphi^{\prime \prime}, \ldots, \varphi^{i-j+1}\right)
$$

One of the natural ways to extend the differentiation operator on domains in $\mathbb{C}^{n}$ is the radial derivative operator defined by

$$
\begin{equation*}
\Re f(z)=\sum_{j=1}^{n} z_{j} \frac{\partial f}{\partial z_{j}}(z) \tag{7}
\end{equation*}
$$

As expected, the products of the composition, multiplication, and radial derivative operators

$$
\begin{equation*}
M_{u} C_{\varphi} \Re, \quad C_{\varphi} M_{u} \Re, \quad C_{\varphi} \Re M_{u}, \quad M_{u} \Re C_{\varphi}, \Re M_{u} C_{\varphi}, \Re C_{\varphi} M_{u} \tag{8}
\end{equation*}
$$

were studied (see, for example, [19-21]). Correspondingly, the operator in (2) was extended into the following operator in [22], which completed the unified studies of the operators in (8)

$$
\begin{equation*}
T_{u_{0}, u_{1}, u_{2}, \varphi}=M_{u_{0}} C_{\varphi}+M_{u_{1}} C_{\varphi} \Re+M_{u_{2}} \Re C_{\varphi}, \tag{9}
\end{equation*}
$$

where $u_{0}, u_{1}, u_{2} \in H(\mathbb{B})$ and $\varphi \in S(\mathbb{B})$. Recently, it has been continuously investigated in [23-25].

Interestingly, the radial derivative operator can be employed iteratively, that is, if $\Re^{m-1} f$ is defined for some $m \in \mathbb{N} \backslash\{1\}$, then $\Re^{m} f$ is naturally defined by $\Re^{m} f=\Re\left(\Re^{m-1} f\right)$. If $m=0$, then we regard that $\Re^{0} f=f$. By using the $m$ th iterated radial derivative operator, we obtain the related product-type operators

$$
\begin{equation*}
M_{u} C_{\varphi} \Re^{m}, C_{\varphi} M_{u} \Re^{m}, C_{\varphi} \Re^{m} M_{u}, \quad M_{u} \Re^{m} C_{\varphi}, \Re^{m} M_{u} C_{\varphi}, \Re^{m} C_{\varphi} M_{u} \tag{10}
\end{equation*}
$$

The operator $M_{u} C_{\varphi} \Re^{m}$ at first written as $\Re_{u, \varphi}^{m}$ was introduced and studied in [26]. We still reconsidered the operator in $[27,28]$. One of the reasons why we reconsider the operator is that we need to obtain more methods and techniques to study its properties. If people consider the fact that $C_{\varphi} M_{u} \Re^{m}=M_{u \circ \varphi} C_{\varphi} \Re^{m}$, then the operator $M_{u} C_{\varphi} \Re^{m}$ can be regarded as the simplest one in (10). The relatively more simple one in (10) is the operator $C_{\varphi} \Re^{m} M_{u}$. From a direct calculation, we obtain that

$$
\begin{equation*}
C_{\varphi} \Re^{m} M_{u}=\sum_{i=0}^{m} C_{m}^{i} M_{\left(\Re^{m-i} u\right) \circ \varphi} C_{\varphi} \Re^{i} \tag{11}
\end{equation*}
$$

Motivated by (11), we then in [29] directly introduced and characterized the boundedness and compactness of the sum operator

$$
\begin{equation*}
\mathfrak{S}_{\vec{u}, \varphi}^{m}=\sum_{i=0}^{m} M_{u_{i}} C_{\varphi} \Re^{i} \tag{12}
\end{equation*}
$$

The boundedness and compactness of the operator were characterized again in [30], and as an application, the same properties of the operator $C_{\varphi} \Re^{m} M_{u}$ were also characterized.

Here, what we want to emphasize is that the most complicated one in (10) is the operator $\Re^{m} M_{u} C_{\varphi}$, if you notice that $\Re^{m} C_{\varphi} M_{u}=\Re^{m} M_{u \circ \varphi} C_{\varphi}$, which has been investigated very recently in [31].

### 1.2. Motivations of the Paper

When we examine the operator $\mathfrak{S}_{\vec{u}, \varphi^{\prime}}^{m}$, we find that it is defined by the operator $M_{u_{i}} C_{\varphi} \Re^{i}$, which can be regarded as the simplest operator in (10). Naturally, we can try to extend the definition by using other operators in (10). To this end, in this paper, we introduce the sum operator

$$
\begin{equation*}
S_{\vec{u}, \vec{v}, \varphi}^{k, l}=M_{u_{0}} C_{\varphi}+\sum_{i=1}^{k} M_{u_{i}} C_{\varphi} \Re^{i}+\sum_{j=1}^{l} M_{v_{j}} \Re^{j} C_{\varphi}, \tag{13}
\end{equation*}
$$

where $u_{0}, u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{l} \in H(\mathbb{B}), \varphi \in S(\mathbb{B})$, and $k, l \in \mathbb{N}$. By using the operator, the operators in (10) can be easily expressed into the following forms

$$
\begin{align*}
& M_{u} C_{\varphi} \Re^{m}=S_{u_{0} \equiv \cdots \equiv u_{m-1} \equiv 0, u_{m}=u, v_{1} \equiv \cdots \equiv v_{l} \equiv 0, \varphi^{\prime}}^{m, l} \\
& C_{\varphi} M_{u} \Re^{m}=S_{u_{0} \equiv \cdots \equiv u_{m-1} \equiv 0, u_{m}=u \circ \varphi, v_{1} \equiv \cdots \equiv v_{l} \equiv 0, \varphi^{\prime}}^{m, l} \\
& C_{\varphi} \Re^{m} M_{u}=S_{u_{0}=C_{m}^{0}\left(\Re^{m} u\right) \circ \varphi, u_{1}=C_{m}^{1}\left(\Re^{m-1} u\right) \circ \varphi, \ldots, u_{m}=C_{m}^{m} u \circ \varphi, v_{1} \equiv \cdots \equiv v_{l} \equiv 0, \varphi^{\prime}}^{m, l} \\
& M_{u} \Re^{m} C_{\varphi}=S_{u_{0} \equiv \cdots \equiv u_{k} \equiv 0, v_{1} \equiv \cdots \equiv v_{m-1} \equiv 0, v_{m}=u, \varphi^{\prime}}  \tag{14}\\
& \Re^{m} M_{u} C_{\varphi}=S_{u_{1} \equiv \cdots \equiv u_{k} \equiv 0, u_{0}=C_{m}^{0} \Re^{m} u, v_{1}=C_{m}^{1} \Re^{m-1} u, \ldots, v_{m}=C_{m}^{m} u, \varphi^{\prime}} \\
& \Re^{m} C_{\varphi} M_{u}=S_{u_{1} \equiv \cdots \equiv u_{k} \equiv 0, u_{0}=C_{m}^{0} \Re^{m}(u \circ \varphi), v_{1}=C_{m}^{1} \Re^{m-1}(u \circ \varphi), \ldots, v_{m}=C_{m}^{m} u \circ \varphi, \varphi \varphi^{\prime}} .
\end{align*}
$$

One very obvious major difference between the operators $\mathfrak{S}_{\vec{u}, \varphi}^{m}$ and $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$ is that there are some terms $M_{v_{j}} \Re^{j} C_{\varphi}$ in the expression of $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$. When the $j$ th iterated radial derivative operator $\Re^{j}$ lies between the operators $M_{u}$ and $C_{\varphi}$ in the product $M_{u} \Re^{j} C_{\varphi}$, we find that there exist some insurmountable difficulties caused by $\Re^{j}(f \circ \varphi)$ (see [31]). We, therefore, guess that there also exist some difficulties in the study of the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$. Motivated by this, we study this operator from Bloch-type space to weighted-type space in this paper. On the other hand, as far as we know, the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$ has not been studied so far. This study is considerably interesting to a large number of readers. For example, we will prove that in some sense, the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$ is bounded or compact from Bloch-type space to weighted-type space if and only if each operator defined in (13) is bounded or compact. This is a very exciting phenomenon, but it may be not right for the general case, that is, from the boundedness of the operator $T=T_{1}+T_{2}+\cdots+T_{m}$, where $T_{i}$ is a linear operator from Banach spaces $X$ to $Y$, it cannot deduce the boundedness of the operator $T_{i}: X \rightarrow Y$.

### 1.3. Bloch-Type and Weighted-Type Spaces

A positive continuous function $\phi$ on the interval $[0,1$ ) is called normal (see [32]), if there are $\lambda \in[0,1), a$ and $b(0<a<b)$ such that

$$
\begin{aligned}
& \frac{\phi(r)}{(1-r)^{a}} \text { is decreasing on }[\lambda, 1), \quad \lim _{r \rightarrow 1} \frac{\phi(r)}{(1-r)^{a}}=0 ; \\
& \frac{\phi(r)}{(1-r)^{b}} \text { is increasing on }[\lambda, 1), \quad \lim _{r \rightarrow 1} \frac{\phi(r)}{(1-r)^{b}}=+\infty
\end{aligned}
$$

The functions $\{\phi, \psi\}$ will be called a normal pair, if $\phi$ is normal and for $b$ in above definition of normal function there exists $\beta>b$ such that

$$
\phi(r) \psi(r)=\left(1-r^{2}\right)^{\beta} .
$$

If $\phi$ is normal, then there exists $\psi$ such that $\{\phi, \psi\}$ is a normal pair (see [32]). Note that if $\{\phi, \psi\}$ is a normal pair, then $\psi$ is also normal. The purpose of introducing normal pair is to characterize the duality of spaces defined by the normal functions (see, for example, [33,34]). For such a function, the following examples were given in [6]:

$$
\begin{gathered}
\mu(r)=\left(1-r^{2}\right)^{\alpha}, \alpha \in(0,+\infty) \\
\mu(r)=\left(1-r^{2}\right)^{\alpha}\left\{\log 2\left(1-r^{2}\right)^{-1}\right\}^{\beta}, \alpha \in(0,1), \beta \in\left[\frac{\alpha-1}{2} \log 2,0\right]
\end{gathered}
$$

and

$$
\mu(r)=\left(1-r^{2}\right)^{\alpha}\left\{\log \log e^{2}\left(1-r^{2}\right)^{-1}\right\}^{\gamma}, \alpha \in(0,1), \gamma \in\left[\frac{\alpha-1}{2} \log 2,0\right]
$$

The following fact can be used to prove that there exist a lot of non-normal functions. It follows from [35] that if $\mu$ is normal, then for each $s \in(0,1)$ there exists a positive constant $C=C(s)$ such that

$$
\begin{equation*}
C^{-1} \mu(t) \leq \mu(r) \leq C \mu(t) \tag{15}
\end{equation*}
$$

for $0 \leq r \leq t \leq r+s(1-r)$. From (15), it is easy to check that the following functions are non-normal

$$
\mu(r)=\left|\sin \left(\log \frac{1}{1-r}\right)\right| v_{\alpha}(r)+1
$$

and

$$
\mu(r)=\left|\sin \left(\log \frac{1}{1-r}\right)\right| v_{\alpha}(r)+\frac{1}{e^{\frac{1}{e^{1-r}}}}
$$

where

$$
v_{\alpha}(r)=\left[(1-r)\left(\log \frac{e}{1-r}\right)^{\alpha}\right]^{-1}
$$

From the definition of the normal function, we have that there exists a positive constant $\delta \in(0,1)$ such that for $r \in(\delta, 1)$ it follows that $\phi(r) \leq(1-r)^{a}$, which shows that $\sup _{r \in(\delta, 1)} \phi(r) \leq(1-\delta)^{a}$. Since $\phi$ is continuous and positive on $[0, \delta]$, it follows that $\max _{r \in[0, \delta]} \phi(r)<+\infty$. Therefore, the normal function is bounded on $[0,1)$.

Let $\phi$ be a normal function. The Bloch-type space $\mathcal{B}_{\phi}(\mathbb{B})$ consists of all $f \in H(\mathbb{B})$ such that

$$
\|f\|_{\beta_{\phi}(\mathbb{B})}=\sup _{z \in \mathbb{B}} \phi(|z|)|\Re f(z)|<+\infty .
$$

$\mathcal{B}_{\phi}(\mathbb{B})$ is a Banach space with the norm

$$
\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}=|f(0)|+\|f\|_{\beta_{\phi}(\mathbb{B})} .
$$

In particular, if $\phi(r)=\left(1-r^{2}\right) \log \frac{e}{1-r^{2}}$, then the space $\mathcal{B}_{\phi}(\mathbb{B})$ is the logarithmic Bloch space $\mathcal{B}_{\log }(\mathbb{B})$. If $\phi(r)=\left(1-r^{2}\right)^{\alpha}(\alpha>0)$, then the space $\mathcal{B}_{\phi}(\mathbb{B})$ is simplified to the classical weighted Bloch space $\mathcal{B}_{\varnothing}(\mathbb{B})$. One can see [36] for some results on the Bloch-type spaces. The operators involved Bloch-type spaces, including Toeplitz operators, composition operators, weighted composition operators, products of composition, multiplication and $m$ th differentiation operators, and so on (see, for example, [37-41]).

A positive and continuous function $\mu$ on $\mathbb{B}$ is said to be weight. Then, the weightedtype space $H_{\mu}^{\infty}(\mathbb{B})$ consists all $f \in H(\mathbb{B})$ such that

$$
\|f\|_{H_{\mu}^{\infty}(\mathbb{B})}=\sup _{z \in \mathbb{B}} \mu(z)|f(z)|<+\infty .
$$

$H_{\mu}^{\infty}(\mathbb{B})$ is a Banach space with the norm $\|\cdot\|_{H_{\mu}^{\infty}(\mathbb{B})}$. In particular, if $\mu(z)=\left(1-|z|^{2}\right)^{\sigma}$, where $\sigma>0$, then the space $H_{\mu}^{\infty}(\mathbb{B})$ is the classical weighted-type space $H_{\sigma}^{\infty}(\mathbb{B})$. If $\mu \equiv 1$, then the $H_{\mu}^{\infty}(\mathbb{B})$ becomes the well-known bounded holomorphic function space $H^{\infty}(\mathbb{B})$. Many operators acting from or to the weighted-type spaces have been investigated (see, for example, $[3,7,17,42]$ and the related references therein). It can be seen that the Blochtype space and weighted-type space are metric spaces. One can see [43] and the related references therein for getting some profound results of metric spaces.

Let $X$ and $Y$ be two Banach spaces. A linear operator $T: X \rightarrow Y$ is bounded if there exists a positive constant $K$ such that $\|T f\|_{Y} \leq K\|f\|_{X}$ for all $f \in X$. The operator $T: X \rightarrow Y$ is compact if it maps bounded sets into relatively compact sets. The norm $\|T\|_{X \rightarrow Y}$ of the operator $T: X \rightarrow Y$ is defined by

$$
\|T\|_{X \rightarrow Y}=\sup _{\|f\|_{X} \leq 1}\|T f\|_{Y} .
$$

As usual, we use the notation $j=\overline{k, l}$ instead of writing $j=k, \ldots, l$, where $k, l \in \mathbb{N}_{0}$ and $k \leq l$. Some positive numbers are denoted by $C$, and they may vary in different situations. The notation $a \lesssim b$ (resp. $a \gtrsim b$ ) means that there is a normal number $C$ such that $a \leq C b$ (resp. $a \geq C b)$. When $a \lesssim b$ and $b \gtrsim a$, we write $a \asymp b$.

## 2. Preliminary Results

In this section, we need several elementary results for proving the main results. We first have the following result (see [44]).

Lemma 1. Let $X, Y$ be Banach spaces of holomorphic functions on $\mathbb{B}$. Suppose that:
(a) The point evaluation functionals on X are continuous;
(b) The closed unit ball of X is a compact subset of X in the topology of uniform convergence on compact sets;
(c) $T: X \rightarrow Y$ is continuous when $X$ and $Y$ are given the topology of uniform convergence on compact sets.

Then, the bounded operator $T: X \rightarrow Y$ is compact if and only if for every bounded sequence $\left\{f_{m}\right\}$ in $X$ such that $f_{m} \rightarrow 0$ uniformly on compact sets such as $m \rightarrow \infty$, it follows that $\left\{T f_{m}\right\}$ converges to zero in the norm of $Y$ as $m \rightarrow \infty$.

We obtain the following characterization of the compactness, which can be proved similar to that in [45], and can also be proved according to Lemma 1. Therefore, we omit the proof.

Lemma 2. Let $\phi$ be normal on $[0,1), u_{i} \in H(\mathbb{B}), i=\overline{0, k}, v_{j} \in H(\mathbb{B}), \overline{j=1, l}$, and $\varphi \in S(\mathbb{B})$, and $\mu$ a weight function on $\mathbb{B}$. Then, the bounded operator $S_{\vec{u}, \overrightarrow{0}, \boldsymbol{\varphi}}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if for any bounded sequence $\left\{f_{m}\right\}$ in $\mathcal{B}_{\phi}(\mathbb{B})$ such that $f_{m} \rightarrow 0$ uniformly on any compact subset of $\mathbb{B}$ as $m \rightarrow \infty$, it follows that

$$
\lim _{m \rightarrow \infty}\left\|S_{\vec{u}, \vec{v}, \boldsymbol{p}}^{k, l} f_{m}\right\|_{H_{\mu}^{\infty}(\mathbb{B})}=0
$$

The next Lemmas 3-5 are needed and obtained from [31].

Lemma 3. Let $N \in \mathbb{N}$ and $\varphi=\left(\varphi_{1}, \ldots, \varphi_{n}\right) \in S(\mathbb{B})$. Then, for any $z \in \mathbb{B}$ and $f \in H(\mathbb{B})$

$$
\begin{equation*}
\Re^{N}(f \circ \varphi)(z)=\sum_{j=1}^{N} \sum_{l_{1}=1}^{n} \cdots \sum_{l_{j}=1}^{n}\left(\frac{\partial^{j} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z)) \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(N)} \prod_{t=1}^{j} \Re^{k_{t}} \varphi_{l_{t}}(z)\right), \tag{16}
\end{equation*}
$$

where $k_{1}+k_{2}+\cdots+k_{j}=N, j=\overline{1, N}$, and $C_{k_{1}, k_{2}, \ldots, k_{j}}^{(N)}$ are some positive integers with respect to the positive integers $k_{1}, k_{2}, \ldots, k_{j}$.

Lemma 4. Let $w \in \mathbb{B}, N \in \mathbb{N}, s>0, \varphi \in S(\mathbb{B})$ and

$$
g_{w, s}(z)=\frac{1}{(1-\langle z, w\rangle)^{s}}, \quad z \in \mathbb{B}
$$

Then

$$
\begin{equation*}
\Re^{N}\left(g_{w, s} \circ \varphi\right)(z)=\sum_{j=1}^{N}\left(\prod_{k=0}^{j-1}(s+k)\right) \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(N)} \frac{\prod_{t=1}^{j}\left\langle\Re^{k_{t}} \varphi(z), w\right\rangle}{(1-\langle\varphi(z), w\rangle)^{s+j}} \tag{17}
\end{equation*}
$$

where constants $C_{k_{1}, k_{2}, \ldots, k_{j}}^{(N)}$ are defined in Lemma 3.
Let

$$
B_{i, j}(\langle\Re \varphi(z), w\rangle):=B_{i, j}\left(\langle\Re \varphi(z), w\rangle,\left\langle\Re^{2} \varphi(z), w\right\rangle, \ldots,\left\langle\Re^{i-j+1} \varphi(z), w\right\rangle\right)
$$

We also have the following version of Lemma 4.
Lemma 5. Let $N \in \mathbb{N}$ and $\left\{g_{w, s}\right\}$ be the family of functions defined in Lemma 4. Then

$$
\begin{equation*}
\Re^{N}\left(g_{w, s} \circ \varphi\right)(z)=\sum_{j=1}^{N}\left(\prod_{k=0}^{j-1}(s+k)\right) \frac{B_{N, j}(\langle\Re \varphi(z), w\rangle)}{(1-\langle\varphi(z), w\rangle)^{s+j}} \tag{18}
\end{equation*}
$$

Remark 1. (i) From Lemmas 4 and 5, we obtain

$$
\sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(N)} \prod_{t=1}^{j}\left\langle\Re^{k_{t}} \varphi(z), w\right\rangle=B_{N, j}(\langle\Re \varphi(z), w\rangle),
$$

where $k_{1}+k_{2}+\cdots+k_{j}=N$ and $j=\overline{1, N}$.
(ii) If $\varphi=z$, then from [20] we have

$$
\begin{equation*}
\Re^{N} g_{w, s}(z)=\sum_{j=1}^{N} a_{j}^{(N)}\left(\prod_{k=0}^{j-1}(s+k)\right) \frac{\langle z, w\rangle^{j}}{(1-\langle z, w\rangle)^{s+j}} \tag{19}
\end{equation*}
$$

where the sequences $\left\{a_{j}^{(N)}\right\}_{j \in \overline{1, N}}, N \in \mathbb{N}$, are defined by the relations $a_{N}^{(N)}=a_{1}^{(N)}=1$ for $N \in \mathbb{N}$ and $a_{j}^{(N)}=j a_{j}^{(N-1)}+a_{j-1}^{(N-1)}$ for $2 \leq j \leq N-1, N \geq 3$. Moreover, it is easy to obtain that constants $C_{k_{1}, \ldots, k_{j}}^{(N)}$ satisfy the following conclusion

$$
\begin{equation*}
\sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(N)}=a_{j}^{(N)}=B_{N, j}(1,1, \ldots, 1) \tag{20}
\end{equation*}
$$

where $k_{1}+k_{2}+\cdots+k_{j}=N$ and $j=\overline{1, N}$.
(iii) Let

$$
B_{N, j}(\langle z, w\rangle):=B_{N, j}(\langle z, w\rangle,\langle z, w\rangle, \ldots,\langle z, w\rangle)
$$

From (19) and (20), we obtain the following version of the Formula (19)

$$
\begin{equation*}
\Re^{N} g_{w, s}(z)=\sum_{j=1}^{N}\left(\prod_{k=0}^{j-1}(s+k)\right) \frac{B_{N, j}(\langle z, w\rangle)}{(1-\langle z, w\rangle)^{s+j}} \tag{21}
\end{equation*}
$$

The following result is the point-evaluation estimate for the space $\mathcal{B}_{\phi}(\mathbb{B})$.
Lemma 6. Let $\phi$ be normal on $[0,1)$. Then, there is a positive constant $C$ independent of $f \in \mathcal{B}_{\phi}(\mathbb{B})$ and $z \in \mathbb{B}$ such that

$$
\begin{equation*}
|f(z)| \leq C \frac{1-|z|^{2}}{\phi(|z|)}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} \tag{22}
\end{equation*}
$$

Proof. Theorem 3.1 in [36] shows that $f \in \mathcal{B}_{\phi}(\mathbb{B})$ if and only if there is a function $g \in L^{\infty}(\mathbb{B})$ such that

$$
\begin{equation*}
f(z)=\int_{\mathbb{B}} \frac{g(w)}{\phi(|w|)(1-\langle z, w\rangle)^{n+t}} d v_{t}(w) \tag{23}
\end{equation*}
$$

where $t>\max \{b-1,0\}$ and $z \in \mathbb{B}$. Moreover, $\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} \asymp\|g\|_{\infty}$. From Lemma 2.2 in [46], it follows that

$$
\begin{equation*}
\frac{\phi(|z|)}{\phi(|w|)} \leq\left(\frac{1-|z|^{2}}{1-|w|^{2}}\right)^{a}+\left(\frac{1-|z|^{2}}{1-|w|^{2}}\right)^{b} \tag{24}
\end{equation*}
$$

for $z, w \in \mathbb{B}$, where $a$ and $b$ are the parameters in the definition of the normal function. By (24), we have

$$
\begin{align*}
\phi(|z|)|f(z)| & \leq C \phi(|z|) \int_{\mathbb{B}} \frac{|g(w)|}{\phi(|w|)|1-\langle z, w\rangle|^{n+t}} d v_{t}(w) \\
& \leq C \int_{\mathbb{B}} \frac{\phi(|z|)}{\phi(|w|)} \frac{|g(w)|}{|1-\langle z, w\rangle|^{n+t}} d v_{t}(w) \\
& \leq C\|g\|_{\infty} \int_{\mathbb{B}} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{t-a}}{|1-\langle z, w\rangle|^{n+t}} d v(w)  \tag{25}\\
& +C\|g\|_{\infty} \int_{\mathbb{B}} \frac{\left(1-|z|^{2}\right)^{b}\left(1-|w|^{2}\right)^{t-b}}{|1-\langle z, w\rangle|^{n+t}} d v(w) .
\end{align*}
$$

If $a<1$ and $b<1$, from Theorem 1.12 in [47] and (25), then we have

$$
\phi(|z|)|f(z)| \leq C\left(\left(1-|z|^{2}\right)^{a}+\left(1-|z|^{2}\right)^{b}\right)\|g\|_{\infty} \leq C\left(1-|z|^{2}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}
$$

If $a<1$ and $b=1$, since

$$
\begin{equation*}
\lim _{|z| \rightarrow 1}\left(1-|z|^{2}\right) \ln \frac{1}{1-|z|^{2}}=0 \tag{26}
\end{equation*}
$$

from Theorem 1.12 in [47] and (25), we have

$$
\phi(|z|)|f(z)| \leq C\left(\left(1-|z|^{2}\right)^{a}+\left(1-|z|^{2}\right) \ln \frac{1}{1-|z|^{2}}\right)\|g\|_{\infty} \leq C\left(1-|z|^{2}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}
$$

If $a<1$ and $b>1$, from Theorem 1.12 in [47] and (25), then we have

$$
\phi(|z|)|f(z)| \leq C\left(\left(1-|z|^{2}\right)^{a}+\left(1-|z|^{2}\right)\right)\|g\|_{\infty} \leq C\left(1-|z|^{2}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} .
$$

If $a=1$ and $b>1$, from Theorem 1.12 in [47], (25) and (26), then we have

$$
\phi(|z|)|f(z)| \leq C\left(\left(1-|z|^{2}\right) \ln \frac{1}{1-|z|^{2}}+\left(1-|z|^{2}\right)\right)\|g\|_{\infty} \leq C\left(1-|z|^{2}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}
$$

If $a>1$ and $b>1$, from Theorem 1.12 in [47] and (25), then we have

$$
\phi(|z|)|f(z)| \leq C\left(\left(1-|z|^{2}\right)+\left(1-|z|^{2}\right)\right)\|g\|_{\infty} \leq C\left(1-|z|^{2}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}
$$

Combining the above discussions, we obtain

$$
\phi(|z|)|f(z)| \leq C\left(1-|z|^{2}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} .
$$

The proof is finished.
The following result is an estimate for the higher-order partial derivative of functions in the space $\mathcal{B}_{\phi}(\mathbb{B})$.

Lemma 7. Let $N \in \mathbb{N}$ and $\phi$ be normal on $[0,1)$. Then, for every multi-index $k=\left(l_{1}, \ldots, l_{j}\right)$ such that $|k|=N$, there is a positive constant $C$ independent of $f \in \mathcal{B}_{\phi}(\mathbb{B})$ and $z \in \mathbb{B}$ such that

$$
\begin{equation*}
\left|\frac{\partial^{N} f(z)}{\partial z_{k_{1}}^{l_{1}} \partial z_{k_{2}}^{l_{2}} \cdots \partial z_{k_{j}}^{l_{j}}}\right| \leq \frac{C}{\phi(|z|)\left(1-|z|^{2}\right)^{N-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} \tag{27}
\end{equation*}
$$

Proof. From (23), we have
for some $C=C(n, N, t)$ independent of $f$ and $z$.
Moreover, from Lemma 2.2 in [46], we have that for all $z, w \in \mathbb{B}$

$$
\frac{\phi(|z|)}{\phi(|w|)} \leq\left(\frac{1-|z|^{2}}{1-|w|^{2}}\right)^{a}+\left(\frac{1-|z|^{2}}{1-|w|^{2}}\right)^{b}
$$

From this, (28) and Theorem 1.12 in [47], we have

$$
\begin{align*}
\phi(|z|)\left(1-|z|^{2}\right)^{N-1}\left|\frac{\partial^{N} f(z)}{\partial z_{k_{1}}^{l_{1}} \partial z_{k_{2}}^{l_{2}} \cdots \partial z_{k_{j}}^{l_{j}}}\right| & \leq C \phi(|z|) \int_{\mathbb{B}} \frac{|g(w)|\left(1-|z|^{2}\right)^{N-1}}{\phi(|w|)|1-\langle z, w\rangle|^{n+N+t}} d v_{t}(w) \\
& \leq C \int_{\mathbb{B}} \frac{\phi(|z|)}{\phi(|w|)} \frac{|g(w)|\left(1-|z|^{2}\right)^{N-1}}{|1-\langle z, w\rangle|^{n+N+t}} d v_{t}(w) \\
& \leq C\|g\|_{\infty}\left(1-|z|^{2}\right)^{N-1} \int_{\mathbb{B}} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{t-a}}{|1-\langle z, w\rangle|^{n+N+t}} d v(w)  \tag{29}\\
& +C\|g\|_{\infty}\left(1-|z|^{2}\right)^{N-1} \int_{\mathbb{B}} \frac{\left(1-|z|^{2}\right)^{b}\left(1-|w|^{2}\right)^{t-b}}{|1-\langle z, w\rangle|^{n+N+t}} d v(w) \\
& \leq C\|g\|_{\infty} \lesssim\|f\|_{\mathcal{B}_{\phi}(\mathbb{B}) .}
\end{align*}
$$

The proof is finished.
Let

$$
B_{i, j}(|\Re \varphi(z)|):=B_{i, j}\left(|\Re \varphi(z)|,\left|\Re^{2} \varphi(z)\right|, \ldots,\left|\Re^{i-j+1} \varphi(z)\right|\right) .
$$

Lemma 8. Let $N \in \mathbb{N}, \varphi \in S(\mathbb{B})$ and $\phi$ be normal on $[0,1)$. Then, there exists a positive constant $C$ independent of $f \in \mathcal{B}_{\phi}(\mathbb{B})$ and $z \in \mathbb{B}$ such that

$$
\left|\Re^{N}(f \circ \varphi)(z)\right| \leq C \sum_{j=1}^{N} \frac{B_{N, j}(|\Re \varphi(z)|)}{\phi(|z|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} .
$$

Proof. From Remark 1 (i), it is obvious that

$$
\begin{equation*}
\sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(N)} \prod_{t=1}^{j}\left|\Re^{k_{t}} \varphi(z)\right|=B_{N, j}(|\Re \varphi(z)|), \tag{30}
\end{equation*}
$$

where $k_{1}+k_{2}+\cdots+k_{j}=N$ and $j=\overline{1, N}$. Hence, by applying Cauchy-Schwarz inequality, and using Lemmas 3 and 7, we have

$$
\begin{align*}
\left|\Re^{N}(f \circ \varphi)(z)\right| & \leq \sum_{l_{1}=1}^{n} \sum_{l_{2}=1}^{n} \cdots \sum_{l_{N}=1}^{n}\left|\frac{\partial^{N} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{N}}}(\varphi(z))\right| \sum_{k_{1}, \ldots, k_{N}} C_{k_{1}, \ldots, k_{N}}^{(N)} \prod_{t=1}^{N}\left|\Re^{k_{t}} \varphi_{l_{t}}(z)\right| \\
& +\sum_{l_{1}=1}^{n} \sum_{l_{2}=1}^{n} \cdots \sum_{l_{N-1}=1}^{n}\left|\frac{\partial^{N-1} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{N-1}}}(\varphi(z))\right| \sum_{k_{1}, \ldots, k_{N-1}} C_{k_{1}, \ldots, k_{N-1}}^{(N)} \prod_{t=1}^{N-1}\left|\Re^{k_{t}} \varphi_{l_{t}}(z)\right| \\
& +\cdots+\sum_{l=1}^{n}\left|\frac{\partial f}{\partial z_{l}}(\varphi(z))\right| \sum_{k_{1}} C_{k_{1}}^{(N)}\left|\Re^{k_{1}} \varphi_{l}(z)\right|  \tag{31}\\
& \leq C\left(\frac{B_{N, N}(|\Re \varphi(z)|)}{\phi(|z|)\left(1-|\varphi(z)|^{2}\right)^{N-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}+\frac{B_{N, N-1}(|\Re \varphi(z)|)}{\phi(|z|)\left(1-|\varphi(z)|^{2}\right)^{N-2}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}\right. \\
& \left.+\cdots+\frac{B_{N, 1}(|\Re \varphi(z)|)}{\phi(|z|)}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}\right) .
\end{align*}
$$

From (31), the desired result follows.
Remark 2. If $\varphi=z$, then from Lemma 8, we have that there exists a positive constant $C$ independent of $f \in \mathcal{B}_{\phi}(\mathbb{B})$ and $z \in \mathbb{B}$ such that

$$
\left|\Re^{N} f(z)\right| \leq C \sum_{j=1}^{N} \frac{B_{N, j}(|z|)}{\phi(|z|)\left(1-|z|^{2}\right)^{j-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} \asymp \frac{|z|}{\phi(|z|)\left(1-|z|^{2}\right)^{N-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})},
$$

where $B_{N, j}(|z|)=B_{N, j}(|z|,|z|, \ldots,|z|)$.
The next lemma offers an important test function used in the proofs of the main results.
Lemma 9. Let $\phi$ be normal on $[0,1)$. Then, for each $t \geq b-1$ and fixed $w \in \mathbb{B}$, the following function is in $\mathcal{B}_{\phi}(\mathbb{B})$

$$
\begin{equation*}
f_{w, t}(z)=\frac{1-|w|^{2}}{\phi(|w|)}\left(\frac{1-|w|^{2}}{1-\langle z, w\rangle}\right)^{t+1} \tag{32}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\sup _{w \in \mathbb{B}}\left\|f_{w, t}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})} \lesssim 1 \tag{33}
\end{equation*}
$$

Proof. Since the definition of function $\phi$, we have

$$
\begin{align*}
\phi(|z|)\left|\Re f_{w, t}(z)\right| & =(t+1) \frac{\phi(|z|)}{\phi(|w|)} \frac{\left(1-|w|^{2}\right)^{t+1}|\langle z, w\rangle|}{|1-\langle z, w\rangle|^{t+2}} \\
& \leq(t+1) \frac{\phi(|z|)}{(1-|z|)^{t+1}} \frac{\left(1-|w|^{2}\right)^{t+1}}{\phi(|w|)} \leq C<+\infty \tag{34}
\end{align*}
$$

Therefore, we have that (33) holds.
Remark 3. It is obvious that the function defined in (32) satisfies the following estimate

$$
\left|f_{w, t}(z)\right| \leq \frac{\left(1-|w|^{2}\right)(1+|w|)^{t}}{\phi(|w|)} \leq C \frac{\left(1-|w|^{2}\right)}{\phi(|w|)}
$$

This shows that $f_{w, t}$ uniformly converges to zero on any compact subset of $\mathbb{B}$ as $|w| \rightarrow 1$.
Finally, we need the following lemma (see [26]).
Lemma 10. If $a>0$, then

$$
D_{n}(a)=\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
a & a+1 & \cdots & a+n-1 \\
a(a+1) & (a+1)(a+2) & \cdots & (a+n-1)(a+n) \\
\vdots & \vdots & & \vdots \\
\prod_{k=0}^{n-2}(a+k) & \prod_{k=0}^{n-2}(a+k+1) & \cdots & \prod_{k=0}^{n-2}(a+k+n-1)
\end{array}\right|=\prod_{k=1}^{n-1} k!.
$$

## 3. The Condition on the Symbols

Let $\varphi(z)=\left(\varphi_{1}(z), \ldots, \varphi_{n}(z)\right) \in S(\mathbb{B})$ and $\Re^{m} \varphi(z)=\left(\Re^{m} \varphi_{1}(z), \ldots, \Re^{m} \varphi_{n}(z)\right)$. To characterize the boundedness and compactness of the operator $\Re M_{u} C_{\varphi}$, the authors in [19] proposed the condition: there exists a $\lambda \in(0,1)$ such that if $|\varphi(z)|>\lambda$, then

$$
\begin{equation*}
|\Re \varphi(z)| \leq \frac{1}{\lambda}|\langle\Re \varphi(z), \varphi(z)\rangle| \tag{35}
\end{equation*}
$$

In the characterization of the boundedness and compactness of the operator $T_{u_{0}, u_{1}, u_{2}, \varphi}$, the authors in [25] introduced the condition on symbols $u_{1}, u_{2}$ and $\varphi$ : there are $\rho \in(0,1)$ and a positive constant $C$ such that if $|\varphi(z)|>\rho$, then

$$
\begin{equation*}
\left|u_{1}(z) \varphi(z)+u_{2}(z) \Re \varphi(z)\right| \leq C\left|\left\langle u_{1}(z) \varphi(z)+u_{2}(z) \Re \varphi(z), \varphi(z)\right\rangle\right| . \tag{36}
\end{equation*}
$$

The authors in [22] also gave a special relationship such that the symbols $u_{1}, u_{2}$, and $\varphi$ satisfied the condition.

Conditions (35) and (36) hold for all symbols if $n=1$, which shows that it is more complicated for $n>1$. Since $\Re M_{u} C_{\varphi}$ can be regarded as the operator $T_{\Re u, 0, u, \varphi}$, we deduce that condition (36) is reduced to condition (35).

Motivated by previous studies mentioned such as [19,22,25], here we introduce the condition concerning all symbols $\varphi, u_{i}$ and $v_{j}, i, j=\overline{1, l}$ : there exist $\delta \in(0,1)$ and a positive constant $C$ such that if $z \in K=\{z \in \mathbb{B}:|\varphi(z)|>\delta\}$, then for every $j=\overline{1, l}$

$$
\begin{align*}
& \left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right| \\
& \leq C\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right|, \tag{37}
\end{align*}
$$

where

$$
B_{i, j}(\varphi(z)):=B_{i, j}(\varphi(z), \varphi(z), \ldots, \varphi(z))
$$

and

$$
B_{i, j}(\Re \varphi(z)):=B_{i, j}\left(\Re \varphi(z), \Re^{2} \varphi(z), \ldots, \Re^{i-j+1} \varphi(z)\right) .
$$

Since $B_{1,1}(x)=x$, the condition (37) is reduced to condition (36) if $l=1$.
Remark 4. The case of $k=l$ is assumed in the condition (37). If $k \neq l$, for example $k>l$, then by setting $v_{l+1} \equiv v_{l+2} \equiv \cdots \equiv v_{k}=0$, we see that the condition (37) is equivalent to the following conditions

$$
\begin{aligned}
& \left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right| \leq C\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right| \\
& \quad \text { for } j=\overline{1, l}, \text { and }
\end{aligned}
$$

$$
\left|\sum_{i=j}^{k} u_{i}(z) B_{i, j}(\varphi(z))\right| \leq C\left|\sum_{i=j}^{k} u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)\right|
$$

for $j=\overline{l, k}$.
If $l>k$, then by setting $u_{k+1} \equiv u_{k+2} \equiv \cdots \equiv u_{l}=0$, we also see that the condition (37) is equivalent to the following conditions

$$
\begin{aligned}
& \left|\sum_{i=j}^{k}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right| \leq C\left|\sum_{i=j}^{k}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right| \\
& \text { for } j=\overline{1, k} \text { and } \\
& \qquad\left|\sum_{i=j}^{l} v_{i}(z) B_{i, j}(\Re \varphi(z))\right| \leq C\left|\sum_{i=j}^{l} v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right| \\
& \text { for } j=\overline{k, l} .
\end{aligned}
$$

We need to discuss what kind of symbols can satisfy the condition. Assume $n>1$, then we see that the following example satisfies the condition (37).

Example 1. Let $\varphi(z)=\left(z_{1}, z_{2} / 2, \ldots, z_{n} / n\right), u_{i}(z)=a_{i} z_{1}$, and $v_{i}(z)=b_{i} z_{1}, i=\overline{1, l}$, where constants $a_{i}$ and $b_{i}$ are positive. Then, these symbols satisfy the condition (37).

Proof. It is easy to see that $\Re^{i} \varphi(z)=\varphi(z)$ for each $i=\overline{1, l}$. Hence, we obtain that

$$
\begin{aligned}
& \left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right|=\sum_{i=j}^{l}\left|z_{1}\right|\left|\left\langle\left(a_{i}+b_{i}\right) B_{i, j}(\varphi(z)), \varphi(z)\right\rangle\right| \\
& =\sum_{i=j}^{l}\left|z_{1}\right|\left|\left(a_{i}+b_{i}\right) B_{i, j}(\varphi(z))\right||\varphi(z)|^{j} \geq \delta^{j} \sum_{i=j}^{l}\left|z_{1}\right|\left|\left(a_{i}+b_{i}\right) B_{i, j}(\varphi(z))\right| \\
& =\delta^{j}\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|,
\end{aligned}
$$

which implies that (37) holds.

Except for the above example, we also see that if $n=1$, all symbols satisfy the condition.

Proposition 1. If $n=1$, all symbols $\varphi, u_{i}$ and $v_{i}, i=\overline{1, l}$ satisfy the condition (37).
Proof. Since

$$
\begin{aligned}
& \left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right| \\
& \quad=\left|\left\langle\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right), \varphi(z)^{j}\right\rangle\right|
\end{aligned}
$$

we have

$$
\begin{aligned}
& \left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right| \\
& =\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right||\varphi(z)|^{j} \\
& \geq \delta^{j}\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|
\end{aligned}
$$

which implies that (37) holds for all symbols $\varphi, u_{i}$ and $v_{i}, i=\overline{1, l}$.
For $n>1$, it is difficult, but we still give the following result.
Proposition 2. Let $\varphi \in S(\mathbb{B})$ and $u_{i}, v_{i} \in H(\mathbb{B})$ for each $i=\overline{1, l}$. Then, the following statements hold.
(i) If $\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right.$ and $\varphi(z)^{j}$ are linearly dependent for each $z \in K, j=\overline{1, l}$, then the condition (37) holds;
(ii) If $v_{i} \equiv 0$ for $i=\overline{1, l}$, then the condition (37) holds.

Proof. (i) If $\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right.$ and $\varphi(z)^{j}$ are linearly dependent for each $z \in K, j=\overline{1, l}$, we have

$$
\begin{aligned}
& \left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right| \\
& =\left|\left\langle\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right), \varphi(z)^{j}\right\rangle\right| \\
& =\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right||\varphi(z)|^{j} \\
& \geq \delta^{j}\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|
\end{aligned}
$$

which implies that (37) holds.
(ii) If $v_{i} \equiv 0$ for $i=\overline{1, l}$, we have

$$
\left|\sum_{i=j}^{l} u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)\right|=\left|\sum_{i=j}^{l} u_{i}(z) B_{i, j}(\varphi(z))\right||\varphi(z)|^{j} \geq \delta^{j}\left|\sum_{i=j}^{l} u_{i}(z) B_{i, j}(\varphi(z))\right|
$$

which implies that (37) holds.
4. Boundedness and Compactness of the Operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$

We now begin to characterize the boundedness of the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow$ $H_{\mu}^{\infty}(\mathbb{B})$. We first consider the case of $k=l$.

Theorem 1. Assume that (37) is satisfied, $k, l \in \mathbb{N}, k=l, u_{0} \in H(\mathbb{B}), u_{i}, v_{i} \in H(\mathbb{B}), i=\overline{1}, l, \phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight function on $\mathbb{B}$. Then, the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow$ $H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
\begin{equation*}
I_{0}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}<+\infty \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty \tag{39}
\end{equation*}
$$

for $j=\overline{1, l}$.
Moreover, if the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\begin{equation*}
\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=0}^{l} I_{j} . \tag{40}
\end{equation*}
$$

Proof. Suppose that (38) and (39) hold. From Lemma 6, Lemma 7 and Remark 1 (i), we have

$$
\begin{aligned}
& \mu(z)\left|u_{0}(z) f(\varphi(z))+\sum_{i=1}^{l} u_{i}(z) \Re^{i} f(\varphi(z))+\sum_{j=1}^{l} u_{j}(z) \Re^{j}(f \circ \varphi)(z)\right| \\
& \leq \mu(z)\left|u_{0}(z) f(\varphi(z))\right|+\mu(z)\left|\sum_{i=1}^{l}\left(u_{i}(z) \Re^{i} f(\varphi(z))+v_{i}(z) \Re^{i}(f \circ \varphi)(z)\right)\right| \\
&= \mu(z)\left|u_{0}(z) f(\varphi(z))\right|+\mu(z) \left\lvert\, \sum_{i=1}^{l} \sum_{j=1}^{i}\left(u_{i}(z) \sum_{l_{1}=1}^{n} \cdots \sum_{l_{j}=1}^{n}\left(\frac{\partial^{j} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z)) \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(i)} \prod_{t=1}^{j} \varphi_{l_{t}}(z)\right)\right.\right. \\
&\left.+v_{i}(z) \sum_{l_{1}=1}^{n} \cdots \sum_{l_{j}=1}^{n}\left(\frac{\partial^{j} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z)) \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(i)} \prod_{t=1}^{j} \Re^{k_{t}} \varphi_{l_{t}}(z)\right)\right) \mid \\
&= \mu(z)\left|u_{0}(z) f(\varphi(z))\right|+\mu(z) \left\lvert\, \sum_{j=1}^{l} \sum_{i=j}^{l}\left(u_{i}(z) \sum_{l_{1}=1}^{n} \ldots \sum_{l_{j}=1}^{n}\left(\frac{\partial^{j} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z)) \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(i)} \prod_{t=1}^{j} \varphi_{l_{t}}(z)\right)\right.\right. \\
&\left.\quad+v_{i}(z) \sum_{l_{1}=1}^{n} \ldots \sum_{l_{j}=1}^{n}\left(\frac{\partial^{j} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z)) \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(i)} \prod_{t=1}^{j} \Re^{k_{t}} \varphi_{l_{t}}(z)\right)\right) \mid \\
& \lesssim \left.\mu(z)\left|u_{0}(z) f(\varphi(z))\right|+\mu(z) \sum_{j=1}^{l} \sum_{l_{1}=1}^{n} \ldots \sum_{l_{j}=1}^{n}\left|\frac{\partial^{j} f}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z))\right| \right\rvert\, \sum_{i=j k_{1}, \ldots, k_{j}}^{l} C_{k_{1}, \ldots, k_{j}}^{i(i)}\left(u_{i}(z) \prod_{t=1}^{j} \varphi_{l_{t}}(z)\right. \\
&\left.+v_{i}(z) \prod_{t=1}^{j} \Re^{k_{t}} \varphi_{l_{t}}(z)\right) \mid
\end{aligned}
$$

$$
\begin{aligned}
& \lesssim \frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}+\sum_{j=1}^{l} \frac{\mu(z)\left|\sum_{i=j}^{l} \sum_{k_{1}, \ldots, k_{j}} C_{k_{1}, \ldots, k_{j}}^{(i)}\left(u_{i}(z) \varphi(z)^{j}+v_{i}(z) \prod_{t=1}^{j} \Re^{k_{t}} \varphi(z)\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} \\
& =\frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}+\sum_{j=1}^{l} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} \\
& =\left(I_{0}+\sum_{j=1}^{l} I_{j}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})}=\sum_{j=0}^{l} I_{j}\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} .
\end{aligned}
$$

From this, it follows that

$$
\begin{equation*}
\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} f\right\|_{H_{\mu}^{\infty}(\mathbb{B})} \leq\left(C \sum_{j=0}^{l} I_{j}\right)\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} . \tag{41}
\end{equation*}
$$

By taking the supremum in inequality (41) over the unit ball in the space $\mathcal{B}_{\phi}(\mathbb{B})$, using conditions (38) and (39), we have that the operator $S_{\vec{u}, \overrightarrow{,}, \boldsymbol{\varphi}}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded. Moreover, from (41) and the definition of operator norm, we have

$$
\begin{equation*}
\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \leq C \sum_{j=0}^{l} I_{j} \tag{42}
\end{equation*}
$$

Now, suppose that $S_{\vec{u}, \vec{v}, \varphi}^{k}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded. Then, there exists a positive constant $C$ independent of $f \in \mathcal{B}_{\phi}(\mathbb{B})$ such that

$$
\begin{equation*}
\left\|S_{\vec{u}, \overrightarrow{0}, \boldsymbol{\varphi}}^{k, l} f\right\|_{H_{\mu}^{\infty}(\mathbb{B})} \leq C\|f\|_{\mathcal{B}_{\phi}(\mathbb{B})} . \tag{43}
\end{equation*}
$$

By using test function $f(z)=1 \in \mathcal{B}_{\phi}(\mathbb{B})$, we have

$$
\begin{equation*}
K:=\sup _{z \in \mathbb{B}} \mu(z)\left|u_{0}(z)\right|<+\infty \tag{44}
\end{equation*}
$$

By using test function $f_{k}(z)=z_{k}^{j} \in \mathcal{B}_{\phi}(\mathbb{B}), k=\overline{1, n}$ and $j=\overline{1, l}$, from (44) and the boundedness of $S_{\vec{u}, \overrightarrow{v, \varphi}}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$, we have

$$
\begin{equation*}
\mu(z)\left|u_{0}(z) \varphi_{k}(z)^{j}+\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(\varphi_{k}(z)\right)+v_{i}(z) B_{i, j}\left(\Re \varphi_{k}(z)\right)\right)\right|<+\infty \tag{45}
\end{equation*}
$$

for each $j \in\{1,2, \ldots, l\}$. Using (44), (45) and the triangle inequality and the fact $|\varphi(z)| \leq 1$, we have

$$
\begin{align*}
& \sup _{z \in \mathbb{B}} \mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right| \\
& =\sup _{z \in \mathbb{B}} \mu(z) \sqrt{\sum_{k=1}^{n} \mid \sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(\varphi_{k}(z)\right)+\left.v_{i}(z) B_{i, j}\left(\Re \varphi_{k}(z)\right)\right|^{2}\right.} \\
& \leq C+\sup _{z \in \mathbb{B}} \mu(z) \sqrt{\sum_{k=1}^{n}\left|u_{0}(z) \varphi_{k}(z)^{j}\right|^{2}}  \tag{46}\\
& \leq C+\sup _{z \in \mathbb{B}} \mu(z)\left|u_{0}(z)\right||\varphi(z)|^{j} \\
& \leq C+K<+\infty .
\end{align*}
$$

Let $w \in \mathbb{B}$ and $d_{k}=k+1$. For each $j \in\{1,2, \ldots, l\}$ and constants $c_{k}=c_{k}^{(j)}, k=\overline{0, l}$, let

$$
\begin{equation*}
h_{w}^{(j)}(z)=\sum_{k=0}^{l} c_{k}^{(j)} f_{w, k}(z) \tag{47}
\end{equation*}
$$

where $f_{w, k}$ is defined in Lemma 9. By Lemma 9, we have

$$
\begin{equation*}
L_{j}=\sup _{w \in \mathbb{B}}\left\|h_{w}^{(j)}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})}<+\infty \tag{48}
\end{equation*}
$$

From (43), (48), Lemma 5 and Remark 1 (iii), we have

$$
\begin{align*}
L_{j} \| & S_{\vec{u}, \vec{v}, \varphi}^{k, l}\| \|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \geq\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} h_{\varphi(w)}^{(j)}\right\|_{H_{\mu}^{\infty}(\mathbb{B})} \\
= & \sup _{z \in \mathbb{B}} \mu(z)\left|u_{0}(z) h_{\varphi(w)}^{(j)}(\varphi(z))+\sum_{i=1}^{l}\left(u_{i}(z) \Re^{i} h_{\varphi(w)}^{(j)}(\varphi(z))+v_{i}(z) \Re^{i}\left(h_{\varphi(w)}^{(j)} \circ \varphi\right)(z)\right)\right| \\
\geq & \mu(w)\left|u_{0}(w) h_{\varphi(w)}^{(j)}(\varphi(w))+\sum_{i=1}^{l}\left(u_{i}(w) \Re^{i} h_{\varphi(w)}^{(j)}(\varphi(w))+v_{i}(w) \Re^{i}\left(h_{\varphi(w)}^{(j)} \circ \varphi\right)(w)\right)\right| \\
= & \mu(w)\left|u_{0}(w) h_{\varphi(w)}^{(j)}(\varphi(w))+\sum_{i=1}^{l}\left(u_{i}(w) \sum_{k=0}^{l} c_{k} \Re^{i} f_{\varphi(w), k}(\varphi(w))+v_{i}(w) \sum_{k=0}^{l} c_{k} \not \Re^{i}\left(f_{\varphi(w), k} \circ \varphi\right)(w)\right)\right| \\
= & \mu(w) \left\lvert\, u_{0}(w)\left(1-|\varphi(w)|^{2}\right) \frac{c_{0}+c_{1}+\cdots+c_{l}}{\phi(|\varphi(w)|)}\right. \\
& +\sum_{i=1}^{l}\left(u_{i}(w) B_{i, 1}\left(|\varphi(w)|^{2}\right)+v_{i}(w) B_{i, 1}(\langle\Re \varphi(w), \varphi(w)\rangle)\right) \frac{\left(d_{0} c_{0}+\cdots+d_{l} c_{l}\right)}{\phi(|\varphi(w)|)} \\
& +\cdots \\
& +\sum_{i=j}^{l}\left(u_{i}(w) B_{i, j}\left(|\varphi(w)|^{2}\right)+v_{i}(w) B_{i, j}(\langle\Re \varphi(w), \varphi(w)\rangle)\right) \frac{\left(d_{0} \cdots d_{j-1} c_{0}+\cdots+d_{l} \cdots d_{l+j-1} c_{l}\right)}{\phi(|\varphi(w)|)\left(1-|\varphi(w)|^{2}\right)^{j-1}} \\
& +\cdots \\
& \left.+\left(u_{l}(w) B_{l, l}(\varphi(w))+v_{l}(w) B_{l, l}(\langle\Re \varphi(w), \varphi(w)\rangle)\right) \frac{\left(d_{0} \cdots d_{l-1} c_{0}+\cdots+d_{l} \cdots d_{2 l-1} c_{l}\right)}{\phi(|\varphi(w)|)\left(1-|\varphi(w)|^{2}\right)^{l-1}} \right\rvert\, . \tag{49}
\end{align*}
$$

Since $d_{k}>0, k=\overline{0, l}$, by Lemma 10 , we have the following linear equations

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{50}\\
d_{0} & d_{1} & \cdots & d_{l} \\
\vdots & \vdots & \ddots & \vdots \\
\prod_{k=0}^{j-1} d_{k} & \prod_{k=0}^{j-1} d_{k+1} & \cdots & \prod_{k=0}^{j-1} d_{k+l} \\
\vdots & \vdots & \ddots & \vdots \\
\prod_{k=0}^{l-1} d_{k} & \prod_{k=0}^{l-1} d_{k+1} & \cdots & \prod_{k=0}^{l-1} d_{k+l}
\end{array}\right)\left(\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
\\
c_{j} \\
c_{l}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
1 \\
\\
0
\end{array}\right)
$$

From (49), (50) and (37), we have

$$
\begin{align*}
L_{j}\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} & \geq \sup _{z \in K} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}\left(|\varphi(z)|^{2}\right)+v_{i}(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}} \\
& =\sup _{z \in K} \frac{\mu(z)\left|\left\langle\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right), \varphi(z)^{j}\right\rangle\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}  \tag{51}\\
& \gtrsim \sup _{z \in K} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}} .
\end{align*}
$$

On the other hand, from (46), we have

$$
\begin{align*}
& \sup _{z \in \mathbb{B} \backslash K} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}} \\
& \leq \sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\max _{|z| \leq \delta} \phi(z)\left(1-\delta^{2}\right)^{j-1}}<+\infty . \tag{52}
\end{align*}
$$

From (51) and (52), we find that (39) holds for $j=\overline{1, l}$.
For constants $c_{k}=c_{k}^{(0)}, k=\overline{0, l}$, let

$$
\begin{equation*}
h_{w}^{(0)}(z)=\sum_{k=0}^{l} c_{k}^{(0)} f_{w, k}(z) \tag{53}
\end{equation*}
$$

By Lemma 9, we know that $L_{0}=\sup _{w \in \mathbb{B}}\left\|h_{w}^{(0)}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})}<+\infty$. From this, (49), (50) and Lemma 10, we obtain

$$
\begin{equation*}
L_{0}\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \geq \frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)} \tag{54}
\end{equation*}
$$

Hence, we have that $I_{0}<+\infty$. Moreover, we have

$$
\begin{equation*}
C\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \geq \sum_{j=0}^{l} I_{j} \tag{55}
\end{equation*}
$$

From (42) and (55), we obtain (40). The proof is completed.
The following result gives a sufficient condition for the boundedness of the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ for $k=l$. It does not need to satisfy the condition (37).

Corollary 1. Let $k, l \in \mathbb{N}, k=l, u_{0} \in H(\mathbb{B}), u_{i}, v_{i} \in H(\mathbb{B}), i=\overline{1, l}, \phi$ normal on $[0,1)$, $\varphi \in S(\mathbb{B})$ and $\mu$ a weight function on $\mathbb{B}$. If

$$
\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}<+\infty
$$

and

$$
\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, l}$, then the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded.

If we consider some special symbols, we can obtain the following interesting results. For example, if we let $v_{j} \equiv 0, j=\overline{1, l}$, then the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$ is reduced to the operator $\mathfrak{S}_{\vec{u}, \varphi^{\prime}}^{k}$, that is,

$$
\mathfrak{S}_{\vec{u}, \varphi}^{k}=\sum_{i=0}^{k} M_{u_{i}} C_{\varphi} \Re^{i}
$$

Then, from Theorem 3.2 in [30], we can obtain similarly the following result, which is right without any additional conditions on the symbols.

Theorem 2. The operators $M_{u_{i}} C_{\varphi} \Re^{i}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B}), i=\overline{0, k}$, are bounded operator if and only if $\mathfrak{S}_{\vec{u}, \varphi}^{k}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded and

$$
\begin{equation*}
\mu(z)\left|u_{i}(z)\right||\varphi(z)|<+\infty \tag{56}
\end{equation*}
$$

for each $i=\overline{1, k}$.
Moreover, if we consider $u_{i} \equiv 0, i=\overline{1, k}$, then the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}$ becomes the following operator, denoted by $S_{\vec{v}, \varphi}^{l}$. Namely,

$$
S_{\vec{v}, \varphi}^{l}=\sum_{j=0}^{l} M_{v_{j}} \Re^{j} C_{\varphi}
$$

For this special case, the condition (37) becomes: there exist $\delta \in(0,1)$ and two positive constants $C_{1}$ and $C_{2}$ such that if $z \in K=\{z \in \mathbb{B}:|\varphi(z)|>\delta\}$, then

$$
\begin{equation*}
\left|\Re^{j} \varphi(z)\right| \leq C_{1}\left|\left\langle\Re^{j} \varphi(z), \varphi(z)\right\rangle\right| \leq C_{2}|\langle\Re \varphi(z), \varphi(z)\rangle|^{j} \tag{57}
\end{equation*}
$$

for every $j=\overline{1, l}$.
Then, from Remark 4.1 in [31], we have the following interesting result.
Theorem 3. Assume that (57) is satisfied. Then, the operator $S_{\vec{v}, \varphi}^{l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if the operators $M_{v_{j}} \Re^{j} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B}), j=\overline{0, l}$, are bounded.

Remark 5. The boundedness can be discussed similarly for two cases of $k>l$ and $k<l$. Here, we omit.

We next begin to consider the compactness of the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ only for $k=l$.

Theorem 4. Assume that (37) is satisfied, $k, l \in \mathbb{N}, k=l, u_{0} \in H(\mathbb{B}), u_{i}, v_{i} \in H(\mathbb{B}), i=\overline{1, l}, \phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight function on $\mathbb{B}$. Then, the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow$ $H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded,

$$
\begin{equation*}
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}=0 \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0 \tag{59}
\end{equation*}
$$

for $j=\overline{1, l}$.

Proof. Assume that $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact. It is obvious that $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow$ $H_{\mu}^{\infty}(\mathbb{B})$ is bounded. If $\|\varphi\|_{\infty}<1$, then it is clear that (58) and (59) are true. Therefore, we suppose that $\|\varphi\|_{\infty}=1$. Let $\left\{z_{m}\right\}$ be a sequence in $\mathbb{B}$ such that $\left|\varphi\left(z_{m}\right)\right| \rightarrow 1$ as $m \rightarrow \infty$ and $h_{m}^{(j)}=h_{\varphi\left(z_{m}\right)}^{(j)}$, where $h_{w}^{(j)}$ are defined in (47) for a fixed $j \in\{1,2, \ldots, l\}$. Then, we have that $\sup _{m \in \mathbb{N}}\left\|h_{m}^{(j)}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})}<+\infty$. By Remark 3, we have that $h_{m}^{(j)} \rightarrow 0$ uniformly on any compact subset of $\mathbb{B}$ as $m \rightarrow \infty$. Hence, by Lemma 2 we obtain

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} h_{m}^{(j)}\right\|_{H_{\mu}^{\infty}(\mathbb{B})}=0 \tag{60}
\end{equation*}
$$

From (51), for sufficiently large $m$, we have that

$$
\begin{equation*}
\frac{\mu\left(z_{m}\right)\left|\sum_{i=j}^{l}\left(u_{i}\left(z_{m}\right) B_{i, j}\left(\varphi\left(z_{m}\right)\right)+v_{i}\left(z_{m}\right) B_{i, j}\left(\Re \varphi\left(z_{m}\right)\right)\right)\right|}{\phi\left(\left|\varphi\left(z_{m}\right)\right|\right)\left(1-\left|\varphi\left(z_{m}\right)\right|^{2}\right)^{j-1}} \leq\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} h_{m}^{(j)}\right\|_{H_{\mu}^{\infty}(\mathbb{B})} \tag{61}
\end{equation*}
$$

Taking $m \rightarrow \infty$ in (61), by using (60), we have that (59) holds for $j=\overline{1, l}$.
Furthermore, let $h_{m}^{(0)}=h_{\varphi\left(z_{m}\right)}^{(0)}$, where $h_{w}^{(0)}$ is defined in (53). Then, we also have that $\sup _{m \in \mathbb{N}}\left\|h_{m}^{(0)}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})}<+\infty$ and $h_{m}^{(0)} \rightarrow 0$ uniformly on any compact subset of $\mathbb{B}$ as $m \rightarrow \infty$. Hence, by Lemma 2 we have

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} h_{m}^{(0)}\right\|_{H_{\mu}^{\infty}(\mathbb{B})}=0 \tag{62}
\end{equation*}
$$

From (54), we have

$$
\begin{equation*}
\frac{\mu\left(z_{m}\right)\left|u_{0}\left(z_{m}\right)\right|\left(1-\left|\varphi\left(z_{m}\right)\right|^{2}\right)}{\phi\left(\left|\varphi\left(z_{m}\right)\right|\right)} \leq\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} h_{m}^{(0)}\right\|_{H_{\mu}^{\infty}(\mathbb{B})} . \tag{63}
\end{equation*}
$$

Letting $m \rightarrow \infty$ in (63) and using (62), we have that (58) holds.
Now, assume that $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded. From (44) and (46), we have

$$
\begin{equation*}
\mu(z)\left|u_{0}(z)\right| \leq C<+\infty \tag{64}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right| \leq C<+\infty \tag{65}
\end{equation*}
$$

for all $z \in \mathbb{B}$. On the other hand, from (58) and (59), we have that for arbitrary $\varepsilon>0$, there is a $\delta \in(0,1)$ such that on $K$

$$
\begin{equation*}
\frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}<\varepsilon \tag{66}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<\varepsilon . \tag{67}
\end{equation*}
$$

Assume that $\left\{f_{s}\right\}$ is a sequence such that $\sup _{s \in \mathbb{N}}\left\|f_{s}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})} \leq M$ and $f_{s} \rightarrow 0$ uniformly on any compact subset of $\mathbb{B}$ as $s \rightarrow \infty$. Then, by Lemmas 3,6 , and 7 and (64)-(67), we have

$$
\begin{align*}
& \left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} f_{s}\right\|_{H_{\mu}^{\infty}(\mathbb{B})} \\
& =\sup _{z \in \mathbb{B}} \mu(z)\left|u_{0}(z) f(\varphi(z))+\sum_{i=1}^{l}\left(u_{i}(z) \Re^{i} f(\varphi(z))+v_{i}(z) \Re^{i}(f \circ \varphi)(z)\right)\right| \\
& =\sup _{z \in K} \mu(z)\left|u_{0}(z) f(\varphi(z))+\sum_{i=1}^{l}\left(u_{i}(z) \Re^{i} f(\varphi(z))+v_{i}(z) \Re^{i}(f \circ \varphi)(z)\right)\right| \\
& +\sup _{z \in \mathbb{B} \backslash K} \mu(z)\left|u_{0}(z) f(\varphi(z))+\sum_{i=1}^{l}\left(u_{i}(z) \Re^{i} f(\varphi(z))+v_{i}(z) \Re^{i}(f \circ \varphi)(z)\right)\right| \\
& \leq C \sup _{z \in K} \frac{\mu(z)\left|u_{0}(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}\left\|f_{s}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})}  \tag{68}\\
& +C \sup _{z \in K} \frac{\mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}\left\|f_{s}\right\|_{\mathcal{B}_{\phi}(\mathbb{B})} \\
& +\sup _{z \in \mathbb{B} \backslash K} \mu(z)\left|u_{0}(z)\right|\left|f_{s}(\varphi(z))\right| \\
& +\sup _{z \in \mathbb{B} \backslash K} \sum_{j=1}^{l} \mu(z)\left|\sum_{i=j}^{l}\left(u_{i}(z) B_{i, j}(\varphi(z))+v_{i}(z) B_{i, j}(\Re \varphi(z))\right)\right| \max _{\left\{l_{1}, l_{2}, \ldots, l_{j}\right\}}\left|\frac{\partial^{j} f_{s}}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(\varphi(z))\right| \\
& \leq C M \varepsilon+C \sup _{|w| \leq \delta} \sum_{j=0}^{l} \max _{\left\{l_{1}, \ldots, \ldots, l_{j}\right\}}\left|\frac{\partial^{j} f_{s}}{\partial z_{l_{1}} \partial z_{l_{2}} \cdots \partial z_{l_{j}}}(z)\right| .
\end{align*}
$$

Since $f_{s} \rightarrow 0$ uniformly on any compact subset of $\mathbb{B}$ as $s \rightarrow \infty$, by Cauchy's estimates, we also have that $\frac{\partial f_{s}}{\partial z_{1} \partial z_{l_{2}} \cdots \partial z_{l_{j}}} \rightarrow 0$ uniformly on any compact subset of $\mathbb{B}$ as $s \rightarrow \infty$. From this and using the fact that $\{w \in \mathbb{B}:|w| \leq \delta\}$ is a compact subset of $\mathbb{B}$, by letting $s \rightarrow \infty$ in inequality (68), we obtain

$$
\limsup _{s \rightarrow \infty}\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} f_{s}\right\|_{H_{\mu}^{\infty}(\mathbb{B})} \leq C M \varepsilon .
$$

Since $\varepsilon$ is an arbitrary positive number, it follows that

$$
\begin{equation*}
\lim _{s \rightarrow \infty}\left\|S_{\vec{u}, \vec{v}, \varphi}^{k, l} f_{s}\right\|_{H_{\mu}^{\infty}(\mathbb{B})}=0 \tag{69}
\end{equation*}
$$

From (69) and Lemma 2, the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact.
From Theorem 3.4 in [30] and Remark 4.2 in [31], we have the following interesting results.

Theorem 5. The operator $\mathfrak{S}_{u, \varphi}^{k}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact and (56) holds if and only if the operators $M_{u_{i}} C_{\varphi} \not \Re^{i}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B}), i=\overline{0, k}$ are compact.

Theorem 6. Assume that (57) is satisfied. Then, the operator $S_{\vec{v}, \varphi}^{l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operators $M_{v_{j}} \Re^{j} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B}), j=\overline{0, l}$ are compact.

## 5. Some Applications

As some applications of the results in Part 4, we can characterize the boundedness and compactness of the operators $M_{u} C_{\varphi} \Re^{m}, C_{\varphi} M_{u} \Re^{m}, C_{\varphi} \Re^{m} M_{u}, M_{u} \Re^{m} C_{\varphi}, \Re^{m} M_{u} C_{\varphi}$, and $\Re^{m} C_{\varphi} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$. More specifically, all results of this section are obtained from the relationships in (14). Since

$$
M_{u} C_{\varphi} \Re^{m}=S_{u_{0}}^{m, l}=\cdots \equiv u_{m-1} \equiv 0, u_{m}=u, v_{1} \equiv \cdots \equiv v_{l} \equiv 0, \varphi^{\prime}
$$

the following corollaries come from Proposition 2 (ii), Theorems 1 and 4.
Corollary 2. Let $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $M_{u} C_{\varphi} \Re^{m}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
L_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)|u(z)|\left|B_{m, j}(\varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, m}$.
Moreover, if the operator $M_{u} C_{\varphi} \Re^{m}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\left\|M_{u} C_{\varphi} \Re^{m}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=1}^{m} L_{j}
$$

Corollary 3. Let $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $M_{u} C_{\varphi} \Re^{m}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $M_{u} C_{\varphi} \Re^{m}$ : $\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded and

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)|u(z)|\left|B_{m, j}(\varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0
$$

for $j=\overline{1, m}$.
Since

$$
C_{\varphi} M_{u} \Re^{m}=S_{u_{0} \equiv \cdots \equiv u_{m-1} \equiv 0, u_{m}=u \circ \varphi, v_{1} \equiv \cdots \equiv v_{l} \equiv 0, \varphi^{\prime}}^{m, l}
$$

the following corollaries come from Proposition 2 (ii), Theorems 1 and 4.
Corollary 4. Let $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $C_{\varphi} M_{u} \Re^{m}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
M_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)|u(\varphi(z))|\left|B_{m, j}(\varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, m}$.
Moreover, if the operator $C_{\varphi} M_{u} \Re^{m}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\left\|C_{\varphi} M_{u} \Re^{m}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=1}^{m} M_{j} .
$$

Corollary 5. Let $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $C_{\varphi} M_{u} \Re^{m}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $C_{\varphi} M_{u} \Re^{m}$ : $\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded and

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)|u(\varphi(z))|\left|B_{m, j}(\varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0
$$

for $j=\overline{1, m}$.
Since

$$
C_{\varphi} \Re^{m} M_{u}=S_{u_{0}=C_{m}^{0}\left(\Re^{m} u\right) \circ \varphi, u_{1}=C_{m}^{1}\left(\Re^{m-1} u\right) \circ \varphi, \ldots, u_{m}=C_{m}^{m} u \circ \varphi, v_{1} \equiv \cdots \equiv v_{l} \equiv 0, \varphi^{\prime}, ~}^{m}
$$

the following results hold from Proposition 2 (ii), Theorems 1 and 4.

Corollary 6. Let $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $C_{\varphi} \Re^{m} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
N_{0}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\left(\Re^{m} u\right)(\varphi(z))\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}<+\infty
$$

and

$$
N_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\sum_{i=j}^{m}\left(\Re^{m-i} u\right)(\varphi(z)) B_{i, j}(\varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, m}$.
Moreover, if the operator $C_{\varphi} \Re^{m} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\left\|C_{\varphi} \Re^{m} M_{u}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=0}^{m} N_{j} .
$$

Corollary 7. Let $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $C_{\varphi} \Re^{m} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $C_{\varphi} \Re^{m} M_{u}$ : $\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded,

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\left(\Re^{m} u\right)(\varphi(z))\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}=0
$$

and

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\sum_{i=j}^{m}\left(\Re^{m-i} u\right)(\varphi(z)) B_{i, j}(\varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0
$$

for $j=\overline{1, m}$.
Since

$$
M_{u} \Re^{m} C_{\varphi}=S_{u_{0} \equiv \cdots \equiv u_{k} \equiv 0, v_{1} \equiv \cdots \equiv v_{m-1} \equiv 0, v_{m}=u, \varphi}^{k, m}
$$

and the condition (37) is reduced to the following condition

$$
\begin{equation*}
\left.\left|\sum_{j=1}^{m} B_{m, j}(\Re \varphi(z))\right| \leq C \mid \sum_{j=1}^{m} B_{m, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right) \mid, \tag{70}
\end{equation*}
$$

we obtain the next results from Theorems 1 and 4.
Corollary 8. Assume that (70) is satisfied, $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $M_{u} \Re^{m} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
\widetilde{L}_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)|u(z)|\left|B_{m, j}(\Re \varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, m}$.
Moreover, if the operator $M_{u} \Re^{m} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\left\|M_{u} \Re^{m} C_{\varphi}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=1}^{m} \widetilde{L}_{j} .
$$

Corollary 9. Assume that (70) is satisfied, $m \in \mathbb{N}, u \in H(\mathbb{B}), \phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $M_{u} \Re^{m} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $M_{\mu} \Re^{m} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded and

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)|u(z)|\left|B_{m, j}(\Re \varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0
$$

for $j=\overline{1, m}$.
Since

$$
\Re^{m} M_{u} C_{\varphi}=S_{u_{1} \equiv \cdots \equiv u_{k} \equiv 0, u_{0}=C_{m}^{0} \Re^{m} u, v_{1}=C_{m}^{1} \Re^{m-1} u, \ldots, v_{m}=C_{m}^{m} u, \varphi}
$$

and the condition (37) is reduced to the following condition

$$
\begin{equation*}
\left|\sum_{i=j}^{m} C_{m}^{i}\left(\Re^{m-i} u\right)(z) B_{i, j}(\Re \varphi(z))\right| \leq C\left|\sum_{i=j}^{m} C_{m}^{i}\left(\Re^{m-i} u\right)(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right| \tag{71}
\end{equation*}
$$

for $j=\overline{1, m}$. We have the following corollaries from Theorems 1 and 4 .
Corollary 10. Assume that (71) is satisfied, $m \in \mathbb{N}, u \in H(\mathbb{B}), \phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $\Re^{m} M_{u} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
\tilde{M}_{0}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\left(\Re^{m} u\right)(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}<+\infty
$$

and

$$
\widetilde{M}_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\sum_{i=j}^{m} C_{m}^{i}\left(\Re^{m-i} u\right)(z) B_{i, j}(\Re \varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, m}$.
Moreover, if the operator $\Re^{m} M_{u} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\left\|\Re^{m} M_{u} C_{\varphi}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=0}^{m} \tilde{M}_{j} .
$$

Corollary 11. Assume that (71) is satisfied, $m \in \mathbb{N}, u \in H(\mathbb{B}), \phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $\Re^{m} M_{u} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $\Re^{m} M_{u} C_{\varphi}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded,

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\left(\Re^{m} u\right)(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}=0
$$

and

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\sum_{i=j}^{m} C_{m}^{i}\left(\Re^{m-i} u\right)(z) B_{i, j}(\Re \varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0
$$

for $j=\overline{1, m}$.
Since

$$
\Re^{m} C_{\varphi} M_{u}=S_{u_{1} \equiv \cdots \equiv u_{k} \equiv 0, u_{0}=C_{m}^{0} \Re^{m}(u \circ \varphi), v_{1}=C_{m}^{1} \Re^{m-1}(u \circ \varphi), \ldots, v_{m}=C_{m}^{m} u \circ \varphi, \varphi}^{k, m}
$$

and the condition (37) is reduced to the following condition

$$
\begin{equation*}
\left|\sum_{i=j}^{m} C_{m}^{i} \Re^{m-i}(u \circ \varphi)(z) B_{i, j}(\Re \varphi(z))\right| \leq C\left|\sum_{i=j}^{m} C_{m}^{i} \Re^{m-i}(u \circ \varphi)(z) B_{i, j}(\langle\Re \varphi(z), \varphi(z)\rangle)\right| \tag{72}
\end{equation*}
$$

for $j=\overline{1, m}$. we obtain the following corollaries from Theorems 1 and 4.
Corollary 12. Assume that (72) is satisfied, $m \in \mathbb{N}, u \in H(\mathbb{B}), \phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$, and $\mu$ a weight on $\mathbb{B}$. Then, the operator $\Re^{m} C_{\varphi} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded if and only if

$$
\widetilde{N}_{0}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\Re^{m}(u \circ \varphi)(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}<+\infty
$$

and

$$
\widetilde{N}_{j}:=\sup _{z \in \mathbb{B}} \frac{\mu(z)\left|\sum_{i=j}^{m} C_{m}^{i} \Re^{m-i}(u \circ \varphi)(z) B_{i, j}(\Re \varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}<+\infty
$$

for $j=\overline{1, m}$.
Moreover, if the operator $\Re^{m} C_{\varphi} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded, then the following asymptotic relationship holds

$$
\left\|\Re^{m} C_{\varphi} M_{u}\right\|_{\mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})} \asymp \sum_{j=0}^{m} \widetilde{N}_{j} .
$$

Corollary 13. Assume that (72) is satisfied, $m \in \mathbb{N}, u \in H(\mathbb{B})$, $\phi$ normal on $[0,1), \varphi \in S(\mathbb{B})$ and $\mu$ a weight on $\mathbb{B}$. Then, the operator $\Re^{m} C_{\varphi} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is compact if and only if the operator $\Re^{m} C_{\varphi} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ is bounded,

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\Re^{m}(u \circ \varphi)(z)\right|\left(1-|\varphi(z)|^{2}\right)}{\phi(|\varphi(z)|)}=0
$$

and

$$
\lim _{|\varphi(z)| \rightarrow 1} \frac{\mu(z)\left|\sum_{i=j}^{m} C_{m}^{i} \Re^{m-i}(u \circ \varphi)(z) B_{i, j}(\Re \varphi(z))\right|}{\phi(|\varphi(z)|)\left(1-|\varphi(z)|^{2}\right)^{j-1}}=0
$$

for $j=\overline{1, m}$.

## 6. Conclusions

In this paper, we define the sum operator

$$
S_{\vec{u}, \vec{v}, \varphi}^{k, l}=M_{u_{0}} C_{\varphi}+\sum_{i=1}^{k} M_{u_{i}} C_{\varphi} \Re^{i}+\sum_{j=1}^{l} M_{v_{j}} \Re^{j} C_{\varphi}
$$

on some subspaces of $H(\mathbb{B})$, where $u_{0}, u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{l} \in H(\mathbb{B}), \varphi \in S(\mathbb{B})$, and $k, l \in \mathbb{N}$. We completely characterized the boundedness and compactness of the operator $S_{\vec{u}, \vec{v}, \varphi}^{k, l}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ in terms of the behaviors of the symbols $u_{j}, v_{j}$, and $\varphi$. As an application, the corresponding results of the operators $M_{u} C_{\varphi} \Re^{m}, C_{\varphi} M_{u} \Re^{m}, C_{\varphi} \Re^{m} M_{u}$, $M_{u} \Re^{m} C_{\varphi}, \Re^{m} M_{u} C_{\varphi}, \Re^{m} C_{\varphi} M_{u}: \mathcal{B}_{\phi}(\mathbb{B}) \rightarrow H_{\mu}^{\infty}(\mathbb{B})$ are obtained. This paper can be viewed as a continuation and extension of the work of $[30,31]$. We hope that the study can attract more people's attention to such operators.

Author Contributions: Validation, Z.-J.J.; resources, C.-S.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Data Availability Statement: Not applicable.
Acknowledgments: The authors would like to thank the anonymous referee for providing valuable comments for the improvement of this paper. Supported by the Sichuan Science and Technology Program (2022ZYD0010).

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Sharma, A.K. Products of composition multiplication and differentiation between Bergman and Bloch type spaces. Turk. J. Math. 2011, 35, 275-291.
2. Jiang, Z.J. On a class of operators from weighted Bergman spaces to some spaces of analytic functions. Taiwan J. Math. 2011, 15, 2095-2121. [CrossRef]
3. Jiang, Z.J. On a product-type operator from weighted Bergman-Orlicz space to some weighted type spaces. Appl. Math. Comput. 2015, 256, 37-51. [CrossRef] [PubMed]
4. Jiang, Z.J. Generalized product-type operators from weighted Bergman-Orlicz spaces to Bloch-Orlicz spaces. Appl. Math. Comput. 2015, 268, 966-977. [CrossRef]
5. Hu, L.; Yang, R.; Li, S. Dirichlet-Morrey type spaces and Volterra integral operators. J. Nonlinear Var. Anal. 2021, 5, 477-491.
6. Jiang, Z.J. On Volterre composition operators from Bergman-type space to Bloch-type space. Czechoslov. Math. J. 2011, 61, 993-1005. [CrossRef]
7. Yang, W.; Yan, W. Generalized weighted composition operators from area Nevanlinna spaces to weighted-type spaces. Bull. Korean Math. Soc. 2011, 48, 1195-1205. [CrossRef]
8. Stević, S. Essential norm of some extensions of the generalized composition operators between kth weighted-type spaces. J. Inequal. Appl. 2017, 2017, 13. [CrossRef]
9. Stević, S.; Sharma, A.K.; Bhat, A. Products of multiplication composition and differentiation operators on weighted Bergman spaces. Appl. Math. Comput. 2011, 217, 8115-8125.
10. Guo, Z.; Shu, Y. On Stević-Sharma operators from Hardy spaces to Stević weighted spaces. Math. Inequal. Appl. 2020, 23, 217-229.
11. Guo, Z.; Liu, L.; Shu, Y. On Stević-Sharma operators from the mixed norm spaces to Zygmund-type spaces. Math. Inequal. Appl. 2021, 24, 445-461.
12. Stević, S.; Sharma, A.K.; Bhat, A. Essential norm of multiplication composition and differentiation operators on weighted Bergman spaces. Appl. Math. Comput. 2011, 218, 2386-2397. [CrossRef]
13. Johnson, W. The curious history of Faà di Bruno's formula. Am. Math. Mon. 2002, 109, 217-234.
14. Stević, S. Weighted differentiation composition operators from $H^{\infty}$ and Bloch spaces to $n$th weighted-type spaces on the unit disk. Appl. Math. Comput. 2010, 216, 3634-3641. [CrossRef]
15. Jiang, Z.J. Product-type operators from Logarithmic Bergman-type spaces to Zygmund-Orlicz spaces. Mediterr. J. Math. 2016, 13, 4639-4659. [CrossRef]
16. Jiang, Z.J. Product-type operators from Zygmund spaces to Bloch-Orlicz spaces. Complex Var. Elliptic Equ. 2017, 62, 1645-1664. [CrossRef]
17. Li, S.; Stević, S. Weighted differentiation composition operators from the logarithmic Bloch space to the weighted-type space. An. Stiintifice Univ. Ovidius Constanta 2016, 24, 223-240. [CrossRef]
18. Wang, S.; Wang, M.F.; Guo, X. Products of composition, multiplication and iterated differentiation operators between Banach spaces of holomorphic functions. Taiwan J. Math. 2020, 24, 355-376. [CrossRef]
19. Jiang, Z.J.; Wang, X.F. Products of radial derivative and weighted composition operators from weighted Bergman-Orlicz spaces to weighted-type spaces. Oper. Matrices 2018, 12, 301-319. [CrossRef]
20. Stević, S. Weighted radial operator from the mixed-norm space to the $n$th weighted-type space on the unit ball. Appl. Math. Comput. 2012, 218, 9241-9247. [CrossRef]
21. Zhou, J.; Liu, Y.M. Products of radial derivative and multiplication operators from $F(p, q, s)$ to weighted-type spaces on the unit ball. Taiwan J. Math. 2013, 17, 161-178.
22. Liu, Y.M.; Yu, Y.Y. Products of composition, multiplication and radial derivative operators from logarithmic Bloch spaces to weighted-type spaces on the unit ball. J. Math. Anal. Appl. 2015, 423, 76-93. [CrossRef]
23. Liu, Y.M.; Liu, X.M.; Yu, Y.Y. On an extension of Stević-Sharma operator from the mixed-norm space to weighted-type spaces. Complex Var. Elliptic Equ. 2017, 62, 670-694. [CrossRef]
24. Liu, Y.M.; Yu, Y.Y. On an extension of Stević-Sharma operator from the general space to weighted-type spaces on the unit ball. Complex Anal. Oper. Theory 2017, 11, 261-288. [CrossRef]
25. Wang, S.; Wang, M.F.; Guo, X. Products of composition, multiplication and radial derivative operators between Banach spaces of holomorphic functions on the unit ball. Complex Var. Elliptic Equ. 2020, 65, 2026-2055. [CrossRef]
26. Stevć, S. Weighted iterated radial composition operators between some spaces of holomorphic functions on the unit ball. Abstr. Appl. Anal. 2010, 2010, 801264. [CrossRef]
27. Stević, S.; Jiang, Z.J. Weighted iterated radial composition operators from weighted Bergman-Orlicz spaces to weighted-type spaces on the unit ball. Math. Methods Appl. Sci. 2021, 44, 8684-8696. [CrossRef]
28. Stević, S.; Jiang, Z.J. Weighted iterated radial composition operators from logarithmic Bloch spaces to weighted-type spaces on the unit ball. Math. Methods Appl. Sci. 2021, 45, 3083-3097. [CrossRef]
29. Stević, S.; Huang, C.S.; Jiang, Z.J. Sum of some product-type operators from Hardy spaces to weighted-type spaces on the unit ball. Math. Methods Appl. Sci. 2022, 45, 11581-11600. [CrossRef]
30. Huang, C.S.; Jiang, Z.J.; Xue, Y.F. Sum of some product-type operators from mixed-norm spaces to weighted-type spaces on the unit ball. AIMS Math. 2022, 7, 18194-18217. [CrossRef]
31. Huang, C.S.; Jiang, Z.J. Product-type operators from weighted Bergman-Orlicz spaces to weighted-type spaces on the unit ball. J. Math. Anal. Appl. 2023, 519, 126739. [CrossRef]
32. Shields, A.L.; Williams, D.L. Bounded projections, duality, and multipliers in spaces of analytic functions. Trans. Am. Math. Soc. 1971, 162, 287-302. [CrossRef]
33. Jevitć, M. Bounded projections and duality in mixed-norm spaces of analytic functions. Complex Var. Elliptic Equ. 1987, 8, $293-301$. [CrossRef]
34. Shi, J.H. Duality and multipliers for mixed norm spaces in the ball (I). Complex Var. Elliptic Equ. 1994, 25, 119-130.
35. Peláez, J.; Rättyä, J. Weighted Bergman spaces induced by rapidly increasing weights. Mem. Am. Math. Soc. 2014, 227, 1-136. [CrossRef]
36. Zhang, X.J.; Li, M.; Guan, Y.; Li, J.F. Atomic decomposition for $\mu$-Bloch space in $\mathbb{C}^{n}$. Sci. Sin. Math. 2015, 45, 1677-1688. (In Chinese)
37. Zhu, X.L. Generalized composition operators and Volterra composition operators on Bloch spaces in the unit ball. Complex Var. Elliptic Equ. 2009, 54, 95-102. [CrossRef]
38. Liang, Y.X.; Zhou, Z.H.; Chen, R.Y. Product of extended Cesàro operator and composition operator from the logarithmic Bloch-type space to $F(p, q, s)$ space on the unit ball. J. Comput. Anal. Appl. 2013, 15, 432-440.
39. Stević, S. On a new integral-type operator from the Bloch space to Bloch-type spaces on the unit ball. J. Math. Anal. Appl. 2009, 354, 426-434. [CrossRef]
40. Wu, Z.J.; Zhao, R.H.; Zorboska, N. Toeplitz operators on Bloch-type spaces. Proc. Am. Math. Soc. 2006, 134, 3531-3542. [CrossRef]
41. Wang, X.L.; Liu, T.S. Toeplitz operators on Bloch-type spaces in the unit ball of $\mathbb{C}^{n}$. J. Math. Anal. Appl. 2010, 368, 727-735. [CrossRef]
42. Zhu, X.L. Weighted composition operators from weighted-type spaces to Zygmund-type spaces. Math. Inequal. Appl. 2016, 19, 1067-1087. [CrossRef]
43. Zhu, J.M.; Wu, Y. Metric spaces with asymptotic property $C$ and finite decomposition complexity. J. Nonlinear Funct. Anal. 2021, 2021, 15.
44. Tjani, M. Compact Composition Operators on Some Möbius Invariant Banach Space. Ph.D. Dissertation, Michigan State University, East Lansing, MI, USA, 1996.
45. Cowen, C.C.; Maccluer, B.D. Composition Operators on Spaces of Analytic Functions; CRC Press: Boca Raton, FL, USA, 1995.
46. Zhang, X.J.; Xi, L.H.; Fan, H.X.; Li, J.F. Atomic decomposition of $\mu$-Bergman space in $\mathbb{C}^{n}$. Acta Math. Sci. 2014, 34, 779-789. [CrossRef]
47. Zhu, K.H. Spaces of Holomorphic Functions in the Unit Ball; Springer: New York, NY, USA, 2005.

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

## Article

# Matrix Representations for a Class of Eigenparameter Dependent Sturm-Liouville Problems with Discontinuity 

Shuang Li, Jinming Cai * and Kun Li<br>School of Mathematical Sciences, Qufu Normal University, Qufu 273165, China; qslikun@qfnu.edu.cn (K.L.)<br>* Correspondence: caijinming@qfnu.edu.cn

Citation: Li, S.; Cai, J.; Li, K. Matrix Representations for a Class of Eigenparameter Dependent Sturm-Liouville Problems with Discontinuity. Axioms 2023, 12, 479. https://doi.org/10.3390/ axioms12050479

Academic Editor: Inna Kalchuk
Received: 18 April 2023
Revised: 9 May 2023
Accepted: 12 May 2023
Published: 15 May 2023


Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

Matrix representations for a class of Sturm-Liouville problems with eigenparameters contained in the boundary and interface conditions were studied. Given any matrix eigenvalue problem of a certain type and an eigenparameter-dependent condition, a class of Sturm-Liouville problems with this specified condition was constructed. It has been proven that each Sturm-Liouville problem is equivalent to the given matrix eigenvalue problem.
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## 1. Introduction

Recently, Sturm-Liouville problems (SLPs) with discontinuity inside intervals have attracted significant attention from scholars due to their wide application in various fields. For example, one application involves a string loaded with point masses [1-5]. Generally speaking, the eigenparameter only appears in the equation, but in many actual phenomena, it is necessary for the eigenparameter to appear in the boundary conditions, such as heat conduction at the liquid-solid interface [6], and so on. Due to its physical significance, many scholars have studied the problem of boundary conditions containing a spectral parameter [7-14]. In recent decades, more researchers have studied eigenparameter-dependent SLPs with discontinuity, including the asymptotic behavior of eigenvalues, the inverse spectral theory, the finite spectrum, the oscillation of eigenfunctions, etc., see $[9,10,15-19]$.

Regular SLPs have an infinite countable number of eigenvalues that are bounded below and unbounded above. However, Atkinson, in his well-celebrated book [20], stated that finite eigenvalues may exist under certain conditions. Kong and Zettl [18] solved this problem by constructing a class of regular SLPs, which has exactly $\mathfrak{N}$ eigenvalues for every positive integer $\mathfrak{N}$; they obtained the corresponding matrix representations in [19]. This special problem is called Atkinson-type SLPs (ASLPs). Ao et al. generalized this problem to various differential operators, for example, ASLPs with interface conditions, ASLPs with eigenparameters contained in boundary conditions, higher-order differential operators, etc. [21-26]. They discussed the existence of a finite spectrum and gave the corresponding matrix representation. In particular, Ao et al. proved that ASLPs with interface conditions have, at most, $\mathfrak{M}+\mathfrak{N}+2$ eigenvalues and gave the corresponding matrix representation in [23]. Moreover, the authors generalized the problem to eigenparameter-dependent ASLPs [24].

In recent years, SLPs with interface conditions dependent on parameters have also captured the attention of researchers, see [2-4] and references therein. In reference [2], the author obtained the operator-theoretic formulation. The asymptotic properties of eigenvalues were given for SLPs with interface conditions that were rationally dependent on the parameters in [3]. In work by Mukhtarov et al. [4], Green's function was provided for eigenparameter-dependent SLPs with interface conditions.

In a recent paper, Ao et al. proved that SLPs with interface conditions dependent on the eigenparameter still have a finite spectrum [27]. Here, the following question arises:

When the eigenparameter appears in both the boundary and interface conditions, does it affect the number in the spectrum? In this paper, we will solve this problem. We study an SLP in which an eigenparameter is contained in both the boundary and interface conditions, regardless of whether it is self-adjoint or non-self-adjoint. We prove that the problem has, at most, $\mathfrak{M}+\mathfrak{N}+5$ eigenvalues, which is different from the results in [27], where the number of eigenvalues is, at most, $\mathfrak{M}+\mathfrak{N}+4$. Moreover, we provide an example to illustrate our conclusion (as it turns out, it affects the number of eigenvalues). The basic method we used in this paper is a factorization of the characteristic function.

The rest of this paper is organized as follows: Some preliminaries are given in Section 2. In Section 3, we show that the number of eigenvalues of the considered problem is finite. In Section 4, the corresponding matrix representation is given, and for a given specific type of matrix eigenvalue problem, we construct a class of SLPs with the same boundary and interface conditions, ensuring that they have the same eigenvalues.

## 2. Preliminaries

In this work, we investigate the SL equation

$$
\begin{equation*}
-\left(q(t) f^{\prime}(t)\right)^{\prime}+p(t) f(t)=\mu w(t) f(t), t \in \mathfrak{I}=[c, \eta) \cup(\eta, d],-\infty<c<d<\infty \tag{1}
\end{equation*}
$$

with boundary conditions at the endpoints $c$ and $d$, as follows

$$
\begin{align*}
& \xi_{1} f(c)+\xi_{2}\left(q f^{\prime}\right)(c)+\xi_{3} f(d)+\xi_{4}\left(q f^{\prime}\right)(d)=\mu\left[\xi_{1}^{\prime} f(c)+\xi_{2}^{\prime}\left(q f^{\prime}\right)(c)+\xi_{3}^{\prime} f(d)+\xi_{4}^{\prime}\left(q f^{\prime}\right)(d)\right],  \tag{2}\\
& \tau_{1} f(c)+\tau_{2}\left(q f^{\prime}\right)(c)+\tau_{3} f(d)+\tau_{4}\left(q f^{\prime}\right)(d)=\mu\left[\tau_{1}^{\prime} f(c)+\tau_{2}^{\prime}\left(q f^{\prime}\right)(c)+\tau_{3}^{\prime} f(d)+\tau_{4}^{\prime}\left(q f^{\prime}\right)(d)\right] \tag{3}
\end{align*}
$$

and interface conditions

$$
\begin{gather*}
f(\eta+0)=\left(\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime}\right) f(\eta-0)+\left(\mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime}\right)\left(q f^{\prime}\right)(\eta-0)  \tag{4}\\
\left(q f^{\prime}\right)(\eta+0)=\left(\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime}\right) f(\eta-0)+\left(\mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}\right)\left(q f^{\prime}\right)(\eta-0) \tag{5}
\end{gather*}
$$

where $f(\eta+0)$ and $f(\eta-0)$ denote the right and left limits of $f(t)$ at $\eta$, respectively. $\mu \in \mathbb{C}$ is a spectral parameter; $\xi_{i}, \tau_{\mathfrak{i}}, \mathfrak{e}_{\mathfrak{i}}, \xi_{\mathfrak{i}}^{\prime}, \tau_{\mathfrak{i}}^{\prime}, \mathfrak{e}_{\mathfrak{i}}^{\prime} \in \mathbb{R}(\mathfrak{i}=\overline{1,4})$, and

$$
\begin{align*}
& \operatorname{rank}\left(\begin{array}{llll}
\xi_{1} & \xi_{2} & \xi_{3} & \xi_{4} \\
\xi_{1}^{\prime} & \xi_{2}^{\prime} & \xi_{3}^{\prime} & \xi_{4}^{\prime}
\end{array}\right)=2, \quad \operatorname{rank}\left(\begin{array}{llll}
\tau_{1} & \tau_{2} & \tau_{3} & \tau_{4} \\
\tau_{1}^{\prime} & \tau_{2}^{\prime} & \tau_{3}^{\prime} & \tau_{4}^{\prime}
\end{array}\right)=2, \\
& \operatorname{rank}\left(\begin{array}{llll}
\xi_{1} & \xi_{2} & \xi_{3} & \xi_{4} \\
\tau_{1} & \tau_{2} & \tau_{3} & \tau_{4}
\end{array}\right)=2, \quad \operatorname{rank}\left(\begin{array}{llll}
\xi_{1}^{\prime} & \xi_{2}^{\prime} & \xi_{3}^{\prime} & \xi_{4}^{\prime} \\
\tau_{1}^{\prime} & \tau_{2}^{\prime} & \tau_{3}^{\prime} & \tau_{4}^{\prime}
\end{array}\right)=2 . \tag{6}
\end{align*}
$$

We assume that the coefficients satisfy the following conditions

$$
\begin{equation*}
\frac{1}{q(t)}, p(t), w(t) \in L^{1}(\Im, \mathbb{R}) \tag{7}
\end{equation*}
$$

where $L^{1}(\mathfrak{I}, \mathbb{R})=\left\{f: \mathfrak{I} \rightarrow \mathbb{R}\left|\int_{I}\right| f(t) \mid d t<\infty\right\}$.
We suppose that $\operatorname{Rank}\left[A_{\mu} \mid B_{\mu}\right]=2$ and $\operatorname{det}\left(\Gamma_{\mu}\right) \neq 0$, where

$$
\begin{gather*}
A_{\mu}=\left(\begin{array}{ll}
\xi_{1}-\mu \xi_{1}^{\prime} & \xi_{2}-\mu \xi_{2}^{\prime} \\
\tau_{1}-\mu \tau_{1}^{\prime} & \tau_{2}-\mu \tau_{2}^{\prime}
\end{array}\right), \quad B_{\mu}=\left(\begin{array}{ll}
\xi_{3}-\mu \xi_{3}^{\prime} & \xi_{4}-\mu \xi_{4}^{\prime} \\
\tau_{3}-\mu \tau_{3}^{\prime} & \tau_{4}-\mu \tau_{4}^{\prime}
\end{array}\right),  \tag{8}\\
\Gamma_{\mu}=\left(\begin{array}{ll}
\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime} & \mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime} \\
\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime} & \mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}
\end{array}\right), \tag{9}
\end{gather*}
$$

then (2)-(5) turn into

$$
A_{\mu} F(c)+B_{\mu} F(d)=0, \quad F(\eta+0)=\Gamma_{\mu} F(\eta-0), \quad F=\binom{f}{q f^{\prime}}
$$

Equation (1) can be represented as

$$
\left\{\begin{array}{l}
u^{\prime}=s v  \tag{10}\\
v^{\prime}=(p-\mu w) u
\end{array}\right.
$$

by using $\left\{\begin{array}{l}u=f, \\ v=q f^{\prime} .\end{array}\right.$
Definition 1. (Reference [18]) $f(t)$ is called a trivial solution of (1) if $f(t) \equiv q(t) f^{\prime}(t) \equiv 0$, $t \in \mathfrak{I}$.

Let $\Phi(t, \mu)=\left[\varrho_{k l}(t, \mu)\right](k, l=1,2)$ be the fundamental solution matrix of system (10), satisfying (4) and (5) as follows

$$
\Phi(t, \mu)= \begin{cases}\Phi_{1}(t, \mu), & t \in[c, \eta)  \tag{11}\\ \Phi_{2}(t, \mu), & t \in(\eta, d]\end{cases}
$$

with the initial condition $\Phi_{1}(c, \mu)=I$.
Define $\Lambda(\mu):=\operatorname{det}\left[A_{\mu}+B_{\mu} \Phi_{2}(d, \mu)\right]$. Let

$$
H(\mu)=\left(\begin{array}{ll}
\mathfrak{h}_{11}(\mu) & \mathfrak{h}_{12}(\mu) \\
\mathfrak{h}_{21}(\mu) & \mathfrak{h}_{22}(\mu)
\end{array}\right)
$$

where

$$
\begin{aligned}
& \mathfrak{h}_{11}(\mu)=\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{2}-\mu \tau_{2}^{\prime}\right)-\left(\xi_{2}-\mu \xi_{2}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right), \\
& \mathfrak{h}_{12}(\mu)=\left(\xi_{1}-\mu \xi_{1}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right)-\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{1}-\mu \tau_{1}^{\prime}\right), \\
& \mathfrak{h}_{21}(\mu)=\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{2}-\mu \tau_{2}^{\prime}\right)-\left(\xi_{2}-\mu \xi_{2}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right), \\
& \mathfrak{h}_{22}(\mu)=\left(\xi_{1}-\mu \xi_{1}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right)-\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{1}-\mu \tau_{1}^{\prime}\right) .
\end{aligned}
$$

By a direct calculation, we know

$$
\begin{aligned}
\Lambda(\mu)= & \operatorname{det}\left[A_{\mu}+B_{\mu} \Phi_{2}(d, \mu)\right] \\
= & \left|\left(\begin{array}{cc}
\xi_{1}-\mu \xi_{1}^{\prime} & \xi_{2}-\mu \xi_{2}^{\prime} \\
\tau_{1}-\mu \tau_{1}^{\prime} & \tau_{2}-\mu \tau_{2}^{\prime}
\end{array}\right)+\left(\begin{array}{ll}
\xi_{3}-\mu \xi_{3}^{\prime} & \xi_{4}-\mu \xi_{4}^{\prime} \\
\tau_{3}-\mu \tau_{3}^{\prime} & \tau_{4}-\mu \tau_{4}^{\prime}
\end{array}\right)\left(\begin{array}{ll}
\varrho_{11}(d, \mu) & \varrho_{12}(d, \mu) \\
\varrho_{21}(d, \mu) & \varrho_{22}(d, \mu)
\end{array}\right)\right| \\
= & \operatorname{det}\left(A_{\mu}\right)+\operatorname{det}\left(B_{\mu}\right)-\operatorname{det}\left(B_{\mu}\right) \\
& +\left[\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{2}-\mu \tau_{2}^{\prime}\right)-\left(\xi_{2}-\mu \xi_{2}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right)\right] \varrho_{11}(d, \mu) \\
& +\left[\left(\xi_{1}-\mu \xi_{1}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right)-\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{1}-\mu \tau_{1}^{\prime}\right)\right] \varrho_{12}(d, \mu) \\
& +\left[\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{2}-\mu \tau_{2}^{\prime}\right)-\left(\xi_{2}-\mu \xi_{2}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right)\right] \varrho_{21}(d, \mu) \\
& +\left[\left(\xi_{1}-\mu \xi_{1}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right)-\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{1}-\mu \tau_{1}^{\prime}\right)\right] \varrho_{22}(d, \mu) \\
& +\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right) \varrho_{22}(d, \mu) \varrho_{11}(d, \mu)+\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right) \varrho_{21}(d, \mu) \varrho_{12}(d, \mu) \\
& -\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right) \varrho_{22}(d, \mu) \varrho_{11}(d, \mu)+\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right) \varrho_{21}(d, \mu) \varrho_{12}(d, \mu) \\
= & \operatorname{det}\left(A_{\mu}\right)+\operatorname{det}\left(B_{\mu}\right)+\mathfrak{h}_{11}(\mu) \varrho_{11}(d, \mu)+\mathfrak{h}_{12}(\mu) \varrho_{12}(d, \mu)+\mathfrak{h}_{21}(\mu) \varrho_{21}(d, \mu) \\
& +\mathfrak{h}_{22}(\mu) \varrho_{22}(d, \mu)+\left[\left(\xi_{3}-\mu \xi_{3}^{\prime}\right)\left(\tau_{4}-\mu \tau_{4}^{\prime}\right)-\left(\xi_{4}-\mu \xi_{4}^{\prime}\right)\left(\tau_{3}-\mu \tau_{3}^{\prime}\right)\right] \times \\
& {\left[\varrho_{11}(d, \mu) \varrho_{22}(d, \mu)-\varrho_{12}(d, \mu) \varrho_{21}(d, \mu)-1\right], }
\end{aligned}
$$

since $\operatorname{det}\left(\Phi_{2}(d, \mu)\right)=\operatorname{det}\left(\Phi_{1}(d, \mu)\right)=1$, so $\varrho_{11}(d, \mu) \varrho_{22}(d, \mu)-\varrho_{12}(d, \mu) \varrho_{21}(d, \mu)-1=0$, we have

$$
\begin{align*}
\Lambda(\mu)= & \operatorname{det}\left(A_{\mu}\right)+\operatorname{det}\left(B_{\mu}\right)+\mathfrak{h}_{11}(\mu) \varrho_{11}(d, \mu)+\mathfrak{h}_{12}(\mu) \varrho_{12}(d, \mu)  \tag{12}\\
& +\mathfrak{h}_{21}(\mu) \varrho_{21}(d, \mu)+\mathfrak{h}_{22}(\mu) \varrho_{22}(d, \mu) .
\end{align*}
$$

Proposition 1. $\Lambda(\mu)=0 \Longleftrightarrow \mu$ is an eigenvalue of (1)-(5).
Proof. We suppose $\Lambda(\mu)=0$, then the equation $\left[A_{\mu}+B_{\mu} \Phi_{2}(d, \mu)\right] C=0$ has non-zero solutions. We solve the initial value problem

$$
F^{\prime}=\left(\begin{array}{cc}
0 & s \\
p-\mu w & 0
\end{array}\right) F, F=\binom{f}{p f^{\prime}} \text { on } J, F(c)=C,
$$

then we have $F(d)=\Phi_{2}(d, \mu) F(c)$ and $\left[A_{\mu}+B_{\mu} \Phi_{2}(d, \mu)\right] F(c)=0$, we can obtain $A_{\mu} F(c)+B_{\mu} F(d)=0$, so $\mu$ is an eigenvalue.

On the contrary, if $\mu$ is an eigenvalue and $f$ is an eigenfunction, then $F=\binom{f}{p f^{\prime}}$ satisfies $F(d)=\Phi_{2}(d, \mu) F(c)$; thus, $\left[A_{\mu}+B_{\mu} \Phi_{2}(d, \mu)\right] F(c)=0$. If $F(c)=0$, then it is a trivial solution. This contradicts $f$ being an eigenfunction, so we have $\operatorname{det}\left[A_{\mu}+B_{\mu} \Phi_{2}(d, \mu)\right]=0$.

## 3. The Finite Spectrum Problem of (1)-(5)

Problems (1)-(5) have finite eigenvalues in this section. In the sequel, we always suppose that (7) holds, and there is a partition of $\mathfrak{I}$

$$
\begin{equation*}
c=c_{0}<c_{1}<c_{2}<\cdots<c_{2 \mathfrak{M}}<\eta<d_{1}<d_{2}<\cdots<d_{2 \mathfrak{N}+1}=d \tag{13}
\end{equation*}
$$

for $\mathfrak{M}, \mathfrak{N} \in \mathbb{Z}_{+}$, such that

$$
\begin{align*}
& \frac{1}{q(t)}=0, t \in \cup_{\mathfrak{i}=0}^{\mathfrak{M}-1}\left[c_{2 \mathfrak{i}}, c_{2 \mathfrak{i}+1}\right] \cup\left[c_{2 \mathfrak{M}}, \eta\right) \cup\left(\eta, d_{1}\right] \cup_{\mathfrak{j}=1}^{\mathfrak{N}}\left[d_{2 \mathfrak{j}}, d_{2 \mathfrak{j}+1}\right] ;  \tag{14}\\
& p(t)=w(t)=0, t \in \cup_{\mathfrak{i}=0}^{\mathfrak{M}-1}\left[c_{2 \mathfrak{i}+1}, c_{2 \mathfrak{i}+2}\right] \cup_{\mathfrak{j}=0}^{\mathfrak{N}-1}\left[d_{2 \mathfrak{j}+1}, d_{2 \mathfrak{j}+2}\right] ; \\
& \int_{\mathcal{C}_{2 \mathfrak{i}+1}}^{c_{2 \mathfrak{i}+2}} \frac{1}{q(t)} d t \neq 0, \mathfrak{i}=\overline{0, \mathfrak{M}-1} ; \int_{d_{2 \mathfrak{j}+1}}^{d_{2 \mathfrak{j}+2}} \frac{1}{q(t)} d t \neq 0, \mathfrak{j}=\overline{0, \mathfrak{N}-1} ; \\
& \int_{\mathcal{C}_{2 \mathfrak{i}}}^{c_{2 \mathfrak{i}+1}} w(t) d t \neq 0, \mathfrak{i}=\overline{0, \mathfrak{M}-1} ; \int_{d_{2 \mathfrak{j}}}^{d_{2 j+1}} w(t) d t \neq 0, \mathfrak{j}=\overline{1, \mathfrak{N}} ;  \tag{15}\\
& \int_{\eta}^{d_{1}} w(t) d t \neq 0, \int_{2 \mathfrak{M}}^{\eta} w(t) d t \neq 0 .
\end{align*}
$$

Definition 2. (Reference [1]) If an SL Equation (1) satisfies (13)-(15), then Equation (1) is called an Atkinson type.

Definition 3. (Reference [1]) If there exists an Equation (1) of the Atkinson type, then (1)-(5) is called an Atkinson type.

Definition 4. Let (13)-(15) hold. We define the following notations.

$$
\begin{align*}
& s_{\mathfrak{i}}:=\int_{\mathcal{c}_{2 \mathfrak{i}-1}}^{\mathcal{c}_{2 \mathfrak{i}}} \frac{1}{q(t)} d t, \quad \mathfrak{i}=1,2, \ldots, \mathfrak{M} ; \\
& p_{\mathrm{i}}:=\int_{\mathcal{c}_{2 \mathrm{i}}}^{c_{2 i+1}} p(t) d t, \quad w_{\mathfrak{i}}:=\int_{\mathcal{c}_{2 \mathrm{i}}}^{c_{2 \mathfrak{i}+1}} w(t) d t, \quad \mathfrak{i}=\overline{0, \mathfrak{M}-1} ; \\
& p_{\mathfrak{M}}:=\int_{\mathcal{C}_{2} \mathfrak{M}}^{\eta} p(t) d t, \quad w_{\mathfrak{M}}:=\int_{\mathcal{C}_{2} \mathfrak{M}}^{\eta} w(t) d t ; \\
& \tilde{s}_{\mathfrak{j}}:=\int_{d_{2 j-1}}^{d_{2 j}} \frac{1}{q(t)} d t, \quad \mathfrak{j}=1,2, \ldots, \mathfrak{N} ;  \tag{16}\\
& \tilde{p}_{0}:=\int_{\eta}^{d_{1}} p(t) d t, \quad \tilde{p}_{\mathrm{j}}:=\int_{d_{2 \mathrm{j}}}^{d_{2 \mathrm{j}+1}} p(t) d t, \quad \mathrm{j}=\overline{1, \mathfrak{N}} ; \\
& \tilde{w}_{0}:=\int_{\eta}^{d_{1}} w(t) d t, \quad \tilde{w}_{\mathfrak{j}}:=\int_{d_{2 j}}^{d_{2 j+1}} w(t) d t, \quad \mathfrak{j}=\overline{1, \mathfrak{N}} .
\end{align*}
$$

Next, we give two fundamental solution matrices of system (10).
Lemma 1. $\Phi(t, \mu)$ defined as (11), we have

$$
\begin{gathered}
\Phi_{1}\left(c_{1}, \mu\right)=\left(\begin{array}{cc}
1 & 0 \\
p_{0}-\mu w_{0} & 1
\end{array}\right) \\
\Phi_{1}\left(c_{3}, \mu\right)=\left(\begin{array}{cc}
1+\left(p_{0}-\mu w_{0}\right) s_{1} & s_{1} \\
\varrho_{21}\left(c_{3}, \mu\right) & 1+\left(p_{1}-\mu w_{1}\right) s_{1}
\end{array}\right)
\end{gathered}
$$

where $\varrho_{21}\left(c_{3}, \mu\right)=\left(p_{0}-\mu w_{0}\right)+\left(p_{1}-\mu w_{1}\right)+\left(p_{0}-\mu w_{0}\right)\left(p_{1}-\mu w_{1}\right) s_{1}$. In general, for $1 \leq \mathfrak{i} \leq \mathfrak{M}-1$, we have

$$
\Phi_{1}\left(c_{2 \mathfrak{i}+1}, \mu\right)=\left(\begin{array}{cc}
1 & s_{\mathfrak{i}} \\
p_{\mathfrak{i}}-\mu w_{\mathfrak{i}} & 1+\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right) s_{\mathfrak{i}}
\end{array}\right) \Phi_{1}\left(c_{2 \mathfrak{i}-1}, \mu\right)
$$

particularly,

$$
\Phi_{1}(\eta-0, \mu)=\left(\begin{array}{cc}
1 & s_{\mathfrak{M}} \\
p_{\mathfrak{M}}-\mu w_{\mathfrak{M}} & 1+\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right) s_{\mathfrak{M}}
\end{array}\right) \Phi_{1}\left(c_{2 \mathfrak{M}-1}, \mu\right)
$$

Proof. From (14), we know that $u$ is constant on $\cup_{\mathfrak{i}=0}^{\mathfrak{M}-1}\left[c_{2 \mathfrak{i}}, c_{2 \mathfrak{i}+1}\right] \cup\left[c_{2 \mathfrak{M}}, \eta\right)$ by $\frac{1}{q(t)}=0$ and $v$ is constant on $\cup_{\mathfrak{i}=0}^{\mathfrak{M}-1}\left[c_{2 \mathfrak{i}+1}, c_{2 \mathfrak{i}+2}\right]$ by $p(t)=w(t)=0$. Thus, we can obtain the result by using the iterative method.

Using similar methods in Lemma 1, we have
Lemma 2. For each $\mu \in \mathbb{C}$, we denote

$$
\begin{equation*}
\Theta(t, \mu)=\left[\psi_{k l}(t, \mu)\right](k, l=1,2) \tag{17}
\end{equation*}
$$

a fundamental solution matrix of the system (10) with interface conditions (4) and (5), and satisfy the initial condition $\Theta(\eta+0, \mu)=I$. Then we have

$$
\Theta\left(d_{1}, \mu\right)=\left(\begin{array}{cc}
1 & 0 \\
\tilde{p}_{0}-\mu \tilde{w}_{0} & 1
\end{array}\right)
$$

Generally, for $1 \leq \mathfrak{j} \leq \mathfrak{N}$,

$$
\Theta\left(d_{2 \mathfrak{j}+1}, \mu\right)=\left(\begin{array}{cc}
1 & \tilde{s}_{\mathfrak{j}} \\
\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}} & 1+\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right) \tilde{s}_{\mathfrak{j}}
\end{array}\right) \Theta\left(d_{2 \mathfrak{j}-1}, \mu\right) .
$$

Lemma 3. Let $\Phi(t, \mu)$ and $\Theta(t, \mu)$ be defined in (11) and (17), respectively. Then we have

$$
\Phi_{2}(d, \mu)=\Theta(d, \mu) \Gamma_{\mu} \Phi_{1}(\eta-0, \mu), \quad t \in(\eta, d]
$$

where $\Gamma_{\mu}$ is defined in (9).
Proof. From the two fundamental solutions, $\Theta(t, \mu)$ and $\Phi(t, \mu)$ of system (10), and the given initial value, we can obtain

$$
\Theta(t, \mu)=\Phi_{2}(t, \mu) \Phi_{2}^{-1}(\eta+0, \mu)
$$

from (4) and (5), we have

$$
\Phi_{2}(\eta+0, \mu)=\Gamma_{\mu} \Phi_{1}(\eta-0, \mu)
$$

Particularly, let $t=d$, we obtain

$$
\Phi_{2}(d, \mu)=\Theta(d, \mu) \Gamma_{\mu} \Phi_{1}(\eta-0, \mu) .
$$

In light of Lemmas 1-3, we can obtain the following theorem, and problems (1)-(5) have finite eigenvalues:

Theorem 1. Let (14)-(16) hold, $H(\mu)$ is defined as above. Assume $\mathfrak{e}_{2} \neq 0$; thus,

| Conditions | The number of eigenvalues |
| :---: | :---: |
| If $\xi_{4}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{4}^{\prime} \neq 0$; | $\mathfrak{M}+\mathfrak{N}+5$ |
| $\begin{aligned} & \text { If } \tilde{\xi}_{4}^{\prime} \tau_{2}^{\prime}-\tilde{\xi}_{2}^{\prime} \tau_{4}^{\prime}=0 ; \\ & \quad w_{0} \tilde{w}_{\mathfrak{N}}\left(\tau_{4} \tilde{\xi}_{2}^{\prime}+\xi_{2} \tau_{4}^{\prime}-\xi_{4} \tau_{2}^{\prime}-\tau_{2} \xi_{4}^{\prime}\right) \\ & -\widetilde{w}_{\mathfrak{N}}\left(\tilde{\xi}_{1}^{\prime} \tau_{4}^{\prime}-\xi_{4}^{\prime} \tau_{1}^{\prime}\right)-w_{0}\left(\tau_{2}^{\prime} \xi_{3}^{\prime}-\tilde{\xi}_{2}^{\prime} \tau_{3}^{\prime}\right) \neq 0 ; \end{aligned}$ | $\mathfrak{M}+\mathfrak{N}+4$ |
| $\begin{aligned} & \text { If } \xi_{4}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{4}^{\prime}=\xi_{3}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{3}^{\prime}=\xi_{1}^{\prime} \tau_{4}^{\prime}-\xi_{4}^{\prime} \tau_{1}^{\prime} \\ & =\tau_{4} \xi_{2}^{\prime}+\xi_{2} \tau_{4}^{\prime}-\xi_{4} \tau_{2}^{\prime}-\tau_{2} \xi_{4}^{\prime}=0 ; \\ & \xi_{1}^{\prime} \tau_{3}^{\prime}-\xi_{3}^{\prime} \tau_{1}^{\prime}+w_{0} \tilde{w}_{\mathfrak{N}}\left(\xi_{4} \tau_{2}-\xi_{2} \tau_{4}\right) \\ & -w_{0}\left(\xi_{2} \tau_{3}^{\prime}+\xi_{2}^{\prime} \tau_{3}-\xi_{3} \tau_{2}^{\prime}-\xi_{3}^{\prime} \tau_{2}\right) \\ & -\tilde{w}_{\mathfrak{N}}\left(\xi_{4} \tau_{1}^{\prime}+\xi_{4}^{\prime} \tau_{1}-\xi_{1} \tau_{4}^{\prime}-\xi_{1}^{\prime} \tau_{4}\right) \neq 0 ; \end{aligned}$ | $\mathfrak{M}+\mathfrak{N}+3$ |
| $\begin{aligned} & \text { If } \xi_{4}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{4}^{\prime}=\xi_{3}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{3}^{\prime}=\xi_{1}^{\prime} \tau_{4}^{\prime}-\xi_{4}^{\prime} \tau_{1}^{\prime} \\ & =\xi_{4} \tau_{2}-\xi_{2} \tau_{4}=\xi_{1}^{\prime} \tau_{3}^{\prime}-\xi_{3}^{\prime} \tau_{1}^{\prime}=\tau_{4} \xi_{2}^{\prime}+\xi_{2} \tau_{4}^{\prime}-\xi_{4} \tau_{2}^{\prime}-\tau_{2} \xi_{4}^{\prime} \\ & =\xi_{2} \tau_{3}^{\prime}+\xi_{2}^{\prime} \tau_{3}-\xi_{3} \tau_{2}^{\prime}-\xi_{3}^{\prime} \tau_{2}=\xi_{4} \tau_{1}^{\prime}+\xi_{4}^{\prime} \tau_{1}-\xi_{1} \tau_{4}^{\prime}-\xi_{1}^{\prime} \tau_{4}=0 ; \\ & \quad \xi_{3} \tau_{1}^{\prime}+\xi_{3}^{\prime} \tau_{1}-\xi_{1} \tau_{3}^{\prime}-\xi_{1}^{\prime} \tau_{3} \\ & -\tilde{w}_{\mathfrak{N}}\left(\xi_{1} \tau_{4}-\xi_{4} \tau_{1}\right)-w_{0}\left(\xi_{3} \tau_{2}-\xi_{2} \tau_{3}\right) \neq 0 ; \end{aligned}$ | $\mathfrak{M}+\mathfrak{N}+2$ |
| $\begin{aligned} & \text { If } \xi_{4}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{4}^{\prime}=\xi_{3}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{3}^{\prime}=\xi_{1}^{\prime} \tau_{4}^{\prime}-\xi_{4}^{\prime} \tau_{1}^{\prime}=\xi_{4} \tau_{2}-\xi_{2} \tau_{4} \\ & =\xi_{1}^{\prime} \tau_{3}^{\prime}-\xi_{3}^{\prime} \tau_{1}^{\prime}=\xi_{3} \tau_{2}-\xi_{2} \tau_{3}=\xi_{1} \tau_{4}-\xi_{4} \tau_{1} \\ & =\tau_{4} \xi_{2}^{\prime}+\xi_{2} \tau_{4}^{\prime}-\xi_{4} \tau_{2}^{\prime}-\tau_{2} \xi_{4}^{\prime}=\xi_{2} \tau_{3}^{\prime}+\xi_{2}^{\prime} \tau_{3}-\xi_{3} \tau_{2}^{\prime}-\xi_{3}^{\prime} \tau_{2} \\ & =\xi_{4} \tau_{1}^{\prime}+\xi_{4}^{\prime} \tau_{1}-\xi_{1} \tau_{4}^{\prime}-\xi_{1}^{\prime} \tau_{4}=\xi_{3} \tau_{1}^{\prime}+\xi_{3}^{\prime} \tau_{1}-\xi_{1} \tau_{3}^{\prime}-\xi_{1}^{\prime} \tau_{3}=0 ; \\ & \xi_{1} \tau_{3}-\xi_{3} \tau_{1} \neq 0 ; \end{aligned}$ | $\mathfrak{M}+\mathfrak{N}+1$ |

If none of the conditions in the table above are met, then (1)-(5) have 1 eigenvalues for $\iota \in\{1,2, \cdots, \mathfrak{M}+\mathfrak{N}\}$ or the system can be degenerate.

Proof. Firstly, by Lemma 3, we know that $\Phi_{2}(d, \mu)=\Theta(d, \mu) \Gamma_{\mu} \Phi_{1}(\eta-0, \mu)$; next, we can obtain the structure of $\Phi_{2}(d, \mu)$ by a direct calculation.

If $\mathfrak{e}_{2} \neq 0$, we can obtain the structure of $\Phi_{2}(d, \mu)$, as follows:

$$
\begin{aligned}
\varrho_{11}(d, \mu)= & Y \tilde{Y}\left[\left(\mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\left(\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime}\right. \\
& \left.+\left(\mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\right] \times \prod_{\mathfrak{i}=0}^{\mathfrak{M}-1}\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right) \prod_{\mathfrak{j}=1}^{\mathfrak{N}-1}\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right)+\tilde{\varrho}_{11}(\mu),
\end{aligned}
$$

$$
\begin{aligned}
\varrho_{12}(d, \mu)= & Y \tilde{Y}\left[\left(\mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\left(\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime}\right. \\
& \left.+\left(\mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\right] \times \prod_{\mathfrak{i}=1}^{\mathfrak{M}-1}\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right) \prod_{\mathfrak{j}=1}^{\mathfrak{N}-1}\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right)+\tilde{\varrho}_{12}(\mu),
\end{aligned}
$$

$$
\begin{aligned}
\varrho_{21}(d, \mu)= & \mathrm{Y} \tilde{Y}\left[\left(\mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\left(\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime}\right. \\
& \left.+\left(\mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\right] \times \prod_{\mathfrak{i}=0}^{\mathfrak{M}-1}\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right) \prod_{\mathfrak{j}=1}^{\mathfrak{N}}\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right)+\tilde{\varrho}_{21}(\mu),
\end{aligned}
$$

$$
\begin{aligned}
\varrho_{22}(d, \mu)= & \mathrm{Y} \tilde{Y}\left[\left(\mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)+\left(\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime}\right)\left(\tilde{p}_{0}-\mu \tilde{w}_{0}\right)++\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime}\right. \\
& \left.\left(\mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}\right)\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right)\right] \times \prod_{\mathfrak{i}=1}^{\mathfrak{M}-1}\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right) \prod_{\mathfrak{j}=1}^{\mathfrak{N}}\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right)+\tilde{\varrho}_{22}(\mu),
\end{aligned}
$$

where $\mathrm{Y}=\prod_{\mathfrak{i}=1}^{\mathfrak{M}} s_{\mathfrak{i}}, \tilde{\mathrm{Y}}=\prod_{\mathfrak{j}=1}^{\mathfrak{N}} \tilde{s}_{\mathfrak{j}}, \quad \tilde{\varrho}_{k l}(\mu)=o(\mathrm{Y} \tilde{\mathrm{Y}})$ when $\min \left\{s_{\mathfrak{i}}, \tilde{s}_{\mathfrak{j}}: \mathfrak{i}=\overline{1, \mathfrak{M}}, \mathfrak{j}=\right.$ $\overline{1, \mathfrak{N}}\} \rightarrow \infty, k, l=1,2$.

So if $\mathfrak{e}_{2} \neq 0$, it follows that the degrees of $\varrho_{11}(d, \mu), \varrho_{12}(d, \mu), \varrho_{21}(d, \mu)$ and $\varrho_{22}(d, \mu)$ in $\mu$ are $\mathfrak{M}+\mathfrak{N}+2, \mathfrak{M}+\mathfrak{N}+1, \mathfrak{M}+\mathfrak{N}+3$, and $\mathfrak{M}+\mathfrak{N}+2$, respectively. According to (12) and Proposition 1, if $\xi_{4}^{\prime} \tau_{2}^{\prime}-\xi_{2}^{\prime} \tau_{4}^{\prime} \neq 0$ in $\mathfrak{h}_{21}(\mu)$, we can obtain the highest degree of $\mu$ in $\Lambda(\mu)$ is $\mathfrak{M}+\mathfrak{N}+5$; hence, $\Lambda(\mu)$ has $\mathfrak{M}+\mathfrak{N}+5$ roots. Moreover, other cases can be obtained by using similar methods.

Remark 1. In Theorem 1, if $\mathfrak{e}_{2}=0$, but $\mathfrak{e}_{2}^{\prime} \neq 0$, we can obtain the same conclusions. In fact, the highest degree of $\mu$ in $\Lambda(\mu)$ is $\mathfrak{M}+\mathfrak{N}+4$. Thus, it has $\mathfrak{M}+\mathfrak{N}+4, \mathfrak{M}+\mathfrak{N}+3, \mathfrak{M}+\mathfrak{N}+2$, $\mathfrak{M}+\mathfrak{N}+1, \mathfrak{M}+\mathfrak{N}$ eigenvalues, respectively.

Example 1. We study a specific SLP:

$$
\left\{\begin{array}{l}
-\left(q(t) f^{\prime}(t)\right)^{\prime}+p(t) f(t)=\mu w(t) f(t), \quad t \in \mathfrak{I}=(-1,0) \cup(0,2) \\
A_{\mu} F(-1)+B_{\mu} F(2)=0 \\
F(0+)-\Gamma_{\mu} F(0-)=0
\end{array}\right.
$$

where

$$
A_{\mu}=\left(\begin{array}{cc}
1 & \mu \\
0 & 2 \mu
\end{array}\right), \quad B_{\mu}=\left(\begin{array}{cc}
1 & 2 \mu+1 \\
0 & \mu
\end{array}\right), \quad \Gamma_{\mu}=\left(\begin{array}{cc}
\mu & 2 \mu \\
1 & 0
\end{array}\right) .
$$

We choose $\mathfrak{M}=\mathfrak{N}=1$, and $q(t), p(t), w(t)$ are piece-wise constant functions:

$$
q(t)=\left\{\begin{array}{cl}
\infty, & \left(-1,-\frac{2}{3}\right) \\
\frac{1}{3}, & \left(-\frac{2}{3},-\frac{1}{3}\right) \\
\infty, & \left(-\frac{1}{3}, 0\right) \\
\infty, & \left(0, \frac{1}{2}\right) \\
\frac{1}{2}, & \left(\frac{1}{2}, 1\right) \\
\infty, & (1,2)
\end{array}, \quad p(t)=\left\{\begin{array}{ll}
3, & \left(-1,-\frac{2}{3}\right) \\
0, & \left(-\frac{2}{3},-\frac{1}{3}\right) \\
6, & \left(-\frac{1}{3}, 0\right) \\
2, & \left(0, \frac{1}{2}\right) \\
0, & \left(\frac{1}{2}, 1\right) \\
1, & (1,2)
\end{array}, \quad w(t)= \begin{cases}3, & \left(-1,-\frac{2}{3}\right) \\
0, & \left(-\frac{2}{3},-\frac{1}{3}\right) \\
3, & \left(-\frac{1}{3}, 0\right) \\
2, & \left(0, \frac{1}{2}\right) \\
0, & \left(\frac{1}{2}, 1\right) \\
1, & (1,2)\end{cases}\right.\right.
$$

From the conditions, we know $\mathfrak{e}_{2}=2 \neq 0$. By a direct calculation, we have

$$
\Lambda(\mu)=6 \mu^{7}-53 \mu^{6}+142 \mu^{5}-71 \mu^{4}-166 \mu^{3}+142 \mu^{2}+17 \mu
$$

Then the number of eigenvalues of this problem is 7 .

$$
\begin{gathered}
\mu_{1} \approx-1.0291, \mu_{2} \approx-0.1071, \mu_{3}=0, \mu_{4} \approx 1.4317+0.1083 i \\
\mu_{5} \approx 1.4317-0.1083 i, \mu_{6} \approx 3.1662, \mu_{7} \approx 3.9400
\end{gathered}
$$

Figure 1 shows the trace of $\Lambda(\mu)$. For clarity, we use a logarithmic scale for the vertical axis. We label trajectories above the horizontal axis in red and trajectories below the horizontal axis in blue. The alternating red and blue pattern represents the zero of the $\Lambda(\mu)$. By doing so, we can observe that the function has five real roots, meeting our desired outcome.


Figure 1. Characteristic function in Example 1.

## 4. Matrix Presentations of (1)-(5)

In this section, we discuss the matrix representations of problems (1)-(5) with finite spectra.
Definition 5. If the eigenvalues of SLPs of the Atkinson type coincide with matrix eigenvalue problems, then we call them equivalent.

For (1)-(5), we rebuild the matrix eigenvalue problems, which have the following form

$$
B T=\mu F T
$$

whose eigenvalues coincide with the corresponding SLPs of the Atkinson type. Assume (16) holds, we have

$$
\begin{align*}
& q_{\mathfrak{i}}=\left(\int_{\mathcal{c}_{2 i-1}}^{c_{2 \mathfrak{i}}} s\right)^{-1}, \mathfrak{i}=1,2, \cdots, \mathfrak{M} \\
& \tilde{q}_{j}=\left(\int_{d_{2 j-1}}^{d_{2 \mathfrak{j}}} s\right)^{-1}, \mathfrak{j}=1,2, \cdots, \mathfrak{N} \tag{18}
\end{align*}
$$

In accordance with (14)-(15), we know $q_{i}, w_{i}, \tilde{q}_{j}, \tilde{w}_{j} \in \mathbb{R} \backslash\{0\}$. In addition, by (14) and (15), for each solution $(u, v)$ of system (10), on the sub-intervals where $s \equiv 0$, we know that $u$ is constant; regarding the sub-intervals where $p \equiv w \equiv 0$, we know that $v$ is constant.

Let

$$
\begin{align*}
& u(t)= \begin{cases}u_{\mathfrak{i}}, & t \in\left[c_{2 \mathfrak{i}}, c_{2 \mathfrak{i}+1}\right], \mathfrak{i}=0, \ldots, \mathfrak{M}-1, \\
u_{\mathfrak{M}}, & t \in\left[c_{2 \mathfrak{M}}, \eta\right), \\
\tilde{u}_{0}, & t \in\left(\eta, d_{1}\right], \\
\tilde{u}_{\mathfrak{j}}, & t \in\left[d_{2 \mathfrak{j}}, d_{2 \mathfrak{j}+1}\right], \mathfrak{j}=1, \ldots, \mathfrak{N} ;\end{cases}  \tag{19}\\
& v(t)= \begin{cases}v_{\mathfrak{i}}, & t \in\left[c_{2 \mathfrak{i}}, c_{2 \mathfrak{i}+1}\right], \mathfrak{i}=0, \ldots, \mathfrak{M}-1, \\
\tilde{v}_{\mathfrak{j}}, & t \in\left[d_{2 \mathfrak{j}}, d_{2 \mathfrak{j}+1}\right], \mathfrak{j}=1, \ldots, \mathfrak{N} ;\end{cases}
\end{align*}
$$

and

$$
\begin{equation*}
v_{0}=v\left(c_{0}\right)=v(c), \tilde{v}_{\mathfrak{N}+1}=v\left(d_{2 \mathfrak{N}+1}\right)=v(d), v_{\mathfrak{M}+1}=v(\eta-0), \tilde{v}_{0}=v(\eta+0) . \tag{20}
\end{equation*}
$$

Lemma 4. ([23]) Suppose that Equation (1) is of the Atkinson type. Then for each solution (u,v) of (10), we have

$$
\begin{gather*}
q_{\mathfrak{i}}\left(u_{\mathfrak{i}}-u_{\mathfrak{i}-1}\right)=v_{\mathfrak{i}}, \quad \mathfrak{i}=1,2, \cdots, \mathfrak{M},  \tag{21}\\
v_{\mathfrak{i}+1}-v_{\mathfrak{i}}=u_{\mathfrak{i}}\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right), \quad \mathfrak{i}=0,1, \cdots, \mathfrak{M},  \tag{22}\\
\tilde{q}_{\mathfrak{j}}\left(\tilde{u}_{\mathfrak{j}}-\tilde{u}_{\mathfrak{j}-1}\right)=\tilde{v}_{\mathfrak{j}}, \quad \mathfrak{j}=1,2, \cdots, \mathfrak{N},  \tag{23}\\
\tilde{v}_{\mathfrak{j}+1}-\tilde{v}_{\mathfrak{j}}=\tilde{u}_{\mathfrak{j}}\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right), \quad \mathfrak{j}=0,1, \cdots, \mathfrak{N} . \tag{24}
\end{gather*}
$$

On the contrary, for any solution, $u_{\mathfrak{i}}(\mathfrak{i}=\overline{0, \mathfrak{M}}), v_{\mathfrak{i}}(\mathfrak{i}=\overline{0, \mathfrak{M}+1}), \tilde{u}_{\mathfrak{j}}(\mathfrak{j}=\overline{0, \mathfrak{N}})$, and $\tilde{v}_{\mathfrak{j}}(\mathfrak{j}=\overline{0, \mathfrak{N}+1})$ of systems (21)-(24), there exists a unique solution $(u, v)$ of system (10), such that (19) and (20) holds.

Theorem 2. Suppose $\xi_{\mathfrak{i}}, \tau_{\mathfrak{i}}, \mathfrak{e}_{\mathfrak{i}}, \tilde{\xi}_{\mathfrak{i}}^{\prime}, \tau_{\mathfrak{i}}^{\prime}, \mathfrak{e}_{\mathfrak{i}}^{\prime} \in \mathbb{R}(\mathfrak{i}=\overline{1,4})$ satisfy (6)-(9) and $\mathfrak{e}_{2} \neq 0$. Define an $(\mathfrak{M}+\mathfrak{N}+5) \times(\mathfrak{M}+\mathfrak{N}+5)$ matrix $\mathfrak{Q}$ as follows:

Let $\mathfrak{P}=\operatorname{diag}\left(0, p_{0}, p_{1}, p_{2}, \ldots, p_{\mathfrak{M}}, 0, \tilde{p}_{0}, \tilde{p}_{1}, \tilde{p}_{2}, \ldots, \tilde{p}_{\mathfrak{N}-1}, \tilde{p}_{\mathfrak{N}}, 0\right)$ and


Then SLPs (1)-(5) are equivalent to matrix eigenvalue problems

$$
\begin{equation*}
(\mathfrak{Q}+\mathfrak{P}) U=\mu \mathfrak{W} U, \tag{25}
\end{equation*}
$$

where $U=\left(v_{0}, u_{0}, u_{1}, \cdots, u_{\mathfrak{M}}, v_{\mathfrak{M}+1}, \tilde{u}_{0}, \tilde{u}_{1}, \cdots, \tilde{u}_{\mathfrak{N}}, \tilde{v}_{\mathfrak{N}+1}\right)^{T}$. Furthermore, (19) shows the relationship between the eigenfunction $u(x)$ of problems (1)-(5) and eigenvector $U$ of (25), in terms of sharing the same eigenvalues.

Proof. Between the solutions of the following system:

$$
\begin{gather*}
q_{1}\left(u_{1}-u_{0}\right)-v_{0}=u_{0}\left(p_{0}-\mu w_{0}\right),  \tag{26}\\
q_{\mathfrak{i}+1}\left(u_{\mathfrak{i}+1}-u_{\mathfrak{i}}\right)-q_{\mathfrak{i}}\left(u_{\mathfrak{i}}-u_{\mathfrak{i}-1}\right)=u_{\mathfrak{i}}\left(p_{\mathfrak{i}}-\mu w_{\mathfrak{i}}\right), \quad \mathfrak{i}=1,2, \ldots, \mathfrak{M}-1,  \tag{27}\\
v_{\mathfrak{M}+1}-q_{\mathfrak{M}}\left(u_{\mathfrak{M}}-u_{\mathfrak{M}-1}\right)=u_{\mathfrak{M}}\left(p_{\mathfrak{M}}-\mu w_{\mathfrak{M}}\right),  \tag{28}\\
\tilde{q}_{1}\left(\tilde{u}_{1}-\tilde{u}_{0}\right)-\tilde{v}_{0}=\tilde{u}_{0}\left(\tilde{p}_{o}-\mu \tilde{w}_{0}\right),  \tag{29}\\
\tilde{q}_{\mathfrak{j}+1}\left(\tilde{u}_{\mathfrak{j}+1}-\tilde{u}_{\mathfrak{j}}\right)-\tilde{q}_{\mathfrak{j}}\left(\tilde{u}_{\mathfrak{j}}-\tilde{u}_{\mathfrak{j}-1}\right)=\tilde{u}_{\mathfrak{j}}\left(\tilde{p}_{\mathfrak{j}}-\mu \tilde{w}_{\mathfrak{j}}\right), \quad \mathfrak{j}=1,2, \ldots, \mathfrak{N}-1,  \tag{30}\\
\tilde{v}_{\mathfrak{N}+1}-\tilde{q}_{\mathfrak{N}}\left(\tilde{u}_{\mathfrak{N}}-\tilde{u}_{\mathfrak{N}-1}\right)=\tilde{u}_{\mathfrak{N}}\left(\tilde{p}_{\mathfrak{N}}-\mu \tilde{w}_{\mathfrak{N}}\right) . \tag{31}
\end{gather*}
$$

and those of (21)-(24), a one-to-one correspondence exists by the assumption.
Now, we suppose $u_{\mathfrak{i}}(\mathfrak{i}=\overline{0, \mathfrak{M}})$ and $v_{\mathfrak{i}}(\mathfrak{i}=\overline{0, \mathfrak{M}+1)}$ are solutions of systems (21) and (22). Then (26)-(28) follow from (21) to (22). Similarly, (29)-(31) follow from (23) to (24) by assuming that $\tilde{u}_{\mathfrak{j}}(\mathfrak{j}=\overline{0, \mathfrak{N}})$ and $\tilde{v}_{\mathfrak{j}}(\mathfrak{j}=\overline{0, \mathfrak{N}})$ are solutions of systems (23) and (24).

In other words, let $u_{\mathrm{i}}(\mathfrak{i}=\overline{0, \mathfrak{M}})$ be a solution of (26)-(28); thus, $v_{0}$ and $v_{\mathfrak{M}+1}$ can be calculated by (26) and (28). Assume that $v_{\mathfrak{i}}(\mathfrak{i}=\overline{1, \mathfrak{M}})$ is defined in (21). Then, using (26), and utilizing induction on (27), (22) holds. Moreover, (23) and (24) can be similarly obtained.

Hence, according to Theorem 2, any solution of (10) is uniquely determined by solutions of (26)-(31). Note the first row of matrix (25)

$$
\begin{equation*}
\xi_{2} v_{0}+\xi_{1} u_{0}+\xi_{3} \tilde{u}_{\mathfrak{N}}+\xi_{4} \tilde{v}_{\mathfrak{N}+1}=\mu\left(\xi_{2}^{\prime} v_{0}+\xi_{1}^{\prime} u_{0}+\xi_{3}^{\prime} \tilde{u}_{\mathfrak{N}}+\xi_{4}^{\prime} \tilde{v}_{\mathfrak{N}+1}\right) \tag{32}
\end{equation*}
$$

and the last row of matrix (25)

$$
\begin{equation*}
\tau_{2} v_{0}+\tau_{1} u_{0}+\tau_{3} \tilde{u}_{\mathfrak{N}}+\tau_{4} \tilde{v}_{\mathfrak{N}+1}=\mu\left(\tau_{2}^{\prime} v_{0}+\tau_{1}^{\prime} u_{0}+\tau_{3}^{\prime} \tilde{u}_{\mathfrak{N}}+\tau_{4}^{\prime} \tilde{\mathfrak{V}}_{\mathfrak{N}+1}\right) \tag{33}
\end{equation*}
$$

substituting

$$
u_{0}=u(c)=f(c), \tilde{u}_{\mathfrak{N}}=u(d)=f(d), v_{0}=v(c)=\left(q f^{\prime}\right)(c), \tilde{v}_{\mathfrak{N}+1}=v(d)=\left(q f^{\prime}\right)(d)
$$

into (32) and (33), we obtain (2) and (3). From (4) to (5), we obtain

$$
\begin{equation*}
\tilde{u}_{0}=\left(\mathfrak{e}_{1} \mu+\mathfrak{e}_{1}^{\prime}\right) u_{\mathfrak{M}}+\left(\mathfrak{e}_{2} \mu+\mathfrak{e}_{2}^{\prime}\right) v_{\mathfrak{M}+1}, \tilde{v}_{0}=\left(\mathfrak{e}_{3} \mu+\mathfrak{e}_{3}^{\prime}\right) u_{\mathfrak{M}}+\left(\mathfrak{e}_{4} \mu+\mathfrak{e}_{4}^{\prime}\right) v_{\mathfrak{M}+1}, \tag{34}
\end{equation*}
$$

and let $U=\left(v_{0}, u_{0}, u_{1}, \cdots, u_{\mathfrak{M}}, v_{\mathfrak{M}+1}, \tilde{u}_{0}, \tilde{u}_{1}, \cdots, \tilde{u}_{\mathfrak{N}}, \tilde{v}_{\mathfrak{N}+1}\right)^{T}$. Then the equivalence follows from (26) to (34).

The following result shows that the SLP of the Atkinson type is equivalent to the SLP with piecewise constant coefficients in the sense that they have similar eigenvalues.

Theorem 3. Suppose that (1) is of the Atkinson type and $q_{\mathfrak{i}}(\mathfrak{i}=\overline{1, \mathfrak{M}}), \tilde{q}_{\mathfrak{j}}(\mathfrak{j}=\overline{1, \mathfrak{N}}), p_{\mathfrak{i}}, w_{\mathfrak{i}}(\mathfrak{i}=$ $\overline{0, \mathfrak{M}}), \tilde{p}_{j}, \tilde{w}_{\mathfrak{j}}(\mathfrak{j}=\overline{0, \mathfrak{N}})$ are defined in (16) and (18). Denote piecewise constant functions $\bar{q}, \bar{p}, \bar{w}$ on $\mathfrak{I}$ by

$$
\begin{align*}
& \bar{q}(t)= \begin{cases}q_{\mathfrak{i}}\left(c_{2 \mathfrak{i}}-c_{2 \mathfrak{i}-1}\right), & t \in\left[c_{2 \mathfrak{i}-1}, c_{2 \mathfrak{i}}\right], \mathfrak{i}=1, \ldots, \mathfrak{M}, \\
\infty, & t \in \cup_{\mathfrak{i}=1}^{\mathfrak{M}}\left[c_{2 \mathfrak{i}-2}, c_{2 \mathfrak{i}-1}\right] \cup\left[c_{2 \mathfrak{M}}, \eta\right), \\
\tilde{q}_{\mathfrak{j}}\left(d_{2 \mathfrak{j}}-d_{2 \mathfrak{j}-1}\right), & t \in\left[d_{2 \mathfrak{j}-1}, d_{2 \mathfrak{j}}\right], \mathfrak{j}=1, \ldots, \mathfrak{N}, \\
\infty, & t \in \cup_{\mathfrak{j}=1}^{\mathfrak{N}}\left[d_{2 \mathfrak{j}}, d_{2 \mathfrak{j}+1}\right] \cup\left(\eta, d_{1}\right] ;\end{cases}  \tag{35}\\
& \bar{p}(t)= \begin{cases}\frac{p_{i}}{c_{2 \mathfrak{i}+1-c_{2 \mathfrak{i}}},} & t \in\left[c_{2 \mathfrak{i}}, c_{2 \mathfrak{i}+1}\right], \mathfrak{i}=0, \ldots, \mathfrak{M}-1, \\
\frac{p_{\mathfrak{M}}}{\eta-\mathcal{M}_{2 \mathfrak{M}}}, & t \in\left[c_{2 \mathfrak{M}}, \eta\right), \\
0, & t \in \cup_{\mathfrak{i}=1}^{\mathfrak{M}}\left[c_{2 \mathfrak{i}-1}, c_{2 \mathfrak{i}}\right], \\
\frac{\tilde{p}_{\mathfrak{i}}}{d_{2 \mathfrak{j}+1}-d_{2 \mathfrak{j}}}, & t \in\left[d_{2 \mathfrak{j}}, d_{2 \mathfrak{j}+1}\right], \mathfrak{j}=1, \ldots, \mathfrak{N}, \\
\frac{\tilde{p}_{0}}{d_{1}-\eta}, & t \in\left(\eta, d_{1}\right], \\
0, & t \in \cup_{\mathfrak{j}=1}^{\mathfrak{N}}\left[d_{2 \mathfrak{j}-1}, d_{2 \mathfrak{j}}\right] ;\end{cases} \\
& \bar{w}(t)= \begin{cases}\frac{w_{i}}{c_{2 \mathfrak{i}+1}-c_{2 \mathfrak{i}}}, & t \in\left[c_{2 \mathfrak{i}}, c_{2 \mathfrak{i}+1}\right], \mathfrak{i}=0, \ldots, \mathfrak{M}-1, \\
\frac{w_{\mathfrak{M}}}{\eta-c_{2 \mathfrak{M}}}, & t \in\left[c_{2 \mathfrak{M}}, \eta\right), \\
0, & t \in \cup_{\mathfrak{i}=1}^{\mathfrak{M}\left[c_{2 \mathfrak{i}-1}, c_{2 \mathfrak{i}}\right],} \\
\frac{\tilde{w}_{\mathfrak{j}}}{d_{2 \mathfrak{j}+1}-d_{2 \mathfrak{j}}}, & t \in\left[d_{2 \mathfrak{j}}, d_{2 \mathfrak{j}+1}\right], \mathfrak{j}=1, \ldots, \mathfrak{N}, \\
\frac{\tilde{w}_{0}}{d_{1}-\eta}, & t \in\left(\eta, d_{1}\right], \\
0, & t \in \cup_{\mathfrak{j}=1}^{\mathfrak{N}}\left[d_{2 \mathfrak{j}-1}, d_{2 \mathfrak{j}}\right] ;\end{cases} \tag{36}
\end{align*}
$$

Suppose that (2)-(5) hold. Then the eigenvalues of SLPs (1)-(5) coincide with the eigenvalues of the SLP

$$
\begin{equation*}
-\left(\bar{q}(t) f^{\prime}(t)\right)^{\prime}+\bar{p}(t) f(t)=\mu \bar{w}(t) f(t), t \in \mathfrak{I} \tag{38}
\end{equation*}
$$

with (2)-(5).
Proof. It is observed that SLPs (1)-(5) and (29), (2)-(5) determine the same

$$
\begin{aligned}
& q_{\mathfrak{i}}, \mathfrak{i}=1,2, \ldots, \mathfrak{M}, \quad p_{\mathfrak{i}}, w_{\mathfrak{i}}, \mathfrak{i}=0,1, \ldots, \mathfrak{M} ; \\
& \tilde{q}_{\mathfrak{j}}, \mathfrak{j}=1,2, \ldots, \mathfrak{N}, \quad \tilde{p}_{\mathfrak{j}}, \tilde{w}_{\mathfrak{j}}, \mathfrak{j}=0,1, \ldots, \mathfrak{N} .
\end{aligned}
$$

Thus, they are equivalent to the same matrix eigenvalue problem, based on Theorem 2. The results follow.

In light of Theorem 3, we know that for a fixed set of Equations (2)-(5) on a given interval, there exists a family of SLPs of the Atkinson type, which have the same eigenvalues as SLPs (38), (2)-(5). We refer to this family as the equivalent family of SLPs (38), (2)-(5).

Next, we will illustrate that matrix eigenvalue problems in the following form:

$$
\begin{equation*}
A T=\mu F T \tag{39}
\end{equation*}
$$

have representations as Atkinson-type SLPs.
Theorem 4. Let $n \geq 7, \mathfrak{e}_{\mathfrak{i}}, \mathfrak{e}_{\mathfrak{i}}^{\prime}(\mathfrak{i}=1,2,3,4)$ in (4) and (5) satisfy $\operatorname{det}\left(\Gamma_{\mu}\right) \neq 0$ (where $\Gamma_{\mu}$ is defined in (9)), assume $\mathfrak{c}_{2} \neq 0$. Assume that $A$ is an $n \times n$ matrix as follows:
where $a_{j, j+1} \neq 0(\mathfrak{j}=2,3, \ldots, n-2), 2 \leq m \leq n-5, a_{\mathfrak{i j}} \in \mathbb{R}(1 \leq \mathfrak{i}, \mathfrak{j} \leq n)$, $a_{21}=a_{m+3, m+4}=1, a_{m+2, m+3}=a_{n-1, n}=-1$. Let $F$ be an $n \times n$ matrix of the following form:
where $f_{\mathrm{jj}} \neq 0, f_{\mathrm{jj}} \in \mathbb{R}(\mathfrak{j}=2,3, \ldots, n-1)$, and

$$
\begin{aligned}
& \operatorname{rank}\left(\begin{array}{llll}
a_{11} & a_{12} & a_{1, n-1} & a_{1 n} \\
a_{n 1} & a_{n 2} & a_{n, n-1} & a_{n n}
\end{array}\right)=2, \operatorname{rank}\left(\begin{array}{llll}
f_{11} & f_{12} & f_{1, n-1} & f_{1 n} \\
f_{n 1} & f_{n 2} & f_{n, n-1} & f_{n n}
\end{array}\right)=2, \\
& \operatorname{rank}\left(\begin{array}{llll}
a_{11} & a_{12} & a_{1, n-1} & a_{1 n} \\
f_{11} & f_{12} & f_{1, n-1} & f_{1 n}
\end{array}\right)=2, \operatorname{rank}\left(\begin{array}{llll}
a_{n 1} & a_{n 2} & a_{n, n-1} & a_{n n} \\
f_{n 1} & f_{n 2} & f_{n, n-1} & f_{n n}
\end{array}\right)=2
\end{aligned}
$$

Then (39) represents an Atkinson-type SLP in the form of (1)-(5). Furthermore, SLPs (38), (2)-(5) have unique representations when a fixed partition (13) of $\mathfrak{I}$ is given, using the notations in (16) and (18). All SL representations of (39) are given by the corresponding equivalent families of SLPs (38), (2)-(5).

Proof. Let $\mathfrak{M}=m, \mathfrak{N}=n-m-5, \mathfrak{I}=[c, \eta) \cup(\eta, d],-\infty<c<d<\infty$. Firstly, one defines the parameters in (2) and (3), let

$$
\begin{aligned}
& \xi_{2}=a_{11}, \quad \xi_{1}=a_{12}, \quad \xi_{3}=a_{1, n-1}, \quad \xi_{4}=a_{1 n} \\
& \tau_{2}=a_{n 1}, \quad \tau_{1}=a_{n 2}, \quad \tau_{3}=a_{n, n-1}, \quad \tau_{4}=a_{n n} \\
& \xi_{2}^{\prime}=f_{11}, \quad \xi_{1}^{\prime}=f_{12}, \quad \xi_{3}^{\prime}=a f_{1, n-1}, \quad \xi_{4}^{\prime}=f_{1 n} \\
& \tau_{2}^{\prime}=f_{n 1}, \quad \tau_{1}^{\prime}=f_{n 2}, \quad \tau_{3}^{\prime}=f_{n, n-1}, \quad \tau_{4}^{\prime}=f_{n n}
\end{aligned}
$$

and

$$
\begin{aligned}
& -\mathfrak{e}_{1}^{\prime}=a_{m+3, m+2},-\mathfrak{e}_{2}^{\prime}=a_{m+3, m+3}, \mathfrak{e}_{3}^{\prime}=a_{m+4, m+2}, \mathfrak{e}_{4}^{\prime}=a_{m+4, m+3} \\
& \mathfrak{e}_{1}=f_{m+3, m+2}, \mathfrak{e}_{2}=f_{m+3, m+3},-\mathfrak{e}_{3}=f_{m+4, m+2},-\mathfrak{e}_{4}=f_{m+4, m+3}
\end{aligned}
$$

For a given partition of $\mathfrak{I}$ by (13), one can define piecewise constant functions $\bar{q}, \bar{p}$ and $\bar{w}$ on the interval $\mathfrak{I}$ that satisfies (7), (14) and (15), as follows:

$$
\begin{array}{cl}
q_{\mathfrak{i}}=-a_{\mathfrak{i}+1, \mathfrak{i}+2}, & \mathfrak{i}=\overline{1, \mathfrak{M}}, \quad \tilde{q}_{\mathfrak{j}}=-a_{\mathfrak{M}+\mathfrak{j}+3, \mathfrak{M}+\mathfrak{j}+4}, \quad \mathfrak{j}=\overline{1, \mathfrak{N}} ; \\
w_{\mathfrak{i}}=f_{\mathfrak{i}+2, \mathfrak{i}+2}, \quad \mathfrak{i}=\overline{0, \mathfrak{M}}, \quad \tilde{w}_{\mathfrak{j}}=f_{\mathfrak{M}+\mathfrak{j}+4, \mathfrak{M}+\mathfrak{j}+4}, \quad \mathfrak{j}=\overline{0, \mathfrak{N}}
\end{array}
$$

and

$$
\begin{aligned}
& p_{0}=a_{22}-q_{1}, \quad p_{\mathfrak{i}}=a_{\mathfrak{i}+2, \mathfrak{i}+2}-q_{\mathfrak{i}}-q_{\mathfrak{i}+1}, \quad \mathfrak{i}=\overline{1, \mathfrak{M}-1}, \\
& p_{\mathfrak{M}}=a_{\mathfrak{M}+2, \mathfrak{M}+2}-q_{\mathfrak{M}} ; \\
& \tilde{p}_{0}=a_{\mathfrak{M}+4, \mathfrak{M}+4}-\tilde{q}_{1}, \quad \tilde{p}_{\mathfrak{j}}=a_{\mathfrak{M}+\mathfrak{j}+4, \mathfrak{M}+\mathfrak{j}+4}-\tilde{q}_{\mathfrak{j}}-\tilde{q}_{\mathfrak{j}+1}, \quad \mathfrak{j}=\overline{1, \mathfrak{N}-1}, \\
& \tilde{p}_{n}=a_{\mathfrak{M}+\mathfrak{N}+4, \mathfrak{M}+\mathfrak{N}+4}-\tilde{q}_{\mathfrak{N}} .
\end{aligned}
$$

Next, we define $\bar{q}, \bar{p}$ and $\bar{w}$ by (35)-(37), respectively. Such piecewise constant functions, $\bar{q}, \bar{p}$, and $\bar{w}$ on interval $\mathfrak{I}$, satisfying (7) and (14) and (15), are found; Equation (38) is of the Atkinson type, and (16) and (18) satisfy with $q, p$, and $w$ replaced by $\bar{q}, \bar{p}$, and $\bar{w}$, respectively. Obviously, Equation (39) is of the same form as Equation (25). Therefore, the problem (39) is equivalent to the SLPs (1)-(5) by Theorem 2. The last part is yielded by Theorem 3.

Remark 2. If $\mathfrak{\zeta}_{\mathfrak{i}}^{\prime}=\tau_{\mathfrak{i}}^{\prime}=\mathfrak{e}_{\mathfrak{i}}=0 \quad(\mathfrak{i}=\overline{1,4})$ in (2)-(5), then the problem under consideration degenerates to the case discussed in [22].

If $\mathfrak{e}_{\mathfrak{i}}=0 \quad(\mathfrak{i}=\overline{1,4})$ in (4) and (5), then the problem under consideration degenerates to the case discussed in [26].
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#### Abstract

In this article, we introduce and study the behavior of the modules of the first two coefficients for the classes $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ and $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ of normalized holomorphic and biunivalent functions that are connected with the prestarlike functions. We determine the upper bounds for the initial Taylor-Maclaurin coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for the functions of each of these families, and we also point out some special cases and consequences of our main results. The study of these classes is closely connected with those of Ruscheweyh who in 1977 introduced the classes of prestarlike functions of order $\mu$ using a convolution operator and the proofs of our results are based on the wellknown Carathédory's inequality for the functions with real positive part in the open unit disk. Our results generalize a few of the earlier ones obtained by Li and Wang, Murugusundaramoorthy et al., Brannan and Taha, and could be useful for those that work with the geometric function theory of one-variable functions.


Keywords: holomorphic functions; univalent functions; bi-univalent functions; convolution (Hadamard) product; prestarlike functions; coefficient estimates; Taylor-Maclaurin coefficients

MSC: 30C45; 30C50

## 1. Introduction

We denote by $\mathcal{A}$ the family of functions which are analytic in the open unit disk $\mathbb{U}:=\{z \in \mathbb{C}:|z|<1\}$ and with the following normalized form:

$$
\begin{equation*}
f(z)=z+\sum_{k=2}^{\infty} a_{k} z^{k}, z \in \mathbb{U} \tag{1}
\end{equation*}
$$

Let $\mathcal{S}$ denote the subclass of $\mathcal{A}$ of the functions that are univalent in $\mathbb{U}$. From the Koebe one-quarter theorem [1], all the functions $f \in \mathcal{S}$ have an inverse $f^{-1}$ defined by

$$
f^{-1}(f(z))=z(z \in \mathbb{U})
$$

and

$$
f\left(f^{-1}(w)\right)=w\left(|w|<r_{0}(f), r_{0}(f) \geq \frac{1}{4}\right)
$$

In addition, for every function $f \in \mathcal{S}$, there exists an inverse function $f^{-1}: f(\mathbb{U}) \rightarrow \mathbb{U}$ analytic in the domain $f(\mathbb{U})$, but it is not sure that $f(\mathbb{U}) \subseteq \mathbb{U}$. Therefore, if we denote by $g$ the analytic continuation of $f^{-1}$ to the unit disk $\mathbb{U}$, assuming that it exists, then

$$
\begin{equation*}
g(w):=f^{-1}(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3}-\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right) w^{4}+\ldots, w \in \mathbb{U} \tag{2}
\end{equation*}
$$

A function $f \in \mathcal{A}$ is called to be bi-univalent in $\mathbb{U}$ if both $f$ and $g=f^{-1}$ are univalent in $\mathbb{U}$ and $\Sigma$ denotes the class of normalized bi-univalent functions in $\mathbb{U}$. For the historical account and for many relevant examples of functions belonging to the class $\Sigma$, see the pioneering work connected with this subject of Srivastava et al. [2], which has actually been of crucial importance for studies of bi-univalent functions in recent years. According to this article of Srivastava et al. [2], we would like to recall here some examples of functions belonging to the class $\Sigma$, such as

$$
\frac{z}{1-z}, \quad-\log (1-z) \quad \text { and } \quad \frac{1}{2} \log \left(\frac{1+z}{1-z}\right)
$$

Thus, the class $\Sigma$ is not empty, while the Koebe function does not belongs to $\Sigma$.
In a large number of papers which appeared after the work of Srivastava et al. [2], the authors defined and studied the different families of the bi-univalent function class $\Sigma$ (as can be seen, for example, in [3-22]), but only non-sharp estimates on the initial coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ in the Taylor-Maclaurin expansion (1) were obtained in many of these recent papers. The problem of finding the upper bounds for the general coefficient of the power series expansion coefficients

$$
\left|a_{n}\right| \quad(n \in \mathbb{N} \backslash\{1,2\}, \mathbb{N}:=\{1,2,3, \ldots\})
$$

for functions $f \in \Sigma$ is still not completely solved for many subclasses of the bi-univalent function class $\Sigma$ (as can be seen, for example, in $[11,14,15]$ ).

For two analytic functions in $\mathbb{U}$, namely $F(z)=\sum_{k=0}^{\infty} \alpha_{k} z^{k}$ and $G(z)=\sum_{k=0}^{\infty} \beta_{k} z^{k}, *^{\prime \prime}$ usually denotes the convolution (or Hadamard) product of these functions by

$$
(F * G)(z):=\sum_{k=0}^{\infty} \alpha_{k} \beta_{k} z^{k}, z \in \mathbb{U}
$$

In [23], Ruscheweyh defined and investigated the family of prestarlike functions of order $\mu$, that are the functions $f$ with the property that $f * \mathrm{I}_{\mu}$ is a starlike function of order $\mu$ in $\mathbb{U}$, where

$$
\mathrm{I}_{\mu}(z):=\frac{z}{(1-z)^{2(1-\mu)}}, z \in \mathbb{U} \quad(0 \leq \mu<1)
$$

Remark that the function $\mathrm{I}_{\mu}$ could be written in the form

$$
\mathrm{I}_{\mu}(z)=z+\sum_{k=2}^{\infty} \varphi_{k}(\mu) z^{k}, z \in \mathbb{U}
$$

where

$$
\varphi_{k}(\mu)=\frac{\prod_{j=2}^{k}(j-2 \mu)}{(k-1)!}, k \geq 2
$$

In addition, we note that $\varphi_{k}$ is a decreasing function and satisfies the limit property

$$
\lim _{k \rightarrow \infty} \varphi_{k}(\mu)=\left\{\begin{array}{lll}
\infty, & \text { if } \quad \mu<\frac{1}{2} \\
1, & \text { if } \quad \mu=\frac{1}{2} \\
0, & \text { if } \quad \mu>\frac{1}{2}
\end{array}\right.
$$

Next, we recall the following lemma that will be used as a main tool in the proofs of our two main results.

Lemma 1 ([1,24]). (Carathéodory's inequality) If $h \in \mathcal{P}$, then

$$
\left|c_{k}\right| \leq 2 \quad(k \in \mathbb{N})
$$

where $\mathcal{P}$ is the class of all functions $h$ analytic in $\mathbb{U}$, for which

$$
\operatorname{Re} h(z)>0, z \in \mathbb{U}
$$

with

$$
h(z)=1+c_{1} z+c_{2} z^{2}+\ldots, z \in \mathbb{U}
$$

2. Initial Coefficient Estimates for the Bi-Univalent Function Subclass $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$

First, we will first define the new subclass $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ of the bi-univalent function as follows:

Definition 1. A function $f \in \Sigma$ of the form (1) belongs to the bi-univalent function class $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ if it satisfies the conditions

$$
\begin{equation*}
\left|\arg \left(\left(\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}\right)^{\gamma}\left[(1-\delta) \frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}+\delta\left(1+\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime \prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}\right)\right]^{\lambda}\right)\right|<\frac{\alpha \pi}{2}, z \in \mathbb{U}, \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\arg \left(\left(\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}\right)^{\gamma}\left[(1-\delta) \frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}+\delta\left(1+\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime \prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}\right)\right]^{\lambda}\right)\right|<\frac{\alpha \pi}{2}, w \in \mathbb{U}, \tag{4}
\end{equation*}
$$

where

$$
0<\alpha \leq 1,0 \leq \gamma \leq 1,0 \leq \lambda \leq 1,0 \leq \delta \leq 1
$$

and $g=f^{-1}$ is given by (2).
Remark 1. The subclass $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ generalizes some well-known families considered in earlier studies and which will be recalled below:
(i) For $\gamma=0, \lambda=1$ and $\mu=\frac{1}{2}$, the class $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ reduces to the class $M_{\Sigma}(\alpha, \delta)$, which was investigated by Li and Wang [25], that is

$$
\begin{aligned}
M_{\Sigma}(\alpha, \delta):=\{f \in \Sigma: & \left|\arg \left[(1-\delta) \frac{z f^{\prime}(z)}{f(z)}+\delta\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)\right]\right|<\frac{\alpha \pi}{2}, z \in \mathbb{U}, \text { and } \\
& \left.\left|\arg \left[(1-\delta) \frac{w g^{\prime}(w)}{g(w)}+\delta\left(1+\frac{w g^{\prime \prime}(w)}{g^{\prime}(w)}\right)\right]\right|<\frac{\alpha \pi}{2}, w \in \mathbb{U}\right\},
\end{aligned}
$$

where $g=f^{-1}$ is defined like in (2).
(ii) For $\gamma=1, \lambda=0$ and $\mu=\frac{1}{2}$, the class $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ reduces to the class $S_{\Sigma^{*}}(\alpha)$ that was defined and studied by Brannan and Taha [26] by

$$
S_{\Sigma^{*}}(\alpha, \delta):=\left\{f \in \Sigma:\left|\arg \frac{z f^{\prime}(z)}{f(z)}\right|<\frac{\alpha \pi}{2}, z \in \mathbb{U}, \text { and }\left|\arg \frac{w g^{\prime}(w)}{g(w)}\right|<\frac{\alpha \pi}{2}, w \in \mathbb{U}\right\}
$$

where $g=f^{-1}$ is defined as in (2).
Remark 2. We would like to emphasize that, for appropriate parameter choices, the classes $\mathcal{N} \Sigma(\gamma, \lambda, \delta, \mu ; \alpha)$ are not empty. Thus, if we consider $\mu=\frac{1}{2}$, then mathrm $I_{\frac{1}{2}}(z)=\frac{z}{1-z}=\sum_{k=1}^{\infty} z^{k}$, and letting $f_{*}(z)=$ $\frac{z}{1-z}$, it is easy to check that $f_{*} \in \mathcal{S}$, and moreover, $f_{*} \in \Sigma$ with $g(w)=f_{*}^{-1}(w)=\frac{w}{1+w}$.

A simple computation shows that the conditions (3) and (4) become

$$
\begin{equation*}
\left|\arg \left(\left(\frac{1}{1-z}\right)^{\gamma}\left(\frac{1+\delta z}{1-z}\right)^{\lambda}\right)\right|<\frac{\alpha \pi}{2} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\arg \left(\left(\frac{1}{1+w}\right)^{\gamma}\left(\frac{1-\delta w}{1+w}\right)^{\lambda}\right)\right|<\frac{\alpha \pi}{2} \tag{6}
\end{equation*}
$$

respectively. For the particular case $\gamma=\frac{1}{3}, \delta=\frac{1}{2}$ and $\lambda=\frac{1}{5}$, using the 2D plot of the MAPLE ${ }^{\mathrm{TM}}$ computer software, we obtain the image of the open unit disk $\mathbb{U}$ by the function

$$
\Phi(z):=\left(\frac{1}{1-z}\right)^{\gamma}\left(\frac{1+\delta z}{1-z}\right)^{\lambda}
$$

which is the same with those by

$$
\Psi(w):=\left(\frac{1}{1+w}\right)^{\gamma}\left(\frac{1-\delta w}{1+w}\right)^{\lambda}
$$

and it is shown in Figure 1:


Figure 1. The image of $\Phi(\mathbb{U})=\Psi(\mathbb{U})$.
Since $\overline{\Phi(z)}=\Phi(\bar{z})$ and similarly for $\Psi$, it follows that the domains $\Phi(\mathbb{U})=\Psi(\mathbb{U})$ are symmetric with respect to the real axe. Therefore, if $\theta$ is the positive argument of the tangent starting from
the origin to the boundary of the domain $\Phi(\mathbb{U})$ that is $\Phi(\partial \mathbb{U})$, for $\alpha \geq \tan \theta$ (see also Figure 1), we obtain that the inequalities (5) and (6) are satisfied, and hence $f_{*}(z)=\frac{z}{1-z} \in \mathcal{N}_{\Sigma}\left(\frac{1}{3}, \frac{1}{5}, \frac{1}{2}, \frac{1}{2} ; \alpha\right)$.

Concluding, for appropriate choices of the parameters $\gamma, \lambda, \delta, \mu$ and $\alpha$, the subclasses $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ are not empty.

Our first main result is presented in the below theorem where we found upper bounds for the first two coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ of the power series expansion of the functions belonging to these classes.

Theorem 1. Let the function $f \in \mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$, with $0<\alpha \leq 1,0 \leq \gamma \leq 1,0 \leq \lambda \leq 1$, $0 \leq \delta \leq 1$ be given by (1). Then,

$$
\left|a_{2}\right| \leq \frac{\alpha}{\sqrt{\left|\alpha(1-\mu) \Phi(\mu, \gamma, \lambda, \delta)+(1-\alpha)(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}\right|}}
$$

and

$$
\left|a_{3}\right| \leq \frac{\alpha^{2}}{8(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}}+\frac{\alpha}{(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))}
$$

where

$$
\begin{align*}
\Phi(\mu, \gamma, \lambda, \delta)=(1-\mu)[\gamma(\gamma-1)+\lambda(\delta+1)(2 \gamma+(\lambda-1)( & \delta+1))-2(\gamma+\lambda(3 \delta+1))]  \tag{7}\\
& +(3-2 \mu)(\gamma+\lambda(2 \delta+1))
\end{align*}
$$

Proof. According to the conditions (3) and (4), we have

$$
\begin{equation*}
\left(\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}\right)^{\gamma}\left[(1-\delta) \frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}+\delta\left(1+\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime \prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}\right)\right]^{\lambda}=[p(z)]^{\alpha} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}\right)^{\gamma}\left[(1-\delta) \frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}+\delta\left(1+\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime \prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}\right)\right]^{\lambda}=[q(w)]^{\alpha} \tag{9}
\end{equation*}
$$

where $g=f^{-1}$, with the functions $p, q \in \mathcal{P}$ having the power series representations

$$
\begin{equation*}
p(z)=1+p_{1} z+p_{2} z^{2}+p_{3} z^{3}+\ldots, z \in \mathbb{U} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
q(w)=1+q_{1} w+q_{2} w^{2}+q_{3} w^{3}+\ldots, w \in \mathbb{U} \tag{11}
\end{equation*}
$$

Equating the corresponding coefficients of (8) and (9), we obtain that

$$
\begin{align*}
& 2(1-\mu)(\gamma+\lambda(\delta+1)) a_{2}=\alpha p_{1}  \tag{12}\\
& \begin{aligned}
& 2(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1)) a_{3} \\
& \quad+2(1-\mu)^{2}[\gamma(\gamma-1)+\lambda(\delta+1)(2 \gamma+(\lambda-1)(\delta+1))-2(\gamma+\lambda(3 \delta+1))] a_{2}^{2} \\
&=\alpha p_{2}+\frac{\alpha(\alpha-1)}{2} p_{1}^{2}
\end{aligned}
\end{align*}
$$

$$
\begin{equation*}
-2(1-\mu)(\gamma+\lambda(\delta+1)) a_{2}=\alpha q_{1} \tag{14}
\end{equation*}
$$

and

$$
\begin{align*}
& 2(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))\left(2 a_{2}^{2}-a_{3}\right) \\
& +2(1-\mu)^{2}[\gamma(\gamma-1)+\lambda(\delta+1)(2 \gamma+(\lambda-1)(\delta+1))-2(\gamma+\lambda(3 \delta+1))] a_{2}^{2}  \tag{15}\\
& =\alpha q_{2}+\frac{\alpha(\alpha-1)}{2} q_{1}^{2} .
\end{align*}
$$

Using (12) and (14), it follows that

$$
\begin{equation*}
p_{1}=-q_{1}, \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
8(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2} a_{2}^{2}=\alpha^{2}\left(p_{1}^{2}+q_{1}^{2}\right) \tag{17}
\end{equation*}
$$

and if we add (13) to (15), we obtain

$$
\begin{equation*}
4(1-\mu) \Phi(\mu, \gamma, \lambda, \delta) a_{2}^{2}=\alpha\left(p_{2}+q_{2}\right)+\frac{\alpha(\alpha-1)}{2}\left(p_{1}^{2}+q_{1}^{2}\right) \tag{18}
\end{equation*}
$$

where $\Phi(\mu, \gamma, \lambda, \delta)$ is given by (7).
Substituting the value of $p_{1}^{2}+q_{1}^{2}$ from (17) into the right-hand side of (18), a simple computation leads to

$$
\begin{equation*}
a_{2}^{2}=\frac{\alpha^{2}\left(p_{2}+q_{2}\right)}{4 \alpha(1-\mu) \Phi(\mu, \gamma, \lambda, \delta)+4(1-\alpha)(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}} \tag{19}
\end{equation*}
$$

Taking the modules of both sides of (19) and using the Lemma 1 for the coefficients $p_{2}$ and $q_{2}$, we obtain

$$
\left|a_{2}\right| \leq \frac{\alpha}{\sqrt{\left|\alpha(1-\mu) \Phi(\mu, \gamma, \lambda, \delta)+(1-\alpha)(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}\right|}}
$$

In order to determine the upper bound of $\left|a_{3}\right|$, subtracting (15) from (13), we have

$$
\begin{equation*}
4(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))\left(a_{3}-a_{2}^{2}\right)=\alpha\left(p_{2}-q_{2}\right)+\frac{\alpha(\alpha-1)}{2}\left(p_{1}^{2}-q_{1}^{2}\right) \tag{20}
\end{equation*}
$$

Substituting the value of $a_{2}^{2}$ from (17) into (20) and using (16), we obtain

$$
\begin{equation*}
a_{3}=\frac{\alpha^{2}\left(p_{1}^{2}+q_{1}^{2}\right)}{8(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}}+\frac{\alpha\left(p_{2}-q_{2}\right)}{4(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))} \tag{21}
\end{equation*}
$$

Taking the modules for both sides of (21) and once again using Lemma 1 for the coefficients $p_{1}, p_{2}, q_{1}$ and $q_{2}$, it follows that

$$
\left|a_{3}\right| \leq \frac{\alpha^{2}}{8(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}}+\frac{\alpha}{(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))^{\prime}}
$$

and the proof of our theorem is complete.
Remark 3. Note that Theorem 1 generalizes some earlier results obtained by different authors:
(i) If, in this theorem, we choose $\gamma=0, \lambda=1$, and $\mu=\frac{1}{2}$, then we have the following result of Li and Wang ([25] Theorem 2.2):
Let $f$ be given by (1) in the class $M_{\Sigma}(\alpha, \delta):=\mathcal{N}_{\Sigma}\left(0,1, \delta, \frac{1}{2} ; \alpha\right), 0 \leq \alpha<1, \delta \geq 0$. Then,

$$
\left|a_{2}\right| \leq \frac{2 \alpha}{(1+\delta)(\alpha+1+\delta-\alpha \delta)}
$$

and

$$
\left|a_{3}\right| \leq \frac{4 \alpha^{2}}{(1+\delta)^{2}}+\frac{\alpha}{1+2 \delta}
$$

(ii) For the special case $\gamma=1, \lambda=0$ and $\mu=\frac{1}{2}$, we obtain the result of Murugusundaramoorthy et al. ([27] Corollary 6), that is:
Let $f$ be given by (1) be in the class $\mathcal{S}_{\Sigma}^{\alpha}:=\mathcal{N}_{\Sigma}\left(1,0, \delta, \frac{1}{2} ; \alpha\right), 0<\alpha \leq 1$. Then,

$$
\left|a_{2}\right| \leq \frac{2 \alpha}{\alpha+1}, \quad\left|a_{3}\right| \leq 4 \alpha^{2}+\alpha
$$

3. Initial Coefficient Estimates for the Bi-Univalent Function Subclass $N_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$

In the next main result of the paper, we also found the upper bounds of the two initial coefficients of the power series. Thus, we define the subclass $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ of the class of bi-univalent functions.

Definition 2. A function $f \in \Sigma$ of the form (1) is called to be in subclass $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ of the class of bi-univalent functions if it satisfies the conditions

$$
\begin{equation*}
\operatorname{Re}\left\{\left(\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}\right)^{\gamma}\left[(1-\delta) \frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}+\delta\left(1+\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime \prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}\right)^{\lambda}\right\}>\beta, z \in \mathbb{U}\right. \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}\left\{\left(\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}\right)^{\gamma}\left[(1-\delta) \frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}+\delta\left(1+\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime \prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}\right)\right]^{\lambda}\right\}>\beta, w \in \mathbb{U}, \tag{23}
\end{equation*}
$$

where

$$
0 \leq \beta<1,0 \leq \gamma \leq 1,0 \leq \lambda \leq 1,0 \leq \delta \leq 1
$$

and $g=f^{-1}$ is given by (2).
Remark 4. The subclass $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ is a generalization of some well-known classes investigated previously, which we recall below:

1. For $\gamma=0, \lambda=1$ and $\mu=\frac{1}{2}$, the class $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ is reduced to the subclass $B_{\Sigma}(\beta, \delta)$ introduced by Li and Wang [25], as follows

$$
\begin{aligned}
B_{\Sigma}(\beta, \delta):=\{f \in \Sigma: \operatorname{Re}[ & \left.(1-\delta) \frac{z f^{\prime}(z)}{f(z)}+\delta\left(1+\frac{z f^{\prime \prime}(z)}{f^{\prime}(z)}\right)\right]>\beta, z \in \mathbb{U}, \text { and } \\
& \left.\operatorname{Re}\left[(1-\delta) \frac{w g^{\prime}(w)}{g(w)}+\delta\left(1+\frac{w g^{\prime \prime}(w)}{g^{\prime}(w)}\right)\right]>\beta, w \in \mathbb{U}\right\},
\end{aligned}
$$

where $g=f^{-1}$ is defined as in (2).
2. For $\gamma=1, \lambda=0$, and $\mu=\frac{1}{2}$, the class $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ is reduced to the subclass $S_{\Sigma^{*}}(\beta)$ that was already investigated by Brannan and Taha [26], and was defined by

$$
S_{\Sigma^{*}}(\beta):=\left\{f \in \Sigma: \operatorname{Re} \frac{z f^{\prime}(z)}{f(z)}>\beta, z \in \mathbb{U}, \text { and } \operatorname{Re} \frac{w g^{\prime}(w)}{g(w)}>\beta, w \in \mathbb{U}\right\}
$$

where $g=f^{-1}$ is defined as in (2).

Remark 5. Considering the same values of the parameters $\gamma, \lambda, \delta, \mu$, and $\alpha$ as in the Remark 2, for the function $f_{*}(z)=\frac{z}{1-z}$, we obtain that the inequalities (22) and (23) become

$$
\operatorname{Re} \Phi(z)>\beta, z \in \mathbb{U}, \quad \operatorname{Re} \Psi(w)>\beta, w \in \mathbb{U}
$$

respectively. As can be seen in Figure 1, there exists a positive value of $\beta<1$ such that the above two inequalities hold, hence $f_{*}(z)=\frac{z}{1-z} \in \mathcal{N}_{\Sigma^{*}}\left(\frac{1}{3}, \frac{1}{5}, \frac{1}{2}, \frac{1}{2} ; \beta\right)$

Consequently, for appropriate choices of the parameters $\gamma, \lambda, \delta, \mu$, and $\beta$, the subclasses $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ are not empty.

Our second main result presented in the next theorem gives upper bounds for the two initial coefficients of the functions belonging to the class $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$.

Theorem 2. If the function $f \in \mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$, with $0 \leq \beta<1,0 \leq \gamma \leq 1,0 \leq \lambda \leq 1$, $0 \leq \delta \leq 1$, is given by (1), then

$$
\left|a_{2}\right| \leq 2 \sqrt{\frac{1-\beta}{(1-\mu)(\gamma+2)(\gamma+1)+2 \mu \lambda(2 \lambda-1)}}
$$

and

$$
\left|a_{3}\right| \leq \frac{4(1-\beta)^{2}}{[(1-\mu)(\gamma+1)+\mu(2 \lambda-1)]^{2}}+\frac{2(1-\beta)}{(1-\mu)(\gamma+2)+\mu(3 \lambda-1)}
$$

Proof. From the relations (22) and (23), it follows that the functions $p, q \in \mathcal{P}$ exist such that

$$
\begin{equation*}
\left(\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}\right)^{\gamma}\left[(1-\delta) \frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)(z)}+\delta\left(1+\frac{z\left(f * \mathrm{I}_{\mu}\right)^{\prime \prime}(z)}{\left(f * \mathrm{I}_{\mu}\right)^{\prime}(z)}\right)^{\lambda}=\beta+(1-\beta) p(z)\right. \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}\right)^{\gamma}\left[(1-\delta) \frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)(w)}+\delta\left(1+\frac{w\left(g * \mathrm{I}_{\mu}\right)^{\prime \prime}(w)}{\left(g * \mathrm{I}_{\mu}\right)^{\prime}(w)}\right)\right]^{\lambda}=\beta+(1-\beta) q(w) \tag{25}
\end{equation*}
$$

where $g=f^{-1}$, and the functions $p, q \in \mathcal{P}$ have the series expansions given by (10) and (11), respectively. Equating the corresponding coefficients of (24) and (25), we deduce

$$
\begin{align*}
& 2(1-\mu)(\gamma+\lambda(\delta+1)) a_{2}=(1-\beta) p_{1}  \tag{26}\\
& 2(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1)) a_{3} \\
& \quad+2(1-\mu)^{2}[\gamma(\gamma-1)+\lambda(\delta+1)(2 \gamma+(\lambda-1)(\delta+1))-2(\gamma+\lambda(3 \delta+1))] a_{2}^{2} \\
& =(1-\beta) p_{2}  \tag{27}\\
& -2(1-\mu)(\gamma+\lambda(\delta+1)) a_{2}=(1-\beta) q_{1} \tag{28}
\end{align*}
$$

and

$$
\begin{align*}
& 2(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))\left(2 a_{2}^{2}-a_{3}\right) \\
& +2(1-\mu)^{2}[\gamma(\gamma-1)+\lambda(\delta+1)(2 \gamma+(\lambda-1)(\delta+1))-2(\gamma+\lambda(3 \delta+1))] a_{2}^{2}  \tag{29}\\
& =(1-\beta) q_{2} .
\end{align*}
$$

From (26) and (28), we find that

$$
\begin{equation*}
p_{1}=-q_{1}, \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
8(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2} a_{2}^{2}=(1-\beta)^{2}\left(p_{1}^{2}+q_{1}^{2}\right) \tag{31}
\end{equation*}
$$

By adding (27) and (29), we obtain

$$
\begin{equation*}
4(1-\mu) \Phi(\mu, \gamma, \lambda, \delta) a_{2}^{2}=(1-\beta)\left(p_{2}+q_{2}\right) \tag{32}
\end{equation*}
$$

where $\Phi(\mu, \gamma, \lambda, \delta)$ is given by (7). Consequently, we have

$$
a_{2}^{2}=\frac{(1-\beta)\left(p_{2}+q_{2}\right)}{4(1-\mu) \Phi(\mu, \gamma, \lambda, \delta)}
$$

Applying the Lemma 1 for the coefficients $p_{2}$ and $q_{2}$, it follows that

$$
\left|a_{2}\right| \leq \sqrt{\frac{1-\beta}{(1-\mu) \Phi(\mu, \gamma, \lambda, \delta)}}
$$

To obtain the upper bound of $\left|a_{3}\right|$, by subtracting (29) from (27), we obtain

$$
4(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))\left(a_{3}-a_{2}^{2}\right)=(1-\beta)\left(p_{2}-q_{2}\right)
$$

or equivalently,

$$
\begin{equation*}
a_{3}=a_{2}^{2}+\frac{(1-\beta)\left(p_{2}-q_{2}\right)}{4(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))} \tag{33}
\end{equation*}
$$

Substituting the value of $a_{2}^{2}$ from (31) into (33), it follows that

$$
a_{3}=\frac{(1-\beta)^{2}\left(p_{1}^{2}+q_{1}^{2}\right)}{8(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}}+\frac{(1-\beta)\left(p_{2}-q_{2}\right)}{4(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))}
$$

Finally, applying once again the Lemma 1 for the coefficients $p_{1}, p_{2}, q_{1}$, and $q_{2}$, we obtain

$$
\left|a_{3}\right| \leq \frac{(1-\beta)^{2}}{(1-\mu)^{2}(\gamma+\lambda(\delta+1))^{2}}+\frac{(1-\beta)}{(1-\mu)(3-2 \mu)(\gamma+\lambda(2 \delta+1))}
$$

Thus, we completed the proof of Theorem 2.
Remark 6. Theorem 2 also generalizes some previous results as follows:
(i) If we choose, in this theorem, that $\gamma=0, \lambda=1$, and $\mu=\frac{1}{2}$, then we obtain the result of $L i$ and Wang ([25] Theorem 3.2) as follows:
Let $f$ be given by (1) in the class $B_{\Sigma}(\beta, \delta):=\mathcal{N}_{\Sigma^{*}}\left(0,1, \delta, \frac{1}{2} ; \beta\right), 0 \leq \beta<1,0 \leq \delta \leq 1$. Then

$$
\left|a_{2}\right| \leq \sqrt{\frac{2(1-\beta)}{1+\delta}}
$$

(ii) For $\gamma=1, \lambda=0$ and $\mu=\frac{1}{2}$, we obtain the next result of Murugusundaramoorthy et al. ([27] Corollary 7):
Let $f$ be given by (1) in the class $\mathcal{S}_{\Sigma}(\beta):=\mathcal{N}_{\Sigma^{*}}\left(1,0, \delta, \frac{1}{2} ; \beta\right), 0 \leq \beta<1,0 \leq \delta \leq 1$. Then

$$
\left|a_{2}\right| \leq \sqrt{2-2 \beta}, \quad\left|a_{3}\right| \leq 4(1-\beta)^{2}+(1-\beta)
$$

## 4. Conclusions

In this article, we defined two new subclasses of bi-univalent functions, that are $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ and $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$, with the aid of the arguments and real parts' upper bounds, respectively. In these definitions, we used the convolution product with
the function $\mathrm{I}_{\mu}$ first defined in [23]. For some particular cases of parameters, the classes $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ generalize those introduced by Li and Wang [25] and Brannan and Taha [26], while $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$ extends the classes $B_{\Sigma}(\beta, \delta)$ of Li and Wang [25], and $S_{\Sigma^{*}}(\beta)$ is defined as studied by Brannan and Taha [26].

The two main results give upper bounds for the first two coefficients of the power series for the functions that belong to these families. Our main results extend those of Li and Wang ([25] Theorem 2.2), Li and Wang ([25] Theorem 3.2), Murugusundaramoorthy et al. ([27] Corollary 6) and Murugusundaramoorthy et al. ([27] Corollary 7).

We would like to mention that neither of the main theorems give the best (i.e., the lowest) upper bounds for $\left|a_{2}\right|$ and $\left|a_{3}\right|$ for the functions that belong to the subclasses $\mathcal{N}_{\Sigma}(\gamma, \lambda, \delta, \mu ; \alpha)$ and $\mathcal{N}_{\Sigma^{*}}(\gamma, \lambda, \delta, \mu ; \beta)$. To find the best (that is the lowest, or so-called the sharp) upper bounds of these coefficients remains an interesting open question, and could motivate researchers to find other methods for this type of study.

Moreover, another open question is to find upper bounds for the general coefficients $\left|a_{n}\right|, n \geq 4$ for the functions of these new classes. Our attempts for the coefficient $\left|a_{4}\right|$ fail because of the very complicated expression of this coefficient, but still remains a challenging problem; maybe another approach could give a satisfactory result in this sense.
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#### Abstract

Hermite-Hadamard inequality is a double inequality that provides an upper and lower bounds of the mean (integral) of a convex function over a certain interval. Moreover, the convexity of a function can be characterized by each of the two sides of this inequality. On the other hand, it is well known that a twice differentiable function is convex, if and only if it admits a nonnegative second-order derivative. In this paper, we obtain a characterization of a class of twice differentiable functions (including the class of convex functions) satisfying second-order differential inequalities. Some special cases are also discussed.
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## 1. Introduction

Inequalities involving convex functions are very useful in many branches of mathematics. The Hermite-Hadamard inequality is the one of the most important inequality for convex functions. This inequality provides an upper and lower bounds of the mean of a convex function over a certain interval. It is mostly used in mathematics to study the properties of convex functions and their applications in optimization and approximation theory, see, e.g., [1-3].

A real-valued function $f$ defined in an interval $I$ is convex if:

$$
f(\iota y+(1-\iota) z) \leq \iota f(y)+(1-\iota) f(z)
$$

for every $\iota \in[0,1]$ and $y, z \in I$. If $f$ is twice differentiable, then $f$ is convex, if and only if its second derivative is nonnegative. The Hermite-Hadamard inequality can be stated as follows: Let $f$ be a real-valued convex function in an interval $I$. Then, for all $x, y \in I$ with $x<y$, we have:

$$
\begin{equation*}
f\left(\frac{x+y}{2}\right) \leq \frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \leq \frac{f(x)+f(y)}{2} \tag{1}
\end{equation*}
$$

Many generalizations and extensions of (1) can be found in the literature. For instance, Dragomir and Agarwal [2] studied the following class of functions:

$$
\mathcal{F}=\left\{f:[a, b] \rightarrow \mathbb{R}: f \text { is differentiable },\left|f^{\prime}\right| \text { is convex }\right\} .
$$

They proved that, if $f \in \mathcal{F}$, then:

$$
\left|\frac{1}{b-a} \int_{a}^{b} f(x) d x-\frac{f(a)+f(b)}{2}\right| \leq \frac{b-a}{8}\left(\left|f^{\prime}(a)\right|+\left|f^{\prime}(b)\right|\right) .
$$

Some improvements and extensions of the above result have been obtained by some authors, see, e.g., [4-7]. Other extensions of (1) to various classes of functions have been obtained: s-convex functions [8-11], log-convex functions [12-14], h-convex functions [15,16], and m-convex functions [17-20]. For other classes of functions, we refer to [21-24] and the references therein. Some extensions of Hermite-Hadamard inequality to a higher dimension can be found in [25-29].

It is interesting to notice that each of the two sides of (1) provides a characterization of convex functions. Namely, if $f$ is a real valued continuous function in an interval $I$, then the following statements are equivalent:
(i) $f$ is convex;
(ii) For all $x, y \in I$ with $x<y$ :

$$
\frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \geq f\left(\frac{x+y}{2}\right)
$$

(iii) For all $x, y \in I$ with $x<y$ :

$$
\begin{equation*}
\frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \leq \frac{f(x)+f(y)}{2} \tag{2}
\end{equation*}
$$

The proof of the implication (ii) $\Longrightarrow$ (i) can be found in ([30], p. 98). For the proof of the implication (iii) $\Longrightarrow$ (i), we refer to (Problem Q, [31], p. 15). On the other hand, one can check easily that (iii) is equivalent to:

$$
\begin{equation*}
\int_{x}^{y} f(\tau) d \tau \leq H^{\prime}(x) f(x)-H^{\prime}(y) f(y) \tag{3}
\end{equation*}
$$

for all $x, y \in I$ with $x<y$, where:

$$
H(z)=\frac{1}{2}(z-x)(y-z), \quad x \leq z \leq y
$$

Observe that $H$ is the unique (nonnegative) solution to the boundary value problem:

$$
\left\{\begin{array}{l}
H^{\prime \prime}(z)=-1, \quad x<z<y \\
H(x)=H(y)=0
\end{array}\right.
$$

From the above remarks, we deduce that, if $f$ is twice differentiable in $I$, then $f^{\prime \prime} \geq 0$ (i.e., $f$ is convex), if and only if (3) holds for all $x, y \in I$ with $x<y$. Thus, (3) provides a characterization of twice differentiable functions in $I$, having a nonnegative second derivative.

Motivated by the above discussion, our aim in this paper is to obtain a characterization of the class of twice continuously differentiable functions $f$ in $I$, satisfying second-order differential inequalities of the form:

$$
\begin{equation*}
\left(\alpha f^{\prime}\right)^{\prime}+\beta f+\gamma \geq 0 \tag{4}
\end{equation*}
$$

where $\alpha$ is twice continuously differentiable in $I$ and $\beta, \gamma$ are continuous in $I$. We shall assume that for all $x, y \in I$ with $x<y$, there exists a unique nonnegative solution $H$ to the boundary value problem:

$$
\left\{\begin{array}{l}
\left(\alpha(z) H^{\prime}(z)\right)^{\prime}+\beta(z) H(z)=-1, \quad x<z<y \\
H(x)=H(y)=0
\end{array}\right.
$$

The rest of the paper is organized as follows. Section 2 is devoted to the main results and their proofs. Namely, we establish a characterization of the class of functions $f$
satisfying differential inequalities of the form (4). In Section 3, we discuss some special cases of (4).

## 2. Main Results

For any interval $J$ of $\mathbb{R}$, by $C^{n}(J)$, where $n \geq 0$ is a natural number, we mean the space of $n$-continuously differentiable functions in $J$.

Let $I$ be an open interval of $\mathbb{R}$. Let $\alpha \in C^{1}(I)$ and $\beta, \gamma \in C(I)$. Throughout this section, it is assumed that for all $x, y \in I$ with $x<y$, there exists a unique nonnegative solution $H \in C^{2}(] x, y[) \cap C([x, y])$ to the Dirichlet boundary value problem:

$$
\left\{\begin{array}{l}
\left(\alpha(z) H^{\prime}(z)\right)^{\prime}+\beta(z) H(z)=-1, \quad x<z<y  \tag{5}\\
H(x)=H(y)=0
\end{array}\right.
$$

We are concerned with the class of functions $f \in C^{2}(I)$ satisfying the second-order differential inequality:

$$
\begin{equation*}
\left(\alpha(z) f^{\prime}(z)\right)^{\prime}+\beta(z) f(z)+\gamma(z) \geq 0, \quad z \in I \tag{6}
\end{equation*}
$$

Our main result, which is stated below, provides a characterization of this class of functions.

Theorem 1. Let $\alpha \in C^{1}(I), \beta, \gamma \in C(I)$ and $f \in C^{2}(I)$. The following statements are equivalent:
(i) (6) holds;
(ii) For all $x, y \in I$ with $x<y$, it holds that:

$$
\begin{equation*}
\int_{x}^{y} f(\tau) d \tau \leq H^{\prime}(x) \alpha(x) f(x)-H^{\prime}(y) \alpha(y) f(y)+\int_{x}^{y} \gamma(\tau) H(\tau) d \tau \tag{7}
\end{equation*}
$$

Proof. Assume that (6) holds. Let $x, y \in I$ with $x<y$. Multiplying (6) by $H$ (notice that $H \geq 0$ ) and integrating over $] x, y[$, we obtain:

$$
\begin{equation*}
\int_{x}^{y}\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime} H(\tau) d \tau+\int_{x}^{y} \beta(\tau) f(\tau) H(\tau) d \tau \geq-\int_{x}^{y} \gamma(\tau) H(\tau) d \tau \tag{8}
\end{equation*}
$$

An integration by parts gives us that:

$$
\int_{x}^{y}\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime} H(\tau) d \tau=\left[\alpha(\tau) f^{\prime}(\tau) H(\tau)\right]_{\tau=x}^{y}-\int_{x}^{y} f^{\prime}(\tau)\left(\alpha(\tau) H^{\prime}(\tau)\right) d \tau
$$

On the other hand, by (5), we have $H(x)=H(y)=0$, which yields:

$$
\left[\alpha(\tau) f^{\prime}(\tau) H(\tau)\right]_{\tau=x}^{y}=0
$$

Then, it holds that:

$$
\int_{x}^{y}\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime} H(\tau) d \tau=-\int_{x}^{y} f^{\prime}(\tau)\left(\alpha(\tau) H^{\prime}(\tau)\right) d \tau
$$

Integrating again by parts, we obtain:

$$
\begin{aligned}
& \int_{x}^{y}\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime} H(\tau) d \tau \\
& =-\left[f(\tau) \alpha(\tau) H^{\prime}(\tau)\right]_{\tau=x}^{y}+\int_{x}^{y} f(\tau)\left(\alpha(\tau) H^{\prime}(\tau)\right)^{\prime} d \tau \\
& =-H^{\prime}(y) \alpha(y) f(y)+H^{\prime}(x) \alpha(x) f(x)+\int_{x}^{y} f(\tau)\left(\alpha(\tau) H^{\prime}(\tau)\right)^{\prime} d \tau
\end{aligned}
$$

However, due to (5), we have $\left(\alpha(\tau) H^{\prime}(\tau)\right)^{\prime}=-1-\beta(\tau) H(\tau)$, which yields:

$$
\begin{align*}
& \int_{x}^{y}\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime} H(\tau) d \tau \\
& =-H^{\prime}(y) \alpha(y) f(y)+H^{\prime}(x) \alpha(x) f(x)-\int_{x}^{y} f(\tau) d \tau-\int_{x}^{y} \beta(\tau) f(\tau) H(\tau) d \tau \tag{9}
\end{align*}
$$

Thus, (7) follows from (8) and (9). This shows that (i) $\Longrightarrow$ (ii). Assume now that (ii) holds. Let $x \in I$ be fixed. Then, for all $\varepsilon>0$ (sufficiently small), we have:

$$
\begin{equation*}
\int_{x-\varepsilon}^{x+\varepsilon} f(\tau) d \tau \leq H^{\prime}(x-\varepsilon) \alpha(x-\varepsilon) f(x-\varepsilon)-H^{\prime}(x+\varepsilon) \alpha(x+\varepsilon) f(x+\varepsilon)+\int_{x-\varepsilon}^{x+\varepsilon} \gamma(\tau) H(\tau) d \tau \tag{10}
\end{equation*}
$$

where $H$ is the unique positive solution to the boundary value problem:

$$
\left\{\begin{array}{l}
\left(\alpha(z) H^{\prime}(z)\right)^{\prime}+\beta(z) H(z)=-1, \quad x-\varepsilon<z<x+\varepsilon  \tag{11}\\
H(x-\varepsilon)=H(x+\varepsilon)=0
\end{array}\right.
$$

Moreover, by (11), we have:

$$
\int_{x-\varepsilon}^{x+\varepsilon} f(\tau) d \tau=-\int_{x-\varepsilon}^{x+\varepsilon}\left(\left(\alpha(\tau) H^{\prime}(\tau)\right)^{\prime}+\beta(\tau) H(\tau)\right) f(\tau) d \tau
$$

Integrating by parts, we obtain:

$$
\begin{aligned}
& \int_{x-\varepsilon}^{x+\varepsilon} f(\tau) d \tau \\
& =-\int_{x-\varepsilon}^{x+\varepsilon}\left(\alpha(\tau) H^{\prime}(\tau)\right)^{\prime} f(\tau) d \tau-\int_{x-\varepsilon}^{x+\varepsilon} \beta(\tau) H(\tau) f(\tau) d \tau \\
& =-\left[\alpha(\tau) H^{\prime}(\tau) f(\tau)\right]_{\tau=x-\varepsilon}^{x+\varepsilon}+\int_{x-\varepsilon}^{x+\varepsilon} H^{\prime}(\tau) \alpha(\tau) f^{\prime}(\tau) d \tau-\int_{x-\varepsilon}^{x+\varepsilon} \beta(\tau) H(\tau) f(\tau) d \tau \\
& =\alpha(x-\varepsilon) H^{\prime}(x-\varepsilon) f(x-\varepsilon)-\alpha(x+\varepsilon) H^{\prime}(x+\varepsilon) f(x+\varepsilon)+\left[H(\tau) \alpha(\tau) f^{\prime}(\tau)\right]_{\tau=x-\varepsilon}^{x+\varepsilon} \\
& \quad-\int_{x-\varepsilon}^{x+\varepsilon} H(\tau)\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime} d \tau-\int_{x-\varepsilon}^{x+\varepsilon} \beta(\tau) H(\tau) f(\tau) d \tau
\end{aligned}
$$

Since $H(x-\varepsilon)=H(x+\varepsilon)=0$, we obtain:

$$
\begin{aligned}
& \int_{x-\varepsilon}^{x+\varepsilon} f(\tau) d \tau \\
& =\alpha(x-\varepsilon) H^{\prime}(x-\varepsilon) f(x-\varepsilon)-\alpha(x+\varepsilon) H^{\prime}(x+\varepsilon) f(x+\varepsilon) \\
& \quad-\int_{x-\varepsilon}^{x+\varepsilon} H(\tau)\left(\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime}+\beta(\tau) f(\tau)\right) d \tau
\end{aligned}
$$

Hence, by (10), it holds that:

$$
\int_{x-\varepsilon}^{x+\varepsilon} H(\tau)\left(\left(\alpha(\tau) f^{\prime}(\tau)\right)^{\prime}+\beta(\tau) f(\tau)+\gamma(\tau)\right) d \tau \geq 0
$$

Since $H \geq 0$ and $\left(\alpha f^{\prime}\right)^{\prime}+\beta f+\gamma \in C([x-\varepsilon, x+\varepsilon])$, then there exists $z_{\varepsilon} \in[x-\varepsilon, x+\varepsilon]$ such that:

$$
\left(\alpha\left(z_{\varepsilon}\right) f^{\prime}\left(z_{\varepsilon}\right)\right)^{\prime}+\beta\left(z_{\varepsilon}\right) f\left(z_{\varepsilon}\right)+\gamma\left(z_{\varepsilon}\right) \geq 0
$$

Passing to the limit as $\varepsilon \rightarrow 0^{+}$in the above inequality, we obtain:

$$
\left(\alpha(x) f^{\prime}(x)\right)^{\prime}+\beta(x) f(x)+\gamma(x) \geq 0
$$

which proves that (6) holds. This shows that (ii) $\Longrightarrow$ (i).
Replacing $f$ by $-f$ and $\gamma$ by $-\gamma$ in Theorem 1, we obtain the following result.

Theorem 2. Let $\alpha \in C^{1}(I), \beta, \gamma \in C(I)$ and $f \in C^{2}(I)$. The following statements are equivalent:
(i) $\quad\left(\alpha(z) f^{\prime}(z)\right)^{\prime}+\beta(z) f(z)+\gamma(z) \leq 0, \quad z \in I$;
(ii) For all $x, y \in I$ with $x<y$, it holds that:

$$
\int_{x}^{y} f(\tau) d \tau \geq H^{\prime}(x) \alpha(x) f(x)-H^{\prime}(y) \alpha(y) f(y)+\int_{x}^{y} \gamma(\tau) H(\tau) d \tau
$$

From Theorem 1, we deduce the following result.
Corollary 1. Let $\alpha \in C^{1}(I), \beta, \gamma \in C(I)$ and $f \in C^{2}(I)$. If (6) holds, then for all $x, y \in I$ with $x<y$, we have:

$$
\begin{align*}
\int_{x}^{y} f(\tau) d \tau \leq & H_{1}^{\prime}(x) \alpha(x) f(x)-H_{2}^{\prime}(y) \alpha(y) f(y)+\int_{x}^{y} \gamma(\tau) H(\tau) d \tau \\
& -\left[H_{1}^{\prime}\left(\frac{x+y}{2}\right)-H_{2}^{\prime}\left(\frac{x+y}{2}\right)\right] \alpha\left(\frac{x+y}{2}\right) f\left(\frac{x+y}{2}\right) \tag{12}
\end{align*}
$$

where $H_{1}$ and $H_{2}$ are the unique nonnegative solutions to the boundary value problems:

$$
\begin{align*}
& \left\{\begin{array}{l}
\left(\alpha(z) H_{1}^{\prime}(z)\right)^{\prime}+\beta(z) H_{1}(z)=-1, \quad x<z<\frac{x+y}{2} \\
H_{1}(x)=H_{1}\left(\frac{x+y}{2}\right)=0
\end{array}\right.  \tag{13}\\
& \left\{\begin{array}{l}
\left(\alpha(z) H_{2}^{\prime}(z)\right)^{\prime}+\beta(z) H_{2}(z)=-1, \quad \frac{x+y}{2}<z<y \\
H_{2}\left(\frac{x+y}{2}\right)=H_{2}(y)=0
\end{array}\right. \tag{14}
\end{align*}
$$

and

$$
H(z)= \begin{cases}H_{1}(z) & \text { if } \quad x \leq z \leq \frac{x+y}{2}  \tag{15}\\ H_{2}(z) & \text { if } \quad \frac{x+y}{2}<z \leq y\end{cases}
$$

Proof. Writing (7) with $\frac{x+y}{2}$ instead of $y$, we obtain:

$$
\begin{align*}
& \int_{x}^{\frac{x+y}{2}} f(\tau) d \tau \\
& \leq H_{1}^{\prime}(x) \alpha(x) f(x)-H_{1}^{\prime}\left(\frac{x+y}{2}\right) \alpha\left(\frac{x+y}{2}\right) f\left(\frac{x+y}{2}\right)+\int_{x}^{\frac{x+y}{2}} \gamma(\tau) H_{1}(\tau) d \tau \tag{16}
\end{align*}
$$

Similarly, writing (7) with $\frac{x+y}{2}$ instead of $x$, we obtain:

$$
\begin{align*}
& \int_{\frac{x+y}{2}}^{y} f(\tau) d \tau \\
& \leq H_{2}^{\prime}\left(\frac{x+y}{2}\right) \alpha\left(\frac{x+y}{2}\right) f\left(\frac{x+y}{2}\right)-H_{2}^{\prime}(y) \alpha(y) f(y)+\int_{\frac{x+y}{2}}^{y} \gamma(\tau) H_{2}(\tau) d \tau \tag{17}
\end{align*}
$$

Adding (16) to (17), we obtain (12).
Similarly, from Theorem 2, we deduce the following result.
Corollary 2. Let $\alpha \in C^{1}(I), \beta, \gamma \in C(I)$ and $f \in C^{2}(I)$. If:

$$
\left(\alpha(z) f^{\prime}(z)\right)^{\prime}+\beta(z) f(z)+\gamma(z) \leq 0, \quad z \in I
$$

then for all $x, y \in I$ with $x<y$, we have:

$$
\begin{aligned}
\int_{x}^{y} f(\tau) d \tau \geq & \left.H_{1}^{\prime}(x) \alpha(x) f(x)-H_{2}^{\prime}(y) \alpha(y) f(y)+\int_{x}^{y} \gamma(\tau)\right) H(\tau) d \tau \\
& -\left[H_{1}^{\prime}\left(\frac{x+y}{2}\right)-H_{2}^{\prime}\left(\frac{x+y}{2}\right)\right] \alpha\left(\frac{x+y}{2}\right) f\left(\frac{x+y}{2}\right)
\end{aligned}
$$

where $H_{1}$ (resp. $H_{2}$ ) is the unique nonnegative solution to (13) (resp. (14)) and $H$ is defined by (15).
From Corollary 1, we deduce the following refinement of Hermite-Hadamard inequality (see [29]).

Corollary 3. Let $f \in C^{2}(I)$ be a convex function. Then, for all $x, y \in I$ with $x<y$, we have:

$$
\begin{equation*}
\frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \leq \frac{1}{2}\left(\frac{f(x)+f(y)}{2}+f\left(\frac{x+y}{2}\right)\right) \tag{18}
\end{equation*}
$$

Proof. Taking:

$$
\alpha=1, \beta=\gamma=0
$$

in Corollary 1, we obtain:

$$
H_{1}(z)=\frac{1}{4}(z-x)(x+y-2 z), \quad x \leq z \leq \frac{x+y}{2}
$$

and

$$
H_{2}(z)=\frac{1}{4}(y-z)(2 z-x-y), \quad \frac{x+y}{2} \leq z \leq y
$$

Then, by (12), we obtain (18).
Similarly, from Corollary 2, we deduce the following result.
Corollary 4. Let $f \in C^{2}(I)$ be a concave function. Then, for all $x, y \in I$ with $x<y$, we have

$$
\frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \geq \frac{1}{2}\left(\frac{f(x)+f(y)}{2}+f\left(\frac{x+y}{2}\right)\right) .
$$

## 3. Applications

In this section, some special cases of Theorems 1 and 2 are discussed. Namely, we provide characterizations of various classes of functions satisfying differential inequalities of type (6). We first consider the classes of functions:

$$
\begin{equation*}
\mathcal{F}_{\ell}^{+}=\left\{f \in C^{2}(I): f^{\prime \prime}(z) \geq \ell, z \in I\right\} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}_{\ell}^{-}=\left\{f \in C^{2}(I): f^{\prime \prime}(z) \leq \ell, z \in I\right\} \tag{20}
\end{equation*}
$$

where $\ell \in \mathbb{R}$ is a constant. Observe that for $\ell=0, \mathcal{F}_{0}^{+}$reduces to the class of twice continuously differentiable convex functions, while $\mathcal{F}_{0}^{-}$reduces to the class of twice continuously differentiable concave functions. We recall that in [29], Niculescu and Persson proved that, if $f \in \mathcal{F}_{\ell}^{+}$, then for all $x, y \in I$ with $x<y$, it holds that:

$$
\begin{equation*}
\frac{f(x)+f(y)}{2}-\frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \geq \frac{\ell(y-x)^{2}}{12} \tag{21}
\end{equation*}
$$

Furthermore, if $f \in \mathcal{F}_{\ell}^{-}$, then for all $x, y \in I$ with $x<y$, it holds that:

$$
\begin{equation*}
\frac{f(x)+f(y)}{2}-\frac{1}{y-x} \int_{x}^{y} f(\tau) d \tau \leq \frac{\ell(y-x)^{2}}{12} \tag{22}
\end{equation*}
$$

In this section, we show that (21) (resp. (22)) provides a characterization of the class of functions $\mathcal{F}_{\ell}^{+}$(resp. $\mathcal{F}_{\ell}^{-}$). We next consider the classes of functions

$$
\begin{equation*}
\mathcal{G}_{\lambda}^{+}=\left\{f \in C^{2}(I): f^{\prime \prime}(z)-\lambda f(z) \geq 0, z \in I\right\} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}_{\lambda}^{-}=\left\{f \in C^{2}(I): f^{\prime \prime}(z)-\lambda f(z) \leq 0, z \in I\right\} \tag{24}
\end{equation*}
$$

where $\lambda>0$. Observe that when $\lambda=0, \mathcal{G}_{0}^{+}$reduces to the class of twice continuously differentiable convex functions, while $\mathcal{G}_{0}^{-}$reduces to the class of twice continuously differentiable concave functions.

### 3.1. Characterizations of the Classes of Functions $\mathcal{F}_{\ell}^{ \pm}$

Let $I$ be an open interval of $\mathbb{R}$. Let $\ell \in \mathbb{R}$. The following result provides a characterization of the class of functions $\mathcal{F}_{\ell}^{+}$defined by (19).

Corollary 5. Let $f \in C^{2}(I)$. The following statements are equivalent:
(i) $f \in \mathcal{F}_{\ell}^{+}$;
(ii) For all $x, y \in I$ with $x<y$, (21) holds.

Proof. Observe that:

$$
\mathcal{F}_{\ell}^{+}=\left\{f \in C^{2}(I):\left(\alpha(z) f^{\prime}(z)\right)^{\prime}+\beta(z) f(z)+\gamma(z) \geq 0, z \in I\right\}
$$

where

$$
\alpha=1, \beta=0, \gamma=-\ell
$$

Hence, by Theorem 1, $f \in \mathcal{F}_{\ell}^{+}$, if and only if, for all $x, y \in I$ with $x<y$, it holds that:

$$
\begin{equation*}
\int_{x}^{y} f(\tau) d \tau \leq H^{\prime}(x) f(x)-H^{\prime}(y) f(y)-\ell \int_{x}^{y} H(\tau) d \tau \tag{25}
\end{equation*}
$$

where

$$
H(z)=\frac{1}{2}(z-x)(y-z), \quad x \leq z \leq y
$$

is the unique (nonnegative) solution to the boundary value problem:

$$
\left\{\begin{array}{l}
H^{\prime \prime}(z)=-1, \quad x<z<y \\
H(x)=H(y)=0
\end{array}\right.
$$

On the other hand, for all $x, y \in I$ with $x<y$, we have:

$$
\begin{aligned}
& H^{\prime}(x) f(x)-H^{\prime}(y) f(y)-\ell \int_{x}^{y} H(\tau) d \tau \\
& =\frac{y-x}{2} f(x)-\frac{1}{2}(x-y) f(y)-\frac{\ell}{2} \int_{x}^{y}\left(-\tau^{2}+(x+y) \tau-x y\right) d \tau \\
& =(y-x) \frac{f(x)+f(y)}{2}-\frac{\ell}{2}\left[-\frac{\tau^{3}}{3}+\frac{x+y}{2} \tau^{2}-x y \tau\right]_{\tau=x}^{y} \\
& =(y-x) \frac{f(x)+f(y)}{2}-\frac{\ell}{12}\left(y^{3}-x^{3}-3 x y^{2}+3 x^{2} y\right) \\
& =(y-x) \frac{f(x)+f(y)}{2}-\frac{\ell}{12}(y-x)^{3}
\end{aligned}
$$

which shows that (25) is equivalent to (21).
Similarly, using Theorem 2 (or replacing $f$ by $-f$ and $\ell$ by $-\ell$ in Corollary 5), we obtain the following characterization of the class of functions $\mathcal{F}_{\ell}^{-}$defined by (20).

Corollary 6. Let $f \in C^{2}(I)$. The following statements are equivalent:
(i) $f \in \mathcal{F}_{\ell}^{-}$;
(ii) For all $x, y \in I$ with $x<y$, (22) holds.

### 3.2. Characterizations of the Classes of Functions $\mathcal{G}_{\lambda}^{ \pm}$

Let $I$ be an open interval of $\mathbb{R}$ and $\lambda>0$. We first need the following lemma. Its proof is elementary; we omit the details.

Lemma 1. For all $x, y \in I$ with $x<y$, the following boundary value problem:

$$
\left\{\begin{array}{l}
H^{\prime \prime}(z)-\lambda H(z)=-1, \quad x<z<y \\
H(x)=H(y)=0
\end{array}\right.
$$

admits a unique nonnegative solution given by:

$$
\begin{equation*}
H(z)=\frac{e^{-\sqrt{\lambda} z}\left(e^{\sqrt{\lambda} x}-e^{\sqrt{\lambda} z}\right)\left(e^{\sqrt{\lambda} z}-e^{\sqrt{\lambda} y}\right)}{\lambda\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}, \quad x \leq z \leq y \tag{26}
\end{equation*}
$$

The following result provides a characterization of the class of functions $\mathcal{G}_{\lambda}^{+}$defined by (23).

Corollary 7. Let $f \in C^{2}(I)$. The following statements are equivalent:
(i) $f \in \mathcal{G}_{\lambda}^{+}$;
(ii) For all $x, y \in I$ with $x<y$, it holds that:

$$
\begin{equation*}
\int_{x}^{y} f(\tau) d \tau \leq \frac{e^{\sqrt{\lambda} y}-e^{\sqrt{\lambda} x}}{\sqrt{\lambda}\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}(f(x)+f(y)) \tag{27}
\end{equation*}
$$

Proof. Observe that:

$$
\mathcal{G}_{\lambda}^{+}=\left\{f \in C^{2}(I):\left(\alpha(z) f^{\prime}(z)\right)^{\prime}+\beta(z) f(z)+\gamma(z) \geq 0, z \in I\right\}
$$

where

$$
\alpha=1, \beta=-\lambda, \gamma=0
$$

Hence, by Theorem 1, $f \in \mathcal{G}_{\lambda}^{+}$, if and only if, for all $x, y \in I$ with $x<y$, it holds that:

$$
\begin{equation*}
\int_{x}^{y} f(\tau) d \tau \leq H^{\prime}(x) f(x)-H^{\prime}(y) f(y) \tag{28}
\end{equation*}
$$

where $H$ is given by (26). On the other hand, for all $x, y \in I$ with $x<y$, we have:

$$
H^{\prime}(z)=\frac{e^{\sqrt{\lambda}(x-z+y)}-e^{\sqrt{\lambda} z}}{\sqrt{\lambda}\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}, \quad x \leq z \leq y
$$

which yields:

$$
H^{\prime}(x)=\frac{e^{\sqrt{\lambda} y}-e^{\sqrt{\lambda} x}}{\sqrt{\lambda}\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}
$$

and

$$
H^{\prime}(y)=\frac{e^{\sqrt{\lambda} x}-e^{\sqrt{\lambda} y}}{\sqrt{\lambda}\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}=-H^{\prime}(x)
$$

Hence, for all $x, y \in I$ with $x<y$, we have:

$$
\begin{aligned}
& H^{\prime}(x) f(x)-H^{\prime}(y) f(y) \\
& =H^{\prime}(x)(f(x)+f(y)) \\
& =\frac{e^{\sqrt{\lambda} y}-e^{\sqrt{\lambda} x}}{\sqrt{\lambda}\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}(f(x)+f(y))
\end{aligned}
$$

which shows that (28) is equivalent to (27).
Remark 1. Passing to the limit as $\lambda \rightarrow 0^{+}$, (27) reduces to the standard Hermite-Hadamard inequality (2).

Similarly, using Theorem 2 (or replacing $f$ by $-f$ in Corollary 7), we obtain the following characterization of the class of functions $\mathcal{G}_{\lambda}^{-}$defined by (24).

Corollary 8. Let $f \in C^{2}(I)$. The following statements are equivalent:
(i) $f \in \mathcal{G}_{\lambda}^{-}$;
(ii) For all $x, y \in I$ with $x<y$, it holds that:

$$
\int_{x}^{y} f(\tau) d \tau \geq \frac{e^{\sqrt{\lambda} y}-e^{\sqrt{\lambda} x}}{\sqrt{\lambda}\left(e^{\sqrt{\lambda} x}+e^{\sqrt{\lambda} y}\right)}(f(x)+f(y))
$$

## 4. Conclusions

The Hermite-Hadamard inequality (Inequality (1)) provides an upper and lower bounds of the (integral) mean of a convex function over a certain interval. Moreover, each of the two sides of (1) provides a characterization of convex functions. In the special case when a function $f$ is twice differentiable in a certain interval $I$, the convexity of $f$ is equivalent to the differential inequality $f^{\prime \prime} \geq 0$ in $I$. Thus, it is natural to ask whether it is possible to obtain a characterization of twice differentiable functions satisfying more general differential inequalities. In this paper, we gave a positive answer to this question for the class of functions $f$ satisfying differential inequalities of the form $\left(\alpha f^{\prime}\right)^{\prime}+\beta f+\gamma \geq 0$ in $I$, where $\alpha \in C^{1}(I)$ and $\beta, \gamma \in C(I)$. Namely, assuming that for every $x, y \in I$ with $x<y$, the Dirichlet boundary value problem:

$$
\left\{\begin{array}{l}
\left(\alpha(z) H^{\prime}(z)\right)^{\prime}+\beta(z) H(z)=-1, \quad x<z<y \\
H(x)=H(y)=0
\end{array}\right.
$$

admits a unique nonnegative solution $H$. We show that the considered differential inequality is equivalent to:

$$
\int_{x}^{y} f(\tau) d \tau \leq H^{\prime}(x) \alpha(x) f(x)-H^{\prime}(y) \alpha(y) f(y)+\int_{x}^{y} \gamma(\tau) H(\tau) d \tau
$$

for every $x, y \in I$ with $x<y$. The above inequality is a generalization of the right side of Hermite-Hadamard inequality (1), which can be obtained by taking $\alpha=1$ and $\beta=\gamma=0$. We also discussed some special cases of $\alpha, \beta$ and $\gamma$, and provided some characterizations in those cases.

In this work, only second-order differential inequalities are investigated. It would be interesting to show whether it is possible to obtain a characterization of functions $f$ satisfying higher-order differential inequalities. For instance, the class of functions $f$ satisfying $f^{\prime \prime \prime \prime} \geq 0$ in I deserves to be studied.
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#### Abstract

This work is inspired by some recent developments on the extension of Lipschitz real functions based on the minimization of the maximum value of the slopes of a reference set for this function. We propose a new method in which an integral $p$-average is optimized instead of its maximum value. We show that this is a particular case of a more general theoretical approach studied here, provided by measure-valued representations of the metric spaces involved, and a duality formula. For $p=2$, explicit formulas are proved, which are also shown to be a particular case of a more general class of measure-based extensions, which we call ellipsoidal measure extensions. The Lipschitz-type boundedness properties of such extensions are shown. Examples and concrete applications are also given.
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MSC: 26A16; 54C20

## 1. Introduction

The process of extending a real function $f: S \rightarrow \mathbb{R}$, where $S$ is a subset of a metric space $M$, to the whole space $M$ can be approached from different perspectives. For example, assuming a linear structure on $M$ (i.e., $M$ is a normed space), the Hahn-Banach theorem states that if $S$ is a vector subspace of $M$ and $f$ is linear and continuous on $S, f$ can be extended to a linear and continuous functional $F: M \rightarrow \mathbb{R}$. Moreover, the norm of the functional is preserved, such that $\|F\|=\|f\|$. On the other hand, the classical McShaneWhitney theorem gives the Lipschitz counterpart of this result. If $M$ is just a metric space and $f: S \rightarrow \mathbb{R}$ is a Lipschitz map (no linearity involved), we can always find an extension of $f$ to $M$ preserving the Lipschitz constant [1,2].

There is a large class of variants of extension theorems for continuous and Lipschitz maps, which aim to cover different requirements on the results obtained. From the theoretical point of view, it is a first order problem to know under which requirements it is possible to find an extension of real-valued functions preserving some continuity property, e.g., continuity, uniform continuity, Lipschitz, etc. Let us expose some results in this direction. The classical Tietze theorem states that, given a normal topological space $X$, if $S$ is a closed subset of $X$ and $f: S \rightarrow \mathbb{R}$ is continuous, then there exists a continuous extension $\widehat{f}: X \rightarrow \mathbb{R}$ of $f$, and it can be chosen in such a way that $\inf _{S} f \leq \widehat{f} \leq \sup _{S} f$ on $X$ [3]. In this case, continuity and point-wise bounds are preserved, but nothing is said about the extension procedure. In this direction, more recent results are known. For example, the next result is due to Matoušková (see [4] and also [5]). Let ( $X, \tau$ ) be a compact Hausdorff metric space, $d$ a $\tau$-lower semicontinuous metric on $X$, and $S \subset X$ a $\tau$-closed set. Suppose that there is a real-valued continuous function $g$ in $S$ such that it is also Lipschitz with respect to $d$. Then there exists a continuous function $f$ on $X$ that extends $g$ and $\min _{S} g \leq f \leq \max _{S} g$, and $f$ is also Lipschitz with the same Lipschitz constant as $g$. Thus, continuity, the Lipschitz constant as well as point-wise bounds are preserved. When the analysis is restricted to
subsets of Euclidean spaces, stronger results can be obtained. For example, for the case of non-expansive maps $N(S)$ in subsets $S$ of Euclidean spaces (that is, functions $f: S \rightarrow X$ such that $\|f(x)-f(y)\| \leq\|x-y\|$ for $x, y \in S$ ), we have the next result by Kopecká [6], [Th. 1.3] : let $X$ be a Euclidean space and let $S \subset X$ be a compact subset. Then there exists a uniformly continuous function $F: N(S) \rightarrow N(X)$ such that, if $f \in N(S)$, then $\left.F(f)\right|_{S}=f$, and if $f$ is Lipschitz, then $F(f)$ is also Lipschitz with the same Lipschitz constant.

All these extension results have the common property of belonging to abstract existence. None of them provide effective computational procedures or explicit formulas. However, Lipschitz extensions have become a fundamental tool in many disciplines that are experiencing a strong growth in recent years, such as artificial intelligence (see, for example, [7-12]); thus, applied approaches are also needed.

In the present paper, we are interested in showing some explicit formulas to give concrete extensions satisfying certain Lipschitz-type inequalities. From this applied point of view, we have as a main reference the method of Oberman [13] and Milman [14]. This procedure minimizes for each $x \in M \backslash S$ the maximum slope of the segment from $f(x)$ to any $f(s)$ with $s \in S$ (see Figure 1). The slope is given by $|f(x)-f(s)| / d(x, s)$. For any possible value $y \in \mathbb{R}$ that we could assign to $F(x)$, the maximum value of the slope is given by

$$
M_{x}(y)=\sup _{s \in S} \frac{|y-f(s)|}{d(x, s)}=\left\|\frac{y-f(\cdot)}{d(x, \cdot)}\right\|_{\infty}
$$



Figure 1. Geometric construction by Oberman and Milman (left) and the one that minimizes $M_{x}^{p}(y)$ for $p=2$ (right). In black, the graph of $f(x)=-x^{2}+4 x-3$ for $1 \leq x \leq 2$, to be extended to the point $x=0$. In blue, the point $y$ that minimizes the problem, and in grey, an example point, $y=1$.

The proposed extension is then given by $F(x)=\arg \min _{y \in \mathbb{R}} M_{x}(y)$. Since we want to define an extension of $f$, for each $s \in S$, we define $F(s)=f(s)$. In [13], it is shown that it can be explicitly computed, and important properties about the extension are also proven, such as that it preserves the Lipschitz constant (see also [14]).

Our idea in this paper is to study the extension of $f$ defined as follows. For each $x \in M \backslash S$, we minimize, instead of the maximum, an "integral $p$-average" of the slopes of the segment from $f(x)$ to any of the values of $f(s)$ with $s \in S$. To compute this " $p$-average", we consider a probability Borel measure on $S, \mu \in \mathcal{P}(S)$, and fix $1 \leq p<+\infty$. That is,

$$
M_{x}^{p}(y)=\left(\int_{S}\left|\frac{y-f(s)}{d(x, s)}\right|^{p} d \mu(s)\right)^{\frac{1}{p}}=\left\|\frac{y-f(\cdot)}{d(x, \cdot)}\right\|_{p}
$$

This will be explained in Section 3. We intend to introduce some smoothing elements into the extensions in this way; this property has become an important feature in recent research on the subject, both from a theoretical and applied point of view (see, for example, $[7,15]$ ). In Section 3.1, we will see that the above minimization problem for $p=2$ (when
$S$ is compact and $f$ is integrable) can be solved explicitly for $x \in M \backslash S$. The solution is given by the equation

$$
F(x)=\left(\int_{S} \frac{f(s)}{d(x, s)^{2}} d \mu(s)\right) \cdot\left(\int_{S} \frac{1}{d(x, s)^{2}} d \mu(s)\right)^{-1}
$$

However, this article also has a more theoretical purpose. We show that the method explained above can be integrated into a more general framework for the extension of continuous maps defined on compact subsets of metric spaces. This is done in Section 2. In order to do so, if $(M, d)$ is a metric space and $f: S \rightarrow \mathbb{R}$, we intend to find a suitable extension of $f$ to $M$ preserving some natural constant associated with Lipschitz-type inequalities. Let us first recall some basic concepts. If $S$ is a compact set, we write $\mathcal{B}(S)$ for the associated Borel $\sigma$-algebra. As usual, we will denote by $\mathcal{M}(S)$ the Banach space of real-valued measures of bounded variation and by $\mathcal{C}(S)$ the Banach space of real-valued continuous functions. Recall that $\mathcal{M}(S)$ can be identified as the dual space of $\mathcal{C}(S)$ via the Riesz representation theorem; that is, $\mathcal{M}(S)=\mathcal{C}(S)^{*}$. If $\mu \in \mathcal{M}(S), L^{1}(\mu)$ is the Lebesgue space of $\mu$-integrable functions. Recall that a measure $\mu_{0}$ is $\mu$-continuous (or absolutely continuous with respect to $\mu)$ if $\mu(A)=0$ implies $\mu_{0}(A)=0$ for every $A \in \mathcal{B}(S)$. If $s \in S$, we write as usual $\delta_{s} \in \mathcal{M}(S)$ for the Dirac delta measure.

Our idea is to consider the function we want to extend $f \in \mathcal{C}(S)$ as a functional acting on the elements of a characteristic subset of its topological (linear) dual space: the space of regular Borel measures $\mathcal{M}(S)$. The subset $\mathcal{P}(S)$ of all the probability regular Borel measures on $S$ will be used instead when the normalization is required.

Using the duality, we can write a Lipschitz-type inequality as a composition of two elements,

1. A map $x \mapsto \mu_{x}$, that relates each element $x$ of $M$ with a measure $\mu_{x} \in \mathcal{M}(S)$;
2. The function $f \in \mathcal{C}(S)$ being understood as an element of the pre-dual of $\mathcal{M}(S)$.

The inequality is $\left|\left\langle f, \mu_{x}-\mu_{y}\right\rangle\right| \leq K d(x, y), x, y \in M$. It is easy to see that this definition makes sense for trivial cases; for instance, if we take $M=S$ and $x \mapsto \mu_{x}=\delta_{x} \in \mathcal{P}(S)$ as the representation map, we have that

$$
\left|\left\langle f, \delta_{x}-\delta_{y}\right\rangle\right|=|f(x)-f(y)| \leq K d(x, y)
$$

gives the standard Lipschitz inequality for $f: M \rightarrow \mathbb{R}$.
Finally, we analyze a particular class of average extensions in Section 4 as an application. We call them ellipsoidal measure extensions; we show some Lipschitz-type properties for this class and some examples. We refer to [16] for general issues on Lipschitz functions, ref. [17] for the definitions and results on functional analysis that are used, and [18] for the abstract concepts on topology.

## 2. Duality on $\mathcal{C}(S)$ and Measure-Based Extension of Continuous Functions

In this section, we present the main results and show some basic examples of our proposed extension of continuous maps from compact subsets of metric spaces. Then, we will show in later sections some particular types of extensions that conform to this abstract scheme, mainly the mean slope extension that we explained in the Introduction. We will demonstrate that duality over the space of continuous functions provides a useful setting for the analysis of an interesting class of Lipschitz maps.

Definition 1. Let $(M, d)$ be a metric space and consider a compact subset $S \subset M$. We say that a map $m: M \rightarrow \mathcal{M}(S)$ given by $m(x)=\mu_{x}$ is a measure representation.

In most cases, we will also consider a measure $\mu$ controlling all the measures $\mu_{x}$ if such a $\mu$ exists. That is, we will take $\mu \in \mathcal{P}(S) \subset \mathcal{C}(S)^{*}$, which satisfies that the measures $\mu_{x}$ are $\mu$-continuous for all $x \in M \backslash S$.

If $f \in \mathcal{C}(S)$, we can always consider the dual action on $m(M) \subset \mathcal{M}(S)$ as follows. Define the integral corresponding map for $f$ provided by the function $\varphi_{m, f}: M \rightarrow \mathbb{R}$ given by the formula

$$
\varphi_{m, f}(x)=\langle f, m(x)\rangle=\int_{S} f(s) d \mu_{x}(s), \quad x \in M .
$$

Note that, once the subset $S$ has been fixed and the representation by the measure $m$ has been chosen, we have a linear mapping

$$
\begin{aligned}
\psi: \mathcal{C}(S) & \rightarrow \mathbb{R}^{M} \\
f & \mapsto \varphi_{m, f} .
\end{aligned}
$$

We show in the next proposition that the continuity properties of $\varphi_{m, f}$ are inherited from $m$. Then, under some requirements on $m, \mathcal{C}(M)$ can be chosen to be the range of $\psi$.

Proposition 1. Let $f: S \rightarrow \mathbb{R}$ be acontinuous function and let $m: M \rightarrow \mathcal{M}(S)$ be a measure representation of $M$. Then,

1. If $m$ is continuous on $x$, then $\varphi_{m, f}$ is continuous on $x$;
2. If $m$ is uniformly continuous, then $\varphi_{m, f}$ is uniformly continuous;
3. If $m$ is Lipschitz, then $\varphi_{m, f}$ is Lipschitz with $\operatorname{Lip}\left(\varphi_{m, f}\right) \leq\|f\|_{C(S)} \cdot \operatorname{Lip}(m)$.

Proof. All statements follow from the fact that for any $x, y \in M$, we have

$$
\begin{aligned}
\left|\varphi_{m, f}(x)-\varphi_{m, f}(y)\right| & =\left|\int_{S} f(s) d \mu_{x}(s)-\int_{S} f(s) d \mu_{y}(s)\right| \\
& \leq\|f\|_{\mathcal{C}(S)} \cdot\left\|\mu_{x}-\mu_{y}\right\|_{\mathcal{M}(s)} ;
\end{aligned}
$$

thus, if $m$ is Lipschitz, we have $\left\|\mu_{x}-\mu_{y}\right\|_{\mathcal{M}(S)} \leq \operatorname{Lip}(m) \cdot d(x, y)$. Therefore,

$$
\left|\varphi_{m, f}(x)-\varphi_{m, f}(y)\right| \leq\|f\|_{C(S)} \cdot \operatorname{Lip}(m) \cdot d(x, y)
$$

and so the result is proven.
Recall that our main objective is to obtain a procedure that assigns to each $f: S \rightarrow \mathbb{R}$ a function $F: M \rightarrow \mathbb{R}$ that extends $f$, that is, $\left.F\right|_{S}=f$. Let us give some formal definitions and results in this respect.

Definition 2. Let $S$ be a compact subspace of a metric space $(M, d)$. An extension rule is a mapping $E R: \mathcal{C}(S) \rightarrow \mathbb{R}^{M}$ that extends the functions, that is, $\left.E R(f)\right|_{S}=f$ for each $f \in \mathcal{C}(S)$.

Proposition 2. Let $(M, d)$ be a metric space and let $S$ be a compact subset of $M$. Let $\mu \in \mathcal{P}(S)$, and let $m$ be a measure representation of $M$. Then, $f \mapsto \varphi_{m, f}$ is an extension rule if and only if $m(s)=\delta_{s}, s \in S$.

In this case, we call the mapping $f \mapsto \varphi_{m, f}$ an integral extender map.
Proof. Fix $s \in S$ and observe that $f \mapsto \varphi_{m, f}$ preserves the value of the functions on $s$ if and only if

$$
\varphi_{m, f}(s)=\langle f, m(s)\rangle=f(s)=\left\langle f, \delta_{s}\right\rangle,
$$

for any $f \in \mathcal{C}(S)$. Since $m(s) \in \mathcal{P}(S) \subset \mathcal{C}(S)^{*}$, this is only possible when $m(s)$ and $\delta_{s}$ are the same measure.

The next theorem is a characterization of our extension procedure. We show in it that essentially, the linear extension rules, under some hypothesis, can be written in terms of an integral extender map introduced above.

Theorem 1. Let $S$ be a compact subset of a metric space $M$. An extension rule $E R: \mathcal{C}(S) \rightarrow$ $\left(\ell_{\infty}(M),\|\cdot\|_{\infty}\right)$ is a linear isometry that preserves the constant functions if and only if there exists a measure representation $m: M \rightarrow \mathcal{P}(S)$ with $m(s)=\delta_{s}$ for each $s \in S$ such that $E R(f)=\varphi_{m, f}$ for all $f \in \mathcal{C}(S)$.

Proof. Assume first that $E R(f)=\varphi_{m, f}=\langle m(\cdot), f\rangle$ with $m: M \rightarrow \mathcal{P}(S)$ as in the statement. Clearly, $E R$ is linear, and for each $f, E R(f)$ extends $f$ (Proposition 2). To see that $E R$ is an isometry, let $f \in C(S)$. Then,

$$
\|f\|_{\mathcal{C}(S)} \leq\|E R(f)\|_{\infty}=\sup _{x \in M}|\langle f, m(x)\rangle| \leq \sup _{x \in M}\|f\|_{\mathcal{C}(S)}\|m(x)\|_{\mathcal{P}(S)} \leq\|f\|_{\mathcal{C}(S)}
$$

To see the converse, let us define $m$ at each point of $M$. For $s \in S$, let $m(s)=\delta_{s}$, and for $x \in M \backslash S$, let $\xi_{x}: \mathcal{C}(S) \rightarrow \mathbb{R}$ be defined as $\xi_{x}(f)=E R(f)(x)$. Since it is linear, so is $\xi_{x}$. For each $f \in \mathcal{C}(S)$,

$$
\left|\xi_{x}(f)\right|=|E R(f)(x)| \leq\|E R(f)\|_{\mathcal{C}(S)}=\|f\|_{\mathcal{C}(S)}
$$

so $\xi_{x} \in \mathcal{C}(S)^{*}=\mathcal{M}(S)$ and $\left\|\xi_{x}\right\| \leq 1$. Let us see that $\xi_{x}$ is a positive functional. Let 1 denote the constant function on $S$ such that $\mathbf{1}(s)=1$. For $f \in \mathcal{C}(S)$ such that $f \geq 0$, call $g=f-(\|f\| / 2) \cdot \mathbf{1}$. Then,

$$
\frac{\|f\|}{2}=\|g\|_{\mathcal{C}(S)}=\|E R(g)\|_{\infty}=\left\|E R(f)-\frac{\|f\|}{2} \mathbf{1}\right\|_{\infty} \geq \frac{\|f\|}{2}-\xi_{x}(f)
$$

so $\xi_{x}(f) \geq 0$. We conclude that $\xi_{x} \in \mathcal{P}(S)$, so it is the value we assign to $m(x)$. Thus, $\varphi_{m, f}(x)=\left\langle\xi_{x}, f\right\rangle=E R(f)(x)$. This finishes the proof.

Note that in this result, we do not need any linear requirement of $M$, since the linearity of $E R$ depends on the rank of the functions, which is $\mathbb{R}$.

Example 1. Let $S$ be a finite subset of a metric space $M$, so $\mathcal{C}(S)$ coincides with the set of real Lipschitz functions on $S$. An example of extension rule $\mathcal{C}(S) \rightarrow \mathcal{C}(M)$ is the one provided by the mean of the McShane and the Whitney formulas [1,2]. For each $f \in \mathcal{C}(S)$, this extension $\widehat{f}: M \rightarrow \mathbb{R}$ is defined on every $x \in M$ by

$$
\widehat{f}(x)=\frac{1}{2}\left(\sup _{s \in S}\{f(s)-\operatorname{Lip}(f) d(x, s)\}+\inf _{s \in S}\{f(s)+\operatorname{Lip}(f) d(x, s)\}\right)
$$

It can be easily seen that it preserves the infima and suprema of the functions; see [12]. As a consequence, it preserves the norm $\left(\|f\|_{\mathcal{C}(S)}=\|\widehat{f}\|_{\mathcal{C}(M)}\right)$ and the constant functions. However, it is not of the form $\widehat{f}=\varphi_{m, f}$ for any representation by a measure $m$, since it is non-linear. To see this, let, for example, $S=\{(0,0),(1,0),(0,1),(1,1)\} \subset \mathbb{R}^{2}$ with the Euclidean norm. Define for each $s \in S$ the function $f_{s}: S \rightarrow \mathbb{R}$ with values $f_{s}(s)=1$, and let $f_{s}(t)=0$ for every $t \neq s$. Clearly, $f=\sum_{s \in S} f_{s}$ is the constant function 1 , so its extension on $x=(1 / 2,1 / 2)$ is $\widehat{f}(x)=1$. However, $\sum_{s \in S} \widehat{f}_{S}(x)=\sum_{s \in S} 1 / 2=2$, which is a contradiction.

Example 2. Fix a measure $\mu \in \mathcal{P}(S)$. For every $x \in M$, the (sometimes called Kuratowski) function $s \mapsto d(x, s)$ is continuous, and hence, $\mu$-integrable. Take the map $m: M \rightarrow \mathcal{M}(S)$ given by

$$
m(x)(A)=\mu_{x}(A):=\int_{A} d(x, s) d \mu(s), \quad A \in \mathcal{B}(S)
$$

for each $x \in M$. Therefore, in this case, $\mu_{x}$ is always $\mu$-continuous, and $d(x, \cdot)$ is the RadonNikodym derivative $d \mu_{x} / d \mu$.

For a function $f \in \mathcal{C}(S)$, consider

$$
\varphi_{m, f}(x)=\int_{S} f(s) d \mu_{x}(s)=\int_{S} f(s) d(x, s) d \mu, \quad x \in M
$$

This formula can be used to compute a Lipschitz function $\varphi_{m, f}: M \rightarrow \mathbb{R}$. Indeed, for $x, y \in M$,

$$
\begin{aligned}
\left|\varphi_{m, f}(x)-\varphi_{m, f}(y)\right| & =\left|\int_{S} f(s)(d(x, s)-d(y, s)) d \mu(s)\right| \\
& \leq\left(\int_{S}|f(s)| d \mu(s)\right) \cdot d(x, y) \\
& =\|f\|_{L^{1}(\mu)} \cdot d(x, y)
\end{aligned}
$$

and so the map $\varphi_{m, f}$ is Lipschitz and $\operatorname{Lip}\left(\varphi_{m, f}\right) \leq\|f\|_{L^{1}(\mu)} \leq\|f\|_{\mathcal{C}(S)}$. Then, the integral corresponding map $f \mapsto \varphi_{m, f}$ maps $\mathcal{C}(M)$ on $\operatorname{Lip}(M)$.

It is easy to see that this formula does not preserve the values of $f$ when applied to the elements of $S$. To obtain an integral extender map, following Proposition 2 , we can define $\bar{m}(s)=\delta_{s}$ for $s \in S$ and $\bar{m}(x)=m(x)$ for $x \in M \backslash S$. Then, $\varphi_{\bar{m}, f}$ always extends $f$ but may not preserve any continuity property. Since

$$
\left|\mu_{x}-\delta_{s_{0}}\right|=\int_{S \backslash\left\{s_{0}\right\}} d(x, y) d \mu(s)+\left|1-\mu\left(\left\{s_{0}\right\}\right) d\left(x, s_{0}\right)\right|,
$$

this quantity never converges to 0 when $x \rightarrow s_{0}$. For an explicit counterexample, let $S=\{0,1\} \subset$ $M=\mathbb{R}$ with $\mu=\frac{1}{2}\left(\delta_{0}+\delta_{1}\right)$ and $f$ as the identity map on $S$.

Example 3. Let us show a particular case of the example above. Let $(M, d)$ be a discrete metric space, that is, $d(x, y)=1$ if $x \neq y$. Then,

$$
\varphi_{m, f}(x)=\int_{S} f(s) d \mu(s), \quad x \in M \backslash S
$$

Therefore, the extension of the function $f$ on $M \backslash S$ is given by a constant, the $\mu$-average of its values on $S$.

Example 4. Consider the fuzzy $k$-nearest neighbors algorithm presented in [11]. Let $S$ be a finite subset of the metric space M. Assume that the points in S are "fuzzy" classified on a finite number of classes, $\mathscr{C}$. For each $s \in S$ and every class $c \in \mathscr{C}, u_{c}(s)$ denotes the "degree of membership" of the element s to the class $c$. The classification problem consists of assigning to a new point $x \in M \backslash S$ the class of $\mathscr{C}$ to which $x$ is most likely to belong. Observe that this problem can be solved by extending the "degree of membership" functions $u_{c}: S \rightarrow[0,1]$ to $S \cup\{x\}$ or the whole $M$.

The formula presented in [11] for a general parameter $m$ can be computed using a measure representation in the following way. Let $\mu=\frac{1}{|S|} \sum_{s \in S} \delta_{S} \in \mathcal{P}(S)$ be the normalized counting measure on $S$, and for each $x \in M \backslash S$, define $m(x)=\mu_{x}$ as the measure given by the RadonNikodym derivative

$$
\frac{d \mu_{x}}{d \mu}(s)=I_{x}^{-1} \cdot \frac{1}{d(s, x)^{2 /(n-1)}} \chi_{N_{k}(x)}(s)
$$

where $N_{k}(x)$ is the set of $k$ nearest points to $x$ in $S, n$ is a size parameter, and

$$
I_{x}=\int_{N_{k}(x)} \frac{1}{d(s, x)^{2 /(n-1)}} d \mu(s)
$$

is the normalization factor.

Then, the resulting formula to extend each $u_{c}$ is

$$
\begin{aligned}
\varphi_{m, u_{c}}(x) & =\left\langle u_{c}, m(x)\right\rangle \\
& =I_{x}^{-1} \int_{N_{k}(x)} \frac{u_{c}(s)}{d(s, x)^{2 /(n-1)}} d \mu(s) \\
& =\frac{\sum_{s \in N_{k}(x)} u_{c}(s) / d(s, x)^{2 /(n-1)}}{\sum_{s \in N_{k}(x)} 1 / d(s, x)^{2 /(n-1)}},
\end{aligned}
$$

which is the original formula that can be found in [11].

## 3. The $p$-Average Slope Minimizing Extension

In this section, we explain a new method for extending functions in the context we have already fixed, which is based on the calculation of an average $L^{p}$-norm of the slopes defined by the point to which we intend to extend the function and the reference points. As we have explained in the Introduction, this is a mild version of the maximum slope minimization developed by Oberman [13] and Milman [14]. We will focus attention on the case $p=2$, since the 2 -average slope method gives a canonical example of measurebased extension, in which the measures $\mu_{x}$ can be computed explicitly and easily. As a generalization of this case, we will devote the last section of the article to what we call ellipsoidal measure extensions.

As before, $(M, d)$ is a metric space, $S$ is a compact subset, and $f$ is a continuous function on $S$. The regression procedure that we propose is based on the minimization on each $x \in M \backslash S$ of the $\mu$-average in $L^{p}(\mu)$ of the slopes of the line from $(x, F(x))$ to each $(s, f(s))$, computed as

$$
\begin{equation*}
M_{x}^{p}(y)=\left(\int_{S}\left|\frac{y-f(s)}{d(x, s)}\right|^{p} d \mu(s)\right)^{\frac{1}{p}}=\left\|\frac{y-f(\cdot)}{d(x, \cdot)}\right\|_{L^{p}(\mu)}, \tag{1}
\end{equation*}
$$

for a fixed $1<p<+\infty$.
First of all, observe that the condition that $S$ is closed and $x \notin S$ ensures that $d(x, S)>0$. As $f$ is bounded, the slope function $|y-f(\cdot)| / d(x, \cdot)$ defined on $S$ is continuous and bounded, so the integral is well-defined and finite for any $y \in \mathbb{R}$. Since the functions $y \mapsto|y-f(s)|^{p}, y \in \mathbb{R}$, are strictly convex for any $s, M_{x}^{p}(y)$ is also strictly convex and positive. This fact, together with the property that $M(y) \rightarrow \infty$ when $y$ tends to $+\infty$ and $-\infty$, shows that $M$ has a unique point in $\mathbb{R}$ where its minimum is attained.

Then, we define the extension on a point $x \in M \backslash S$ as

$$
\begin{equation*}
F(x)=\arg \min _{y \in \mathbb{R}} M_{x}^{p}(y)=\arg \min _{y \in \mathbb{R}} \int_{S}\left|\frac{y-f(s)}{d(x, s)}\right|^{p} d \mu(s) . \tag{2}
\end{equation*}
$$

For the values $s \in S$, we define $F(s)=f(s)$. We call this formula the $p$-average-slopeminimizing extension. We can see a geometric representation of this method compared with the one that minimizes the maximum slope at each point in Figure 1.

The minimization problem (2) for $x \in X \backslash S$ is equivalent to solving the equation

$$
\begin{equation*}
0=\frac{\partial\left(M_{x}^{p}(y)\right)^{p}}{\partial y}=p \int_{S}\left|\frac{y-f(s)}{d(x, s)}\right|^{p-1} \operatorname{sign}(y-f(s)) d \mu(s), \tag{3}
\end{equation*}
$$

where $\operatorname{sign}(\cdot)$ denotes the sign function. This equation may not be solvable explicitly, but it can always be solved numerically using, for example, a Newton-Raphson method. Examples of the average slope minimizing extensions are shown in Figure 2, comparing different values of $p$.


Figure 2. Interpolation of the points $(1,0),(2,1),(3,0)$, and $(5,2)$ using the formula of 2 for different values of $p$. The measure considered is the counting normalized measure $\mu=\left(\delta_{1}+\delta_{2}+\delta_{3}+\delta_{5}\right) / 4$.

### 3.1. Explicit Formula for $p=2$

Let us explicitly calculate the extension on $x \in M \backslash S$ for $p=2$. Equation (3) can be rewritten as

$$
\frac{\partial\left(M_{x}^{2}(y)\right)^{2}}{\partial y}=2\left(y \int_{S} \frac{1}{d(x, s)^{2}} d \mu(s)-\int_{S} \frac{f(s)}{d(x, s)^{2}} d \mu(s)\right)
$$

If we write $I_{x}$ for the normalization constant $I_{x}=\int_{S} \frac{1}{d(x, s)^{2}} d \mu(s)$, the unique point where $\frac{\partial\left(M_{x}^{2}(y)\right)^{2}}{\partial y}=0$ is

$$
y^{*}=I_{x}^{-1} \int_{S} \frac{f(s)}{d(x, s)^{2}} d \mu(s)
$$

Clearly, $y^{*}=\arg \min _{y \in \mathbb{R}} M_{x}^{2}(y)$, so it is the searched value for $F(x)$. We can adapt the formula to understand it as an integral extender map. Let $\mu_{x} \in \mathcal{P}(S)$ be the Borel measure, defined as

$$
\mu_{x}(A)=I_{x}^{-1} \int_{A} \frac{1}{d(s, x)^{2}} d \mu(s)
$$

for each $\mu$-measurable set $A$. For every $s \in S$, we define $\mu_{s}=\delta_{s}$ as the Dirac delta on $s$. Then, the extension $F$ can be computed on $x$ (using the notation explained in the previous section) as

$$
\begin{equation*}
F(x)=\int_{S} f(s) d \mu_{x}(s)=\left\langle\mu_{x}, f\right\rangle \tag{4}
\end{equation*}
$$

Observe that the "weight" function $s \mapsto I_{x}^{-1} \cdot \frac{1}{d(x, s)^{2}}$ acts as the Radon-Nikodym derivative $d \mu_{x} / d \mu$.

Remark 1. Assume now that $S$ is a finite set and $\mu \in \mathcal{P}(S)$ is the probability measure that assigns the same measure to each point,

$$
\begin{equation*}
\mu=\frac{1}{|S|} \sum_{s \in S} \delta_{s} . \tag{5}
\end{equation*}
$$

The function $F$ is a (finite) convex combination of the values $\{f(s): s \in S\}$ with weights inversely proportional to the square of the distance from $x$ to $s$, that is

$$
\begin{equation*}
F(x)=\left\langle\mu_{x}, f\right\rangle=\sum_{s \in S} \mu_{x}(\{s\}) f(s)=\sum_{s \in S} \frac{\frac{1}{d(x, s)^{2}}}{\sum_{t \in S} \frac{1}{d(x, t)^{2}}} f(s) \tag{6}
\end{equation*}
$$

We can see an example of the Radon-Nikodym derivatives of the measures $\mu_{x}$ in Figure 3.


Figure 3. The values of $\frac{d \mu_{x}}{d \mu}(s)$ for $s \in S=\{1,2,3,4\}$ and $x \in[-2,7]$ on $(\mathbb{R},|\cdot|)$.
Remark 2. Note that the expression (6) is the same as that given in the fuzzy $k$-nearest neighbours algorithm presented in [11] and in Example (4) for $n=2$ if we consider $S$ defined only as the set of $k$ nearest neighbours of $x$.

We study in the rest of the section the continuity properties of the extension formula given in (4) for the finite set $S$. First of all, we show that it does not always preserve the Lipschitz continuity of $f$.

Example 5. Consider $(\mathbb{R},|\cdot|)$ and the subset $S=\{0,1\}$. Let $f: S \rightarrow \mathbb{R}$ be the identity map, $f(0)=0, f(1)=1$. Clearly, it is a Lipschitz map with constant 1 .

1. We start with an example in which the measure $\mu \in \mathcal{P}(S)$ has non-trivial null sets. Let $\mu=\delta_{0}$. Then, following the previously explained extension procedure, we extend $f$ to $F: \mathbb{R} \rightarrow \mathbb{R}$ by the given formula to obtain

$$
F(x)=\left\langle f, \mu_{x}\right\rangle=\frac{\int_{S} f(s) / d(s, x)^{2} d \delta_{0}(s)}{\int_{S} 1 / d(s, x)^{2} d \delta_{0}(s)}=0
$$

for each $x \in \mathbb{R} \backslash S$ and $\left.F\right|_{S}=f$. The result is the constant function 0 on $\mathbb{R} \backslash S$; see Figure 4 (left). However, the Lipschitz property of $f$ has been lost. Indeed, observe that the inequality

$$
|f(x)-f(1)|=1 \leq K|x-1|
$$

does not hold for any $K>0$ when $x$ tends to 1 .


Figure 4. Minimizing average slope extension for $p=2$ of the function $f(0)=0, f(1)=1$ for different measures. In the fist one, $\mu=\delta_{0}$, and in the second one, $\mu=\frac{1}{2}\left(\delta_{0}+\delta_{1}\right)$.
2. Let us show an example of a 1-Lipschitz map on a subset of the Euclidean space $\left(\mathbb{R}^{2},\|\cdot\|_{2}\right)$ that does not extend to the whole space as a 1-Lipschitz map with the 2-average-slope minimization method. To avoid the pathological behaviour of the previous example, which is due to the existence of a point in $S$ of measure 0 , we can work with the measure given in (5), $\mu=\frac{1}{2}\left(\delta_{0}+\delta_{1}\right)$.

Then, for each $x \in \mathbb{R} \backslash S$, the 2-average slope minimization formula is given by (6), which is, in this case,

$$
F(x)=\left\langle f, \mu_{x}\right\rangle=\frac{\frac{1}{(x-1)^{2}}}{\frac{1}{x^{2}}+\frac{1}{(x-1)^{2}}}=\frac{x^{2}}{2 x^{2}-2 x+1}
$$

see Figure 4 (right). A simple argument, using for example the mean value theorem, shows that $F$ is Lipschitz $(\operatorname{Lip}(F) \leq 2)$. However, the Lipschitz constant is strictly bigger than 1 because

$$
\left|f\left(\frac{1}{3}\right)-f\left(\frac{2}{3}\right)\right|=\left|\frac{1}{5}-\frac{4}{5}\right|=\frac{3}{5}>\frac{1}{3}=\left|\frac{1}{3}-\frac{2}{3}\right| .
$$

In fact, it can be shown that the Lipschitz constant of $F$ is exactly 2, and so the extension does not preserve the constant.

We have shown that the 2 -average slope minimizing method does not preserve the Lipschitz constant; however, it satisfies other continuity properties that make this extension still interesting. We finish this section with some results on this. To avoid nonempty null subsets of $S$, we consider for the discrete case the measure given in Remark 1, $\mu=\frac{1}{|S|} \sum_{s \in S} \delta_{s}$. If $S=\{s\}$, it is obvious that the extension $F$ will be a constant function $F(x)=f(s)$, so we assume in the rest of the work that $|S| \geq 2$.

Lemma 1. Consider a finite subset $S \subset M$ that has at least two elements. For each $s \in S$, the function $x \mapsto \mu_{x}(\{s\})$ has the following properties:

1. $\left\{\mu_{(\cdot)}(\{s\}): M \rightarrow[0,1]\right\}_{s \in S}$ form a partition of the unity.
2. $\quad \mu_{(\cdot)}(\{s\})$ are Lipschitz functions with a Lipschitz constant less than or equal to

$$
K_{s}=(2+2 \sqrt{2}) \sum_{t \neq s} \frac{1}{d(s, t)} .
$$

3. If $(M, d)=(\mathbb{R},|\cdot|), \mu_{(\cdot)}(\{s\})$ are differentiable functions with $\left.\frac{\partial \mu_{x}(\{s\})}{\partial x}\right|_{x=t}=0$ for each $t \in S$.

Proof. By fixing $s \in S$, we study the properties of $x \mapsto \mu_{x}(\{s\})=\frac{d \mu_{x}}{d \mu}(s)$.

1. The first statement is obvious.
2. Let $s \in S$. We can see that $\mu_{(\cdot)}(\{s\})$ is continuous at any point of $M$ using the continuity of the functions $d(t, \cdot)$ and some elementary calculations. However, we are going to see a stronger property of these functions.
Let $\lambda=2+2 \sqrt{2}$ and $x, y \in M$. As $\mu_{(\cdot)}(\{s\})$ is bounded by 1 , if $d(x, y)>\frac{1}{K_{s}}$, then $\left|\alpha_{s}(x)-\alpha_{s}(y)\right| \leq 1 \leq K_{s} d(x, y)$. Therefore, we can assume now that $d(x, y) \leq \frac{1}{K_{s}}$. We distinguish four cases.
(a) We assume first that $x, y \notin S$. If we write $M(w)=\sum_{t \in S} \frac{1}{d(w, t)^{2}}$, for $w \in M$, then

$$
\begin{aligned}
\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right| & =\frac{\left|\sum_{t \in S} \frac{d(y, s)^{2}}{d(y, t)^{2}}-\sum_{t \in S} \frac{d(x, s)^{2}}{d(x, t)^{2}}\right|}{M(x) M(y) d(x, s)^{2} d(y, s)^{2}} \\
& \leq \sum_{t \neq s} \frac{\left|d(y, s)^{2} d(x, t)^{2}-d(x, s)^{2} d(y, t)^{2}\right|}{M(x) M(y) d(x, s)^{2} d(y, s)^{2} d(x, t)^{2} d(y, t)^{2}}
\end{aligned}
$$

Applying some elementary algebraic relations on the numerator, we obtain

$$
\begin{array}{rl}
\mid d(y, s)^{2} & d(x, t)^{2}-d(x, s)^{2} d(y, t)^{2} \mid \\
& \leq\left|d(y, s)^{2} d(x, t)^{2}-d(y, s)^{2} d(y, t)^{2}\right|+\left|d(y, s)^{2} d(y, t)^{2}-d(x, s)^{2} d(y, t)^{2}\right| \\
& =d(y, s)^{2}\left|d(x, t)^{2}-d(y, t)^{2}\right|+d(y, t)^{2}\left|d(y, s)^{2}-d(x, s)^{2}\right| \\
& =d(y, s)^{2}(d(x, t)+d(y, t))|d(x, t)-d(y, t)|+d(y, t)^{2}(d(y, s)+d(x, s))|d(y, s)-d(x, s)| \\
& \leq d(x, y)\left(d(y, s)^{2}(d(x, t)+d(y, t))+d(y, t)^{2}(d(y, s)+d(x, s))\right) .
\end{array}
$$

Observe that $M(y) d(y, w)^{2} \geq 1$ and $M(x) d(x, w)^{2} d\left(x, w^{\prime}\right)^{2} \geq d(x, w)^{2}$ $+d\left(x, w^{\prime}\right)^{2}$ for all $w, w^{\prime} \in S$; thus,

$$
\begin{aligned}
\frac{\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right|}{d(x, y)} & \leq \sum_{t \neq s} \frac{d(y, s)^{2}(d(x, t)+d(y, t))+d(y, t)^{2}(d(y, s)+d(x, s))}{M(x) M(y) d(x, s)^{2} d(x, t)^{2} d(y, s)^{2} d(y, t)^{2}} \\
& \leq \sum_{t \neq s} \frac{d(x, t)+d(x, s)+d(y, t)+d(y, s)}{M(x) d(x, s)^{2} d(x, t)^{2}} \\
& \leq \sum_{t \neq s} \frac{2(d(x, t)+d(x, s))+2 d(x, y)}{d(x, s)^{2}+d(x, t)^{2}}
\end{aligned}
$$

Now, by applying the arithmetic-quadratic mean inequality, which states that $a^{2}+b^{2} \geq(a+b)^{2} / 2$, we obtain

$$
\begin{aligned}
\frac{\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right|}{d(x, y)} & \leq \sum_{t \neq s}\left(\frac{4(d(x, s)+d(x, t))}{(d(x, s)+d(x, t))^{2}}+\frac{2 d(x, y)}{d(x, s)^{2}+d(x, t)^{2}}\right) \\
& \leq 4 \sum_{t \neq s}\left(\frac{1}{d(x, s)+d(x, t)}+\frac{d(x, y)}{(d(x, s)+d(x, t))^{2}}\right) \\
& \leq 4 \sum_{t \neq s} \frac{1}{d(s, t)}+4 d(x, y) \sum_{t \neq s} \frac{1}{d(s, t)^{2}}
\end{aligned}
$$

Then, by the previous bound and taking into account that $d(x, y) \leq \frac{1}{K_{s}}$, we obtain

$$
\begin{aligned}
\frac{\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right|}{d(x, y)} & \leq 4 \sum_{t \neq s} \frac{1}{d(s, t)}+4 d(x, y) \sum_{t \neq s} \frac{1}{d(s, t)^{2}} \\
& \leq 4 \sum_{t \neq s} \frac{1}{d(s, t)}+4 \frac{1}{K_{s}}\left(\sum_{t \neq s} \frac{1}{d(s, t)}\right)^{2} \\
& \leq 4\left(1+\frac{1}{\lambda}\right) \sum_{t \neq s} \frac{1}{d(s, t)}=K_{s} .
\end{aligned}
$$

(b) If $x \in M \backslash S$ and $y=s$,

$$
\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right|=1-\mu_{x}(\{s\}) \leq \frac{\sum_{t \neq s} \frac{1}{d(x, t)^{2}}}{\frac{1}{d(x, y)^{2}}}=d(x, y) \cdot \sum_{t \neq s} \frac{d(x, y)}{d(x, t)^{2}}
$$

Reasoning as before, as we assume that $d(x, y)<\frac{1}{K_{s}}$, for each $t \neq s, \lambda d(x, y) \leq$ $\frac{\lambda}{K_{s}} \leq d(s, t) \leq d(y, x)+d(x, t)$, so $d(x, y) \leq(\lambda-1) d(x, y) \leq d(x, t)$. Moreover, $d(s, t) \leq d(y, x)+d(x, t) \leq \frac{1}{K_{s}}+d(x, t) \leq \frac{1}{\lambda} d(s, t)$, which implies that $d(x, t) \geq$ $\left(1-\frac{1}{\lambda}\right) d(s, t) \geq \frac{1}{\lambda} d(s, t)$. Thus,

$$
\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right| \leq d(x, y) \cdot \sum_{t \neq s} \frac{1}{d(x, t)} \leq d(x, y) \cdot \sum_{t \neq s} \frac{\lambda}{d(s, t)} \leq K_{s} d(x, y)
$$

(c) Let $x \in M \backslash S$ and $y \in S$ different from $s$, using the case 2 b ,

$$
\begin{aligned}
\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right| & =\mu_{x}(\{s\})=1-\sum_{t \neq s} \mu_{x}(\{t\}) \leq 1-\mu_{x}(\{y\}) \\
& =\left|\mu_{y}(\{s\})-\mu_{x}(\{y\})\right| \leq K_{s} d(x, y)
\end{aligned}
$$

(d) In the last case, we suppose that $x, y \in S$. If $x \neq s \neq y, \alpha_{s}(x)=0=\alpha_{s}(y)$, so we can assume that, for example, $x=s$ and $y \neq s$. Then,

$$
\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right|=1=\frac{1}{d(x, y)} \cdot d(x, y) \leq K_{s} d(x, y)
$$

Summing up the four cases, we have proved the desired inequality.
3. We assume now that $M=\mathbb{R}$. Let $x \in \mathbb{R}$. We are going to calculate the limit

$$
\lim _{y \rightarrow x} \frac{\mu_{y}(\{s\})-\mu_{x}(\{s\})}{y-x}
$$

We distinguish now three cases.
(a) If $x \notin S=\bar{S}$, consider the same neighborhood $V$ of $x$ in which $d(y, s)>0$ for all $s \in S$ and $y \in V$. Then, as the function $d(\cdot, s)=|(\cdot)-s|$ does not vanish on $V$, it is differentiable and also $\mu_{(\cdot)}(\{s\})$, in particular on $x$.
(b) If $x=s$,

$$
\lim _{y \rightarrow s} \frac{\mu_{y}(\{s\})-\mu_{x}(\{s\})}{y-x}=\lim _{y \rightarrow s} \frac{-\sum_{t \neq s} \frac{1}{(y-t)^{2}}}{\frac{y-s}{(y-s)^{2}}+\sum_{t \neq s} \frac{y-s}{(y-t)^{2}}}=0 .
$$

(c) If $s \neq x=s_{0} \in S$, we have

$$
\lim _{y \rightarrow s_{0}} \frac{\mu_{y}(\{s\})-\mu_{x}(\{s\})}{y-x}=\lim _{y \rightarrow s} \frac{\frac{1}{(y-s)^{2}}}{\frac{y-s_{0}}{\left(y-s_{0}\right)^{2}}+\sum_{t \neq s_{0}} \frac{y-s_{0}}{(y-t)^{2}}}=0 .
$$

Although the bound provided in part 2 of Lemma 1 seems to be accurate, we do not know if it can be improved by using other arguments.

Question: Is the bound for the Lipschitz constant provided in Lemma 1 the best possible?

As a consequence of the previous result, we obtain the following:
Proposition 3. Let $(M, d)$ be a metric space, and let $S$ be a finite subset of $M$. Consider a function $f: S \rightarrow \mathbb{R}$ and let $F: M \rightarrow \mathbb{R}$ be the extension of $f$ given by (6). Then,

1. $\inf _{x \in M} F(x)=\inf _{s \in S} f(s)$ and $\sup _{x \in M} F(x)=\sup _{s \in S} f(s)$.
2. $F: M \rightarrow \mathbb{R}$ is a Lipschitz function.
3. If $(M, d)=(\mathbb{R},|\cdot|), F: M \rightarrow \mathbb{R}$ is a differentiable function with $F^{\prime}(s)=0$ for all $s \in S$.

Proof. The proofs are a direct consequence of Lemma 1. Observe that $m: M \rightarrow \mathcal{P}(S)$, so $m(x)=\mu_{x}$ is a Lipschitz function, since

$$
\|m(x)-m(y)\|_{\mathcal{M}(S)}=\sum_{s \in S}\left|\mu_{x}(\{s\})-\mu_{y}(\{s\})\right| \leq \sum_{s \in S} K_{s} d(x, y)
$$

Therefore, according to Proposition 1, $\operatorname{Lip}(F) \leq\|f\|_{\mathcal{C}(S)} \sum_{s \in S} K_{s}$. We give here some better bounds for the Lipschitz constant of $F$ in terms of $\operatorname{Lip}(f)$ :

$$
\begin{aligned}
\operatorname{Lip}(F) & \leq(2+2 \sqrt{2}) \sum_{s \in S} \sum_{t \neq s} \frac{1}{d(s, t)} \min _{\xi \in \mathbb{R}} \max _{s \in S}|f(s)-\xi| \\
& =(1+\sqrt{2}) \sum_{s \in S} \sum_{t \neq s} \frac{1}{d(s, t)}(\max f(S)-\min f(S)) \\
& \leq(1+\sqrt{2}) \sum_{s \in S} \sum_{t \neq s} \frac{1}{d(s, t)} \operatorname{Diam}(S) \operatorname{Lip}(f) . \\
\operatorname{Lip}(F) & \leq(2+2 \sqrt{2}) \max _{s \in S} \sum_{t \neq s} \frac{1}{d(s, t)} \min _{\xi \in \mathbb{R}} \sum_{s \in S}|f(s)-\xi| \\
& \leq(2+2 \sqrt{2}) \max _{s \in S} \sum_{t \neq s} \frac{1}{d(s, t)} \sum_{s \in S} \sum_{t \neq s} d(s, t) \frac{1}{|S|} \operatorname{Lip}(f) .
\end{aligned}
$$

Corollary 1. If we fix a finite subset $S$ of $M$, the extension rule $f \mapsto F$ from $\mathcal{C}(S)$ to $\mathcal{C}(M)$ provided by (6) is a linear isometric mapping. Moreover, it preserves constant functions and the infima and suprema of the involved functions.

### 3.2. More Examples for $p=2$

To conclude this section, we show in the following more visual examples of the formulas provided for the 2 -average-slope-minimizing extension. Our goal is to show that, under certain geometric conditions, we can expect better smoothness properties for the extended functions, although the Lipschitz constants are not preserved in general.

Example 6. Let us consider the example studied by Oberman in [13] [Example 1], where $S=\{-1,1\}$ in $\mathbb{R}$ with the absolute value norm and $f(-1)=-1, f(1)=1$.

We can extend $f$ to $\mathbb{R}$ by applying the mean of the McShane and Whitney extension. We write $F_{1}$ for it. On the other hand, following the explicit formula given in [13], the extension studied by Oberman and Milmam can be computed as

$$
F_{2}(x)=\frac{d(-1, x) \cdot 1+d(1, x) \cdot(-1)}{d(-1, x)+d(1, x)}=\frac{|x+1|-|x-1|}{|x+1|+|x-1|}
$$

for $x \in \mathbb{R} \backslash\{-1,1\}$. To calculate the 2 -average-slope-minimizing extension, we consider the measure on $\mu=\frac{1}{2}\left(\delta_{-1}+\delta_{1}\right)$ on $S$. The resulting extension for $x \in \mathbb{R} \backslash\{-1,1\}$ is then given by

$$
F_{3}(x)=\frac{-1 /(x+1)^{2}+1 /(x-1)^{2}}{1 /(x+1)^{2}+1 /(x-1)^{2}}=\frac{2 x}{x^{2}+1} .
$$

We can see the representation of both extension functions in Figure 5. As proved in Lemma 1 (3), $F_{3}$ is differentiable, unlike the extensions $F_{1}$ and $F_{2}$.


Figure 5. Extension of the function $f(-1)=-1, f(1)=1$ using three different methods. In blue, $F_{1}$, the mean of the McShane and Whitney formulas; in red $F_{2}$, the one proposed by Oberman and Milman; and in green, $F_{3}$, our proposal, the 2 -average slope minimizing extension.

Example 7. We set now an example similar to the previous one shown in Example 6. Let $S=$ $[-1,1] \subset \mathbb{R}$ and let $f: S \rightarrow \mathbb{R}, f(s)=s$. We compute the same extensions $F_{1}, F_{2}$ and $F_{3}$. For the cases $F_{1}$ and $F_{2}$, we obtain the same result. For the case of $F_{3}$, we consider on $S$ the Lebesgue measure, which we again call $\mu$. We obtain that the value for $x \in \mathbb{R} \backslash S$ is, by applying the second fundamental theorem of calculus,

$$
F_{3}(x)=\frac{\int_{S} f(s) /(x-s)^{2} d \mu(s)}{\int_{S} 1 /(x-s)^{2} d \mu(s)}=x+\frac{x^{2}-1}{2} \log \left(\left|\frac{x-1}{x+1}\right|\right)
$$

The results can be seen in Figure 6. Contrary to what happens in the previous example, we can observe that, in this case, our formula does not provide a smoother approximation due to the weight of the rest of the points of the interval that, as it is computing an average value, has a relevant role in this approximation.


Figure 6. Extension the function $f(s)=s$ for $s \in[-1,1]$ using three different methods. In black, the original function, $f$; in blue $F_{1}$, the mean of the McShane and Whitney formulas; in red $F_{2}$, the one by Oberman and Milman; and in green $F_{3}$, the 2 -average slope minimizing extension.

Example 8. We finish with another example on $\mathbb{R}^{2}$. Let $D=\left\{(x, y) \in \mathbb{R}^{2}: 2 \leq\|(x, y)\| \leq 3\right\}$ be an annulus inside the ball $M=\left\{(x, y) \in \mathbb{R}^{2}:\|(x, y)\| \leq 3\right\}$. Consider on $D$ a sample $S$ of 81,000 points and let $\mu=\frac{1}{|S|} \sum_{s \in S} \delta_{s}$ as an approximation of the Lebesgue measure on $C$. Let $f: S \rightarrow \mathbb{R}$ be the function

$$
f(x, y)=x^{3}-3 x y^{2}
$$

that is, $z=f(x, y)$ is the monkey saddle surface on the region $(x, y) \in S$. We extend $f$ to $M \backslash D$ using the same 2-average-slope-minimizing extension formula. The resulting function $F: M \backslash D \rightarrow \mathbb{R}$ can be seen in Figure 7.

The result is very similar to the monkey saddle surface in $M \backslash D$. In fact, the maximum error committed in the approximation $\max \left\{F(x, y)-\left(x^{3}-3 x y^{2}\right):(x, y) \in M \backslash D\right\}$ is less than $3 \times 10^{-7}$.


Figure 7. Extension of the function $f(x, y)=x^{3}-3 x y^{2}$ defined on $D=\left\{(x, y) \in \mathbb{R}^{2}: 2 \leq\|(x, y)\| \leq 3\right\}$ using the 2 -average-slope-minimizing extension.

Moreover, that surface can also be reconstructed using only the information of $f$ on the circumference $C=\left\{(x, y) \in \mathbb{R}^{2}:\|(x, y)\|=2\right\}$. Now, we consider on $C$ a sample $S$ of 1000 points and let $\mu=\frac{1}{|S|} \sum_{s \in S} \delta_{s}$ as an approximation of the line integral measure on $C$. We extend the function to $B=\left\{(x, y) \in \mathbb{R}^{2}:\|(x, y)\|<2\right\}$ using the same method. This example can be seen in Figure 8. The maximum error committed by the extension compared to the original function $f(x, y)=x^{3}-3 x y^{2}$ on $B$ is now less than $3 \times 10^{-6}$.


Figure 8. Extension of the function $f(x, y)=x^{3}-3 x y^{2}$ defined on $D=\left\{(x, y) \in R^{2}:\|(x, y)\|=2\right\}$ using the 2-average-slope-minimizing extension.

The explicit formula calculated for the case $p=2$ makes it easy to find the best extension of the Lipschitz function. However, we have found no equivalent (or even approximate) formula for any case with $p \neq 2$. This suggests the following open question for the interested reader.

Question: Is it possible to provide an explicit formula for the best extension for the case $p \neq 2$ ?

## 4. Application: Ellipsoidal Measure Extensions

Motivated by the extension formulas based on integral averages that we have shown, in this section, we introduce a particular class of measure representation of the metric space by considering a normalization requirement. We will treat representations such as $m: M \rightarrow \mathcal{P}(S)$, i.e., $m(x)$ are probability measures. This requirement provides a different way of considering the Lipschitz property of the integral extenders. We need to fix a radial function, and the Lipschitz inequality will hold for elements of $M$ that have the same value of the average of this radial function. The simplest way to define this property is in terms of the Radon-Nikodym derivatives of the measures $m(x)=\mu_{x}$ with respect to $\mu$, as we do below.

Definition 3. Let $(M, d)$ be a metric space and let $S$ be a compact subspace. Let $\mu \in \mathcal{P}(S)$ and consider a measure representation of $M, m: M \rightarrow \mathcal{P}(S)$. We say that $m$ is an ellipsoidal measure representation if there exists a measurable function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$such that for all $x \in M \backslash S$ and $A \in \mathcal{B}(S)$,

$$
m(x)(A)=\mu_{x}(A)=\int_{A} \psi(d(x, s)) d \mu(s)
$$

In other words, the Radon-Nikodym derivative $\frac{d \mu_{x}}{d \mu}: S \rightarrow \mathbb{R}^{+}$only depends on the distance from $x$ to $s$.

Since $m(x)$ is a probability measure, in most cases, we will compute it as the normalization of a finite measure,

$$
\begin{equation*}
m(x)(A)=\mu_{x}(A)=\frac{\int_{A} \psi(d(x, s)) d \mu(s)}{\int_{S} \psi(d(x, s)) d \mu(s)} \tag{7}
\end{equation*}
$$

Let us illustrate this notion with some examples.
Example 9. Let us start with a negative example. Let

$$
M=\{(0,0),(0,1),(1,0),(1,1)\}
$$

with the Euclidean distance and let $S=\{(0,0),(1,1)\}$ with the measure $\mu=\frac{1}{2}\left(\delta_{(0,0)}+\delta_{(1,1)}\right)$. Let $m: \rightarrow \mathcal{P}(S)$ be defined as

$$
m((0,0))=\delta_{(0,0)}, m((0,1))=\delta_{(0,0)}, m((1,0))=\delta_{(1,1)}, m((1,1))=\delta_{(1,1)}
$$

Then, $m$ is not an ellipsoidal measure representation, since the points in $M \backslash S$ satisfy

$$
d((0,1), s)=d((1,0), s)
$$

but $m((0,1))$ and $m((1,0))$ are different measures.
Example 10. Let us consider the normalization of the measure representation given by Example 2. It is a typical case of ellipsoidal measure representation. Fix $\mu \in \mathcal{P}(S)$ and consider the map $m: M \rightarrow \mathcal{P}(S)$ given by

$$
x \mapsto m(x)(A)=\mu_{x}(A):=\frac{\int_{A} d(x, s) d \mu(s)}{\int_{S} d(x, s) d \mu(s)}, \quad x \in M \backslash S, \quad A \in \mathcal{B}(S)
$$

and $m(s)=\delta_{s}$ for $s \in S$. Then, we have the integral corresponding map

$$
\varphi_{m, f}(x)=\left\langle f, \mu_{x}\right\rangle=\frac{\int_{S} f(s) d(x, s) d \mu(s)}{\int_{S} d(x, s) d \mu(s)}, \quad x \in M
$$

for each $f \in \mathcal{C}(S)$. Simple computations show that for any $x, y \in M$,

$$
\left\|\mu_{x}-\mu_{y}\right\| \leq d(x, y) \cdot \frac{2}{\int_{S} d(x, s) d \mu(s)}
$$

Assuming that $I=\inf _{x \in M} \int_{S} d(x, s) d \mu(s)>0$, we obtain that $m$ is Lipschitz. Thus, by Proposition 1, for any $f \in \mathcal{C}(S)$, we have that $\varphi_{m, f} \in \mathcal{C}(M)$, and moreover, it is a Lipschitz function with $\operatorname{Lip}\left(\varphi_{m, f}\right) \leq 2 I^{-1} \cdot\|f\|_{\mathcal{C}(S)}$. Recall that $\varphi_{m, f}$ is not necessarily an extension of $f$.

In the above example, the Lipschitz inequality is preserved in the comparison between any pair of elements for which the extension is defined. However, this need not be true in general for ellipsoidal measure representations. Instead, we will prove below the most interesting property of these representations: the Lipschitz inequality is always preserved when involving elements with the same "average radial distance" to the set $S$. This is the reason for using the term ellipsoidal measure representation.

Let $m$ be such a representation, and take a fixed $\psi$ as in (7). For any $r>0$, consider the "ellipsoidal set"

$$
M_{r}=\left\{x \in M \backslash S: \int_{S} \psi(d(x, s)) d \mu(s)=r\right\}
$$

If $M_{r} \neq \varnothing$, we can study the Lipschitz condition of $\varphi_{m, f}$ on $M_{r}$. Therefore, by fixing the continuous function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$, we say that a function $f: M \rightarrow \mathbb{R}$ is radial-Lipschitz
if for any $r>0$ such that for $M_{r} \neq \varnothing$, there exists a constant $L_{r}$ such that $\operatorname{Lip}\left(\left.f\right|_{M_{r}}\right) \leq L_{r}$; that is,

$$
|f(x)-f(y)| \leq L_{r} \cdot d(x, y)
$$

for all $x, y \in M_{r}$.
Example 11. Continuing with Example 2, the characteristic bound for ellipsoidal measures is provided by the following computations. Fix $r \in \mathbb{R}^{+}$such that the ellipsoidal set $M_{r}=\{x \in M$ : $\left.\int_{s} d(x, y) d \mu(s)=r\right\}$ is non-empty. For $x, y \in M_{r}$,

$$
\begin{aligned}
\mid \varphi_{m, f}(x)- & \left.\varphi_{m, f}(y)\left|=\frac{1}{r}\right| \int_{S} f(s)(d(x, s)-d(y, s)) d \mu(s) \right\rvert\, \\
& \leq \frac{1}{r}\left(\int_{S}|f(s)| d \mu(s)\right) \cdot d(x, y)=\frac{\|f\|_{L^{1}(\mu)}}{r} \cdot d(x, y)
\end{aligned}
$$

and so the map $\varphi_{m, f}$ is radial-Lipschitz and

$$
\operatorname{Lip}\left(\left.\varphi_{m, f}\right|_{M_{r}}\right) \leq \frac{\|f\|_{L^{1}(\mu)}}{r}
$$

Observe that on each ellipsoidal set $M_{r}$, the Lipschitz constant of $\varphi_{m, f}$ has been improved compared to that of Example 10,

$$
\begin{equation*}
\operatorname{Lip}\left(\varphi_{m, f}\right) \leq \frac{2}{\inf \left\{r>0: M_{r} \neq \varnothing\right\}}\|f\|_{\mathcal{C}(S)} \tag{8}
\end{equation*}
$$

The next result provides a bound for the Lipschitz constant restricted to the ellipsoidal set $M_{r}$ for the integral expression that is given by the optimization explained in Section 3.1, in which the norm in $L^{2}(\mu)$ is considered. We need to define the following class of sets. For $r \in \mathbb{R}^{+}, M_{r}$ is the set

$$
M_{r}:=\left\{x \in M \backslash S: r=\int_{S} \frac{1}{d(x, s)^{2}} d \mu(s)\right\}
$$

that is well-defined since $S$ is closed, so the function $s \mapsto \frac{1}{d(x, s)}$ belongs to $L^{2}(\mu)$ for every $x \in M \backslash S$.

Proposition 4. Fix $\mu \in \mathcal{P}(S)$. Consider the function $m: M \rightarrow \mathcal{P}(S)$ and the ellipsoidal measure representation given by the function $\psi(t)=\frac{1}{t^{2}}$ on $M \backslash S$; that is,

$$
m(x)(A)=\mu_{x}(A)=\frac{\int_{A} 1 / d(x, s)^{2} d \mu(s)}{\int_{S} 1 / d(x, s)^{2} d \mu(s)}, \quad x \in M \backslash S, \quad A \in \mathcal{B}(S)
$$

and $m_{s}=\delta_{s}$ for $s \in S$.
Let $r>0$ such that $M_{r} \neq \varnothing$ and suppose that $Q_{r}=\sup _{x \in M_{r}}\left\|1 / d(x, \cdot)^{2}\right\|_{L^{2}(\mu)}$ is finite. Then, $\left.m\right|_{M_{r}}: M_{r} \rightarrow \mathcal{P}(S)$ is Lipschitz with

$$
\operatorname{Lip}\left(\left.m\right|_{M_{r}}\right) \leq \frac{2 Q_{r}}{r^{\frac{1}{2}}}
$$

Moreover, for every $f \in \mathcal{C}(S), \varphi_{m, f}(x)=\int_{S} f(s) d \mu_{x}, x \in M$, defines a Lipschitz function when restricted to $M_{r}$, and

$$
\operatorname{Lip}\left(\left.\varphi_{m, f}\right|_{M_{r}}\right) \leq \frac{2 Q_{r}}{r^{\frac{1}{2}}}\|f\|_{\mathcal{C}(S)}
$$

Proof. Let $r$ be as in the statement and $x, y \in M_{r}$. Then,

$$
\begin{aligned}
\left\|\mu_{x}-\mu_{y}\right\|_{\mathcal{M}(S)} & =\frac{1}{r} \int_{S}\left|\frac{1}{d(x, s)^{2}}-\frac{1}{d(y, s)^{2}}\right| d \mu(s) \\
& =\frac{1}{r} \int_{S} \frac{|d(x, s)-d(y, s)|(d(x, s)+d(y, s))}{d(x, s)^{2} d(y, s)^{2}} d \mu(s) \\
& \leq \frac{d(x, y)}{r}\left(\int_{S} \frac{1}{d(x, s) d(y, s)^{2}} d \mu(s)+\int_{S} \frac{1}{d(x, s)^{2} d(y, s)} d \mu(s)\right)
\end{aligned}
$$

Now, using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
\left\|\mu_{x}-\mu_{y}\right\|_{\mathcal{M}(s)} & \leq \frac{d(x, y)}{r}\left(\left(\int_{S} \frac{1}{d(x, s)^{2}}\right)^{\frac{1}{2}}\left(\int_{S} \frac{1}{d(y, s)^{4}}\right)^{\frac{1}{2}}+\left(\int_{S} \frac{1}{d(y, s)^{2}}\right)^{\frac{1}{2}}\left(\int_{S} \frac{1}{d(x, s)^{4}}\right)^{\frac{1}{2}}\right) \\
& \leq \frac{d(x, y)}{r} 2 r^{\frac{1}{2}} Q_{r}=d(x, y) \frac{2 Q_{r}}{r^{\frac{1}{2}}}
\end{aligned}
$$

The last statement is a consequence of reasoning as in Proposition 1.
Example 12. Let $M=[-2,2] \times[-2,2] \subset \mathbb{R}^{2}$ with the Euclidean distance and let $S$ be a mesh of the set $C=\left\{(x, y) \in \mathbb{R}^{2}: \frac{1}{2} \leq \max (|x|,|y|) \leq 1\right\}$ with 121,200 points and a spacing of 0.005 . We consider on $S$ the counting normalized measure $\mu=\frac{1}{|S|} \sum_{s \in S} \delta_{S}$ as in Remark 1.

We can see in Figure 9 a representation of the value of $\int_{S} 1 / d(x, s)^{2} d \mu$ for each $x \in M \backslash C$ and some relevant sets $M_{r}$.


Figure 9. In red, the set $C$. In different shades of blue, the value of $\int_{S} 1 / d(x, s)^{2} d \mu(s)$ for each $x \in M \backslash C$. We have fixed some bands of constant value to facilitate the understanding of the graphic. Some sets $M_{r}$ are plotted in black for $r \in\left\{\frac{1}{4}, \frac{1}{2}, 1,2,4\right\}$.

Finally, consider on $S$ the function $f: S \rightarrow \mathbb{R}$, defined as

$$
\begin{equation*}
f(x, y)=x \cdot \cos (10 y) \tag{9}
\end{equation*}
$$

see Figure 10. We extend $f$ to the whole $M$ using the 2-average-slope-minimizing extension, $\varphi_{m, f}: M \rightarrow \mathbb{R}$, with $m(x)=\mu_{x}$ defined as in (6). The result is shown in Figure 10.


Figure 10. Extension of the function $f(x, y)=x \cdot \cos (10 y)$ defined on $C=\left\{(x, y) \in \mathbb{R}^{2}: \frac{1}{2} \leq\right.$ $\max (|x|,|y|) \leq 1\}$ using the 2-average-slope-minimizing method.

## 5. Conclusions

Given a compact subset $S$ of a metric space $M$, we define the notion of measure representation of the whole metric space by assigning a measure $\mu_{x}$ on $S$ to each element $x \in M$. This representation is shown to be useful for generating extension formulas for functions defined on $S$ to all $M$ via what we call integral extensor maps. Although these ideas seem very abstract, we show that the new Lipschitz function extension techniques we introduce (the $p$-slope-minimizing extensions) can be understood as particular cases of this general setting for $p=2$. These new extension formulas are based on the calculation of an integral average of the slopes of the lines given by the points of $S$ and the point to which we want to extend the function. They prove to be useful for modulating the smoothness of the produced functions, which is not at all given in the case of the classical McShane and Whitney formulas. However, they do not, in general, preserve the Lipschitz constant, but we show some bounds for the resulting Lipschitz norms. For example, we show that in some special cases (such as the ellipsoidal measure extensions we present in the last section), good control of the Lipschitz norms is possible on certain subsets of the metric space with a natural geometric description.
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#### Abstract

On the set $\mathcal{M}$ of mean functions, the symmetric mean of $M$ with respect to mean $M_{0}$ can be defined in several ways. The first one is related to the group structure on $\mathcal{M}$, and the second one is defined trough Gauss' functional equation. In this paper, we provide an answer to the open question formulated by B. Farhi about the matching of these two different mappings called symmetries on the set of mean functions. Using techniques of asymptotic expansions developed by T. Burić, N. Elezović, and L. Mihoković (Vukšić), we discuss some properties of such symmetries trough connection with asymptotic expansions of means involved. As a result of coefficient comparison, a new class of means was discovered, which interpolates between harmonic, geometric, and arithmetic mean.
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## 1. Introduction

Function $M: \mathbf{R}^{+} \times \mathbf{R}^{+} \rightarrow \mathbf{R}$ is called a mean if for all $s, t \in \mathbf{R}^{+}$

$$
\begin{equation*}
\min (s, t) \leq M(s, t) \leq \max (s, t) \tag{1}
\end{equation*}
$$

Mean $M$ is symmetric if for all $s, t \in \mathbf{R}^{+}$

$$
M(s, t)=M(t, s)
$$

and homogeneous (of degree 1) if for all $\lambda, s, t \in \mathbf{R}^{+}$

$$
M(\lambda s, \lambda t)=\lambda M(s, t)
$$

This paper was motivated by the problem of matching two different mappings on the set of mean functions formulated in paper [1] in which author introduced algebraic and topological structures on the set $\mathcal{M}_{\mathcal{D}}$ of symmetric means on a symmetric domain $\mathcal{D}$ with additional property

$$
M(s, t)=s \Rightarrow s=t, \quad \forall(s, t) \in \mathcal{D}
$$

The first mapping is related to the group structure and the second one is defined trough Gauss' functional equation. It was found that those mappings coincide for arithmetic, geometric, and harmonic mean, but the question of the existence of other solutions remained open. We shall take $\mathcal{D}=\mathbf{R}^{+} \times \mathbf{R}^{+}$.

First, let $\mathcal{A}_{\mathcal{D}}$ be set of all functions $f: \mathcal{D} \rightarrow \mathbf{R}$ such that

$$
(\forall(x, y) \in \mathcal{D}) f(x, y)=-f(y, x)
$$

$\left(\mathcal{A}_{\mathcal{D}},+\right)$ is an abelian group with the neutral element 0 . Function $\varphi: \mathcal{M}_{\mathcal{D}} \rightarrow \mathcal{A}^{\mathcal{D}}$ defined by

$$
\varphi(M)(x, y):= \begin{cases}\log \left(-\frac{M(x, y)-x}{M(x, y)-y}\right), & x \neq y \\ 0, & x=y\end{cases}
$$

is a bijection. The composition law $*: \mathcal{M}_{\mathcal{D}} \times \mathcal{M}_{\mathcal{D}} \rightarrow \mathcal{M}_{\mathcal{D}}$ is defined by

$$
M_{1} * M_{2}=\varphi^{-1}\left(\varphi\left(M_{1}\right)+\varphi\left(M_{2}\right)\right) .
$$

Thus $\left(\mathcal{M}_{\mathcal{D}}, *\right)$ is an abelian group with the neutral element $\varphi^{-1}(0)=A$. It can also easily be shown that the explicit formula for the composition law $*$ holds:

$$
\left(M_{1} * M_{2}\right)(x, y)= \begin{cases}\frac{x\left(M_{1}-y\right)\left(M_{2}-y\right)+y\left(M_{1}-x\right)\left(M_{2}-x\right)}{\left(M_{1}-x\right)\left(M_{2}-x\right)+\left(M_{1}-y\right)\left(M_{2}-y\right)}, & x \neq y  \tag{2}\\ x, & x=y\end{cases}
$$

For the sake of simplicity, variables $(x, y)$ were omitted. By sum and difference of means, we assume usual pointwise addition and subtraction. More on the topological structures on set of bivariate means can also be found in [2].

Based on the operation $*$ defined in (2), the first type of the symmetry was defined.
Definition 1 ([1]). The symmetric mean $M_{2}$ to a mean $M_{1}$ with respect to mean $M_{0}$ via the group structure $\left(\mathcal{M}_{\mathcal{D}}, *\right)$ is defined with the expression

$$
\begin{equation*}
S_{M_{0}}\left(M_{1}\right)=M_{2} \Leftrightarrow M_{1} * M_{2}=M_{0} * M_{0} \tag{3}
\end{equation*}
$$

Combining (3) with (2), the explicit formula for symmetric mean of mean $M_{1}$ with respect to $M_{0}$ can easily be calculated:

$$
\begin{equation*}
S_{M_{0}}\left(M_{1}\right)=\frac{x\left(M_{1}-x\right)\left(M_{0}-y\right)^{2}-y\left(M_{0}-x\right)^{2}\left(M_{1}-y\right)}{\left(M_{1}-x\right)\left(M_{0}-y\right)^{2}-\left(M_{0}-x\right)^{2}\left(M_{1}-y\right)} \tag{4}
\end{equation*}
$$

We shall see the behavior of $S_{M_{0}}$ for some basic well known means $M_{0}$. For $(s, t) \in$ $\mathcal{D}=\mathbf{R}^{+} \times \mathbf{R}^{+}$let

$$
A(s, t)=\frac{s+t}{2}, \quad G(s, t)=\sqrt{s t}, \quad H(s, t)=\frac{2 s t}{s+t^{\prime}}
$$

be the arithmetic, geometric, and harmonic means, respectively.
Example 1 ([1]). For any mean $M \in \mathcal{M}_{\mathcal{D}}$, we have:

1. $S_{A}(M)=2 A-M$,
2. $S_{G}(M)=\frac{G^{2}}{M}$,
3. $S_{H}(M)=\frac{H M}{2 M-H}$.

Notice that the denominator in $S_{H}(M)$ from Example 1 cannot be equal to 0 , since $M=\frac{1}{2} H$ does not satisfy the left hand side inequality in (1) and, hence, it is not a mean.

Another type of symmetry, independent of the group structure $\left(\mathcal{M}_{\mathcal{D}}, *\right)$, can also be defined.

Definition 2 ([1]). Mean $M_{2}$ is said to be functional symmetric mean of $M_{1}$ with respect to $M_{0}$ if the following functional equation is satisfied:

$$
\begin{equation*}
\sigma_{M_{0}}\left(M_{1}\right)=M_{2} \Leftrightarrow M_{0}\left(M_{1}, M_{2}\right)=M_{0} \tag{5}
\end{equation*}
$$

We can also say that mean $M_{0}$ is the functional middle of $M_{1}$ and $M_{2}$. Defining equation on the right side of the equivalence relation (5) is known as the Gauss functional equation. Some authors refer to means $M_{1}$ and $M_{2}$ as a pair of $M_{0}$-complementary means.

Mean $M_{0}$ is also said to be $\left(M_{1}, M_{2}\right)$-invariant. For recent related results, see [3-6] and also survey article on invariance of means [7] and references therein. Furthermore, if functional symmetric mean exists, then it is unique.

With respect to the same means as in the latter exmple, we may calculate the symmetric means. For instance, when $M_{0}=H$, we have

$$
H\left(M, \sigma_{H}(M)\right)=H \Leftrightarrow \frac{2 M \sigma_{H}(M)}{M+\sigma_{H}(M)}=H \Leftrightarrow 2 M \sigma_{H}(M)=H\left(M+\sigma_{H}(M)\right) \Leftrightarrow \sigma_{H}(M)=\frac{H M}{2 M-H} .
$$

Other symmetric pairs, with respect to $A$ and $G$, are obtained in similar manner.
Example 2 ([1]). For any mean $M \in \mathcal{M}_{\mathcal{D}}$, we have:

1. $\sigma_{A}(M)=2 A-M$,
2. $\sigma_{G}(M)=\frac{G^{2}}{M}$,
3. $\sigma_{H}(M)=\frac{H M}{2 M-H}$.

Taking into account Examples 1 and 2, in which the same mappings appear with respect to arithmetic, geometric, and harmonic mean appear, the author in [1] states the following.

Open question. For which mean functions $M_{0}$ on $\mathcal{D}=\mathbf{R}^{+} \times \mathbf{R}^{+}$do the two symmetries, $S$ and $\sigma$, with respect to $M_{0}$, coincide?

The goal of this paper is to analyze the open question and offer the answer in the setting of symmetric homogeneous means, which possess the asymptotic expansion. Techniques of asymptotic expansions were developed in [8-10] and appeared to be very useful in comparison and finding inequalities for bivariate means ( $[11,12]$ ), comparison of bivariate parameter means ([10]), finding optimal parameters in convex combinations of means ([12,13]), and solving the functional equations of the form $B(A(x))=C(x)$, where asymptotic expansions of $B$ and $C$ are known ([14]). In the latter example, $A, B$, and $C$ are functions of a real variable, which possess asymptotic expansion as $x \rightarrow \infty$ with respect to asymptotic sequences $\left(x^{w-n}\right)_{n \in \mathbf{N}_{0}},\left(x^{u-n}\right)_{n \in \mathbf{N}_{0}}$, and $\left(x^{v-n}\right)_{n \in \mathbf{N}_{0}}$, respectively, where $w, u$, and $v$ are real numbers. When used with $B(x)=f(x)$ and $C(x)=\frac{1}{t-s} \int_{s}^{t} f(x+u) d u$, finding $A(x)$ is then equivalent to determining integral $f$-mean $I_{f}(x+s, x+t)=f^{-1}\left(\frac{1}{t-s} \int_{x+s}^{x+t} f(u) d u\right)$ for a given function $f$ as it was described in detail in above mentioned paper. We may perceive the significance of this approach when explicit formula for the inverse function is not known, which is case for the digamma function.

Techniques and results applyed in this paper were described in Section 2. In the next step, we obtained the algorithm for calculating the coefficients in the asymptotic expansions of means $M_{2}^{S}=S_{M_{0}}\left(M_{1}\right)$ and $M_{2}^{\sigma}=\sigma_{M_{0}}\left(M_{1}\right)$. Comparing the first few obtained coefficents, we anticipated the general form of the coefficients in the asymptotic expansion of mean $M_{0}$ for which symmetries $S_{M_{0}}$ and $\sigma_{M_{0}}$ coincide, i.e., such that $M_{2}^{S}=M_{2}^{\sigma}$.

At the beginning of Section 3, we found closed formula and explored some properties, such as limit behavior and monotonocity with respect to the parameter. We proved that proposed function represents the well defined one parameter class of means. We have shown that it also covers, as the special cases, means from Examples 1 and 2.

Lastly, in Section 4, we have proved that this class of means answered the open question and stated the hypothesis that there were not any other solutions in the context of homogeneous symmetric means, which possess asymptotic power series expansions.

In addition, methods presented in this paper may be useful with similar problems regarding functional equations, especially in case when the explicit formula for included function was not known.

## 2. Asymptotic Expansions

Recall the definition of an asymptotic power series expansion as $x \rightarrow \infty$.

Definition 3. The series $\sum_{n=0}^{\infty} c_{n} x^{-n}$ is said to be an asymptotic expansion of a function $f(x)$ as $x \rightarrow \infty$ if for each $N \in \mathbf{N}$

$$
f(x)=\sum_{n=0}^{N} c_{n} x^{-n}+o\left(x^{-N}\right)
$$

Main properties of asymptotic series and asymptotic expansions can be found in [15]. Taylor series expansion can also be seen as an asymptotic expansion, but the converse is not generally true, and the asymptotic series may also be divergent. The main characteristic of asymptotic expansion is that it provides good approximation using a finite number of terms while letting $x \rightarrow \infty$.

Beacause of the intrinsity (1), mean $M$ would possess the asymptotic power series as $x \rightarrow \infty$ of the form

$$
M(x+s, x+t)=\sum_{n=0}^{\infty} c_{n}(s, t) x^{-n+1}
$$

with $c_{0}(s, t)=1$. For a homogeneous symmetric mean, the coefficients $c_{n}(s, t)$ are also homogeneous symmetric polynomials of degree $n$ in variables $s$ and $t$, and for $s=-t$, they have a simpler form. Let the means included possess the asymptotic expansions as $x \rightarrow \infty$ of the form

$$
\begin{align*}
& M_{0}(x-t, x+t)=\sum_{n=0}^{\infty} c_{n} t^{2 n} x^{-2 n+1}  \tag{6}\\
& M_{1}(x-t, x+t)=\sum_{n=0}^{\infty} a_{n} t^{2 n} x^{-2 n+1} \\
& M_{2}(x-t, x+t)=\sum_{n=0}^{\infty} b_{n} t^{2 n} x^{-2 n+1}
\end{align*}
$$

Conversely, it can also be shown that the expansion in variables $(x-t, x+t)$ is sufficent to obtain the so-called two variable expansion, i.e., the expansion in variables $(x+s, x+t)$. Furthermore, note that

$$
\begin{equation*}
a_{0}=b_{0}=c_{0}=1 \tag{7}
\end{equation*}
$$

In this section, we will find the asymptotic expansions of means $M_{2}^{S}=S_{M_{0}}\left(M_{1}\right)$ and $M_{2}^{\sigma}=\sigma_{M_{0}}\left(M_{1}\right)$.

### 2.1. Symmetry $S_{M_{0}}$

Recall the recently developed results for tansformations of asymptotic series, i.e., the complete asymptotic expansions of the quotient and the power of asymptotic series.

Lemma 1 ([10], Lemma 1.1.). Let function $f(x)$ and $g(x)$ have the following asymptotic expansions $\left(a_{0} \neq 0, b_{0} \neq 0\right)$ as $x \rightarrow \infty$ :

$$
f(x) \sim \sum_{n=0}^{\infty} a_{n} x^{-n}, \quad g(x) \sim \sum_{n=0}^{\infty} b_{n} x^{-n}
$$

Then, asymptotic expansion of their quotient $f(x) / g(x)$ reads as

$$
\frac{f(x)}{g(x)} \sim \sum_{n=0}^{\infty} c_{n} x^{-n}
$$

where coefficients $c_{n}$ are defined by

$$
c_{n}=\frac{1}{b_{0}}\left(a_{n}-\sum_{k=0}^{n-1} b_{n-k} c_{k}\right) .
$$

Lemma $2([8,16])$. Let $m(x)$ be a function with asymptotic expansion $\left(c_{0} \neq 0\right)$ :

$$
m(x) \sim \sum_{n=0}^{\infty} c_{n} x^{-n}, \quad(x \rightarrow \infty)
$$

Then, for all real $r$, it holds

$$
[m(x)]^{r} \sim \sum_{n=0}^{\infty} P\left[n, r,\left(c_{j}\right)_{j \in \mathbf{N}_{0}}\right] x^{-n}
$$

where

$$
\begin{align*}
& P\left[0, r,\left(c_{j}\right)_{j \in \mathbf{N}_{0}}\right]=c_{0}^{r} \\
& P\left[n, r,\left(c_{j}\right)_{j \in \mathbf{N}_{0}}\right]=\frac{1}{n c_{0}} \sum_{k=1}^{n}[k(1+r)-n] c_{k} P\left[n-k, r,\left(c_{j}\right)_{j \in \mathbf{N}_{0}}\right] . \tag{8}
\end{align*}
$$

Symmetric mean with respect to mean $M_{0}$ of mean $M_{1}$ via the group structure $\left(\mathcal{M}_{\mathcal{D}}, *\right)$ as a consequence of (4) can be expressed as:

$$
\begin{aligned}
& M_{2}^{S}(x-t, x+t)=S_{M_{0}}\left(M_{1}\right)(x-t, x+t) \\
& \quad=\frac{(x-t)\left(M_{1}-x+t\right)\left(M_{0}-x-t\right)^{2}-(x+t)\left(M_{0}-x+t\right)^{2}\left(M_{1}-x-t\right)}{\left(M_{1}-x+t\right)\left(M_{0}-x-t\right)^{2}-\left(M_{0}-x+t\right)^{2}\left(M_{1}-x-t\right)} \\
& \quad=\frac{(x-t)\left(\bar{M}_{1}+t\right)\left(\bar{M}_{0}-t\right)^{2}-(x+t)\left(\bar{M}_{0}+t\right)^{2}\left(\bar{M}_{1}-t\right)}{\left(\bar{M}_{1}+t\right)\left(\bar{M}_{0}-t\right)^{2}-\left(\bar{M}_{0}+t\right)^{2}\left(\bar{M}_{1}-t\right)} \\
& \quad=x+\frac{2 t^{2} \bar{M}_{0}-t^{2} \bar{M}_{1}-\bar{M}_{0}^{2} \bar{M}_{1}}{t^{2}+\bar{M}_{0}^{2}-2 \bar{M}_{0} \bar{M}_{1}}
\end{aligned}
$$

where $\bar{M}_{i}, i=1,2,3$, stands for $M_{i}-x$. The variables $(x-t, x+t)$ were omitted for the sake of symplicity. Further calculations reveal that:

$$
\begin{aligned}
& M_{2}^{S}(x-t, x+t)=x+t^{2} x^{-1}\left[\left(2 c_{1}-a_{1}\right)+\right. \\
& \left.+\sum_{n=0}^{\infty}\left(2 c_{n+2}-a_{n+2}+\sum_{k=0}^{n}\left(\sum_{j=0}^{k}\left(c_{j+1} c_{k-j+1}\right) a_{n+1-k}\right)\right) t^{2 n+2} x^{-2 n-2}\right] \times \\
& \times\left[1+\sum_{n=0}^{\infty} \sum_{k=0}^{n} c_{k+1}\left(c_{n-k+1}-2 a_{n-k+1}\right) t^{2 n+2} x^{-2 n-2}\right]^{-1}
\end{aligned}
$$

Coefficients $b_{n}^{S}$ for $n \geq 1$ are obtained using Lemma 1 for the division of asymptotic series. Hence, we have the following:

$$
\begin{aligned}
& b_{0}^{S}=1 \\
& b_{n}^{S}=n u m_{n}-\sum_{k=0}^{n-2} \operatorname{den}_{n-1-k} b_{k+1}^{S}, \quad n \geq 1,
\end{aligned}
$$

where $\left(\text { num }_{n}\right)_{n \in \mathbf{N}_{0}}$ and $\left(\text { den }_{n}\right)_{n \in \mathbf{N}_{0}}$ dentote auxiliary sequences, which appear in the numerator and the denominator:

$$
\begin{aligned}
& \text { пит }_{0}=2 c_{1}-a_{1} \\
& \text { пит }_{n}=2 c_{n+1}-a_{n+1}+\sum_{k=0}^{n-1}\left(\sum_{j=0}^{k}\left(c_{j+1} c_{k-j+1}\right) a_{n-k}\right), \quad n \geq 1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{den}_{0} & =1 \\
\operatorname{den}_{n} & =\sum_{k=0}^{n-1} c_{k+1}\left(c_{n-k}-2 a_{n-k}\right), \quad n \geq 1 .
\end{aligned}
$$

We shall calculate the first few coefficients:

$$
\begin{aligned}
b_{0}^{S}= & 1, \\
b_{1}^{S}= & 2 c_{1}-a_{1}, \\
b_{2}^{S}= & 2 c_{2}-a_{2}-2 c_{1}\left(a_{1}-c_{1}\right)^{2}, \\
b_{3}^{S}= & 2 c_{3}-a_{3}-2\left(a_{1}-c_{1}\right)\left(2 a_{2} c_{1}+c_{1}^{2}\left(2 a_{1}^{2}-3 a_{1} c_{1}+c_{1}^{2}\right)+\left(a_{1}-3 c_{1}\right) c_{2}\right), \\
b_{4}^{S}= & 2 c_{4}-a_{4}-2\left(a_{2}^{2} c_{1}+4 a_{1}^{4} c_{1}^{3}+4 a_{1}^{3} c_{1}\left(-3 c_{1}^{3}+c_{2}\right)\right. \\
& +2 a_{2}\left(\left(3 a_{1}-2 c_{1}\right)\left(a_{1}-c_{1}\right) c_{1}^{2}+\left(a_{1}-2 c_{1}\right) c_{2}\right) \\
& +a_{1}^{2}\left(13 c_{1}^{5}-15 c_{1}^{2} c_{2}+c_{3}\right)+2 a_{1}\left(a_{3} c_{1}-3 c_{1}^{6}+8 c_{1}^{3} c_{2}-c_{2}^{2}-2 c_{1} c_{3}\right) \\
& \left.+c_{1}\left(-2 a_{3} c_{1}+c_{1}^{6}-5 c_{1}^{3} c_{2}+3 c_{2}^{2}+3 c_{1} c_{3}\right)\right), \\
b_{5}^{S}= & 2 c_{5}-a_{5}-2\left(-2 a_{4} c_{1}^{2}+8 a_{1}^{5} c_{1}^{4}+4 a_{3} c_{1}^{4}-c_{1}^{9}-4 a_{3} c_{1} c_{2}+7 c_{1}^{6} c_{2}-10 c_{1}^{3} c_{2}^{2}\right. \\
& +c_{2}^{3}+a_{2}^{2}\left(6 a_{1} c_{1}^{2}-5 c_{1}^{3}+c_{2}\right)+4 a_{1}^{4} c_{1}^{2}\left(-7 c_{1}^{3}+3 c_{2}\right)-5 c_{1}^{4} c_{3}+6 c_{1} c_{2} c_{3} \\
& +2 a_{1}^{3}\left(19 c_{1}^{6}-24 c_{1}^{3} c_{2}+c_{2}^{2}+2 c_{1} c_{3}\right)+2 a_{2}\left(a_{3} c_{1}+8 a_{1}^{3} c_{1}^{3}-3 c_{1}^{6}+8 c_{1}^{3} c_{2}\right. \\
& \left.-c_{2}^{2}+6 a_{1}^{2} c_{1}\left(-3 c_{1}^{3}+c_{2}\right)-2 c_{1} c_{3}+a_{1}\left(13 c_{1}^{5}-15 c_{1}^{2} c_{2}+c_{3}\right)\right)+3 c_{1}^{2} c_{4} \\
& +a_{1}^{2}\left(6 a_{3} c_{1}^{2}-5 c_{1}\left(5 c_{1}^{6}-13 c_{1}^{3} c_{2}+3 c_{2}^{2}+3 c_{1} c_{3}\right)+c_{4}\right)+2 a_{1}\left(a_{4} c_{1}\right. \\
& \left.\left.+a_{3}\left(-5 c_{1}^{3}+c_{2}\right)+2\left(2 c_{1}^{8}-9 c_{1}^{5} c_{2}+6 c_{1}^{2} c_{2}^{2}+4 c_{1}^{3} c_{3}-c_{2} c_{3}-c_{1} c_{4}\right)\right)\right) .
\end{aligned}
$$

### 2.2. Symmetry $\sigma_{M_{0}}$

The problem of functional symmetic mean corresponds the functional equation

$$
M_{0}(x-t, x+t)=M_{0}\left(M_{1}(x-t, x+t), M_{2}(x-t, x+t)\right)
$$

which we will solve in terms of asymptotic series. To this end, we shall use the following result from Burić and Elezović about the asymptotic expansion of the composition of means.

Theorem 1 ([17], Theorem 2.2.). Let $M$ and $N$ be given homogeneous symmetric means with asymptotic expansions

$$
M(x-t, x+t)=\sum_{k=0}^{\infty} a_{k} t^{2 k} x^{-2 k+1}, \quad N(x-t, x+t)=\sum_{k=0}^{\infty} b_{k} t^{2 k} x^{-2 k+1}
$$

and let $F$ be homogeneous symmetric mean with expansion

$$
F(x-t, x+t)=\sum_{k=0}^{\infty} \gamma_{k} t^{2 k} x^{-2 k+1}
$$

Then, the composition $H=F(M, N)$ has asymptotic expansion

$$
H(x-t, x+t)=\sum_{k=0}^{\infty} h_{n} t^{2 n} x^{-2 n+1}
$$

where coefficients ( $h_{n}$ ) are calculated by

$$
h_{n}=\sum_{k=0}^{\left\lfloor\frac{n}{2 z}\right\rfloor} \gamma_{k} \sum_{j=0}^{n-2 z k} P\left[j, 2 k,\left(d_{m}\right)_{m \in \mathbf{N}_{0}}\right] P\left[n-2 z k-j,-2 k+1,\left(c_{m}\right)_{m \in \mathbf{N}_{0}}\right] .
$$

Sequences $\left(c_{n}\right)$ and $\left(d_{n}\right)$ are defined by

$$
c_{n}=\frac{1}{2}\left(a_{n}+b_{n}\right), \quad d_{n}=\frac{1}{2}\left(a_{n+z}-b_{n+z}\right), \quad n \geq 0,
$$

where $z$ is the smallest number such that $d_{n} \neq 0$.
Applying Theorem 1 on $M=M_{1}, N=M_{2}$ (or equivalently $M=M_{2}, N=M_{1}$ ) and $F=M_{0}$, we obtain the asymptotic expansion of the composition $M_{0}\left(M_{1}, M_{2}\right)$. Since the equation $M_{0}=M_{0}\left(M_{1}, M_{2}\right)$ holds, on the other side, in Theorem 1, we also have $H=M_{0}$. The coeficients in the asymptotic expansion of the composition $M_{0}\left(M_{1}, M_{2}\right)$ equal the coefficients $c_{n}$ in the asymptotic expansion of mean $M_{0}$. In the end, we obtain the recursive algorithm for coefficients $c_{n}$ :

$$
\begin{align*}
& c_{0}=1 ; \\
& c_{n}=\sum_{k=0}^{\left\lfloor\frac{n}{2 z}\right\rfloor} c_{k} \sum_{j=0}^{n-2 z k} P\left[j, 2 k,\left(\frac{1}{2}\left(a_{m}-b_{m}^{\sigma}\right)\right)_{m \geq z}\right] P\left[n-2 z k-j,-2 k+1,\left(\frac{1}{2}\left(a_{m}+b_{m}^{\sigma}\right)\right)_{m \in \mathbf{N}_{0}}\right], \tag{9}
\end{align*}
$$

where $P\left[n, r,\left(c_{m}\right)_{m \in \mathbf{N}_{0}}\right], n \in \mathbf{N}_{0}$ denotes the $n$-th coefficient in the asymptotic expansion of $r$-th power of the asymptotic seires with coefficients $\left(c_{m}\right)_{m \in \mathbf{N}_{0}}$, as it was defined in (8). Because of (7), $z$ is always greater or equal to 1 .

For $z=1$ we calculate the first few coefficients:

$$
\begin{aligned}
c_{0}= & 1 \\
c_{1}= & \frac{1}{2}\left(a_{1}+b_{1}^{\sigma}\right), \\
c_{2}= & \frac{1}{2}\left(a_{2}+b_{2}^{\sigma}\right)+\frac{1}{4}\left(a_{1}-b_{1}^{\sigma}\right)^{2} c_{1}, \\
c_{3}= & \frac{1}{2}\left(a_{3}+b_{3}^{\sigma}\right)-\frac{1}{8}\left(a_{1}-b_{1}^{\sigma}\right)\left(a_{1}^{2}-4 a_{2}-\left(b_{1}^{\sigma}\right)^{2}+4 b_{2}^{\sigma}\right) c_{1}, \\
c_{4}= & \frac{1}{2}\left(a_{4}+b_{4}^{\sigma}\right)+\frac{1}{16}\left(\left(a_{1}^{4}+4 a_{2}^{2}-8 a_{3} b_{1}^{\sigma}+\left(b_{1}^{\sigma}\right)^{4}+2 a_{2}\left(\left(b_{1}^{\sigma}\right)^{2}-4 b_{2}^{\sigma}\right)\right.\right. \\
& -2 a_{1}^{2}\left(3 a_{2}+\left(b_{1}^{\sigma}\right)^{2}-b_{2}^{\sigma}\right)-6\left(b_{1}^{\sigma}\right)^{2} b_{2}^{\sigma}+4\left(b_{2}^{\sigma}\right)^{2} \\
& \left.\left.+4 a_{1}\left(2 a_{3}+b_{1}^{\sigma}\left(a_{2}+b_{2}^{\sigma}\right)-2 b_{3}^{\sigma}\right)+8 b_{1}^{\sigma} b_{3}^{\sigma}\right) c_{1}+\left(a_{1}-b_{1}^{\sigma}\right)^{4} c_{2}\right), \\
c_{5}= & \frac{1}{2}\left(a_{5}+b_{5}^{\sigma}\right)-\frac{1}{32}\left(\left(a_{1}^{5}+a_{1}^{4} b_{1}^{\sigma}-4 a_{2}^{2} b_{1}^{\sigma}+16 a_{4} b_{1}^{\sigma}-4 a_{3}\left(b_{1}^{\sigma}\right)^{2}+\left(b_{1}^{\sigma}\right)^{5}\right.\right. \\
& -2 a_{1}^{3}\left(4 a_{2}+\left(b_{1}^{\sigma}\right)^{2}\right)+16 a_{3} b_{2}^{\sigma}-8\left(b_{1}^{\sigma}\right)^{3} b_{2}^{\sigma}+12 b_{1}^{\sigma}\left(b_{2}^{\sigma}\right)^{2} \\
& -8 a_{2}\left(2 a_{3}+b_{1}^{\sigma} b_{2}^{\sigma}-2 b_{3}^{\sigma}\right)+2 a_{1}^{2}\left(6 a_{3}-\left(b_{1}^{\sigma}\right)^{3}+4 b_{1}^{\sigma} b_{2}^{\sigma}-2 b_{3}^{\sigma}\right)+12\left(b_{1}^{\sigma}\right)^{2} b_{3}^{\sigma} \\
& -16 b_{2}^{\sigma} b_{3}^{\sigma}-16 b_{1}^{\sigma} b_{4}^{\sigma}+a_{1}\left(12 a_{2}^{2}-16 a_{4}-8 a_{3} b_{1}^{\sigma}+\left(b_{1}^{\sigma}\right)^{4}+8 a_{2}\left(\left(b_{1}^{\sigma}\right)^{2}-b_{2}^{\sigma}\right)\right. \\
& \left.\left.\left.-4\left(b_{2}^{\sigma}\right)^{2}-8 b_{1}^{\sigma} b_{3}^{\sigma}+16 b_{4}^{\sigma}\right)\right) c_{1}-\left(a_{1}-b_{1}^{\sigma}\right)^{3}\left(3 a_{1}^{2}-8 a_{2}-3\left(b_{1}^{\sigma}\right)^{2}+8 b_{2}^{\sigma}\right) c_{2}\right) .
\end{aligned}
$$

The connetcion between $b_{n}^{\sigma}$ and $c_{n}$ with the highest index $n$ in each equation is linear. In the expression (9), $b_{n}^{\sigma}$ appears ony in the second part

$$
\begin{equation*}
P\left[n-2 z k-j,-2 k+1,\left(\frac{1}{2}\left(a_{m}+b_{m}^{\sigma}\right)\right)_{m \in \mathbf{N}_{0}}\right], \tag{10}
\end{equation*}
$$

when $k=j=0$. Then, (10) becomes $P\left[n, 1,\left(\frac{1}{2}\left(a_{m}+b_{m}^{\sigma}\right)\right)_{m \in \mathbf{N}_{0}}\right]$, which represents the $n$-th coefficient in the $\sum_{n=0}^{\infty} \frac{1}{2}\left(a_{n}+b_{n}^{\sigma}\right) t^{2 n} x^{-2 n+1}$ to the power of 1 , which equals $\frac{1}{2}\left(a_{n}+b_{n}^{\sigma}\right)$. So, we can easily extract $b_{n}^{\sigma}$. The first few coefficients $b_{n}^{\sigma}$ are:

$$
\begin{aligned}
& b_{0}^{\sigma}=1 \\
& b_{1}^{\sigma}=2 c_{1}-a_{1}
\end{aligned}
$$

$$
\begin{aligned}
b_{2}^{\sigma}= & 2 c_{2}-a_{2}-\frac{1}{2} c_{1}\left(a_{1}-b_{1}^{\sigma}\right), \\
b_{3}^{\sigma}= & 2 c_{3}-a_{3}+\frac{1}{4}\left(a_{1}-b_{1}^{\sigma}\right)\left(a_{1}^{2}-4 a_{2}-\left(b_{1}^{\sigma}\right)^{2}+4 b_{2}^{\sigma}\right) c_{1}, \\
b_{4}^{\sigma}= & 2 c_{4}-a_{4}-\frac{1}{8}\left(\left(a_{1}^{4}+4 a_{2}^{2}-8 a_{3} b_{1}^{\sigma}+\left(b_{1}^{\sigma}\right)^{4}+2 a_{2}\left(\left(b_{1}^{\sigma}\right)^{2}-4 b_{2}^{\sigma}\right)\right.\right. \\
& -2 a_{1}^{2}\left(3 a_{2}+\left(b_{1}^{\sigma}\right)^{2}-b_{2}^{\sigma}\right)-6\left(b_{1}^{\sigma}\right)^{2} b_{2}^{\sigma}+4\left(b_{2}^{\sigma}\right)^{2} \\
& \left.\left.+4 a_{1}\left(2 a_{3}+b_{1}^{\sigma}\left(a_{2}+b_{2}^{\sigma}\right)-2 b_{3}^{\sigma}\right)+8 b_{1}^{\sigma} b_{3}^{\sigma}\right) c_{1}+\left(a_{1}-b_{1}^{\sigma}\right)^{4} c_{2}\right), \\
b_{5}^{\sigma}= & 2 c_{5}-a_{5}+\frac{1}{16}\left(\left(a_{1}^{5}+a_{1}^{4} b_{1}^{\sigma}-4 a_{2}^{2} b_{1}^{\sigma}+16 a_{4} b_{1}^{\sigma}-4 a_{3}\left(b_{1}^{\sigma}\right)^{2}+\left(b_{1}^{\sigma}\right)^{5}\right.\right. \\
& -2 a_{1}^{3}\left(4 a_{2}+\left(b_{1}^{\sigma}\right)^{2}\right)+16 a_{3} b_{2}^{\sigma}-8\left(b_{1}^{\sigma}\right)^{3} b_{2}^{\sigma}+12 b_{1}^{\sigma}\left(b_{2}^{\sigma}\right)^{2} \\
& -8 a_{2}\left(2 a_{3}+b_{1}^{\sigma} b_{2}^{\sigma}-2 b_{3}^{\sigma}\right)+2 a_{1}^{2}\left(6 a_{3}-\left(b_{1}^{\sigma}\right)^{3}+4 b_{1}^{\sigma} b_{2}^{\sigma}-2 b_{3}^{\sigma}\right)+12\left(b_{1}^{\sigma}\right)^{2} b_{3}^{\sigma} \\
& -16 b_{2}^{\sigma} b_{3}^{\sigma}-16 b_{1}^{\sigma} b_{4}^{\sigma}+a_{1}\left(12 a_{2}^{2}-16 a_{4}-8 a_{3} b_{1}^{\sigma}+\left(b_{1}^{\sigma}\right)^{4}+8 a_{2}\left(\left(b_{1}^{\sigma}\right)^{2}-b_{2}^{\sigma}\right)\right. \\
& \left.\left.\left.-4\left(b_{2}^{\sigma}\right)^{2}-8 b_{1}^{\sigma} b_{3}^{\sigma}+16 b_{4}^{\sigma}\right)\right) c_{1}-\left(a_{1}-b_{1}^{\sigma}\right)^{3}\left(3 a_{1}^{2}-8 a_{2}-3\left(b_{1}^{\sigma}\right)^{2}+8 b_{2}^{\sigma}\right) c_{2}\right) .
\end{aligned}
$$

For beter understanding the role of the parameter $z$, we shall recall the idea behind the proof of Theorem 1. The composition $F(M, N)$ has the asymptotic expansion

$$
\begin{aligned}
F(M(x-t, x+t), & N(x-t, x+t))= \\
= & F\left(\frac{M+N}{2}-\frac{N-M}{2}, \frac{M+N}{2}+\frac{N-M}{2}\right) \\
= & \sum_{k=0}^{\infty} \gamma_{k}\left(\frac{N-M}{2}\right)^{2 k}\left(\frac{M+N}{2}\right)^{-2 k+1} .
\end{aligned}
$$

Larger $z$ corresponds with the equating $a_{i}$ and $b_{i}^{\sigma}$ and some parts of the coefficients $c_{n}$ reduce. Observation of the cases with $z>1$ in sequel did not provide any new information about the ceofficients $c_{n}$.

### 2.3. Comparison of Coefficients

Sequences $\left(b_{n}^{S}\right)_{n \in \mathbf{N}_{0}}$ and $\left(b_{n}^{\sigma}\right)_{n \in \mathbf{N}_{0}}$ represent the coefficients in asymptotic expansions of means, which are results of mappings $S_{M_{0}}\left(M_{1}\right)$ and $\sigma_{M_{0}}\left(M_{1}\right)$, respectively. Since we are looking for a mean $M_{0}$ such those mappings coincide, $b_{n}^{S}$ and $b_{n}^{\sigma}$ need to be equal. Since the equality must hold for any mean $M_{1}$, we may suppose that $z=1$, which is equivalent with $a_{1} \neq c_{1}$. Equating $b_{0}^{S}$ with $b_{0}^{\sigma}$ and $b_{1}^{S}$ with $b_{1}^{\sigma}$ does not provide any new information, except

$$
b_{0}=b_{0}^{S}=b_{0}^{\sigma}=1 \text { and } b_{1}=b_{1}^{S}=b_{1}^{\sigma}=2 c_{1}-a_{1} .
$$

With such $b_{1}^{\sigma}$ we may express $b_{2}^{\sigma}$ as

$$
b_{2}^{\sigma}=2 c_{2}-a_{2}-2 c_{1}\left(a_{1}-c_{1}\right)^{2},
$$

which is already equal to $b_{2}^{\varsigma}$. Now, we can substitute

$$
b_{2}=b_{2}^{S}=b_{2}^{\sigma}=2 c_{2}-a_{2}-2 c_{1}\left(a_{1}-c_{1}\right)^{2},
$$

in $b_{3}^{\sigma}$ to obtain

$$
b_{3}^{\sigma}=2 c_{3}-a_{3}-2 c_{1}\left(a_{1}-c_{1}\right)\left(2 a_{2}+2 c_{1}\left(a_{1}-c_{1}\right)^{2}+c_{1}^{2}-a_{1} c_{1}-2 c_{2}\right),
$$

which, after equating with $b_{3}^{S}$, gives the following condition

$$
\left(a_{1}-c_{1}\right)^{2}\left(c_{1}^{2}+c_{1}^{3}+c_{2}\right)=0 .
$$

Since we assumed that $a_{1}$ and $c_{1}$ are not equal, it is necessarily

$$
c_{2}=-c_{1}^{2}\left(1+c_{1}\right)
$$

Now, we have

$$
b_{3}=b_{3}^{S}=b_{3}^{\sigma}=2 c_{3}-a_{3}-2 c_{1}\left(a_{1}-c_{1}\right)\left(\left(3-4 a_{1}\right) c_{1}^{2}+a_{1}\left(2 a_{1}-1\right) c_{1}+2 a_{2}+4 c_{1}^{3}\right)
$$

After substitutions, we observe the next coefficient

$$
\begin{aligned}
b_{4}^{\sigma} & =2 c_{4}-a_{4}-2 c_{1}\left(2 a_{2} c_{1}\left(-a_{1}\left(6 c_{1}+1\right)+3 a_{1}^{2}+2 c_{1}\left(2 c_{1}+1\right)\right)\right. \\
& +c_{1}\left(c _ { 1 } \left(-4 a_{1}^{3}\left(4 c_{1}+1\right)+a_{1}^{2}\left(2 c_{1}+1\right)\left(15 c_{1}+2\right)-2 a_{1} c_{1}\left(14 c_{1}\left(c_{1}+1\right)+3\right)\right.\right. \\
& \left.\left.\left.+4 a_{1}^{4}+c_{1}^{2}\left(c_{1}\left(11 c_{1}+15\right)+5\right)\right)-2 a_{3}\right)+2 c_{3}\left(c_{1}-a_{1}\right)+a_{2}^{2}+2 a_{1} a_{3}\right)
\end{aligned}
$$

which, after equating with $b_{4}^{S}$, gives the following condition:

$$
\left(a_{1}-c_{1}\right)^{2}\left(2 c_{1}^{3}\left(c_{1}+1\right)^{2}-c_{3}\right)=0
$$

and we conclude that it must be

$$
c_{3}=2 c_{1}^{3}\left(1+c_{1}\right)^{2}
$$

We continue with this procedure as it was described above. Further calculations reveal that the first few coefficients $c_{n}$ have the following form:

$$
\begin{aligned}
& c_{0}=1 \\
& c_{1}=c \\
& c_{2}=-c^{2}(1+c), \\
& c_{3}=2 c^{3}(1+c)^{2}, \\
& c_{4}=-5 c^{4}(1+c)^{3}, \\
& c_{5}=14 c^{5}(1+c)^{4} \\
& c_{6}=-42 c^{6}(1+c)^{5} .
\end{aligned}
$$

After these first steps, it is natural to state the following hypothesis about the general formula for the coefficients in the asymptotic expansion of mean $M_{0}$ :

$$
\begin{align*}
& c_{0}=1 \\
& c_{n}=(-1)^{n-1} C_{n-1} c^{n}(1+c)^{n-1}, n \geq 1 \tag{11}
\end{align*}
$$

where $C_{n}$ denotes the $n$-th Catalan number. Catalan numbers appear in many occasions, and their behavior has been widely explored. Here, we mention only a few properties, which we will use in sequel. Catalan numbers are defined by

$$
C_{n}=\frac{1}{n+1}\binom{2 n}{n}, \quad n \in \mathbf{N}_{0}
$$

and they satisfy the recursive relation

$$
C_{n+1}=\sum_{k=0}^{n} C_{k} C_{n-k}, \quad n \in \mathbf{N}_{0}
$$

Based on this recursive relation, the generating function for Catalan numbers can be obtained ([18]):

$$
\begin{equation*}
\sum_{n=0}^{\infty} C_{n} y^{n}=\frac{1-\sqrt{1-4 y}}{2 y} \tag{12}
\end{equation*}
$$

which is convergent for $|y|<\frac{1}{4}$.

## 3. New Mean Function

In this section, we shall find closed a form for a mean whose coefficients are given in (11). We start from asymptotic expansion (6):

$$
\begin{align*}
M_{0}(x-t, x+t) & =x+\sum_{n=1}^{\infty}(-1)^{n-1} C_{n-1} c^{n}(1+c)^{n-1} t^{2 n} x^{-2 n+1} \\
& =x+\sum_{n=0}^{\infty}(-1)^{n} C_{n} c^{n+1}(1+c)^{n} t^{2 n+2} x^{-2 n-1} \\
& =x+c t^{2} x^{-1} \sum_{n=0}^{\infty} C_{n}\left[-\frac{c(1+c) t^{2}}{x^{2}}\right]^{n} \tag{13}
\end{align*}
$$

Introducing the substitution $y=-\frac{c(1+c) t^{2}}{x^{2}}$, as $x \rightarrow \infty$ and thereby $y \rightarrow 0$, yields

$$
M_{0}(x-t, x+t)=x+c t^{2} x^{-1} \sum_{n=0}^{\infty} C_{n} y^{n}
$$

and, then, according to the formula (12), for $c+1 \neq 0$, we obtain

$$
\begin{align*}
M_{0}(x-t, x+t) & =x+c t^{2} x^{-1} \frac{1-\sqrt{1-4 y}}{2 y} \\
& =\frac{1+2 c}{2(1+c)} x+\frac{1}{2(1+c)} \sqrt{x^{2}+4 c(1+c) t^{2}} \tag{14}
\end{align*}
$$

Abandoning series expansion in this moment, from the Equation (14) with substitution

$$
x=\frac{a+b}{2}, \quad t=\frac{b-a}{2}
$$

we obtain the expression for $M_{0}$ in terms of variables $a$ and $b$. For $c \in \mathbf{R} \backslash\{-1\}$ and $a, b>0$ we define function $L_{c}: \mathbf{R}^{+} \times \mathbf{R}^{+} \rightarrow \mathbf{R}^{+}$

$$
\begin{equation*}
L_{c}(a, b)=\frac{a+b}{2} \frac{1+2 c}{2(1+c)}+\frac{1}{2(1+c)} \sqrt{\left(\frac{a+b}{2}\right)^{2}+4 c(1+c)\left(\frac{b-a}{2}\right)^{2}} . \tag{15}
\end{equation*}
$$

Remark 1. Function $L_{c}$ is well defined for all $(a, b) \in \mathbf{R}^{+} \times \mathbf{R}^{+}$as we can rearrange terms under the square root:

$$
\begin{aligned}
\left(\frac{a+b}{2}\right)^{2}+4 c(1+c)\left(\frac{b-a}{2}\right)^{2} & =\frac{1}{4}\left((a+b)^{2}+4 c(1+c)(b-a)^{2}\right) \\
& =\frac{1}{4}\left((1+2 c)^{2}(a-b)^{2}+4 a b\right)>0
\end{aligned}
$$

Remark 2. For $c=-1$ function $L_{c}$ corresponds to the harmonic mean which will be proved in sequel. Therefore, definition (15) can be considered for all $c \in \mathbf{R}$.

Remark 3. Formula for $L_{c}$ can also be written in a following way:

$$
\begin{equation*}
L_{c}(a, b)=A(a, b) \frac{1+2 c}{2(1+c)}+\frac{1}{2(1+c)} \sqrt{A(a, b)^{2}+4 c(1+c)\left(A(a, b)^{2}-G(a, b)^{2}\right)} \tag{16}
\end{equation*}
$$

### 3.1. Limit Cases and Monotonicity

In this subsection, we study properties of $L_{c}$ with respect to parameter $c$. First, we state the following proposition, which can be proved using basic methods of mathematical analysis.

Proposition 1. For a fixed pair $(a, b) \in \mathbf{R}^{+} \times \mathbf{R}^{+}$, function $L_{c}$ holds

1. $\lim _{c \rightarrow-\infty} L_{c}(a, b)=\min (a, b)$,
2. $\lim _{c \rightarrow-1-} L_{c}(a, b)=\lim _{c \rightarrow-1+} L_{c}(a, b)=\frac{2 a b}{a+b}=H(a, b)$
3. $\lim _{c \rightarrow+\infty} L_{c}(a, b)=\max (a, b)$,

It is well known that the following double inequality holds

$$
H<A<G
$$

Also, $H=L_{c}$ for $c \rightarrow-1, G=L_{c}$ for $c=-\frac{1}{2}$, and $A=L_{c}$ for $c=0$. In the next Theorem, we explore the ordering of means $L_{c}$ with respect to parameter $c$.

Theorem 2. For a fixed pair $(a, b) \in \mathbf{R}^{+} \times \mathbf{R}^{+}, a \neq b$, function $f: \mathbf{R} \backslash\{-1\} \rightarrow \mathbf{R}$,

$$
f(c)=L_{c}(a, b)
$$

is strictly increasing.
Proof. Starting form the (16), with $A=A(a, b)$ and $G=G(a, b)$, we have

$$
f(c)=A \frac{1+2 c}{2(1+c)}+\frac{1}{2(1+c)} \sqrt{g(c)}
$$

where

$$
g(c)=A^{2}+4 c(1+c)\left(A^{2}-G^{2}\right)>0
$$

according to Remarks 1 and 3. The first derivative of function $f$ equals

$$
\begin{aligned}
f^{\prime}(c) & =\frac{1}{2(1+c)^{2}}\left(A+2(1+2 c)(1+c)\left(A^{2}-G^{2}\right) g(c)^{-\frac{1}{2}}-g(c)^{\frac{1}{2}}\right) \\
& =\frac{1}{2(1+c)^{2} g(c)^{\frac{1}{2}}}\left(A g(c)^{\frac{1}{2}}+2(1+2 c)(1+c)\left(A^{2}-G^{2}\right)-g(c)\right) \\
& =\frac{1}{2(1+c)^{2} g(c)^{\frac{1}{2}}}\left(A g(c)^{\frac{1}{2}}+2(1+c)\left(A^{2}-G^{2}\right)-A^{2}\right)
\end{aligned}
$$

So, the condition $f^{\prime}(c)>0$ is equivalent to

$$
A g(c)^{\frac{1}{2}}>A^{2}-2(1+c)\left(A^{2}-G^{2}\right)
$$

If the right-hand side is negative, than the inequality obviusly holds. If it is positive, then we may observe the squared inequality:

$$
A^{2} g(c)>A^{4}-4(1+c)\left(A^{2}-G^{2}\right) A^{2}+4(1+c)^{2}\left(A^{2}-G^{2}\right)
$$

which is equivalent to

$$
4 c(1+c) A^{2}\left(A^{2}-G^{2}\right)>-4(1+c)\left(A^{2}-G^{2}\right) A^{2}+4(1+c)^{2}\left(A^{2}-G^{2}\right)
$$

and

$$
\left(A^{2}-G^{2}\right)(1+c)^{2} G^{2}>0
$$

which is true for $a \neq b$ and $c \neq 1$.
Since $L_{c}$ assumes values between minimum and maximum of $a$ and $b$, we may conclude the following.

Corollary 1. For $c \in \mathbf{R}$ funcion $L_{c}$ is a mean.
Remark 4. Notice that we proved that $L_{c}$ is a strict mean, i.e., for $a \neq b$, strict inequalities hold:

$$
\min (a, b)<M(a, b)<\max (a, b)
$$

### 3.2. Special Cases

Before we continue further, let us see what happens with some of the special cases of parameter $c$. We shall also connect results form this paper with the previously obtained asymptotic expansions of classical means.

Example 3. (a) $c=-1$. Then mean has two non-zero coefficients:

$$
c_{0}=1, \quad c_{1}=c, \quad c_{n}=0, n \geq 2 .
$$

Corresponding asymptotic expansion is finite. From (13), we obtain

$$
L_{c}(x-t, x+t)=x-t^{2} x^{-1}
$$

which, after substitution $x=\frac{a+b}{2}, t=\frac{b-a}{2}$ becomes

$$
L_{c}(a, b)=\frac{a+b}{2}-\frac{(b-a)^{2}}{4} \cdot \frac{2}{a+b}=\frac{2 a b}{a+b}=H(a, b) .
$$

(b) $\quad c=0$. All coefficients except $c_{0}$ equal zero. Then, either from the (13) or (14), we obtain

$$
L_{c}(x-t, x+t)=x
$$

and after the substitution

$$
L_{c}(a, b)=\frac{a+b}{2}=A(a, b)
$$

(c) $c=-\frac{1}{2}$. The coefficients are

$$
\begin{equation*}
c_{0}=1, \quad c_{n}=-\frac{1}{2^{2 n-1}} C_{n-1}, n \geq 1 \tag{17}
\end{equation*}
$$

Coefficients (17) correspond to the coefficients in asymptotic expansion of geometric mean obtained in [9] for $\alpha=0$ and $\beta=t$, and also to coefficients of power mean $M_{p}$ with $p=0$ obtained in [10]. On the other side, from the formula (14), we obtain

$$
L_{c}(x-t, x+t)=\sqrt{x^{2}-t^{2}}
$$

and, after substitution

$$
L_{c}(a, b)=\sqrt{a b}=G(a, b)
$$

From the example above, we see that we covered the cases of means for which in [1] was stated that symmetries $S$ and $\sigma$ coincide.

## 4. Answer to the Open Question

Theorem 3. For mean $L_{c}, c \in \mathbf{R}$, defined in (15), symmetries $S_{L_{c}}$ and $\sigma_{L_{c}}$ coincide.
Proof. Let us rewrite mean $L_{c}$ in the following manner:

$$
L_{c}(a, b)=\frac{1}{4(1+c)}\left[(1+2 c)(a+b)+\sqrt{(a+b)^{2}+4 c(1+c)(b-a)^{2}}\right] .
$$

For $M_{0}=L_{c}$ and variable mean $M_{1}=M$, there exists symmetric mean $\sigma=\sigma_{L_{c}}(M)$, i.e., the condition $L_{c}(M, \sigma)=L_{c}$ holds, which yields (for the sake of brevity, the variables will be ommited):

$$
\frac{1}{4(1+c)}\left[(1+2 c)(M+\sigma)+\sqrt{(M+\sigma)^{2}+4 c(1+c)(M-\sigma)^{2}}\right]=L_{c}
$$

or equivalently

$$
\sqrt{(M+\sigma)^{2}+4 c(1+c)(M-\sigma)^{2}}=4(1+c) L_{c}-(1+2 c)(M+\sigma)
$$

We rearrange the terms and, because of the existence of mean $\sigma=\sigma_{L_{c}}(M)$, we may square the latter expression:

$$
\begin{aligned}
& M^{2}(1+2 c)^{2}+2 M \sigma\left(1-4 c-4 c^{2}\right)+\sigma^{2}(1+2 c)^{2} \\
& \quad=\left[4(1+c) L_{c}-(1+2 c) M\right]^{2}-2\left[4(1+c) L_{c}-(1+2 c) M\right]^{2}+\sigma^{2}(1-2 c)^{2}
\end{aligned}
$$

The terms $\sigma^{2}(1-2 c)^{2}$ cancel from both sides. Further calculation gives

$$
\begin{aligned}
2 M\left(1-4 c-4 c^{2}\right) \sigma & +2\left(4(1+c) L_{c}-(1+2 c) M\right)(1+2 c) \sigma \\
& =-M^{2}(1+2 c)^{2}+\left(4(1+c) L_{c}-(1+2 c) M\right)^{2}
\end{aligned}
$$

and finally

$$
\begin{equation*}
\sigma=\frac{L_{c}\left((1+2 c) M-2(1+c) L_{c}\right)}{2 c M-(1+2 c) L_{c}} \tag{18}
\end{equation*}
$$

Thus, we obtained the explicit expression for mean $\sigma=\sigma_{L_{c}}(M)$ in terms of $M$ and $L_{c}$.
On the other side, from (4), we know that

$$
S_{L_{c}}(M)=\frac{a(M-a)\left(L_{c}-b\right)^{2}-b\left(L_{c}-a\right)^{2}(M-b)}{(M-a)\left(L_{c}-b\right)^{2}-\left(L_{c}-a\right)^{2}(M-b)}
$$

which may be written as

$$
\begin{equation*}
S_{L_{c}}(M)=\frac{K_{1} M-K_{2}}{K_{0} M-K_{1}}, \tag{19}
\end{equation*}
$$

where

$$
\begin{aligned}
& K_{0}=\left(L_{c}-b\right)^{2}-\left(L_{c}-a\right)^{2} \\
& K_{1}=a\left(L_{c}-b\right)^{2}-b\left(L_{c}-a\right)^{2} \\
& K_{2}=a^{2}\left(L_{c}-b\right)^{2}-b^{2}\left(L_{c}-a\right)^{2}
\end{aligned}
$$

By equating the results of mappings $\sigma$ and $S$ with respect to mean $L_{c}$ of a mean $M$ and employing Formulas (18) and (19), we obtain

$$
\frac{L_{c}\left((1+2 c) M-2(1+c) L_{c}\right)}{2 c M-(1+2 c) L_{c}}=\frac{K_{1} M-K_{2}}{K_{0} M-K_{1}}
$$

which needs to be proved. We calculate

$$
L_{c}\left[2(1+c) L_{c}-(1+2 c) M\right]\left(K_{0} M-K_{1}\right)=\left[(1+2 c) L_{c}-2 c M\right]\left(K_{1} M-K_{2}\right)
$$

Grouping by the powers of $M$ yields

$$
\begin{align*}
{\left[M_{0}(1+2 c) K_{0}-2 c K_{1}\right] M^{2} } & +2\left[K_{2} c-(1+c) L_{c}^{2} K_{0}\right] M \\
& +L_{c}\left[2(1+c) L_{c} K_{1}-(1+2 c) K_{2}\right]=0 \tag{20}
\end{align*}
$$

Now, we simplify each coefficient by the powers of $M$. First,

$$
\begin{aligned}
& M_{0}(1+2 c) K_{0}-2 c K_{1}= \\
& \quad=M_{0}(1+2 c)\left[\left(L_{c}-b\right)^{2}-\left(L_{c}-a\right)^{2}\right]-2 c\left[a\left(L_{c}-b\right)^{2}-b\left(L_{c}-a\right)^{2}\right] \\
& \quad=(a-b)\left[2(1+c) L_{c}^{2}-(a+b)(1+2 c) L_{c}+2 a b c\right]
\end{aligned}
$$

second,

$$
\begin{aligned}
c K_{2} & -(1+c) L_{c}^{2} K_{0}= \\
& =c\left[a^{2}\left(L_{c}-b\right)^{2}-b^{2}\left(L_{c}-a\right)^{2}\right]-(1+c) L_{c}^{2}\left[\left(L_{c}-b\right)^{2}-\left(L_{c}-a\right)^{2}\right] \\
& =-(a-b) L_{c}\left[2(1+c) L_{c}^{2}-(a+b)(1+2 c) L_{c}+2 a b c\right]
\end{aligned}
$$

and third

$$
\begin{aligned}
& 2(1+c) L_{c} K_{1}-(1+2 c) K_{2}= \\
& \quad=2(1+c) L_{c}\left[a\left(L_{c}-b\right)^{2}-b\left(L_{c}-a\right)^{2}\right]-(1+2 c)\left[a^{2}\left(L_{c}-b\right)^{2}-b^{2}\left(L_{c}-a\right)^{2}\right] \\
& \quad=(a-b) L_{c}\left[2(1+c) L_{c}^{2}-(a+b)(1+2 c) L_{c}+2 a b c\right]
\end{aligned}
$$

Hence, the equation (20) factorizes as

$$
\begin{equation*}
(a-b)\left[2(1+c) L_{c}^{2}-(a+b)(1+2 c) L_{c}+2 a b c\right]\left(M^{2}-2 L_{c} M+L_{c}^{2}\right)=0 \tag{21}
\end{equation*}
$$

Notice that the mean $L_{c}$ defined in (15) is one of the solutions of quadratic equation

$$
2(1+c) L_{c}^{2}-(a+b)(1+2 c) L_{c}+2 a b c
$$

and the condition (21) is fulfilled, which proves the theorem.
We will close this section with a conjecture. Based on the analysis in this paper, we may conclude the following.

Hypothesis 1. Symmetric homogeneous mean, which has the asymptotic power series expansion and fulfills the requirements of the open question from [1] necessarily has the same coefficients as mean $L_{c}, c \in \mathbf{R}$.

## 5. Concluding Remarks

Using techniques of asymptotic expansions, we were able to compare two symmetries of different origins on the set of mean functions. Finding asymptotic series expansion for both of them, in terms of recursive algorithm for their coefficients, enabled us to carry out the coefficient comparison, which resulted in obtaining a class of means, which interpolates between harmonic, geometric, and arithmetic mean.

Methods presented in this paper may be useful with various problems regarding bivariate means and further. For example, in case of dual means, generalized inverses of means and similar problems where some functional connection is given, and especially when the explicit formula for some of the means involved, was not known.
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#### Abstract

In this paper, we show that some classical results from $q$-analysis and partition theory are specializations of the fundamental relationships between complete and elementary symmetric functions.
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## 1. Introduction

A partition $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$ of a positive integer $n$ is a weakly decreasing sequence of positive integers whose sum is $n$. The positive integers in the sequence are called parts [1]. To indicate that $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$ is a partition of $n$, we consider the notation $\lambda \vdash n$.

In the following, we recall some essential facts about monomial symmetric functions. Proofs and more details can be found in Macdonald's book [2]. If $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$ is an integer partition with $k \leqslant n$ then, the monomial symmetric function

$$
m_{\lambda}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=m_{\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

is the sum of the monomial $x_{1}^{\lambda_{1}} x_{2}^{\lambda_{2}} \cdots x_{k}^{\lambda_{k}}$ and all distinct monomials obtained from this by a permutation of variables. For instance, with $\lambda=(2,1,1)$ and $n=4$, we have:

$$
\begin{aligned}
m_{(2,1,1)}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =x_{1}^{2} x_{2} x_{3}+x_{1} x_{2}^{2} x_{3}+x_{1} x_{2} x_{3}^{2}+x_{1}^{2} x_{2} x_{4}+x_{1} x_{2}^{2} x_{4}+x_{1} x_{2} x_{4}^{2} \\
& +x_{1}^{2} x_{3} x_{4}+x_{1} x_{3}^{2} x_{4}+x_{1} x_{3} x_{4}^{2}+x_{2}^{2} x_{3} x_{4}+x_{2} x_{3}^{2} x_{4}+x_{2} x_{3} x_{4}^{2}
\end{aligned}
$$

If every monomial in a symmetric function has total degree $k$, then we say that this symmetric function is homogeneous of degree $k$.

The $k$ th complete homogeneous symmetric function $h_{k}$ is the sum of all monomials of total degree $k$ in these variables, i.e.,

$$
h_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{\lambda \vdash k} m_{\lambda}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{1 \leqslant i_{1} \leqslant i_{2} \leqslant \cdots \leqslant i_{k} \leqslant n} x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}
$$

and the $k$ th elementary symmetric function is defined by

$$
e_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=m_{\left(1^{k}\right)}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{1 \leqslant i_{1}<i_{2}<\cdots<i_{k} \leqslant n} x_{i_{1}} x_{i_{2}} \cdots x_{i_{k^{\prime}}}
$$

where $e_{0}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=h_{0}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=1$. In particular, the case $\lambda=(k)$ provides the $k$ th power sum symmetric function

$$
p_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=m_{(k)}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i}^{k}
$$

with $p_{0}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=n$.

In this paper, we aim to show that some results from $q$-analysis and partition theory can easily be derived as specializations of the fundamental relationships between complete and elementary symmetric functions. To do this, we consider the $q$-binomial coefficients

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]=\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}= \begin{cases}\frac{(q ; q)_{n}}{(q ; q)_{k}(q ; q)_{n-k}}, & n, k \text { integers, } 0 \leqslant k \leqslant n \\
0, & \text { otherwise },\end{cases}
$$

as specializations of symmetric functions, namely

$$
h_{k}\left(1, q, \ldots, q^{n}\right)=\left[\begin{array}{c}
n+k  \tag{1}\\
k
\end{array}\right]
$$

and

$$
e_{k}\left(1, q, \ldots, q^{n-1}\right)=q^{\binom{k}{2}}\left[\begin{array}{l}
n  \tag{2}\\
k
\end{array}\right] .
$$

Here, and in the following, we use the customary $q$-series notation:

$$
\begin{aligned}
& (a ; q)_{n}= \begin{cases}1, & \text { for } n=0 \\
(1-a)(1-a q) \cdots\left(1-a q^{n-1}\right), & \text { for } n>0\end{cases} \\
& (a ; q)_{\infty}=\lim _{n \rightarrow \infty}(a ; q)_{n}
\end{aligned}
$$

Because $(a ; q)_{\infty}$ diverges when $a \neq 0$ and $|q| \geqslant 1$, whenever $(a ; q)_{\infty}$ appears in a formula, we shall assume $|q|<1$. All identities may be understood in the sense of formal power series in $q$.

The content of this paper is structured as follows. In the next section, we consider the generating function of the complete homogeneous symmetric functions and derive the $q$-identities obtained by Cauchy and Euler. In Section 3, we note that Rothe's $q$-binomial theorem is a specialization of the generating function of the elementary symmetric functions. In Section 4, we consider the derivates of the generating functions of the complete and elementary symmetric functions and obtain Uchimura's identity, which provides connections between partitions and divisors. In Section 5, Newton's identities allow for us to obtain a curios $q$-identity of Euler. Combinatorial interpretations involving well-known functions in partition theory accompany these results in each section.

## 2. Complete Homogeneous Symmetric Functions

It is well-known that the complete homogeneous symmetric functions are characterized by the following formal power series identity in $t$ :

$$
\begin{equation*}
H(t)=\sum_{k=0}^{\infty} h_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right) t^{k}=\prod_{i=1}^{n}\left(1-x_{i} t\right)^{-1} \tag{3}
\end{equation*}
$$

From (3), with $x_{j}$ replaced by $q^{j-1}$ for each $j \in\{1,2, \ldots, n\}$, we obtain a well-known identity, which was proved by Cauchy ([3], Theorem 26).

Theorem 1 (Cauchy). If $n$ is any nonnegative integer and $|q|$ and $|t|$ are both less than 1 , then

$$
\sum_{k=0}^{\infty}\left[\begin{array}{c}
n+k \\
k
\end{array}\right] t^{k}=\frac{1}{(t ; q)_{n+1}}
$$

Some combinatorial interpretations of this theorem can easily be derived if we consider the following partition functions.

Definition 1. Let $n, i$ and $j$ be non-negative integers. We define $p(n ; i, j)$ as the number of partitions of $n$ into at most $i$ parts, with each being, at most, $j$.

For example, $p(5 ; 3,4)=4$, and the partitions in question are

$$
(4,1),(3,2),(3,1,1),(2,2,1)
$$

The generating function of the $p(n ; i, j)$ is given by the following Cayley's theorem ([3], Theorem 24 ) often attributed to Sylvester.

Theorem 2 (Cayley). Let $i$ and $j$ be positive integers. Then,

$$
\sum_{n=0}^{\infty} p(n ; i, j) q^{n}=\left[\begin{array}{c}
i+j \\
i
\end{array}\right]
$$

Definition 2. Let $n$ and $i$ be a non-negative integers. We define:
(i) $\quad p_{e}(n ; i)$ as the number of partitions of $n$ divided into an even number of parts, with most being i parts;
(ii) $\quad p_{o}(n ; i)$ as the number of partitions of $n$ divided into an odd number of parts, with most being i parts;
(iii) $\quad p(n ; i)$ as the number of partitions of $n$ divided into, at most, $i$ parts.

It is clear that $p(n ; i)=p_{e}(n ; i)+p_{o}(n ; i)$. For example, the partitions of 5 into at most 3 parts are:

$$
(5),(4,1),(3,2),(3,1,1),(2,2,1) .
$$

We see that $p(5 ; 3)=5, p_{e}(5 ; 3)=2$ and $p_{o}(5 ; 3)=3$. On the other hand, it is well-known that

$$
\sum_{n=0}^{\infty}\left(p_{e}(n ; i) \pm p_{o}(n ; i)\right) q^{n}=\frac{1}{( \pm q ; q)_{i}}
$$

We have the following result.
Corollary 1. Let $n$ and $i$ be nonnegative integers. Then,

$$
p_{e}(n ; i+1) \pm p_{o}(n ; i+1)=\sum_{j=0}^{n}( \pm 1)^{j} p(n-j ; i, j) .
$$

Proof. The case $t= \pm q$ of Theorem 1 reads as follows

$$
\sum_{j=0}^{\infty}\left[\begin{array}{c}
i+j \\
j
\end{array}\right]( \pm q)^{j}=\frac{1}{( \pm q ; q)_{i+1}}
$$

We can write

$$
\sum_{j=0}^{\infty} \sum_{n=0}^{\infty}( \pm 1)^{j} p(n ; i, j) q^{n+j}=\sum_{n=0}^{\infty}\left(p_{e}(n ; i+1) \pm p_{o}(n ; i+1)\right) q^{n}
$$

The identity follows by comparing coefficients of $q^{n}$ on both sides of this equation.
Take into account that $p(n ; i, j)$ is symmetric in $i$ and $j$, i.e., $p(n ; i, j)=p(n ; j, i)$, the identity given by Corollary 1 can be rewritten as

$$
p_{e}(n ; i+1) \pm p_{o}(n ; i+1)=\sum_{j=0}^{n}( \pm 1)^{j} p(n-j ; j, i)
$$

Definition 3. Let $n$, and $i$ be a non-negative integer. We define:
(i) $\quad p_{\mathcal{O}}(n ; i)$ as the number of partitions of $n$ into odd parts, each, at most, $2 i-1$;
(ii) $\quad p_{\mathcal{O}}(n)$ as the number of partitions of $n$ into odd parts.

For example, the partitions of 5 into odd parts are:

$$
(5),(3,1,1),(1,1,1,1,1) .
$$

We can see that $p_{\mathcal{O}}(5)=3, p_{\mathcal{O}}(5 ; 1)=1$ and $p_{\mathcal{O}}(5 ; 2)=2$. It is well-known that

$$
\sum_{n=0}^{\infty} p_{\mathcal{O}}(n ; i) q^{n}=\frac{1}{\left(q ; q^{2}\right)_{i}}
$$

and

$$
\sum_{n=0}^{\infty} p_{\mathcal{O}}(n) q^{n}=\frac{1}{\left(q ; q^{2}\right)_{\infty}}
$$

By replacing $q$ by $q^{2}$ and $t$ by $q$ in Theorem 1 , we deduce the following partition identity.
Corollary 2. Let $n$ and $j$ be nonnegative integers. Then,

$$
p_{\mathcal{O}}(n ; j+1)=\sum_{i=0}^{\lfloor n / 2\rfloor} p(\lfloor n / 2\rfloor-i ; 2 i, j)
$$

The limiting case $n \rightarrow \infty$ of Theorem 1 is given by the following theorem of Euler ([3]: Theorem 25).

Theorem 3 (Euler). If $|q|<1$ and $|t|<1$, then

$$
\sum_{k=0}^{\infty} \frac{t^{k}}{(q ; q)_{k}}=\frac{1}{(t ; q)_{\infty}}
$$

We consider the following partition functions.
Definition 4. Let $n, i$ and $j$ be a non-negative integer. We define:
(i) $\quad p_{e}(n)$ as the number of partitions of $n$ into an even number of parts;
(ii) $\quad p_{0}(n)$ as the number of partitions of $n$ into an odd number of parts;
(iii) $p(n)$ as the number of partitions of $n$.

It is clear that $p(n)=p_{e}(n)+p_{o}(n)$. For example, the partitions of 5 are:

$$
(5),(4,1),(3,2),(3,1,1),(2,2,1),(2,1,1,1),(1,1,1,1,1) .
$$

We see that $p_{e}(5)=3, p_{o}(5)=4$ and $p(5)=7$. In addition, we know that

$$
\sum_{n=0}^{\infty}\left(p_{e}(n) \pm p_{o}(n)\right) q^{n}=\frac{1}{( \pm q ; q)_{\infty}}
$$

Thus, the case $t= \pm q$ of Theorem 3 allows for us to derive the following partition identities.
Corollary 3. Let $n$ be a nonnegative integer. Then,

$$
p_{e}(n) \pm p_{o}(n)=\sum_{j=0}^{n}( \pm 1)^{j} p(n-j ; j)
$$

Using Theorem 3, with $q$ replaced by $q^{2}$ and $t$ replaced by $q$, we can derive the limiting case $j \rightarrow \infty$ of Corollary 2.

Corollary 4. Let $n$ be a nonnegative integer. Then,

$$
p_{\mathcal{O}}(n)=\sum_{i=0}^{\lfloor n / 2\rfloor} p(\lfloor n / 2\rfloor-i ; 2 i) .
$$

## 3. Elementary Symmetric Functions

Recall that the elementary symmetric functions are characterized by the following identity of the formal power series in $t$ :

$$
\begin{equation*}
E(t)=\sum_{k=0}^{\infty} e_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right) t^{k}=\prod_{i=1}^{n}\left(1+x_{i} t\right) \tag{4}
\end{equation*}
$$

The following result is known as Rothe's $q$-binomial theorem ([3], Theorem 12). This can be obtained by (4), replacing $x_{j}$ with $q^{j-1}$ for each $j \in\{1,2, \ldots, n\}$.

Theorem 4 (Rothe's $q$-binomial theorem). If $n$ is any nonnegative integer and $|q|$ and $|t|$ are both less than 1, then

$$
\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right] q^{\binom{k}{2}} t^{k}=(-t ; q)_{n} .
$$

In analogy with Definition 2, we consider the following functions, involving partitions into distinct parts.

Definition 5. Let $n, i$ and $j$ be a non-negative integer. We define:
(i) $\quad p_{\mathcal{D e}}(n ; i)$ as the number of partitions of $n$ into an even number of distinct parts, with each, at most, $i$;
(ii) $\quad p_{\mathcal{D} o}(n ; i)$ as the number of partitions of $n$ into an odd number of distinct parts, with each, at most, $i$;
(iii) $p_{\mathcal{D}}(n ; i)$ as the number of partitions of $n$ into distinct parts, each, at most, $i$.

It is clear that $p_{\mathcal{D}}(n ; i)=p_{\mathcal{D} e}(n ; i)+p_{\mathcal{D} o}(n ; i)$. For example, the partitions of 9 into distinct parts, with each, at most, 6 are:

$$
(6,3),(6,2,1),(5,4),(5,3,1),(4,3,2)
$$

We see that $p_{\mathcal{D} e}(9 ; 6)=2, p_{\mathcal{D} o}(9 ; 6)=3$ and $p_{\mathcal{D}}(9 ; 6)=5$. Moreover, we know that

$$
\sum_{n=0}^{\infty}\left(p_{\mathcal{D} e}(n ; i) \pm p_{\mathcal{D} o}(n ; i)\right) q^{n}=(\mp q ; q)_{i} .
$$

Thus, the case $t= \pm q$ of Theorem 4 allows for us to derive the following partition identities.
Corollary 5. Let $n, j$ be nonnegative integers. Then

$$
p_{\mathcal{D} e}(n ; j) \pm p_{\mathcal{D} o}(n ; j)=\sum_{i=0}^{j}( \pm 1)^{i} p(n-i(i+1) / 2 ; i, j-i)
$$

Proof. The case $t= \pm q$ of Theorem 4 reads as follows

$$
\sum_{i=0}^{j}( \pm 1)^{i}\left[\begin{array}{l}
j \\
i
\end{array}\right] q^{\binom{i+1}{2}}=(\mp q ; q)_{j} .
$$

Theorem 2 implies that $\left[{ }_{i}^{j}\right]$ is the generating function for partitions into at most $i$ parts, with each, at most, $j-i$. Thus, we can write

$$
\sum_{i=0}^{j} \sum_{n=0}^{\infty}( \pm 1)^{i} p(n ; i, j-i) q^{n+i(i+1) / 2}=\sum_{n=0}^{\infty}\left(p_{\mathcal{D} e}(n ; j) \pm p_{\mathcal{D} o}(n ; j)\right) q^{n}
$$

The identity can be derived by comparing coefficients of $q^{n}$ on both sides of this equation.

Definition 6. Let $n$, and $i$ be a non-negative integer. We define:
(i) $\quad p_{\mathcal{O D}}(n ; i)$ as the number of partitions of $n$ into distinct odd parts, with each, at most, $2 i-1$;
(ii) $\quad p_{\mathcal{O D}}(n)$ as the number of partitions of $n$ into distinct odd parts.

For example, the partitions of 18 into distinct odd parts are:

$$
(17,1),(15,3),(13,5),(11,7),(9,5,3,1)
$$

We see that $p_{\mathcal{O D}}(18)=5, p_{\mathcal{O D}}(18 ; 5)=1, p_{\mathcal{O D}}(18 ; 6)=2, p_{\mathcal{O D}}(18 ; 7)=3, p_{\mathcal{O D}}(18 ; 8)=4$. It is well-known that

$$
\sum_{n=0}^{\infty} p_{\mathcal{O D}}(n ; i) q^{n}=\left(-q ; q^{2}\right)_{i}
$$

and

$$
\sum_{n=0}^{\infty} p_{\mathcal{O D}}(n) q^{n}=\left(-q ; q^{2}\right)_{\infty}
$$

By replacing $q$ by $q^{2}$ and $t$ with $q$ in Theorem 4, we deduce the following partition identities.
Corollary 6. Let $n$ and $j$ be nonnegative integers. Then,
(i) $\quad p_{\mathcal{O D}}(2 n ; j)=\sum_{i=0}^{\infty} p\left(n-2 i^{2} ; 2 i, j-2 i\right)$;
(ii) $\quad p_{\mathcal{O D}}(2 n+1 ; j)=\sum_{i=0}^{\infty} p(n-2 i(i+1) ; 2 i+1, j-(2 i+1))$.

The limiting case $n \rightarrow \infty$ of Theorem 4 offers another theorem of Euler ([3], Theorem 27).
Theorem 5 (Euler). If $|q|<1$, then

$$
\sum_{k=0}^{\infty} \frac{q^{\binom{k}{2}} t^{k}}{(q ; q)_{k}}=(-t ; q)_{\infty}
$$

We consider the following partition functions.
Definition 7. Let $n$ be a non-negative integer. We define:
(i) $\quad p_{\mathcal{D} e}(n)$ as the number of partitions of $n$ into an even number of distinct parts;
(ii) $\quad p_{\mathcal{D} o}(n)$ as the number of partitions of $n$ into an odd number of distinct parts;
(iii) $p_{\mathcal{D}}(n)$ as the number of partitions of $n$ into distinct parts.

It is clear that $p_{\mathcal{D}}(n)=p_{\mathcal{D} e}(n)+p_{\mathcal{D}_{o}}(n)$. For example, the partitions of 9 into distinct parts are:

$$
(9),(8,1),(7,2),(6,3),(6,2,1),(5,4),(5,3,1),(4,3,2)
$$

We see that $p_{\mathcal{D} e}(9)=4, p_{\mathcal{D} o}(9)=4$ and $p_{\mathcal{D}}(9)=8$. In addition, we know that

$$
\sum_{n=0}^{\infty}\left(p_{\mathcal{D} e}(n) \pm p_{\mathcal{D} o}(n)\right) q^{n}=(\mp q ; q)_{\infty}
$$

Thus, the case $t= \pm q$ of Theorem 5 allows for us to derive the following partition identities.
Corollary 7. Let $n$ be a nonnegative integer. Then,

$$
p_{\mathcal{D} e}(n) \pm p_{\mathcal{D} o}(n)=\sum_{j=0}^{n}( \pm 1)^{j} p(n-j(j+1) / 2 ; j) .
$$

Using Theorem 5, with $q$ replaced by $q^{2}$ and $t$ replaced by $q$, we can derive the limiting case $j \rightarrow \infty$ of Corollary 6 .

Corollary 8. Let $n$ be a nonnegative integer. Then,
(i) $p_{\mathcal{O D}}(2 n)=\sum_{i=0}^{\infty} p\left(n-2 i^{2} ; 2 i\right)$;
(ii) $\quad p_{\mathcal{O D}}(2 n+1)=\sum_{i=0}^{\infty} p(n-2 i(i+1) ; 2 i+1)$.

## 4. Partitions and Divisors

Some interesting connections between partitions and divisors can easily be derived if we consider the derivatives of the generating functions of the complete and elementary symmetric functions.

Theorem 6. Let $n$ be a non-negative integer. Then,
(i) $\sum_{k=1}^{n+1} \frac{q^{k-1} t}{1-q^{k-1} t}=\frac{1}{(t ; q)_{n+1}} \sum_{k=1}^{n+1}(-1)^{k-1}\left[\begin{array}{c}n+1 \\ k\end{array}\right] q^{\binom{k}{2}} k t^{k}$;
(ii) $\sum_{k=1}^{\infty}\left[\begin{array}{c}n+k \\ k\end{array}\right] k t^{k}=\frac{1}{(t ; q)_{n+1}^{2}} \sum_{k=1}^{n+1}(-1)^{k-1}\left[\begin{array}{c}n+1 \\ k\end{array}\right] q^{\binom{k}{2}} k t^{k}$.

Proof. (i) We have

$$
\frac{d}{d t} \ln (E(t))=\sum_{k=1}^{n+1} \frac{d}{d t} \ln \left(1+x_{k} t\right)=\sum_{k=1}^{n+1} \frac{x_{k}}{1+x_{k} t}
$$

On the other hand, we can write

$$
\frac{d}{d t} \ln (E(t))=\left(\prod_{k=1}^{n+1} \frac{1}{1+x_{k} t}\right)\left(\sum_{k=1}^{n+1} k e_{k}\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) t^{k-1}\right)
$$

Thus, we deduce that

$$
\sum_{k=1}^{n+1} \frac{x_{k} t}{1+x_{k} t}=\left(\prod_{k=1}^{n+1} \frac{1}{1+x_{k} t}\right)\left(\sum_{k=1}^{n+1} k e_{k}\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) t^{k}\right)
$$

The first identity easily follows by replacing $t$ by $-t$ and $x_{k}$ by $q^{k-1}$ for each $k \in\{1,2, \ldots, n+1\}$.
(ii) We can write

$$
\begin{aligned}
& \sum_{k=1}^{\infty} k h_{k}\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) t^{k-1}=\frac{d}{d t} \prod_{i=1}^{n+1}\left(1-x_{i} t\right)^{-1} \\
& =\left(\prod_{i=1}^{n+1}\left(1-x_{i} t\right)^{-2}\right)\left(\sum_{k=1}^{n+1}(-1)^{k} k e_{k}\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) t^{k-1}\right)
\end{aligned}
$$

The proof easily follows by replacing $x_{k}$ by $q^{k-1}$ for each $k \in\{1,2, \ldots, n+1\}$.
The first identity of Theorem 6 is known and can be seen in ([4], Equation (7)). The following identity can be derived as a consequence of Theorem 6 .

Corollary 9. Let $n$ be a non-negative integer. Then,

$$
\sum_{k=1}^{\infty}\left[\begin{array}{c}
n+k \\
k
\end{array}\right] k t^{k}=\frac{1}{(t ; q)_{n+1}} \sum_{k=1}^{n+1} \frac{q^{k-1} t}{1-q^{k-1} t}
$$

We consider the following divisor functions.
Definition 8. Let $n$ and $k$ be positive integers. We define:
(i) $\tau(n ; k)$ as the number of divisors of $n$ less than or equal to $k$;
(ii) $\tau(n)$ as the number of divisors of $n$.

We known that

$$
\sum_{n=0}^{\infty} \tau(n ; k) q^{n}=\sum_{n=1}^{k} \frac{q^{n}}{1-q^{n}}
$$

and

$$
\sum_{n=0}^{\infty} \tau(n) q^{n}=\sum_{n=1}^{\infty} \frac{q^{n}}{1-q^{n}}
$$

By replacing $t$ with $q$ in Corollary 9, we easily deduce the following identity involving partitions and divisors.

Corollary 10. Let $n$ and $j$ be positive integers. Then,

$$
\sum_{i=1}^{n} i p(n-i ; i, j)=\sum_{i=0}^{n} p(n-i ; j+1) \tau(i ; j+1)
$$

The limiting case $n \rightarrow \infty$ of Theorem 6 and Corollary 9 reads as follows.
Theorem 7. For $|q|<1$, we have
(i) $\sum_{k=1}^{\infty} \frac{q^{k-1} t}{1-q^{k-1} t}=\frac{1}{(t ; q)_{\infty}} \sum_{k=1}^{\infty}(-1)^{k-1} \frac{k t^{k}}{(q ; q)_{k}} q^{\binom{k}{2}}$;
(ii) $\sum_{k=1}^{\infty} \frac{k t^{k}}{(q ; q)_{k}}=\frac{1}{(t ; q)_{\infty}^{2}} \sum_{k=1}^{\infty}(-1)^{k-1} \frac{k t^{k}}{(q ; q)_{k}} q^{\binom{k}{2}}$;
(iii) $\sum_{k=1}^{\infty} \frac{k t^{k}}{(q ; q)_{k}}=\frac{1}{(t ; q)_{\infty}} \sum_{k=1}^{\infty} \frac{q^{k-1} t}{1-q^{k-1} t}$.

We note that the case $t=q$ of the first identity of Theorem 7 can be seen in ([4], Theorem 1):

$$
\sum_{k=1}^{\infty} \frac{q^{k}}{1-q^{k}}=\frac{1}{(q ; q)_{\infty}} \sum_{k=1}^{\infty}(-1)^{k-1} \frac{k q^{\binom{k+1}{2}}}{(q ; q)_{k}}
$$

This identity was stated without proof by Eisenstein ([3], Theorem 39). We have the following combinatorial interpretation of this identity.

Corollary 11. Let $n$ be a positive integer. Then,

$$
\sum_{k=-\infty}^{\infty}(-1)^{k} \tau(n-k(3 k-1) / 2)=\sum_{k=1}^{\infty}(-1)^{k-1} k p(n-k(k+1) / 2 ; k)
$$

The case $t=q$ of the third identity of Theorem 7 is known as Uchimura's theorem ([3], Theorem 38).

Theorem 8 (Uchimura). For $|q|<1$,

$$
\sum_{n=1}^{\infty} \tau(n) q^{n}=(q ; q)_{\infty} \sum_{n=1}^{\infty} \frac{n q^{n}}{(q ; q)_{n}}
$$

We consider the following counting function.
Definition 9. Let $n$ be a non-negative integer. We define $s(n)$ as the number of parts in all the partitions of $n$.

The partitions of 4 are:

$$
(4),(3,1),(2,2),(2,1,1),(1,1,1,1) .
$$

We have $s(4)=1+2+2+3+4=12$. It is known that

$$
\sum_{n=1}^{\infty} s(n) q^{n}=\frac{1}{(q ; q)_{\infty}} \sum_{n=1}^{\infty} \frac{q^{n}}{1-q^{n}}
$$

This generating function allows for us to derive two identities:

$$
\tau(n)=\sum_{k=-\infty}^{\infty}(-1)^{k} s(n-k(3 k-1) / 2)
$$

and

$$
s(n)=\sum_{k=1}^{n} \tau(k) p(n-k)
$$

The case $t=q$ of the third identity of Theorem 7 allows for us to deduce a new decomposition for $s(n)$.

Corollary 12. Let $n$ be a non-negative integer. Then,

$$
s(n)=\sum_{k=1}^{n} k p(n-k ; k)
$$

## 5. Newton's Identities

There is a fundamental relationship between the elementary symmetric functions and the complete homogeneous ones:

$$
\sum_{j=0}^{k}(-1)^{k} e_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right) h_{n-k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0
$$

which is valid for all $k>0$, and any number of variables $n$. By replacing $x_{i}$ with $q^{i-1}$, we derive the following identity.

Theorem 9. Let $n$ and $k$ be positive integers. Then,

$$
\sum_{j=0}^{k}(-1)^{j} q^{\left(\frac{j}{2}\right)}\left[\begin{array}{c}
n+1 \\
j
\end{array}\right]\left[\begin{array}{c}
n+k-j \\
k-j
\end{array}\right]=0
$$

The limiting case $n \rightarrow \infty$ of this theorem reads as follows

$$
\sum_{j=0}^{k}(-1)^{j} \frac{q^{\left(\frac{j}{2}\right)}}{(q ; q)_{j}(q ; q)_{k-j}}=0
$$

By multiplying this identity by $(q ; q)_{k}$, we obtain the following result which, is the case $t=1$ of Theorem 4:

$$
\sum_{j=0}^{k}(-1)^{j} q^{\left(\frac{j}{2}\right)}\left[\begin{array}{l}
k \\
j
\end{array}\right]=0
$$

The limiting case $k \rightarrow \infty$ of this identity is the case $t=1$ of Theorem 5:

$$
\sum_{j=0}^{\infty}(-1)^{j} \frac{q^{\left(\frac{j}{2}\right)}}{(q ; q)_{j}}=0
$$

We have the following combinatorial interpretations of the last two identities.
Corollary 13. Let $n$ and $k$ be positive integers. Then,
(i) $\sum_{j=0}^{k}(-1)^{j} p(n-j(j-1) / 2 ; j, k-j)=0$;
(ii) $\sum_{j=0}^{\infty}(-1)^{j} p(n-j(j-1) / 2 ; j)=0$.

The problem of expressing power sum symmetric polynomials in terms of elementary symmetric polynomials and vice versa was solved a long time ago. This was also the case for the problem of expressing power sum symmetric polynomials in terms of complete symmetric polynomials and vice versa. The relations are given as Newton's identities

$$
k h_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{j=1}^{k} h_{k-j}\left(x_{1}, x_{2}, \ldots, x_{n}\right) p_{j}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

and

$$
k e_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{j=1}^{k}(-1)^{j-1} e_{k-j}\left(x_{1}, x_{2}, \ldots, x_{n}\right) p_{j}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

and are well known. Using these identities, with $x_{i}$ replaced by $q^{i-1}$, we can obtain the following identities.

Theorem 10. Let $n$ and $k$ be positive integers. Then,
(i) $k\left[\begin{array}{c}n+k \\ k\end{array}\right]=\sum_{j=1}^{k}\left[\begin{array}{c}n+k-j \\ k-j\end{array}\right] \frac{1-q^{j(n+1)}}{1-q^{j}}$;
(ii) $k q^{\binom{k}{2}}\left[\begin{array}{l}n \\ k\end{array}\right]=\sum_{j=1}^{k}(-1)^{j-1} q^{\binom{k-j}{2}}\left[\begin{array}{c}n \\ k-j\end{array}\right] \frac{1-q^{j(n+1)}}{1-q^{j}}$.

The limiting case $n \rightarrow \infty$ of this theorem reads as follows.

Theorem 11. Let $n$ and $k$ be positive integers. Then,
(i) $\frac{k}{(q ; q)_{k}}=\sum_{j=1}^{k} \frac{1}{\left(1-q^{j}\right)(q ; q)_{k-j}}$;
(ii) $\frac{k q^{\binom{k}{2}}}{(q ; q)_{k}}=\sum_{j=1}^{k}(-1)^{j-1} \frac{q^{\binom{k-j}{2}}}{\left(1-q^{j}\right)(q ; q)_{k-j}}$.

We have the following combinatorial interpretations of these identities.
Corollary 14. Let $n$ and $k$ be positive integers. Then,
(i) $k p(n ; k)=\sum_{i=0}^{n} \sum_{\substack{j=1 \\ j \mid i}}^{k} p(n-i ; k-j)$;
(ii) $k p(n ; k)=\sum_{i=0}^{n} \sum_{\substack{j=1 \\ j \mid i}}^{k}(-1)^{j-1} p\left(n-i+\binom{k}{2}-\binom{k-j}{2} ; k-j\right)$.

By multiplying both sides of the firs identity of Theorem 11 by $(q ; q)_{k}$, we obtain a curious $q$-identity of Euler ([3], Theorem 17).

Theorem 12 (Euler). Let $k$ be a positive integer. Then,

$$
k=\sum_{j=1}^{k}(q ; q)_{j-1}\left[\begin{array}{c}
k \\
j
\end{array}\right]
$$

Recently, Merca [4] proved that the complete, elementary and power sum symmetric functions are related by

$$
p_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{j=1}^{k}(-1)^{j-1} j e_{j}\left(x_{1}, x_{2}, \ldots, x_{n}\right) h_{k-j}\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

Using this relation, with $x_{i}$ replaced by $q^{i-1}$, we can derive the following identity.
Theorem 13. Let $n$ and $k$ be positive integers. Then,

$$
\sum_{j=1}^{k}(-1)^{j-1} j q^{\left(\frac{j}{2}\right)}\left[\begin{array}{c}
n+1 \\
j
\end{array}\right]\left[\begin{array}{c}
n+k-j \\
k-j
\end{array}\right]=\frac{1-q^{k(n+1)}}{1-q^{k}}
$$

The limiting case $n \rightarrow \infty$ of this theorem reads as follows:

$$
\sum_{j=1}^{k}(-1)^{j-1} j q^{\left(\frac{j}{2}\right)} \frac{1}{(q ; q)_{j}(q ; q)_{k-j}}=\frac{1}{1-q^{k}}
$$

By multiplying both sides of this identity by $(q ; q)_{k}$, we can obtain the following result.
Theorem 14. Let $k$ be a positive integer. Then,

$$
\sum_{j=1}^{k}(-1)^{j-1} j q^{\left(\frac{j}{2}\right)}\left[\begin{array}{l}
k \\
j
\end{array}\right]=(q ; q)_{k-1}
$$

We note the following combinatorial interpretation of this theorem.

Corollary 15. Let $n$ and $k$ be positive integers. Then,

$$
p_{\mathcal{D} e}(n ; k-1)-p_{\mathcal{D}_{o}}(n ; k-1)=\sum_{j=1}^{k}(-1)^{j-1} j p(n-j(j-1) / 2 ; j, k-j)
$$

The case $t=-q$ of Theorem 5 is given by

$$
(q ; q)_{\infty}=\sum_{j=0}^{\infty}(-1)^{j} \frac{q^{\left(\frac{j}{2}\right)}}{(q ; q)_{j}} .
$$

The limiting case $k \rightarrow \infty$ of Theorem 14 provides another representation of Euler's function $(q ; q)_{\infty}$.

Theorem 15. For $|q|<1$,

$$
(q ; q)_{\infty}=\sum_{j=1}^{\infty}(-1)^{j-1} \frac{j q^{\left(\frac{j}{2}\right)}}{(q ; q)_{j}} .
$$

As a consequences of this result, we can derive the following recurrence relation for $p(n ; k)$.

Corollary 16. Let $n$ be a positive integer. Then,

$$
\sum_{j=1}^{\infty}(-1)^{j-1} j p(n-j(j-1) / 2 ; j)= \begin{cases}(-1)^{n}, & \text { if } n=m(3 m-1) / 2, m \in \mathbb{Z} \\ 0, & \text { otherwise }\end{cases}
$$

## 6. Concluding Remarks

The partition identities obtained in this paper are specializations of the fundamental relations between complete and elementary symmetric functions. There are other relations between complete and elementary symmetric functions, which can be used to derive partitions identities. For example, the following relations between complete and elementary symmetric functions

$$
\sum_{k=0}^{\lfloor n / 2\rfloor} h_{k}\left(x_{1}^{2}, x_{2}^{2}, \ldots, x_{m}^{2}\right) e_{n-2 k}\left(x_{1}, x_{2}, \ldots, x_{m}\right)=h_{n}\left(x_{1}, x_{2}, \ldots, x_{m}\right)
$$

and

$$
\sum_{k=0}^{\lfloor n / 4\rfloor} h_{k}\left(x_{1}^{4}, \ldots, x_{m}^{4}\right) e_{n-4 k}\left(x_{1}, \ldots, x_{m}\right)=\sum_{k=0}^{\lfloor n / 2\rfloor}(-1)^{k} h_{k}\left(x_{1}^{2}, \ldots, x_{m}^{2}\right) h_{n-2 k}\left(x_{1}, \ldots, x_{m}\right)
$$

was introduced by Merca [5] to obtain generalizations of two identities of Guo and Yang for the $q$-binomial coefficients. The partition identities that can be derived by considering these relations can be seen in $[5,6]$.

Motivated by the relations obtained in [5], Merca introduced an infinite family of relations between complete and elementary symmetric functions ([7], Theorem 1.1). It would be interesting to see what partition identities can be obtained as combinatorial interpretations of ([7], Theorem 1.1).
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#### Abstract

The major goal of the current article is to create new formulas and connections between several well-known polynomials and the Euler polynomials. These formulas are developed using some of these polynomials' well-known fundamental characteristics as well as those of the Euler polynomials. In terms of the Euler polynomials, new formulas for the derivatives of various symmetric and non-symmetric polynomials, including the well-known classical orthogonal polynomials, are given. This leads to the deduction of several new connection formulas between various polynomials and the Euler polynomials. As an important application, new closed forms for the definite integrals for the product of various symmetric and non-symmetric polynomials with the Euler polynomials are established based on the newly derived connection formulas.
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## 1. Introduction

Numerous problems in various fields, such as approximation theory and theoretical physics, depend on special functions. Considerable research has been conducted on several well-known polynomial sequences and the numbers that they are associated with. Therefore, from both theoretical and practical aspects, it is interesting to investigate various special functions. Among the essential special functions are the well-known Hermite, Laguerre, and Jacobi polynomials. These classical orthogonal polynomials were extensively studied by many authors, both theoretically and practically; see, for example, [1-4]. The Jacobi polynomials include six special polynomials. Four of these polynomials are symmetric: the ultraspherical, Legendre, and the first and second kinds of Chebyshev polynomials. The polynomials, namely, the third- and fourth-kind Chebyshev polynomials, are two celebrated non-symmetric classes of Jacobi polynomials. All six classes of Jacobi polynomials have their parts in approximation theory and numerical analysis; see, for example, [5-7]. Other types of polynomials were also studied by many authors. For example, the Lucas and Fibonacci sequences, as well as their extensions and modified polynomials, were investigated by many authors. The authors in $[8,9]$ studied certain kinds of generalized Fibonacci and generalized Lucas polynomials and their corresponding numbers. Furthermore, they employed them to find reduction formulas for some even and odd radicals. New identities of Horadam sequences of integers with four parameters were introduced by the authors in [10]. In [11], certain Appel polynomials are treated using a matrix technique. To handle bivariate Appell polynomials, matrix calculus was used in [12]. Classical and quantum orthogonal polynomials are extensively studied in [13].

Euler polynomials and Euler numbers have been the subject of numerous contemporary and older investigations. For example, the author in [14] developed some relations between the Bernoulli and Euler polynomials. Some properties on the integral of the product of several Euler polynomials are presented in [15]. In [16], the authors discussed the
decomposition of the linear combinations of Euler polynomials with odd degrees. In [17], the authors found some identities for Euler and Bernoulli polynomials and their zeros. Other identities for the product of two Bernoulli and Euler polynomials were obtained in [18]. New types of Euler polynomials and numbers are developed in [19]. For some other classes relating to Euler polynomials, one can refer, for example, to [20,21]. From a practical point of view, Euler polynomials were utilized to treat different types of differential and integral equations. For example, in [22], certain fractional-order delay integro-differential equations were numerically treated using an operational matrix of derivatives based on the utilization of fractional-order Euler polynomials. In [23], a numerical scheme utilizing Euler wavelets was derived to handle the fractional order pantograph Volterra delay-integrodifferential equation. Two-dimensional Volterra integral equations of the fractional order were treated using two-dimensional Euler polynomials in [24].

The various formulas of special functions are important from both theoretical and practical perspectives. For example, the expressions for the high-order derivatives of different polynomials in terms of their original ones can be used to obtain some spectral solutions to different differential equations. For example, in [25], new expressions for the third- and fourth-kinds of Chebyshev polynomials were established and utilized for solving specific even-order BVPs. Some other expressions for the high-order derivatives were utilized in [26] for treating linear and non-linear BVPs of even order. The author in [27] found new derivative formulas for the sixth-kind Chebyshev polynomials and used them to provide a numerical solution to the non-linear Burgers' equation in one dimension. Additionally, among the important formulas concerned with special functions are the connection and linearization formulas. These formulas are useful in some applications (see, for example, [28]).

This paper aims to find some new formulas concerning the Euler polynomials. To be more precise, the objectives of the current paper can be listed in the following items:

- Developing new expressions for the high-order derivatives of different symmetric and non-symmetric polynomials in terms of Euler polynomials.
- Deducing connection formulas between different polynomials and Euler polynomials.
- Presenting an application to the derived connection formulas. Several new definite integral formulas of the product of different symmetric and non-symmetric polynomials with the Euler polynomials in closed forms.
The paper is organized as follows. Section 2 introduces an overview of Euler polynomials. In addition, some properties of some celebrated symmetric and non-symmetric polynomials are presented in this section. Section 3 develops new expressions for the derivatives of symmetric and non-symmetric polynomials as combinations of Euler polynomials. Section 4 is interested in deducing connection formulas between symmetric and non-symmetric polynomials with the Euler polynomials. In Section 5, an application to the connection formulas presented in Section 4 is displayed. More precisely, some new definite integral formulas of the product of different symmetric and non-symmetric polynomials with the Euler polynomials are given. Finally, Section 6 reports some conclusions.


## 2. Preliminaries and Some Essential Formulas

This section is interested in presenting an overview of the Euler polynomials and their related numbers. Furthermore, we introduce some properties of symmetric and non-symmetric polynomials. In addition, an account of some classes of polynomials that will be connected with Euler polynomials is given.

### 2.1. An Account of Euler Polynomials

The classical Euler polynomials $E_{m}(x)$ can be defined with the aid of the generating function [29]

$$
\frac{2 e^{x z}}{e^{z}+1}=\sum_{m=0}^{\infty} E_{m}(x) \frac{z^{m}}{m!}, \quad|z|<\pi
$$

The corresponding Euler number is given by

$$
E_{m}=2^{m} E_{m}\left(\frac{1}{2}\right)
$$

This is the inversion formula of Euler polynomials:

$$
\begin{equation*}
x^{m}=\frac{1}{2} \sum_{k=0}^{m} c_{k}\binom{m}{m-k} E_{m-k}(x), \quad m \geq 0 \tag{1}
\end{equation*}
$$

where $c_{k}$ is defined as

$$
c_{k}= \begin{cases}2, & k=0 \\ 1, & k>0\end{cases}
$$

Additionally, among the famous identities of the polynomials $E_{m}(x)$ are the following identities [29]:

$$
\begin{aligned}
\frac{d}{d x} E_{m}(x) & =m E_{m-1}(x), \\
\int_{a}^{b} E_{m}(x) d x & =\frac{E_{m+1}(b)-E_{m+1}(a)}{m+1} .
\end{aligned}
$$

### 2.2. An Overview on Symmetric and Non-Symmetric Polynomials

Let us consider, respectively, the two classes of symmetric and non-symmetric polynomials, $\left\{P_{i}(x)\right\}_{i \geq 0}$ and $\left\{Q_{i}(x)\right\}_{i \geq 0}$. We can express these polynomials as:

$$
\begin{align*}
& P_{i}(x)=\sum_{m=0}^{\left\lfloor\frac{i}{2}\right\rfloor} A_{m, i} x^{i-2 m}  \tag{2}\\
& Q_{i}(x)=\sum_{m=0}^{i} B_{m, i} x^{i-m} \tag{3}
\end{align*}
$$

where the symbol $\lfloor z\rfloor$ denotes the well-known floor function.
We give some of the celebrated symmetric and non-symmetric polynomials. We first refer to the classical normalized Jacobi polynomials $V_{m}^{(\lambda, \delta)}(x)$. These polynomials can be written in a hypergeometric form as [30]

$$
V_{m}^{(\lambda, \delta)}(x)={ }_{2} F_{1}\left(\left.\begin{array}{c}
-m, m+\lambda+\delta+1 \\
\lambda+1
\end{array} \right\rvert\, \frac{1-x}{2}\right)
$$

Jacobi polynomials include six important classes of polynomials. The ultraspherical, Legendre, and first-and second-kind Chebyshev polynomials are symmetric Jacobi polynomials, so they can be expressed as in (2), while the two celebrated third- and fourth-kind Chebyshev polynomials are particular polynomials of the non-symmetric Jacobi polynomials, so they can be expressed as in (3). In addition, we have the following identities [31]:

$$
\begin{aligned}
& T_{m}(x)=V_{m}^{\left(-\frac{1}{2},-\frac{1}{2}\right)}(x) \\
& V_{m}(x)=V_{m}^{\left(-\frac{1}{2}, \frac{1}{2}\right)}(x), \\
& P_{m}(x)=V_{m}^{(0,0)}(x),
\end{aligned}
$$

$$
U_{m}(x)=(m+1) V_{m}^{\left(\frac{1}{2}, \frac{1}{2}\right)}(x)
$$

$$
W_{m}(x)=(2 m+1) V_{m}^{\left(\frac{1}{2},-\frac{1}{2}\right)}(x)
$$

$$
G_{m}^{(\delta)}(x)=V_{m}^{\left(\delta-\frac{1}{2}, \delta-\frac{1}{2}\right)}(x)
$$

where the first-, second-, third-, and fourth kinds of Chebyshev polynomials are, respectively, denoted by the symbols $T_{m}(x), U_{m}(x), V_{m}(x)$, and $W_{m}(x)$. Additionally, the polynomials $P_{n}(x)$ and $G_{n}^{(\delta)}(x)$ denote the Legendre and ultraspherical polynomials, respectively.

The helpful books by Andrews et al. [32] and Mason and Handscomb [33] are both excellent resources for in-depth surveys of Jacobi polynomials and their celebrated classes.

Additionally, among the non-symmetric Jacobi polynomials are the shifted Jacobi polynomials on $[0,1]$. These polynomials are defined as

$$
\tilde{V}_{m}^{(\lambda, \delta)}(x)=V_{m}^{(\lambda, \delta)}(2 x-1)
$$

We comment here that all six shifted special polynomials of the shifted Jacobi polynomials are non-symmetric. The power form representation of $\tilde{V}_{m}^{(\lambda, \delta)}(x)$ is given by [34]:

$$
\begin{equation*}
\tilde{V}_{m}^{(\lambda, \delta)}(x)=\frac{m!\Gamma(1+\lambda)}{\Gamma(1+m+\lambda)} \sum_{r=0}^{m} \frac{(-1)^{r}(1+\delta)_{m}(1+\lambda+\delta)_{2 m-r}}{(m-r)!r!(1+\delta)_{m-r}(1+\lambda+\delta)_{m}} x^{m-r} \tag{4}
\end{equation*}
$$

Note that the symbol $(z)_{\ell}$ in Formula (4) represents the Pochhammer function defined as: $(z)_{\ell}=\frac{\Gamma(z+\ell)}{\Gamma(z)}$.

Among the important symmetric polynomials are the Fibonacci and Lucas polynomials and their generalizations and modifications (see, [35]). Recently, Abd-Elhameed et al. in [9] studied two polynomials generalizing Fibonacci and Lucas polynomials. These polynomials may be constructed with the aid of the following two recursive formulas:

$$
\begin{equation*}
F_{k}^{A, B}(x)=A x F_{k-1}^{A, B}(x)+B F_{k-2}^{A, B}(x), \quad F_{0}^{A, B}(x)=1, F_{1}^{A, B}(x)=A x, \quad k \geq 2 \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{k}^{R, S}(x)=R x L_{k-1}^{R, S}(x)+S L_{k-2}^{R, S}(x), \quad L_{0}^{R, S}(x)=2, L_{1}^{R, S}(x)=R x, \quad k \geq 2 \tag{6}
\end{equation*}
$$

It is to be noted that several celebrated classes of polynomials can be obtained as special cases of the two generalized classes of $F_{k}^{A, B}(x)$ and $L_{k}^{R, S}(x)$ (see, [9]). For example, the Fibonacci polynomials $F_{k+1}(x)$ and Lucas polynomials $L_{k}(x)$ can be considered as special cases of $F_{k}^{A, B}(x)$ and $L_{k}^{R, S}(x)$. In fact, we have:

$$
F_{k+1}(x)=F_{k}^{1,1}(x), \quad L_{k}(x)=L_{k}^{1,1}(x)
$$

Furthermore, the power form representations of the generalized polynomials $F_{i}^{A, B}(x)$ and $L_{i}^{R, S}(x)$ are, respectively, given as follows [9]:

$$
\begin{align*}
F_{i}^{A, B}(x) & =\sum_{m=0}^{\left\lfloor\frac{i}{2}\right\rfloor}\binom{i-m}{m} B^{m} A^{i-2 m} x^{i-2 m}, \quad i \geq 0  \tag{7}\\
L_{i}^{R, S}(x) & =i \sum_{m=0}^{\left\lfloor\frac{i}{2}\right\rfloor} \frac{S^{m} R^{i-2 m}\binom{i-m}{m}}{i-m} x^{i-2 m}, \quad i \geq 1
\end{align*}
$$

## 3. New Expressions for the Derivatives of Some Celebrated Polynomials in Terms of Euler Polynomials

This section is devoted to developing new expressions for the high-order derivatives of some symmetric and non-symmetric polynomials in terms of Euler polynomials.

### 3.1. Derivative Expressions for Some Symmetric Polynomials

In this section, we give the derivatives of some symmetric polynomials in terms of the Euler polynomials. To be more precise, the derivatives of the generalized Fibonacci polynomials that are defined in (5), the generalized Lucas polynomials that are defined in (6), the ultraspherical polynomials, and the Hermite polynomials will be expressed in terms of the Euler polynomials.

Theorem 1. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the generalized Fibonacci polynomials $F_{n}^{A, B}$ defined in (5) have the following expansion in terms of Euler polynomials:

$$
\begin{align*}
D^{\ell} F_{n}^{A, B}(x)= & A^{n}\left(\sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{A^{-2 r} B^{r}(n-r)!(2 r)!+n!r!}{2 r!(2 r)!(-\ell+n-2 r)!}{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right) E_{n-\ell-2 r}(x)\right. \\
& \left.+n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r, \left.-r-\frac{1}{2} \right\rvert\, \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)}{2(2 r+1)!(-\ell+n-2 r-1)!} E_{n-\ell-2 r-1}(x)\right) . \tag{8}
\end{align*}
$$

Proof. The power-form representation of the polynomials $F_{n}^{A, B}(x)$ in (7) allows one to write

$$
D^{\ell} F_{n}^{A, B}(x)=\sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{A^{n-2 m} B^{m}(1-2 m+n)_{m}(1-\ell-2 m+n)_{\ell}}{m!} x^{n-2 m-\ell}
$$

Inserting the inversion formula of the Euler polynomials (1) yields the following relation:

$$
\begin{aligned}
D^{\ell} F_{n}^{A, B}(x)= & \sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{A^{n-2 m} B^{m}(1-2 m+n)_{m}(1-\ell-2 m+n)_{\ell}}{2 m!} \times \\
& \sum_{s=0}^{n-2 m-\ell} c_{s}\binom{-\ell-2 m+n}{-\ell-2 m+n-s} E_{n-2 m-s-\ell}(x) .
\end{aligned}
$$

After some algebraic computations, the last formula can be rewritten in the form

$$
\begin{aligned}
D^{\ell} F_{n}^{A, B}(x)= & \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{1}{2(n-2 r-\ell)!} \sum_{s=0}^{r} \frac{c_{2 r-2 s} A^{n-2 s} B^{s}(n-s)!}{s!(2 r-2 s)!} E_{n-\ell-2 r}(x) \\
& +\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{1}{2(-\ell+n-2 r-1)!} \sum_{s=0}^{r} \frac{c_{2 r-2 s-1} A^{n-2 s} B^{s}(n-s)!}{s!(2 r-2 s+1)!} E_{n-\ell-2 r-1}(x) .
\end{aligned}
$$

Based on the following two identities:

$$
\begin{aligned}
& \sum_{s=0}^{r} \frac{c_{2 r-2 s} A^{n-2 s} B^{s}(n-s)!}{s!(2 r-2 s)!}=\frac{A^{n}\left(A^{-2 r} B^{r}(n-r)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)\right)}{r!(2 r)!}, \\
& \sum_{s=0}^{r} \frac{c_{2 r-2 s-1} A^{n-2 s} B^{s}(n-s)!}{s!(2 r-2 s+1)!}=\frac{A^{n} n!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r-\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)}{(2 r+1)!}
\end{aligned}
$$

Formula (8) can be obtained. This proves Theorem 1.
Remark 1. It is to be noted that, for the case corresponding to the choice $B=-\frac{A^{2}}{4}$, Formula (8) can be simplified due to the Chu-Vandermond identity. The following corollary exhibits this result.

Corollary 1. For the case $B=-\frac{A^{2}}{4}$, Formula (8) reduces to the following one:

$$
\begin{align*}
D^{\ell} F_{n}^{A,-\frac{A^{2}}{4}}(x)= & \frac{1}{2} A^{n} \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{\frac{\left(-\frac{1}{4}\right)^{r}(n-r)!}{r!}+\frac{n!\left(n-2 r+\frac{3}{2}\right)_{r}}{(2 r)!(n-r+1)_{r}}}{(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +\frac{1}{2} A^{n} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{\left(n-2 r+\frac{1}{2}\right)_{r}}{(2 r+1)!(-\ell+n-2 r-1)!(n-r+1)_{r}} E_{n-\ell-2 r-1}(x) . \tag{9}
\end{align*}
$$

Proof. The substitution by $B=-\frac{A^{2}}{4}$ into Formula (8) yields

$$
\begin{aligned}
D^{\ell} F_{n}^{A,-\frac{A^{2}}{4}}(x)= & =\frac{1}{2} A^{n} \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{\left(-\frac{1}{4}\right)^{r}(n-r)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
-n
\end{array} \right\rvert\, 1\right)}{r!(2 r)!(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +\frac{1}{2} A^{n} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{{ }_{2} F_{1}\binom{\left.-r, \left.-r-\frac{1}{2} \right\rvert\, 1\right)}{-n}}{(2 r+1)!(-\ell+n-2 r-1)!} E_{n-\ell-2 r-1}(x) .
\end{aligned}
$$

Chu-Vandermonde identity implies the following two identities:

$$
\begin{aligned}
& { }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
-n
\end{array} \right\rvert\, 1\right)=\frac{\left(n-2 r+\frac{3}{2}\right)_{r}}{(n-r+1)_{r}}, \\
& { }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r-\frac{1}{2} \\
-n
\end{array} \right\rvert\, 1\right)=\frac{\left(n-2 r+\frac{1}{2}\right)_{r}}{(n-r+1)_{r}},
\end{aligned}
$$

therefore, the following formula can be obtained:

$$
\begin{aligned}
D^{\ell} F_{n}^{A,-\frac{A^{2}}{4}}(x)= & \frac{1}{2} A^{n} \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{\frac{\left(-\frac{1}{4}\right)^{r}(n-r)!}{r!}+\frac{n!\left(n-2 r+\frac{3}{2}\right)_{r}}{(2 r)!(n-r+1)_{r}}}{(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +\frac{1}{2} A^{n} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{\left(n-2 r+\frac{1}{2}\right)_{r}}{(2 r+1)!(-\ell+n-2 r-1)!(n-r+1)_{r}} E_{n-\ell-2 r-1}(x) .
\end{aligned}
$$

Remark 2. An expression for the derivatives of Chebyshev polynomials of the first kind can be obtained as a direct special case of Formula (9). The following corollary displays this important specific result.

Corollary 2. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the Chebyshev polynomials of the second kind can be represented in terms of Euler polynomials as

$$
\begin{aligned}
D^{\ell} U_{n}(x)= & 2^{n-1} \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{\frac{\left(-\frac{1}{4}\right)^{r}(n-r)!}{r!}+\frac{n!\left(n-2 r+\frac{3}{2}\right)_{r}}{(2 r)!(n-r+1)_{r}}}{(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +2^{n-1} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{\left(n-2 r+\frac{1}{2}\right)_{r}}{(2 r+1)!(-\ell+n-2 r-1)!(n-r+1)_{r}} E_{n-\ell-2 r-1}(x) .
\end{aligned}
$$

Theorem 2. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the ultraspherical polynomials $G_{n}^{(\delta)}(x)$ can be expanded in terms of Euler polynomials as in the following form:

$$
\begin{align*}
& D^{\ell} G_{n}^{(\delta)}(x)=\frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2 \delta)} \times \\
& \left\lfloor\frac{n-\ell}{2}\right\rfloor \frac{2^{n-2 r+2 \delta-2}\left((-1)^{r}(2 r)!\Gamma(n-r+\delta)+\frac{4^{r} r!\Gamma(n+\delta)\left(n-2 r+\delta+\frac{1}{2}\right)_{r}}{(n-r+\delta)_{r}}\right)}{r!(2 r)!(-\ell+n-2 r)!} E_{n-\ell-2 r}(x)  \tag{10}\\
& +\frac{n!2^{n+2 \delta-2} \Gamma\left(\delta+\frac{1}{2}\right) \Gamma(n+\delta)}{\sqrt{\pi} \Gamma(n+2 \delta)} \sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{\left(n-2 r+\delta-\frac{1}{2}\right)_{r}}{(2 r+1)!(-\ell+n-2 r-1)!(n-r+\delta)_{r}} E_{n-\ell-2 r-1}(x) .
\end{align*}
$$

Proof. The power form representation of the ultraspherical polynomials given by

$$
G_{n}^{(\delta)}(x)=\frac{n!\Gamma(2 \delta+1)}{2 \Gamma(\delta+1) \Gamma(n+2 \delta)} \sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-1)^{m} 2^{n-2 m} \Gamma(n-m+\delta)}{m!(n-2 m)!} x^{n-2 m},
$$

enables one to write:

$$
D^{\ell} G_{n}^{(\delta)}(x)=\frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2 \delta)} \sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(-1)^{m} 2^{-2 m+n+2 \delta-1} \Gamma(-m+n+\delta)}{m!(-\ell-2 m+n)!} x^{n-2 m-\ell}
$$

which can be written again with the aid of the inversion Formula (1) into the form

$$
\begin{aligned}
D^{\ell} G_{n}^{(\delta)}(x)= & \frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{2 \sqrt{\pi} \Gamma(n+2 \delta)} \times \\
& \left\lfloor\sum_{m=0}^{\left.\frac{n-\ell}{2}\right\rfloor} \frac{(-1)^{m} 2^{-2 m+n+2 \delta-1} \Gamma(-m+n+\delta)}{m!(-\ell-2 m+n)!} \sum_{s=0}^{n-2 m-\ell} c_{s}\binom{-\ell-2 m+n}{-\ell-2 m+n-s} E_{n-2 m-s-\ell}(x) .\right.
\end{aligned}
$$

Some lengthy algebraic computations lead to

$$
\begin{align*}
& D^{\ell} G_{n}^{(\delta)}(x)=\frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2 \delta)}\left(\sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{1}{(-\ell+n-2 r)!} \sum_{s=0}^{r} \frac{(-1)^{s} c_{2 r-2 s} 2^{n-2 s+2 \delta-2} \Gamma(n-s+\delta)}{s!(2 r-2 s)!} E_{n-\ell-2 r}(x)\right.  \tag{11}\\
& \left.+\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{1}{(-\ell+n-2 r-1)!} \sum_{s=0}^{r} \frac{(-1)^{s} c_{2 r-2 s+1} 2^{n-2 s+2 \delta-2} \Gamma(n-s+\delta)}{s!(2 r-2 s+1)!} E_{n-\ell-2 r-1}(x)\right) .
\end{align*}
$$

To transform (11) into a simplified formula, we will find closed forms for the two interior sums that appear in it. Regarding the first sum, we can write

$$
\begin{align*}
& \sum_{s=0}^{r} \frac{(-1)^{s} c_{2 r-2 s} 2^{n-2 s+2 \delta-2} \Gamma(n-s+\delta)}{s!(2 r-2 s)!} \\
& =2^{n+2 \delta-2}\left(\frac{\left(-\frac{1}{4}\right)^{r} \Gamma(n-r+\delta)}{r!}+\frac{\Gamma(n+\delta){ }_{2} F_{1}\left(\left.\begin{array}{c}
-r+\frac{1}{2},-r \\
1-n-\delta
\end{array} \right\rvert\, 1\right)}{(2 r)!}\right) \tag{12}
\end{align*}
$$

and accordingly, the Chu-Vandermonde identity implies the following identity:

$$
\begin{aligned}
& \sum_{s=0}^{r} \frac{c_{2 r-2 s}(-1)^{s} 2^{n-2 s+2 \delta-2} \Gamma(n-s+\delta)}{s!(2 r-2 s)!}= \\
& \frac{2^{n+2 \delta-2}}{r!}\left(\left(-\frac{1}{4}\right)^{r} \Gamma(n-r+\delta)+\frac{r!\Gamma(n+\delta)\left(n-2 r+\delta+\frac{1}{2}\right)_{r}}{(2 r)!(n-r+\delta)_{r}}\right)
\end{aligned}
$$

Regarding the second sum, set

$$
M_{r, n}=\sum_{s=0}^{r} \frac{c_{2 r-2 s+1}(-1)^{s} 2^{n-2 s+2 \delta-2} \Gamma(n-s+\delta)}{s!(2 r-2 s+1)!}
$$

and employ the important algorithm of Zeilberger [36] to show that the following recurrence relation of order one is satisfied by $M_{r, n}$ :

$$
M_{r+1, n}-\frac{(3-2 n+4 r-2 \delta)(5-2 n+4 r-2 \delta)}{4(r+1)(2 r+3)(3-2 n+2 r-2 \delta)(1-n+r-\delta)} M_{r, n}=0, \quad M_{0, n}=1
$$

which can be immediately solved to give

$$
\begin{equation*}
\sum_{s=0}^{r} \frac{(-1)^{s} c_{2 r-2 s+1} 2^{n-2 s+2 \delta-2} \Gamma(n-s+\delta)}{s!(2 r-2 s+1)!}=\frac{2^{n+2 \delta-2} \Gamma(n+\delta)\left(n-2 r+\delta-\frac{1}{2}\right)_{r}}{(2 r+1)!(n-r+\delta)_{r}} \tag{13}
\end{equation*}
$$

In virtue of the two Identities (12) and (13), Formula (11) can be put into the simpler formula:

$$
\begin{aligned}
& D^{\ell} G_{n}^{(\delta)}(x)=\frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2 \delta)} \times \\
& \left\lfloor\frac{n-\ell}{2}\right\rfloor \frac{2^{n-2 r+2 \delta-2}\left((-1)^{r}(2 r)!\Gamma(n-r+\delta)+\frac{4^{r} r!\Gamma(n+\delta)\left(n-2 r+\delta+\frac{1}{2}\right)_{r}}{(n-r+\delta)_{r}}\right)}{r!(2 r)!(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +\frac{n!2^{n+2 \delta-2} \Gamma\left(\delta+\frac{1}{2}\right) \Gamma(n+\delta)}{\sqrt{\pi} \Gamma(n+2 \delta)} \sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{\left(n-2 r+\delta-\frac{1}{2}\right)_{r}}{(2 r+1)!(-\ell+n-2 r-1)!(n-r+\delta)_{r}} E_{n-\ell-2 r-1}(x) .
\end{aligned}
$$

This proves Theorem 2.
Remark 3. Since the Legendre and Chebyshev polynomials of the first and second kinds are included in the ultraspherical polynomials, $G_{n}^{(\delta)}$, three specific expressions for the derivatives of these polynomials can be inferred as direct special cases of Formula (10). These expressions can be seen in the subsequent corollary.

Corollary 3. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The formulas that express the derivatives of Legendre and Chebyshev polynomials of the first and second kinds in terms of Euler polynomials are given as follows:

$$
\begin{align*}
D^{\ell} P_{n}(x)= & \frac{1}{\sqrt{\pi}} \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{2^{n-2 r-1}\left((-1)^{r}(2 r)!\Gamma\left(n-r+\frac{1}{2}\right)+\frac{4^{r} r!\Gamma\left(n+\frac{1}{2}\right)(n-2 r+1)_{r}}{\left(n-r+\frac{1}{2}\right)_{r}}\right)}{r!(2 r)!(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +\frac{2^{n-1} \Gamma\left(\frac{1}{2}+n\right)}{\sqrt{\pi}} \sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{(n-2 r)_{r}}{(2 r+1)!(-\ell+n-2 r-1)!\left(n-r+\frac{1}{2}\right)_{r}} E_{n-\ell-2 r-1}(x),  \tag{14}\\
D^{\ell} T_{n}(x)= & n!\sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{2^{n-2 r-2}\left((-1)^{r}(2 r)!+4^{r} r!\left(n-2 r+\frac{1}{2}\right)_{r}\right)}{r!(2 r)!(-\ell+n-2 r)!(n-r)_{r}} E_{n-\ell-2 r}(x) \\
& +2^{n-2} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{(2 r+1)!(-\ell+n-2 r-1)!(n-r)_{r}}{\left(2 r-\frac{1}{2}\right)_{r}} E_{n-\ell-2 r-1}(x),  \tag{15}\\
D^{\ell} U_{n}(x)= & \frac{1}{2} \sum_{r=0}^{\left.\frac{n-\ell}{2}\right\rfloor} \frac{2^{n-2 r}\left(2^{2 r} n!r!\left(n-2 r+\frac{3}{2}\right)_{r}+(-1)^{r}(2 r)!(n-r)!(n-r+1)_{r}\right)}{(n-\ell+2 r)!(n-r+1)_{r}} E_{n-\ell-2 r}(x) \\
& +2^{n-1} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{r(2 r)!(-\ell+n-2 r+1)!(-\ell+n-2 r-1)!(n-r+1)_{r}}{(2 r} E_{n-\ell-2 r-1}(x) . \tag{16}
\end{align*}
$$

Proof. Formulas (14), (15) and (16) can be obtained as special cases of Formula (10) by setting $\delta=\frac{1}{2}, 0,1$, respectively.

Remark 4. Expressions for the derivatives of other symmetric polynomials can be derived using similar techniques to those used in the proofs of Theorems 1 and 2. Some outcomes in this regard are shown by the following two theorems:

Theorem 3. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the Hermite polynomials $H_{n}$ can be expanded in terms of Euler polynomials as

$$
\begin{align*}
D^{\ell} H_{n}(x)= & n!\sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(-1)^{r} 2^{n-2 r-1}\left(1+{ }_{1} F_{1}\left(-r ; \frac{1}{2} ; 1\right)\right)}{r!(-\ell+n-2 r)!} E_{n-\ell-2 r}(x) \\
& +\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{U\left(-r, \frac{3}{2}, 1\right)}{(-\ell+n-2 r-1)!(2 r+1)!} E_{n-\ell-2 r-1}(x), \tag{17}
\end{align*}
$$

where $U(a, b ; z)$ is the well-known confluent hypergeometric [37].
Proof. Based on the power form representation of Hermite polynomials given by [37]

$$
H_{n}(x)=n!\sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-1)^{m} 2^{n-2 m}}{m!(n-2 m)!} x^{n-2 m}
$$

along with the inversion formula of Euler polynomials (1), and performing similar steps that followed in the proof of Theorem 1, Formula (17) can be obtained.

Theorem 4. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the generalized Lucas polynomials that are constructed by (6) can be expanded in terms of Euler polynomials as

$$
\begin{align*}
D^{\ell} L_{n}^{R, S}(x)= & \frac{1}{2} R^{n} \sum_{r=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{R^{-2 r} S^{r} n(n-r-1)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
1-n
\end{array} \right\rvert\,-\frac{4 S}{R^{2}}\right)}{r!(2 r)!(-\ell+n-2 r)!} E_{n-\ell-2 r}(x)  \tag{18}\\
& +\frac{1}{2} R^{n} n!\sum_{r=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor}{ }_{2} \frac{{ }_{2}\left(\begin{array}{c}
\left.-r,-r-\frac{1}{2} \left\lvert\,-\frac{4 S}{R^{2}}\right.\right) \\
1-n
\end{array}\right.}{(2 r+1)!(-\ell+n-2 r-1)!} E_{n-\ell-2 r-1}(x) .
\end{align*}
$$

Proof. Similar to the proof of Theorem 1.

### 3.2. Derivative Expressions for Some Non-Symmetric Polynomials

This section is confined to developing new expressions for the derivatives of some non-symmetric polynomials in terms of Euler polynomials. To be more precise, the expressions for the derivatives of the shifted Jacobi, Laguerre, and Schröder polynomials will be presented.

Theorem 5. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the shifted Jacobi polynomials can be written in terms of the Euler polynomials as

$$
\begin{align*}
D^{\ell} \tilde{V}_{n}^{(\lambda, \delta)}(x)= & \frac{n!\Gamma(\lambda+1)}{2 \Gamma(n+\lambda+1) \Gamma(n+\lambda+1+\delta)} \times \\
& \sum_{m=0}^{n-\ell} \frac{\Gamma(2 n-m+\lambda+\delta+1)}{m!(n-m-\ell)!\Gamma(n-m+\lambda+1) \Gamma(n-m+\delta+1)} \times  \tag{19}\\
& \left((-1)^{m} \Gamma(n-m+\lambda+1) \Gamma(n+\delta+1)+\Gamma(n+\lambda+1) \Gamma(n-m+\delta+1)\right) E_{n-\ell-m}(x) .
\end{align*}
$$

Proof. The representation of the shifted Jacobi polynomials in (4) serves to obtain the following formula:

$$
D^{\ell} \tilde{V}_{n}^{(\lambda, \delta)}(x)=\frac{n!\Gamma(n+\delta+1) \Gamma(\lambda+1)}{\Gamma(n+\lambda+1) \Gamma(n+\delta+1+\lambda)} \sum_{r=0}^{n+m-\ell} \frac{(-1)^{r} \Gamma(2 n-r+\delta+\lambda+1)}{r!(-\ell+n-r)!\Gamma(n-r+\delta+1)} x^{n-r-\ell}
$$

hence, when the inversion Formula (1) is applied, it yields the following formula:

$$
\begin{aligned}
D^{\ell} \tilde{V}_{n}^{(\lambda, \delta)}(x)= & \frac{n!\Gamma(n+\delta+1) \Gamma(\lambda+1)}{2 \Gamma(n+\lambda+1) \Gamma(n+\delta+1+\lambda)} \times \\
& \sum_{r=0}^{n+m-\ell} \frac{(-1)^{r} \Gamma(2 n-r+\delta+\lambda+1)}{r!(-\ell+n-r)!\Gamma(n-r+\delta+1)} \sum_{t=0}^{n-\ell-r} c_{t}\binom{-\ell+n-r}{-\ell+n-r-t} E_{n-r-\ell-t}(x) .
\end{aligned}
$$

Rearranging the terms in the last formula turns it into the following form:

$$
\begin{align*}
D^{\ell} \tilde{V}_{n}^{(\lambda, \delta)}(x)= & \frac{n!\Gamma(n+\delta+1) \Gamma(\lambda+1)}{2 \Gamma(n+\lambda+1) \Gamma(n+\delta+1+\lambda)} \sum_{m=0}^{n-\ell} \frac{1}{(-\ell+n-m)!} \times  \tag{20}\\
& \sum_{r=0}^{m} \frac{(-1)^{r} c_{m-r} \Gamma(2 n-r+\delta+\lambda+1)}{(m-r)!r!\Gamma(n-r+\delta+1)} E_{n-\ell-m}(x)
\end{align*}
$$

The second sum that appears on the right-hand side of (20) can be rewritten in the following form:

$$
\begin{aligned}
& \sum_{r=0}^{m} \frac{(-1)^{r} c_{m-r} \Gamma(2 n-r+\delta+\lambda+1)}{r!(m-r)!\Gamma(n-r+\delta+1)}= \\
& \frac{(-1)^{m} \Gamma(n+\delta+1) \Gamma(2 n-m+\delta+\lambda+1)+\Gamma(n-m+\delta+1) \Gamma(2 n+\delta+\lambda+1) H_{m, n}}{m!\Gamma(n+\delta+1) \Gamma(n-m+\delta+1)}
\end{aligned}
$$

where $H_{m, n}$ is given by

$$
H_{m, n}={ }_{2} F_{1}\left(\left.\begin{array}{c}
-m,-n-\delta \\
-2 n-\delta-\lambda
\end{array} \right\rvert\, 1\right)
$$

Chu-Vandermond identity implies that

$$
{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m,-n-\delta \\
-2 n-\delta-\lambda
\end{array} \right\rvert\, 1\right)=\frac{(n-m+\lambda+1)_{m}}{(2 n-m+\delta+\lambda+1)_{m}}
$$

thus, the following identity can be obtained:

$$
\sum_{r=0}^{m} \frac{(-1)^{r} c_{m-r} \Gamma(2 n-r+\delta+\lambda+1)}{(m-r)!r!\Gamma(n-r+\delta+1)}=\frac{\left(\frac{(-1)^{m}}{\Gamma(n-m+\delta+1)}+\frac{\Gamma(n+\lambda+1)}{\Gamma(n+\delta+1) \Gamma(n-m+\lambda+1)}\right) \Gamma(2 n-m+\delta+\lambda+1)}{m!}
$$

The reduction of the last sum enables one to reduce Formula (20) in the following simpler form:

$$
\begin{aligned}
D^{\ell} \tilde{V}_{n}^{(\lambda, \delta)}(x)= & \frac{n!\Gamma(\lambda+1)}{2 \Gamma(n+\lambda+1) \Gamma(n+\lambda+1+\delta)} \times \\
& \sum_{m=0}^{n-\ell} \frac{\Gamma(2 n-m+\lambda+\delta+1)}{m!(n-m-\ell)!\Gamma(n-m+\lambda+1) \Gamma(n-m+\delta+1)} \times \\
& \left((-1)^{m} \Gamma(n-m+\lambda+1) \Gamma(n+\delta+1)+\Gamma(n+\lambda+1) \Gamma(n-m+\delta+1)\right) E_{n-\ell-m}(x) .
\end{aligned}
$$

This finalizes the proof of Theorem 5.
Taking into consideration the six special polynomials of the shifted Jacobi polynomials, six special formulas of Formula (19) can be obtained. The following two corollaries present these formulas.

Corollary 4. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The following expressions give the derivatives of the shifted ultraspherical, shifted Legendre, and shifted Chebyshev polynomials of the first and second kinds:

$$
\begin{aligned}
D^{\ell} \tilde{G}_{n}^{(\delta)}(x) & =\frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\Gamma(n+2 \delta)} \sum_{m=0}^{\left.\frac{n-\ell}{2}\right\rfloor} \frac{\Gamma(2(n-m+\delta))}{(2 m)!(-\ell+n-2 m)!\Gamma\left(\frac{1}{2}+n-2 m+\delta\right)} E_{n-\ell-2 m}(x), \\
D^{\ell} \tilde{P}_{n}(x) & =\sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(2 n-2 m)!}{(2 m)!(n-2 m)!(-\ell+n-2 m)!} E_{n-\ell-2 m}(x), \\
D^{\ell} \tilde{T}_{n}(x) & =n \sqrt{\pi} \sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(-\ell+n-2 m)!\Gamma\left(n-2 m+\frac{1}{2}\right)} E_{n-\ell-2 m}(x), \\
D^{\ell} \tilde{U}_{n}(x) & =\frac{1}{2} \sqrt{\pi} \sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(-\ell+n-2 m)!\Gamma\left(n-2 m+\frac{3}{2}\right)} E_{n-\ell-2 m}(x) .
\end{aligned}
$$

Corollary 5. Let $n$ and $\ell$ be two non-negative integers with $n \geq \ell$. The derivatives of the shifted third- and fourth-kind Chebyshev polynomials are, respectively, given by the following expressions:

$$
\begin{align*}
D^{\ell} \tilde{V}_{n}(x)= & \frac{1}{2} \sqrt{\pi}\left(\sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(-\ell+n-2 m)!\Gamma\left(n-2 m+\frac{3}{2}\right)} E_{n-\ell-2 m}(x)\right. \\
& \left.-\sum_{m=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{(2 n-2 m-1)!}{(2 m)!(-\ell+n-2 m-1)!\Gamma\left(n-2 m+\frac{1}{2}\right)} E_{n-\ell-2 m-1}(x)\right),  \tag{21}\\
D^{\ell} \tilde{W}_{n}(x)= & \frac{1}{2} \sqrt{\pi}\left(\sum_{m=0}^{\left\lfloor\frac{n-\ell}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(-\ell+n-2 m)!\Gamma\left(n-2 m+\frac{3}{2}\right)} E_{n-\ell-2 m}(x)\right. \\
& \left.+\sum_{m=0}^{\left\lfloor\frac{1}{2}(n-\ell-1)\right\rfloor} \frac{(2 n-2 m-1)!}{(2 m)!(-\ell+n-2 m-1)!\Gamma\left(n-2 m+\frac{1}{2}\right)} E_{n-\ell-2 m-1}(x)\right) . \tag{22}
\end{align*}
$$

Theorem 6. For non-negative integers $n$ and $q$ with $n \geq q$, the derivatives of the generalized Laguerre polynomials $L_{n}^{(\lambda)}(x)$ can be expanded in terms of the Euler polynomials as

$$
\begin{equation*}
D^{\ell} L_{n}^{(\lambda)}(x)=\frac{1}{2} \Gamma(n+\lambda+1) \sum_{m=0}^{n-\ell} \frac{(-1)^{n+m}\left(1+{ }_{1} F_{1}(-m ; n-m+\lambda+1 ; 1)\right)}{m!(-\ell+n-m)!\Gamma(n-m+\lambda+1)} E_{n-\ell-m}(x) . \tag{23}
\end{equation*}
$$

Proof. The proof can be done with the aid of the following formula [37]:

$$
L_{n}^{(\lambda)}(x)=\frac{\Gamma(n+\lambda+1)}{n!} \sum_{k=0}^{n} \frac{(-1)^{n-k}\binom{n}{k}}{\Gamma(n+\lambda-k+1)} x^{n-k}
$$

along with Formula (1).
Theorem 7. For non-negative integers $n$ and $q$ with $n \geq q$, the derivatives of the Schröder polynomials can be expanded in terms of Euler polynomials as

$$
\begin{align*}
D^{\ell} S_{n}(x)= & \frac{1}{2(n+1)!} \sum_{m=0}^{n-\ell} \frac{(n+1)!(2 n-m)!+(2 n)!(n-m+1)!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m,-n-1 \\
-2 n
\end{array} \right\rvert\,-1\right)}{m!(n-m+1)!(-\ell+n-m)!} \times  \tag{24}\\
& E_{n-\ell-m}(x) .
\end{align*}
$$

Proof. The proof can be done with the aid of the following representation of Schröder polynomials [38]

$$
S_{n}(x)=\sum_{r=0}^{n} \frac{\binom{2 r}{r}\binom{n+r}{n-r}}{j+1} x^{r}
$$

along with Formula (1).

## 4. Connection Formulas of Different Polynomials with Euler Polynomials

In this section, the connection formulas between some symmetric and non-symmetric polynomials and the Euler polynomials are given. In fact, since all the derivative formulas developed in Section 3 are valid for $\ell=0$, it is an easy matter to deduce the connection formulas as special cases of these formulas.

### 4.1. Connection Formulas between Some Symmetric Polynomials and Euler Polynomials

In this section, we present new connection formulas between some symmetric polynomials and Euler polynomials. More precisely, the connection formulas between the ultraspherical, generalized Fibonacci, generalized Lucas, and Hermite polynomials and Euler polynomials will be presented.

Corollary 6. For every non-negative integer $n$, the following connection formulas hold:

$$
\begin{aligned}
U_{n}^{(\delta)}(x)= & \frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2 \delta)} \times \\
& \left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{2^{n-2 r+2 \delta-2}\left((-1)^{r}(2 r)!\Gamma(n-r+\delta)+\frac{4^{r} r!\Gamma(n+\delta)\left(-n+r-\delta+\frac{1}{2}\right)_{r}}{(1-n-\delta)_{r}}\right)}{r!(2 r)!(n-2 r)!} E_{n-2 r}(x)\right. \\
& \left.+\Gamma(n+\delta) \sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{2^{n+2 \delta-2}\left(-n+r-\delta+\frac{3}{2}\right)_{r}}{(2 r+1)!(n-2 r-1)!(1-n-\delta)_{r}} E_{n-2 r-1}(x)\right), \\
P_{n}(x)= & \frac{1}{\sqrt{\pi}} \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{2^{n-1}\left(\frac{\left(-\frac{1}{4}\right)^{r} \Gamma\left(n-r+\frac{1}{2}\right)}{r!}+\frac{\Gamma\left(n+\frac{1}{2}\right)(n-2 r+1)_{r}}{(2 r)!\left(n-r+\frac{1}{2}\right)_{r}}\right)}{(n-2 r)!} E_{n-2 r}(x) \\
& +\frac{2^{n-1} \Gamma\left(n+\frac{1}{2}\right)}{\left.\sqrt{n} \frac{n-1}{2}\right\rfloor} \frac{\sum_{r=0}}{(2 r+1)!(n-2 r-1)!\left(n-r+\frac{1}{2}\right)_{r}} E_{n-2 r-1}(x), \\
T_{n}(x)= & n!\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{2^{n-2 r-2}\left((-1)^{r}(2 r)!+4^{r} r!\left(n-2 r+\frac{1}{2}\right)_{r}\right)}{r!(2 r)!(n-2 r)!(n-r)_{r}} E_{n-2 r}(x) \\
& +2^{n-2} n!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{\left(n-2 r-\frac{1}{2}\right)_{r}}{(2 r+1)!(n-2 r-1)!(n-r)_{r}} E_{n-2 r-1}(x)_{r} \\
U_{n}(x)= & \frac{1}{2} n!\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{2^{n}\left(\left(-\frac{1}{4}\right)^{r}(2 r)!+r!\left(n-2 r+\frac{3}{2}\right)_{r}\right)}{r!(2 r)!(n-2 r)!(n-r+1)_{r}} E_{n-2 r}(x) \\
& +2^{n-1} n!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{\left(n-2 r+\frac{1}{2}\right)_{r}}{(2 r+1)!(n-2 r-1)!(n-r+1)_{r}} E_{n-2 r-1}(x) .
\end{aligned}
$$

Proof. All formulas listed in Corollary 6 are direct consequences of Theorem 2 and Corollary 3 with the same arrangement of their equations. They can be deduced by setting $\ell=0$.

Corollary 7. Let $n$ be any positive integer. The following are the generalized Fibonacci-Euler, the generalized Lucas-Euler, and the Hermite-Euler connection formulas.

$$
\begin{align*}
F_{n}^{A, B}(x)= & A^{n}\left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{A^{-2 r} B^{r}(n-r)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)}{2 r!(2 r)!(n-2 r)!} E_{n-2 r}(x)\right.  \tag{26}\\
& \left.+n!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r-\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)}{2(2 r+1)!(n-2 r-1)!} E_{n-2 r-1}(x)\right),
\end{align*}
$$

$$
\begin{align*}
L_{n}^{R, S}(x)= & \frac{1}{2} R^{n} n!\left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor R^{-2 r} S^{r} n(n-r-1)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
1-n
\end{array} \right\rvert\,-\frac{4 S}{R^{2}}\right)} E_{n-2 r}(x)\right. \\
& +n!(2 r)!(n-2 r)!  \tag{27}\\
H_{n}(x)= & \left.n!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{2 F_{1}\left(\left.\begin{array}{c}
-r,-r-\frac{1}{2} \\
1-n
\end{array} \right\rvert\,-\frac{4 S}{R^{2}}\right)}{(2 r+1)!(n-2 r-1)!} E_{n-2 r-1}(x)\right), \\
& +2^{n-1} n!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{1}{r!(n-2 r)!} \frac{1}{(2 r+1)!(n-2 r-1)!} U\left(-r, \frac{3}{2}, 1\right) E_{n-2 r-1}(x) . \tag{28}
\end{align*}
$$

Proof. Formulas (26), (27) and (28) are, respectively, special cases of Formulas (8), (18) and (17) for the case $\ell=0$.

### 4.2. Connection Formulas between Some Non-Symmetric Polynomials with Euler Polynomials

In this section, we introduce new connection formulas between some non-symmetric polynomials and Euler polynomials. The shifted Jacobi-Euler, generalized Laguerre-Euler, and Schröder-Euler connection formulas will be displayed.

Corollary 8. Let n be a non-negative integer. The shifted Jacobi-Euler connection formula is

$$
\begin{align*}
\tilde{V}_{n}^{(\lambda, \delta)}(x)= & \frac{n!\Gamma(\lambda+1)}{2 \Gamma(n+\lambda+1) \Gamma(n+\lambda+1+\delta)} \times \\
& \sum_{m=0}^{n} \frac{\left(\Gamma(-m+n+\delta+1) \Gamma(n+\lambda+1)+(-1)^{m} \Gamma(n+\delta+1) \Gamma(1-m+n+\lambda)\right)}{m!(n-m)!\Gamma(-m+n+\delta+1) \Gamma(1-m+n+\lambda)} \times  \tag{29}\\
& \Gamma(-m+2 n+\delta+\lambda+1) E_{n-m}(x) .
\end{align*}
$$

Proof. Formula (29) can be immediately deduced for Formula (19) by setting $q=0$.
Corollary 9. Let n be a non-negative integer. The following are the ultraspherical-Euler, LegendreEuler, first-kind-Euler, and second-kind-Euler connection formulas

$$
\begin{aligned}
\tilde{G}_{n}^{(\delta)}(x) & =\frac{n!\Gamma\left(\delta+\frac{1}{2}\right)}{\Gamma(n+2 \delta)} \sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\Gamma(2(n-m+\delta))}{(2 m)!(n-2 m)!\Gamma\left(\frac{1}{2}+n-2 m+\delta\right)} E_{n-2 m}(x), \\
\tilde{P}_{n}(x) & =\sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(2 n-2 m)!}{(2 m)!((n-2 m)!)^{2}} E_{n-2 m}(x), \\
\tilde{T}_{n}(x) & =n \sqrt{\pi} \sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(2 n-2 m-1)!}{(2 m)!(n-2 m)!\Gamma\left(n-2 m+\frac{1}{2}\right)} E_{n-2 m}(x), \\
\tilde{U}_{n}(x) & =\frac{1}{2} \sqrt{\pi} \sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(n-2 m)!\Gamma\left(n-2 m+\frac{3}{2}\right)} E_{n-2 j}(x) .
\end{aligned}
$$

Proof. Corollary 9 is a special case of Corollary 4 for $\ell=0$.

Corollary 10. The following are the shifted third-kind Chebyshev-Euler and shifted fourth-kind Chebyshev-Euler connection formulas.

$$
\begin{align*}
\tilde{V}_{n}(x)= & \frac{1}{2} \sqrt{\pi}\left(\sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(n-2 m)!\Gamma\left(n-2 m+\frac{3}{2}\right)} E_{n-2 m}(x)\right. \\
& \left.-\sum_{m=0}^{\left.\frac{n-1}{2}\right\rfloor} \frac{(2 n-2 m-1)!}{(2 m)!(n-2 m-1)!\Gamma\left(n-2 m+\frac{1}{2}\right)} E_{n-2 m-1}(x)\right)  \tag{30}\\
\tilde{W}_{n}(x)= & \frac{1}{2} \sqrt{\pi}\left(\sum_{m=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(2 n-2 m+1)!}{(2 m)!(n-2 m)!\Gamma\left(n-2 m+\frac{3}{2}\right)} E_{n-2 m}(x)\right. \\
& \left.+\sum_{m=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{(2 n-2 m-1)!}{(2 m)!(n-2 m-1)!\Gamma\left(n-2 m+\frac{1}{2}\right)} E_{n-2 m-1}(x)\right) \tag{31}
\end{align*}
$$

Proof. Formulas (30) and (31) are, respectively, special ones of Formulas (21) and (22) only by setting $\ell=0$.

Corollary 11. The following are the generalized Laguerre-Euler and Schröder-Euler connection formulas:

$$
\begin{align*}
L_{n}^{(\lambda)}(x) & =\frac{1}{2} \Gamma(n+\lambda+1) \sum_{m=0}^{n} \frac{(-1)^{n+m}\left(1+{ }_{1} F_{1}(-m ; n-m+\lambda+1 ; 1)\right)}{m!(n-m)!\Gamma(n-m+\lambda+1)} E_{n-m}(x),  \tag{32}\\
S_{n}(x) & =\frac{1}{2(n+1)!} \sum_{m=0}^{n} \frac{(n+1)!(2 n-m)!+(2 n)!(n-m+1)!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-m,-n-1 \\
-2 n
\end{array} \right\rvert\,-1\right)}{m!(n-m)!(n-m+1)!} E_{n-m}(x) . \tag{33}
\end{align*}
$$

Proof. Formulas (32) and (33) are, respectively, special ones of Formula (23) and (24) only by setting $\ell=0$.

## 5. Application to Compute Some New Integrals

This section is confined to developing an application to the connection formulas between different polynomials and the Euler polynomials. In this regard, new formulas are developed for computing some definite integrals of the products of different symmetric and non-symmetric polynomials with Euler polynomials. In fact, the connection coefficients aid in the evaluation of the desired definite integrals.

### 5.1. Definite Integrals for the Product of Euler Polynomials with Symmetric Polynomials

This section is interested in introducing a new explicit formula for evaluating a definite integral for the product of the Euler polynomial of any degree with a symmetric polynomial of any degree. After that, we apply this general formula to evaluate the definite integral for the product of Euler polynomials with some celebrated symmetric polynomials.

Theorem 8. Let $\phi_{n}(x)$ be any symmetric polynomial that can be expressed as in (2), and let it have the following connection formula with Euler polynomials:

$$
\begin{equation*}
\phi_{n}(x)=\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} R_{r, n} E_{n-2 r}(x)+\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \bar{R}_{r, n} E_{n-2 r-1}(x) . \tag{34}
\end{equation*}
$$

The following integral formula is valid:

$$
\begin{align*}
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x= & 4 m!\left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-1)^{n}\left(2^{m+n-2 r+2}-1\right)(n-2 r)!}{(m+n-2 r+2)!} B_{m+n-2 r+2} R_{r, n}\right. \\
& \left.+\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{(-1)^{n+1}\left(2^{m+n-2 r+1}-1\right)(n-2 r-1)!}{(m+n-2 r+1)!} B_{m+n-2 r+1} \bar{R}_{r, n}\right), \tag{35}
\end{align*}
$$

and $B_{n}$ are the well-known Bernoulli numbers.

Proof. The connection Formula (34) immediately yields

$$
\begin{equation*}
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x=\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} R_{r, n} \int_{0}^{1} E_{m}(x) E_{n-2 r}(x) d x+\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \bar{R}_{r, n} \int_{0}^{1} E_{m}(x) E_{n-2 r-1}(x) d x . \tag{36}
\end{equation*}
$$

In virtue of the well-known formula [29]:

$$
\begin{equation*}
\int_{0}^{1} E_{m}(x) E_{n}(x) d x=F_{m, n}=\frac{4(-1)^{n}\left(2^{m+n+2}-1\right) n!m!}{(m+n+2)!} B_{m+n+2} \tag{37}
\end{equation*}
$$

Formula (36) can be transformed into the following formula:

$$
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x=\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} R_{r, n} F_{m, n-2 r}+\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \bar{R}_{r, n} F_{m, n-2 r-1}
$$

and this leads to the following integral formula:

$$
\begin{aligned}
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x= & 4 m!\left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-1)^{n}\left(2^{m+n-2 r+2}-1\right)(n-2 r)!}{(m+n-2 r+2)!} B_{m+n-2 r+2} R_{r, n}\right. \\
& \left.+\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{(-1)^{n+1}\left(2^{m+n-2 r+1}-1\right)(n-2 r-1)!}{(m+n-2 r+1)!} B_{m+n-2 r+1} \bar{R}_{r, n}\right) .
\end{aligned}
$$

This proves Theorem 8.
Remark 5. As a consequence of Theorem 8 along with the connection formulas stated in Section 4, several new definite integral formulas of the product of some symmetric polynomials with the Euler polynomials can be obtained. The following corollaries exhibit these formulas.

Corollary 12. For all non-negative integers $m$ and $n$, the following definite integral formula holds:

$$
\begin{align*}
& \int_{0}^{1} G_{n}^{(\delta)}(x) E_{m}(x) d x=\frac{(-1)^{n} m!n!\Gamma\left(\delta+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2 \delta)} \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{2^{n-2 r+2 \delta}\left(2^{m+n-2 r+2}-1\right)}{r!(2 r)!(m+n-2 r+2)!} \times \\
& \left((-1)^{r}(2 r)!\Gamma(n-r+\delta)+\frac{4^{r} r!\Gamma(n+\delta)\left(-n+r-\delta+\frac{1}{2}\right)_{r}}{(1-n-\delta)_{r}}\right) B_{m+n-2 r+2}  \tag{38}\\
& +\frac{2^{n+2 \delta} m!n!\Gamma\left(\delta+\frac{1}{2}\right) \Gamma(n+\delta)}{\sqrt{\pi} \Gamma(n+2 \delta)} \sum_{r=0}^{\left.\frac{n-1}{2}\right\rfloor} \frac{(-1)^{n+1}\left(2^{m+n-2 r+1}-1\right)\left(-n+r-\delta+\frac{3}{2}\right)_{r}}{(2 r+1)!(m+n-2 r+1)!(1-n-\delta)_{r}} B_{m+n-2 r+1} .
\end{align*}
$$

Proof. This result is a direct consequence of the connection Formula (25) along with the integral Formula (35).

The following three specific formulas of Formula (38) are concerned with the definite integral formulas for the products of Legendre and Chebyshev polynomials of the first and second kinds with Euler polynomials.

Corollary 13. Let $m$ and $n$ be any non-negative integers. The following definite integral formulas apply:

$$
\begin{align*}
& \int_{0}^{1} P_{n}(x) E_{m}(x) d x= \\
& \frac{(-1)^{n} 2^{n+1} m!}{\sqrt{\pi}} \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\left(2^{m+n-2 r+2}-1\right)\left(\frac{\left(-\frac{1}{4}\right)^{r} \Gamma\left(n-r+\frac{1}{2}\right)}{r!}+\frac{\Gamma\left(n+\frac{1}{2}\right)(n-2 r+1)_{r}}{(2 r)!\left(n-r+\frac{1}{2}\right)_{r}}\right)}{(m+n-2 r+2)!} B_{m+n-2 r+2}  \tag{39}\\
& +(-1)^{n+1} 2^{2-n} m!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{\left(2^{m+n+1}-4^{r}\right)(2 n-2 r-1)!}{(2 r+1)!(n-2 r-1)!(m+n-2 r+1)!} B_{m+n-2 r+1} \\
& \int_{0}^{1} T_{n}(x) E_{m}(x) d x= \\
& m!n!\left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-2)^{n-2 r}\left(2^{m+n-2 r+2}-1\right)\left((-1)^{r}(2 r)!+4^{r} r!\left(\frac{1}{2}+n-2 r\right)_{r}\right)}{r!(2 r)!(m+n-2 r+2)!(n-r)_{r}} B_{m+n-2 r+2}\right.  \tag{40}\\
& +\frac{\left.\sum_{r=0}^{2}\right\rfloor}{(-2)^{n-2 r}\left(-2^{m+n+1}+4^{r}\right)\left(-\frac{1}{2}+n-2 r\right)_{r}} B_{m+n-2 r+1), \quad n \geq 1,}^{(2 r+1)!(m+n+1-2 r)!(n-r)_{r}} 1_{r} \\
& \int_{0}^{1} U_{n}(x) E_{m}(x) d x= \\
& m!\left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-2)^{n-2 r+1}\left(-2^{m+n+2}+4^{r}\right) n!\left(\left(-\frac{1}{4}\right)^{r}(2 r)!+r!\left(n-2 r+\frac{3}{2}\right)_{r}\right)}{r!(2 r)!(m+n-2 r+2)!(n-r+1)_{r}} B_{m+n-2 r+2}\right.  \tag{41}\\
& +n!\sum_{r=0}^{\left.\frac{n-1}{2}\right\rfloor} \frac{(-2)^{n-2 r+1}\left(2^{m+n+1}-4^{r}\right)\left(\frac{1}{2}+n-2 r\right)_{r}}{(2 r+1)!(m+n+1-2 r)!(n-r+1)_{r}} B_{m+n-2 r+1)}
\end{align*}
$$

Proof. Formulas (39), (40) and (41) can be obtained as special cases of Formula (38) by setting $\delta=\frac{1}{2}, 0,1$, respectively.

The following corollary is concerned with the definite integrals of the two generalized Fibonacci and generalized Lucas polynomials with the Euler polynomials.

Corollary 14. For all non-negative integers $m$ and $n$, the following definite integral formulas apply:

$$
\begin{align*}
& \int_{0}^{1} F_{n}^{A, B}(x) E_{m}(x) d x=2 A^{n} m!\times \\
& \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-1)^{n}\left(2^{m+n-2 r+2}-1\right)\left(A^{-2 r} B^{r}(n-r)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r+\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)\right)}{r!(2 r)!(m+n-2 r+2)!} \times  \tag{42}\\
& B_{m+n-2 r+2}+2 A^{n} m!n!\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{(-1)^{n+1}\left(2^{m+n-2 r+1}-1\right){ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r-\frac{1}{2} \\
-n
\end{array} \right\rvert\,-\frac{4 B}{A^{2}}\right)}{(2 r+1)!(m+n-2 r+1)!} B_{m+n-2 r+1},
\end{align*}
$$

$$
\begin{align*}
& \int_{0}^{1} L_{n}^{R, S}(x) E_{m}(x) d x=2(-1)^{n} m!\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\left(2^{m+n-2 r+2}-1\right) R^{n}}{r!(2 r)!(m+n-2 r+2)!} \times \\
& \left(n R^{-2 r} S^{r}(n-r-1)!(2 r)!+n!r!{ }_{2} F_{1}\left(\left.\begin{array}{c}
\left.\left.-r,-r+\frac{1}{2} \left\lvert\,-\frac{4 S}{R^{2}}\right.\right)\right) B_{m+n-2 r+2} \\
1-n
\end{array} \right\rvert\,\right.\right.  \tag{43}\\
& +2(-1)^{n+1} m!n!R^{n} \sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{\left(2^{m+n-2 r+1}-1\right){ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-r-\frac{1}{2} \\
1-n
\end{array} \right\rvert\,-\frac{4 S}{R^{2}}\right)}{(2 r+1)!(m+n-2 r+1)!} B_{m+n-2 r+1}, \quad n \geq 1 .
\end{align*}
$$

Proof. Formulas (42) and (43) can be obtained, respectively, as by the application to Theorem 8 along with the two connection Formulas (26) and (27).

Corollary 15. For all non-negative integers $m$ and $n$, the following definite integral formula applies:

$$
\begin{aligned}
& \int_{0}^{1} H_{n}(x) E_{m}(x) d x=m!n!\times \\
& \left(\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{(-1)^{n-r} 2^{n-2 r+1}\left(2^{m+n-2 r+2}-1\right)\left(1+{ }_{1} F_{1}\left(-r ; \frac{1}{2} ; 1\right)\right)}{r!(m+n-2 r+2)!} B_{m+n-2 r+2}\right. \\
& \left.+\sum_{r=0}^{\left\lfloor\frac{n-1}{2}\right\rfloor} \frac{(-2)^{n-2 r+1}\left(2^{m+n+1}-4^{r}\right)}{(2 r+1)!(m+n-2 r+1)!} U\left(-r, \frac{3}{2}, 1\right) B_{m+n-2 r+1}\right) .
\end{aligned}
$$

Proof. Direct application to Theorem 8 making use of the connection formula (28) yields the desired result.

### 5.2. Definite Integrals for the Product of Euler Polynomials with Non-Symmetric Polynomials

This section focuses on developing a new closed expression for a definite integral for the product of the Euler polynomial of any degree with any non-symmetric polynomial of any degree. Furthermore, it focuses on some specific definite integrals for the product of Euler polynomials with some celebrated non-symmetric polynomials. In this regard, the following theorem will be stated and proved.

Theorem 9. Let $\phi_{n}(x)$ by any non-symmetric polynomial that is connected with Euler polynomials by the following formula:

$$
\begin{equation*}
\phi_{n}(x)=\sum_{r=0}^{n} S_{r, n} E_{n-r}(x) . \tag{44}
\end{equation*}
$$

The following integral formula applies:

$$
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x=4 m!\sum_{r=0}^{n} \frac{(-1)^{n-r}\left(2^{m+n-r+2}-1\right)(n-r)!}{(m+n-r+2)!} B_{m+n-r+2} S_{r, n} .
$$

Proof. Based on the connection Formula (44), one has the following integral formula:

$$
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x=\sum_{r=0}^{n} S_{r, n} F_{m, n-r}
$$

where $F_{m, n}$ are given by (37). This leads to the formula

$$
\int_{0}^{1} \phi_{n}(x) E_{m}(x) d x=4 m!\sum_{r=0}^{n} \frac{(-1)^{n-r}\left(2^{m+n-r+2}-1\right)(n-r)!}{(m+n-r+2)!} B_{m+n-r+2} S_{r, n}
$$

Remark 6. As a consequence of Theorem 9, along with the connection formulas in Section 4.2, several new definite integral formulas for the product of some non-symmetric polynomials with the Euler polynomials can be obtained. The following corollaries exhibit some of these integral formulas.

Corollary 16. For all positive integers $m$ and $n$, the following integral formulas hold:

$$
\begin{align*}
& \int_{0}^{1} \tilde{V}_{n}^{(\lambda, \delta)}(x) E_{m}(x) d x=\frac{2 m!n!\Gamma(\lambda+1)}{\Gamma(n+\lambda+1) \Gamma(n+\delta+1+\lambda)} \times \\
& \sum_{r=0}^{n} \frac{(-1)^{n-r}\left(2^{m+n-r+2}-1\right) \Gamma(2 n-r+\delta+\lambda+1)}{r!(m+n+2-r)!\Gamma(n-r+\delta+1) \Gamma(n-r+\lambda+1)} \times  \tag{45}\\
& \left(\Gamma(n-r+\delta+1) \Gamma(n+\lambda+1)+(-1)^{r} \Gamma(n+\delta+1) \Gamma(n-r+\lambda+1)\right) B_{m+n-r+2} .
\end{align*}
$$

Proof. The proof is based on utilizing Theorem 9 along with the connection Formula (29). The following two corollaries give six special formulas of Formula (45).

Corollary 17. For all positive integers $m$ and $n$, the following integral formulas hold:

$$
\begin{align*}
& \int_{0}^{1} \tilde{G}_{n}^{(\delta)}(x) E_{m}(x) d x= \frac{4(-1)^{n} m!n!\Gamma\left(\delta+\frac{1}{2}\right)}{\Gamma(n+2 \delta)} \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\left(2^{m+n-2 r+2}-1\right) \Gamma(2(n-r+\delta))}{(2 r)!(m+n-2 r+2)!\Gamma\left(n-2 r+\delta+\frac{1}{2}\right)} \times  \tag{46}\\
& B_{m+n-2 r+2,} \\
& \int_{0}^{1} \tilde{P}_{n}(x) E_{m}(x) d x=4 m!(-1)^{n} \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\left(2^{m+n-2 r+2}-1\right)(2 n-2 r)!}{(2 r)!(n-2 r)!(m+n-2 r+2)!} B_{m+n-2 r+2,}  \tag{47}\\
& \int_{0}^{1} \tilde{T}_{n}(x) E_{m}(x) d x=4(-1)^{n} n \sqrt{\pi} m!\sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\left(2^{m+n-2 r+2}-1\right)(2 n-2 r-1)!}{(2 r)!\Gamma\left(n-2 r+\frac{1}{2}\right)(m+n-2 r+2)!} B_{m+n-2 r+2,}  \tag{48}\\
& \int_{0}^{1} \tilde{U}_{n}(x) E_{m}(x) d x=2(-1)^{n} m!\sqrt{\pi} \sum_{r=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\left(2^{m+n+2-2 r}-1\right)(2 n-2 r+1)!}{(2 r)!\Gamma\left(n-2 r+\frac{3}{2}\right)(m+n-2 r+2)!} B_{m+n-2 r+2 .} . \tag{49}
\end{align*}
$$

Proof. Formula (46) can be obtained from the general Formula (45) if both $\lambda$ and $\delta$ are replaced by $\left(\delta-\frac{1}{2}\right)$. Formulas (47), (48) and (49) are special ones of Formula (46) for the cases $\delta=\frac{1}{2}, 0,1$, respectively.

Corollary 18. For all positive integers $m$ and $n$, the following integral formulas hold:

$$
\begin{align*}
& \int_{0}^{1} \tilde{V}_{n}(x) E_{m}(x) d x=\sqrt{\pi} m!\times \\
& \sum_{r=0}^{n} \frac{(-1)^{n-r}\left(2^{m+n-r+2}-1\right)\left(1+(-1)^{r}+2\left(1+(-1)^{r}\right) n-2 r\right)(2 n-r)!}{r!\Gamma\left(n-r+\frac{3}{2}\right)(m+n+2-r)!} B_{m+n-r+2,}  \tag{50}\\
& \int_{0}^{1} \tilde{W}_{n}(x) E_{m}(x) d x=\sqrt{\pi} m!\times \\
& \sum_{r=0}^{n} \frac{(-1)^{n-r}\left(2^{m+n-r+2}-1\right)\left(1+2 n+(-1)^{r}(2 n-2 r+1)\right)(2 n-r)!}{r!\Gamma\left(n-r+\frac{3}{2}\right)(m+n+2-r)!} B_{m+n-r+2} . \tag{51}
\end{align*}
$$

Proof. Formulas (50) and (51) can be obtained as direct special cases of Formula (45) for the three cases $\lambda=-\frac{1}{2}, \delta=\frac{1}{2}$, and $\lambda=\frac{1}{2}, \delta=-\frac{1}{2}$, respectively.

Corollary 19. For all positive integers $m$ and $n$, the following integral formula holds:

$$
\begin{aligned}
\int_{0}^{1} L_{n}^{(\lambda)}(x) E_{m}(x) d x= & 2 m!\Gamma(n+\lambda+1) \sum_{r=0}^{n} \frac{\left(2^{m+n-r+2}-1\right)\left(1+{ }_{1} F_{1}(-r ; n-r+\lambda+1 ; 1)\right)}{r!(m+n-r+2)!\Gamma(n-r+\lambda+1)} \times \\
& B_{m+n-r+2}
\end{aligned}
$$

Proof. Direct application to Theorem 9, taking into consideration the connection Formula (32), will yield the desired result.

Corollary 20. For all positive integers $m$ and $n$, the following integral formula holds:

$$
\begin{aligned}
& \int_{0}^{1} S_{n}(x) E_{m}(x) d x=2 m!\times \\
& \sum_{r=0}^{n} \frac{(-1)^{n-r}\left(2^{m+n-r+2}-1\right)\left((n+1)!(2 n-r)!+(2 n)!(n-r+1)!{ }_{2} F_{1}\left(\left.\begin{array}{c}
-r,-n-1 \\
-2 n
\end{array} \right\rvert\,-1\right)\right)}{(n+1)!r!(n-r+1)!(m+n+2-r)!} \times \\
& B_{m+n-r+2} .
\end{aligned}
$$

Proof. Direct application to Theorem 9 taking into consideration the connection Formula (33) will yield the desired result.

## 6. Concluding Remarks

In this article, we developed new identities involving the Euler polynomials. We established new derivative expressions for different polynomials in terms of Euler polynomials. Connection formulas between various polynomials and the Euler polynomials. We proved that the connection coefficients are in many cases simple and free of any hypergeometric functions, but in other cases, they involve certain hypergeometric functions. An interesting application is provided where various definite integrals involving Euler polynomials are computed exactly in closed forms to highlight the significance of the derived connection formulas. We intend to derive further identities and integrals involving Euler polynomials in the near future based on other formulas between different polynomials and Euler polynomials. We think that the majority of the findings in this work are novel, and they might be applicable to other areas of mathematics.
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#### Abstract

The primary focus of this research study is in the development of an effective hybrid matrix method to solve a class of nonlinear systems of equations of fractional order arising in the modeling of autocatalytic chemical reaction problems. The fractional operator is considered in the sense of Liouville-Caputo. The proposed approach relies on the combination of the quasi-linearization technique and the spectral collocation strategy based on generalized clique bases. The main feature of the hybrid approach is that it converts the governing nonlinear fractional-order systems into a linear algebraic system of equations, which is solved in each iteration. In a weighted $L_{2}$ norm, we prove the error and convergence analysis of the proposed algorithm. By using various model parameters in the numerical examples, we show the computational efficacy as well as the accuracy of our approach. Comparisons with existing available schemes show the high accuracy and robustness of the designed hybrid matrix collocation technique.


Keywords: clique functions; collocation points; convergent analysis; fractional Brusselator system; Liouville-Caputo derivative

## 1. Introduction

The Brusselator is a theoretical model for a type of autocatalytic reaction. In fact, this model is a common nonlinear reaction in which a reactant species interacts with other species to increase its production rate. The Brusselator model was proposed by Prigogine and Lefever [1] in 1968. It is also known that the Belousov-Zhabotinsky model and the chemical reactions of the Brusselator are the same [2-4]. By $U, V, D, A, B$, and $E$, we denote the chemical components in the chemical reaction. Generally, the reaction process can be described by the following four steps:

$$
\begin{aligned}
& A \rightarrow U, \\
& B+U \rightarrow V+D, \\
& 2 U+V \rightarrow 3 U, \\
& U \rightarrow E .
\end{aligned}
$$

We now assume that the species $A$ and $B$ are sufficiently available and can thus be modeled at a constant concentration. Further, note that the final products $E$ and $D$ are
removed once they are produced from the reaction process. Under scaling the rate constant to unity, the rate equations become as follows

$$
\left\{\begin{array}{l}
\frac{d}{d t}\{U\}=\{A\}+\{U\}^{2}\{V\}-\{B\}\{U\}-\{U\}  \tag{1}\\
\frac{d}{d t}\{V\}=\{B\}\{U\}-\{U\}^{2}\{V\}
\end{array}\right.
$$

Fractional integrals and derivatives have attracted considerable attention over the last decades. Due to a wide range of applications from theory to practice, they have gained increasing popularity in the modeling of various natural phenomena in engineering, physics, chemistry, economics, etc. It is found that the non-integer derivatives and integrals are more appropriate for describing the properties of several real processes and materials, see cf. [5,6]. However, the solutions to most fractional differential equations do not exist in terms of elementary functions. Therefore, it is essential to develop computational and approximate procedures for the numerical evaluation of fractional differential equations.

Our main goal is to study the fractional counterpart of the Brusselator model (1). To be precise, this research paper presents a power series solution based upon the (fractional) version of clique functions implemented in matrix formulation for the following nonlinear fractional-order Brusselator system of two equations

$$
\left\{\begin{align*}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} u(\tau)=\theta-(\eta+1) u(\tau)+u^{2}(\tau) v(\tau), & \tau \in[0,1],  \tag{2}\\
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} v(\tau)=\eta u(\tau)-u^{2}(\tau) v(\tau) &
\end{align*}\right.
$$

where $\theta$ and $\eta$ are two positive real numbers. Moreover, ${ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda}$ presents the LiouvilleCaputo fractional derivative of order $\lambda \in(0,1]$. The following initial conditions will accompany the above system, given as

$$
\begin{equation*}
u(0)=u_{0}, \quad v(0)=v_{0} \tag{3}
\end{equation*}
$$

If we set $\lambda=1$, the classical system of the Brusselator system (1) will be obtained. The integer-order model of the Brusselator has been solved by three numerical approaches, including the Implicit Runge-Kutta method, the Adams method, and the Backward differential formula in [7].

### 1.1. Literature Review and Related Works

The fractional-order system (2) has been considered in the literature by many research scholars from different points of dynamic systems and numerical behaviors. The stability of the fractional Brusselator system was addressed in [8-10]. In [11], the existence of a limit cycle was proven numerically by the Adams-Bashforth-Moulton approach. The authors of [12,13] developed some nonstandard finite difference (NSFD) methods to solve (2) numerically. As a semi-analytical approach, the variational iteration method is devised in [14]. The polynomial least square technique was investigated in [15]. The operational matrix methods based on Bernstein and Legendre wavelet functions were studied in [16,17], respectively. The authors of [18] further developed three explicit and implicit techniques based on product integration, NFSD, and multi-step procedures. In all mentioned works above, the underlying fractional operator was taken as the Liouville-Caputo fractional derivative. However, let us mention that the Brusselator model with fractional derivatives in the sense of Liouville-Caputo, Caputo-Fabrizio, and Atangana-Baleanu was considered in [19] recently. In this paper, the dynamic characteristics of the model under three fractional derivatives have been investigated, and a three-stage iterative approach was also developed for the model under consideration. In addition, in [20], the fractal-fractional differential operators related to the power law, exponential decay, and the generalized Mittag-Leffler kernels were investigated. In the latter research work, the proposed numerical procedure is based on the Lagrange interpolating polynomial together with the theory of fractional
calculus. Finally, let us mention that the PDE counterpart of the Brusselator model (2) has been investigated in the literature. Among others, we refer to the published papers [21-24]

### 1.2. Outline of This Paper

The primary purpose of the current research paper is to propose an effective hybrid technique. Our novel method is based on a combination of the quasi-linearization approach and matrix collocation method for an approximate treatment of the fractional Brusselator equations. The idea of a quasi-linearization method (QLM) is used to convert the nonlinear model into a family of linearized equations. Afterward, the spectral approach based on the (novel) generalized clique functions (GCFs) is employed to solve the quasi-linear equations in an iterative manner. Let us emphasize that the coefficients of all clique polynomials are all positive and integer-compared to the classical set of polynomials, such as Legendre, Chebyshev, Hermit, Laguerre, etc. Consequently, working with positive numbers yields more stable results during the computations. This would be the main motivation to employ the family of clique polynomials in the collocation matrix procedure over others. Another major advantage of the presented hybrid method, namely QLM-GCFs, is that it is not only effective in terms of required CPU time, but it provides high-order accuracy and better resolution characteristics compared to the existing numerical models in the literature. The accurateness and robustness of the spectral collocation strategies have been justified successfully by applying various model equations. Among others, let us mention the works [25-30].

The content of this research paper is organized as follows. Some basic facts on fractional calculus are reviewed in Section 2. Section 3 is devoted to the definition of clique basis functions. Moreover, a generalization of these functions is given. Then, the convergence analysis of this basis function is established in a weighted $L_{2}$ norm. A detailed description of the present QLM-GCFs technique is provided in Section 4. The results of the performed numerical simulations and experiments are given in Section 5. The concluding summary is given in Section 6.

## 2. Fractional Calculus: Basic Facts

Let us give some important facts about fractional calculus that will be used in the subsequent sections. For more detail, we refer the readers to the standard text [6] or some recent expository papers [31,32].

Let us first recall that the Riemann-Liouville fractional integral operator of order $\lambda>0$ is given by

$$
{ }_{0} \mathcal{I}_{\tau}^{\lambda}[k](\tau)=\frac{1}{\Gamma(\lambda)} \int_{0}^{\tau} \frac{k(r)}{(\tau-r)^{1-\lambda}} d r
$$

where $\Gamma(\cdot)$ is the Gamma function and we assumed $k(\tau) \in C_{\xi}, \xi>-1$. We note that a real function $k(\tau), \tau>0$ belongs to the space $C_{\xi}, \xi \in \mathbb{R}$ if there exists a number $\mu \in \mathbb{R}$ and a function $l(\tau) \in C^{\infty}\left([0, \infty)\right.$ such that $k(\tau)=\tau^{\mu} l(\tau)$. We also call that $k(\tau) \in C_{\xi}^{n}$ if and only if $k^{(n)}(\tau) \in C_{\xi}$ for a $n \in \mathbb{N}$.

We are now ready to define the fractional Liouville-Caputo derivative next.
Definition 1. Assume that $k \in C_{-1}^{n}$ and $n-1<\lambda<n, n \in \mathbb{N}$. The Liouville-Caputo fractional derivative of $k(\tau)$ of order $\lambda$ is defined by

$$
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} k(\tau)={ }_{0} \mathcal{I}_{\tau}^{n-\lambda}\left[D^{n} k\right](\tau)=\frac{1}{\Gamma(n-\lambda)} \int_{0}^{\tau}(\tau-r)^{n-\lambda-1} k^{(n)}(r) d r, \quad \tau>0
$$

where $D=\frac{d}{d \tau}$.

One should emphasize that the fractional operator ${ }^{L C} \mathcal{D}_{\tau}^{\lambda}$ is a linear operator. If $C$ is a constant number, we have

$$
\begin{equation*}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathrm{C}=0 \tag{4}
\end{equation*}
$$

Our next goal is to compute the Liouville-Caputo fractional derivative of the function $k(\tau)=\tau^{p}$, where $p$ is a constant. This can be performed through the following relations
${ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \tau^{p}= \begin{cases}0, & \text { for } \kappa \in \mathbb{N}_{0} \text { and } p<\lceil\lambda\rceil, \\ \frac{\Gamma(p+1)}{\Gamma(p+1-\lambda)} \tau^{p-\lambda}, & \text { for } p \in \mathbb{N}_{0} \text { and } p \geq\lceil\lambda\rceil \text { or } p \notin \mathbb{N} \text { and } p>\lfloor\lambda\rfloor .\end{cases}$
Note that $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ and also we have utilized $\lceil\cdot\rceil$ and $\lfloor\cdot\rfloor$ as the ceil and floor functions respectively.

## 3. The Fractional-Order Clique Polynomial and Its Convergence Analysis

Here, we first consider the clique polynomials $\mathcal{C}_{r}(t)$ related to the cliques in a complete graph. We then introduce the fractional version of these polynomials. Hence, we establish the convergence analysis of these polynomials.

### 3.1. The Clique Functions: The Generalized Form

The clique polynomials were first introduced in [33] and associated with graph theory. However, they have been recently considered for numerical approximations of ordinary and fractional differential equations, see cf. [34-37]. Below, we first describe the main aspects of them.

Definition 2. Over a bounded interval of the real line $[a, b],(b>a \geq 0)$, we define the clique functions (CFs) as follows:

$$
\begin{equation*}
\mathcal{C}_{r}(t):=\sum_{k=0}^{r}\binom{r}{k} t^{k} . \tag{6}
\end{equation*}
$$

For $r=0,1$ in (6), we get $\mathcal{C}_{0}(t)=1$ and $\mathcal{C}_{1}(t)=1+t$. One can easily observe that the following recursive formulation holds for this set of polynomials

$$
\left\{\begin{array}{l}
\mathcal{C}_{r+1}(t)=(1+t) \mathcal{C}_{r}(t), \quad r=0,1, \ldots  \tag{7}\\
\mathcal{C}_{0}(t)=1
\end{array}\right.
$$

By using recursion (7), we derive a few terms of CFs as

$$
\begin{aligned}
& \mathcal{C}_{2}(t)=t^{2}+2 t+1 \\
& \mathcal{C}_{3}(t)=t^{3}+3 t^{2}+3 t+1 \\
& \mathcal{C}_{4}(t)=t^{4}+4 t^{3}+6 t^{2}+4 t+1
\end{aligned}
$$

One can easily check that $\mathcal{C}_{r}(0)=1$ and $\mathcal{C}_{r}(1)=2^{r}$ for all values of $r \geq 0$. It is not a difficult task to check that these CFs satisfy a second-order differential equation in the form

$$
\begin{equation*}
\frac{d}{d t}\left[(t+1)^{2} \frac{d}{d t} \mathcal{C}_{r}(t)\right]=r(r+1) \mathcal{C}_{r}(t), \quad r \in \mathbb{N}_{0} \tag{8}
\end{equation*}
$$

In what follows, we intend to use the CFs on an arbitrary interval $D_{a, b}:=[a, b]$. We are also interested in using the generalized version of these polynomials of fractional order $0<\alpha \leq 1$.

Definition 3. Generalized CFs (GCFs) of degree r on $D_{a, b}$ are represented by $\mathcal{C}_{r}^{\alpha}(\tau)$ and defined by

$$
\begin{equation*}
\mathcal{C}_{r}^{\alpha}(\tau)=\mathcal{C}_{r}(t), \quad t=\left(\frac{\tau}{L}\right)^{\alpha} \tag{9}
\end{equation*}
$$

where $L=b-a$.

With the help of this transformation, the explicit form in (6) will be given as follows:

$$
\begin{equation*}
\mathcal{C}_{r}^{\alpha}(\tau)=\sum_{k=0}^{r} \frac{1}{L^{k \alpha}}\binom{r}{k} \tau^{k \alpha}, \quad r \in \mathbb{N} . \tag{10}
\end{equation*}
$$

## 3.2. $L_{2}$-Convergent of GCFs

Let us investigate the convergence analysis of the GCFs in a weighted $L_{2}$ norm. In other words, we will investigate the behavior of the expansion series of a given function with respect to GCFs, especially when we increase the number of bases. We associate the following space to domain $D_{a, b}$ as [25]

$$
L_{2, w}\left(D_{a, b}\right)=\left\{\ell: D_{a, b} \rightarrow \mathbb{R} \mid \ell \text { is measurable and }\|\ell\|_{w}<\infty\right\}, \quad w(\tau)=1 / L
$$

Here, the related induced norm and inner product are given by

$$
\langle\ell(\tau), k(\tau)\rangle_{w}=\int_{a}^{b} \ell(\tau) k(\tau) w(\tau) d \tau, \quad\|\ell\|_{w}^{2}=\int_{a}^{b}|\ell(\tau)|^{2} w(\tau) d \tau
$$

Practically, a finite-dimensional subset, say $\mathcal{S}_{R}$, of the space $L_{2, w}\left(D_{a, b}\right)$ is selected as

$$
\mathcal{S}_{R}=\operatorname{span}\left\langle\mathcal{C}_{0}^{\alpha}(\tau), \mathcal{C}_{1}^{\alpha}(\tau), \ldots, \mathcal{C}_{R}^{\alpha}(\tau)\right\rangle
$$

One observes that $\operatorname{dim}\left(\mathcal{S}_{R}\right)=R+1$ and is also a closed subspace of $L_{2, w}\left(D_{a, b}\right)$. It follows that $\mathcal{S}_{R}$ is a complete subspace of $L_{2, w}\left(D_{a, b}\right)$. Thus, any given function $\ell \in$ $L_{2, w}\left(D_{a, b}\right)$ has a unique best (finest) approximation $\ell^{\star} \in \mathcal{S}_{R}$ in the following sense that

$$
\begin{equation*}
\left\|\ell(\tau)-\ell^{\star}(\tau)\right\|_{w} \leq\|\ell(\tau)-h(\tau)\|_{\omega^{\prime}} \quad \forall h \in \mathcal{S}_{R} \tag{11}
\end{equation*}
$$

Generally, a given function $\ell(\tau) \in L_{2, w}\left(D_{a, b}\right)$ can be expressed as a linear combination of GCFs. Thus, we have

$$
\begin{equation*}
\ell(\tau)=\sum_{r=0}^{\infty} \kappa_{r} \mathcal{C}_{r}^{\alpha}(\tau), \quad \tau \in D_{a, b} \tag{12}
\end{equation*}
$$

Here, the coefficients of $\kappa_{r}$ are unknown for $r=0,1, \ldots$. By truncating the former series up to $(R+1)$ terms, we may approximate $\ell(\tau)$ in practice as

$$
\begin{equation*}
\ell(\tau) \approx \ell_{R}(\tau)=\sum_{r=0}^{R} \kappa_{r} \mathcal{C}_{r}^{\alpha}(\tau)=C_{R}^{\alpha}(\tau) K_{R} \tag{13}
\end{equation*}
$$

where we have represented the involved finite series in a compact way by defining

$$
\boldsymbol{C}_{R}^{\alpha}(\tau)=\left[\begin{array}{llll}
\mathcal{C}_{0}^{\alpha}(\tau) & \mathcal{C}_{1}^{\alpha}(\tau) & \ldots & \mathcal{C}_{R}^{\alpha}(\tau)
\end{array}, \quad \boldsymbol{K}_{R}=\left[\begin{array}{llll}
\kappa_{0} & \kappa_{1} & \ldots & \kappa_{R} \tag{14}
\end{array}\right]^{T}\right.
$$

Note that the first one is the vector of GCFs while $K_{R}$ is the vector of unknowns. To derive an upper bound for the $E_{R}(\tau)=\ell(\tau)-\ell_{R}(\tau)$, we need the following result. A proof of the next theorem can be found in [38].

Theorem 1. Let $\ell \in C^{R}\left(D_{a, b}\right)$. If $l_{R}(\tau)$ represents the interpolating function of $\ell$ at $R$ Chebyshev points on $D_{a, b}$, then we have

$$
\left|\ell(\tau)-l_{R}(\tau)\right| \leq \frac{2 L^{R}\|\ell\|_{R, \infty}}{4^{R} R!}, \quad\|\ell\|_{R, \infty}:=\max _{\tau \in D_{a, b}}\left|\ell^{(R)}(\tau)\right|
$$

Following [39], we establish the following error bound for the GCFs expansion series.

Theorem 2. Suppose that $\ell \in C^{R}\left(D_{a, b}\right) \cap L_{w, 2}\left(D_{a, b}\right)$. If $\ell_{R}(\tau)=C_{R}^{\alpha}(\tau) K_{R}$ presents the best (finest) approximation of $\ell(\tau)$ out of $\mathcal{S}_{R, \alpha}$, then an error bound is given by

$$
\left\|E_{R}\right\|_{w} \leq \frac{2\|\ell\|_{R, \infty}}{4^{R} R!}
$$

Proof. Let us first define the new function $z(t):=\ell\left(t^{\frac{1}{\alpha}}\right)$ on $D_{a, b}^{\alpha}:=\left[a^{\alpha}, b^{\alpha}\right]$ and for any $\alpha>0$. Applying Theorem 1 to function $z(t)$ with $R$ Chebyshev nodes leads to the following error estimate

$$
\left|z(t)-l_{R}(t)\right| \leq \frac{2\|z\|_{R, \infty}}{4^{R} R!}, \quad t \in D_{a, b}^{\alpha}
$$

We next substitute $t=\tau^{\alpha}$ in the preceding inequality. It follows that

$$
\begin{equation*}
\left|\ell(\tau)-l_{R}\left(\tau^{\alpha}\right)\right| \leq \frac{2\|\ell\|_{R, \infty}}{4^{R} R!}, \quad \tau \in D_{a, b} \tag{15}
\end{equation*}
$$

According to the theorem's assumption, we know that the approximate solution $\ell_{R}(\tau)$ is the finest approximation belonging to the space $\mathcal{S}_{R, \alpha}$. Thus, it holds that

$$
\left\|\ell(\tau)-\ell_{R}(\tau)\right\|_{w} \leq\|\ell(\tau)-h(\tau)\|_{w}, \quad \forall h \in \mathcal{S}_{R}
$$

The former inequality is valid, particularly for $h=l_{R}\left(\tau^{\alpha}\right) \in \mathcal{S}_{R, \alpha}$. Employing this fact, as well as (15), we conclude that

$$
\begin{align*}
\left\|\ell(\tau)-\ell_{R}(\tau)\right\|_{w}^{2} & \leq\left\|\ell(\tau)-l_{R}\left(\tau^{\alpha}\right)\right\|_{w}^{2}=\int_{a}^{b}\left|\ell(\tau)-l_{R}\left(\tau^{\alpha}\right)\right|^{2} w(\tau) d \tau \\
& \leq \int_{a}^{b}\left|\frac{2\|\ell\|_{R, \infty}}{4^{R} R!}\right|^{2} w(\tau) d \tau \leq\left[\frac{2\|\ell\|_{R, \infty}}{4^{R} R!}\right]^{2} \int_{a}^{b} w(\tau) d \tau \tag{16}
\end{align*}
$$

Using the fact that $\int_{a}^{b} w(\tau) d \tau=1$, we only require the application of the square roots to the foregoing inequality.

## 4. The Methodology of the QLM-GCFs Scheme

Instead of applying the direct collocation procedure to the underlying nonlinear model (2), our main aim is first to employ the quasi-linearization method (QLM) for (2) with initial conditions (3). Then, the generalized CFs (GCFs) collocation matrix technique is applied to the resultant family of linear subequations in an iterative manner.

### 4.1. The Basic Concept of QLM

By employing QLM, we can overcome the nonlinearity of a given model equation. The applicability of the QLM strategy has already been checked through tremendous research studies in the literature. For recent applications, we refer readers to [40-43].

By rewriting first the nonlinear coupled system (2) in a matrix representation form, we get

$$
\begin{equation*}
\mathbf{Z}^{(\lambda)}(\tau)=\boldsymbol{F}(\mathbf{Z}(\tau), \tau) \tag{17}
\end{equation*}
$$

Here, we have utilized the following notations

$$
\mathbf{Z}(\tau):=\binom{u(\tau)}{v(\tau)}, \quad \mathbf{Z}^{(\lambda)}(\tau):={ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda}\binom{u(\tau)}{v(\tau)}, \quad \boldsymbol{F}(\mathbf{Z}(\tau), \tau):=\binom{\theta-(\eta+1) u(\tau)+u^{2}(\tau) v(\tau)}{\eta u(\tau)-u^{2}(\tau) v(\tau)}
$$

Suppose that $Z_{0}(\tau)$ is a rough first approximation of $Z(\tau)$. Thus, the QLM for (17) is written for $p=0,1, \ldots$ as

$$
\mathbf{Z}_{p+1}^{(\lambda)}(\tau) \approx \boldsymbol{F}\left(\mathbf{Z}_{p}(\tau), \tau\right)+\boldsymbol{F}_{\mathbf{Z}}\left(\mathbf{Z}_{p}(\tau), \tau\right)\left(\mathbf{Z}_{p+1}(\tau)-\mathbf{Z}_{p}(\tau)\right)
$$

Here, by $F_{Z}=\frac{d}{d Z} F$, we denote the corresponding Jacobian matrix. Let us note that the same initial conditions as (3) will be given to the last sequence of equations. After performing some straightforward calculations, we receive the following family of a linear system of equations as the result of QLM from model (17). Thus, we have

$$
\begin{equation*}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}(\tau)+\boldsymbol{\xi}_{p}(\tau) \boldsymbol{Z}_{p+1}(\tau)=\boldsymbol{s}_{p}(\tau), \quad p=0,1, \ldots \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{Z}_{p+1}(\tau) & =\binom{u_{p+1}(\tau)}{v_{p+1}(\tau)}, \quad \boldsymbol{\xi}_{p}(\tau)=\left(\begin{array}{cc}
\eta+1-2 u_{p}(\tau) v_{p}(\tau) & -u_{p}^{2}(\tau) \\
-\eta+2 u_{p}(\tau) v_{p}(\tau) & u_{p}^{2}(\tau)
\end{array}\right) \\
\boldsymbol{s}_{p}(\tau) & =\binom{\theta-2 u_{p}^{2}(\tau) v_{p}(\tau)}{2 u_{p}^{2}(\tau) v_{p}(\tau)} .
\end{aligned}
$$

Systemically, we can present the initial conditions (3) as

$$
\begin{equation*}
\mathbf{Z}_{p+1}(0)=\binom{u_{p+1}(0)}{v_{p+1}(0)}=\binom{u_{0}}{v_{0}} \tag{19}
\end{equation*}
$$

To solve the quasi-linear systems (18)-(19) accurately, we will design a matrix collocation procedure based on the GCFs to receive an approximate solution.

### 4.2. The QLM-GCFs Technique

Supposedly, the unknown solutions of quasi-linear model (18) can be expanded as a combination of the cut series form (13) with $(R+1)$-terms. Further, assume that for a fixed $\alpha \in(0,1]$ the approximate solutions $\mathcal{U}_{R, \alpha}^{(p)}(\tau)$ and $\mathcal{V}_{R, \alpha}^{(p)}(\tau)$ to $u_{p}(\tau)$ and $v_{p}(\tau)$ in the iteration $p$ for $p=0,1, \ldots$ are known. For $p=0$, we utilize the initial guess $\mathbf{Z}_{0}(\tau)$ as the starting point. In the next iteration, $p+1$, we seek the approximate solutions in the forms

$$
\begin{equation*}
u_{p+1}(\tau) \approx \mathcal{U}_{R, \alpha}^{(p+1)}(\tau)=\sum_{r=0}^{R} \kappa_{r, 1}^{(p)} \mathcal{C}_{r}^{\alpha}(\tau), \quad v_{p+1}(\tau) \approx \mathcal{V}_{R, \alpha}^{(p+1)}(\tau)=\sum_{r=0}^{R} \kappa_{r, 2}^{(p)} \mathcal{C}_{r}^{\alpha}(\tau) \tag{20}
\end{equation*}
$$

for $\tau \in D_{a, b}$. Below, our primary job is to find the unknown coefficients $\left\{\kappa_{r, j}^{(p)}\right\}_{r=0}^{R}$ for $j=1,2$ and $p=1,2, \ldots$ by using a spectral matrix collocation approach relying on the GCFs. To this end, we first construct the matrix forms of the approximate solutions given in 20. Similar to (13), the finite series solutions in ((20)) for $j=1,2$ can be expressed as

$$
\begin{equation*}
\sum_{r=0}^{R} \kappa_{r, j}^{(p)} \mathcal{C}_{r}^{\alpha}(\tau)=C_{R}^{\alpha}(\tau) \boldsymbol{K}_{R, j}^{(p)}, \tag{21}
\end{equation*}
$$

where the unknown vectors $\boldsymbol{K}_{R, j}^{(p)}$ and the vector of GCFs are given by

$$
\boldsymbol{K}_{R, j}^{(p)}=\left[\begin{array}{llll}
\kappa_{0, j}^{(p)} & \kappa_{1, j}^{(p)} & \ldots & \kappa_{R, j}^{(p)}
\end{array}\right]^{T}, \quad \boldsymbol{C}_{R}^{\alpha}(\tau)=\left[\begin{array}{llll}
\mathcal{C}_{0}^{\alpha}(\tau) & \mathcal{C}_{1}^{\alpha}(\tau) & \ldots & \mathcal{C}_{R}^{\alpha}(\tau)
\end{array}\right]
$$

In the next Lemma, we further write the vector of basis functions in terms of monomials multiplied by a constant matrix.

Lemma 1. The representation of the vector of GCFs is given by

$$
\begin{equation*}
C_{R}^{\alpha}(\tau)=\Pi_{R}^{\alpha}(\tau) M_{R} \tag{22}
\end{equation*}
$$

where $\Pi_{R}^{\alpha}(\tau)=\left[\begin{array}{lllll}1 & \tau^{\alpha} & \tau^{2 \alpha} & \ldots & \tau^{R \alpha}\end{array}\right]$ and $\boldsymbol{M}_{R}$ of size $(R+1) \times(R+1)$ is an upper triangular matrix whose components are obtained via (10). It reads

$$
M_{R}=\left(\begin{array}{cccccc}
\binom{0}{0} & \binom{1}{0} & \binom{2}{0} & \ldots & \binom{R-1}{0} & \binom{R}{0} \\
0 & \mu_{1}\binom{1}{1} & \mu_{1}\binom{2}{1} & \ldots & \mu_{1}\binom{R-1}{1} & \mu_{1}\binom{R}{1} \\
0 & 0 & \mu_{2}\binom{2}{2} & \ldots & \mu_{2}\binom{R-1}{2} & \mu_{2}\binom{R}{2} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & & & \ldots & \mu_{R-1}\binom{R-1}{R-1} & \mu_{R-1}\binom{R}{R-1} \\
0 & & & \ldots & & \mu_{R}\binom{R}{R}
\end{array}\right), \mu_{j}:=L^{-j \alpha}, j=1,2, \ldots, R .
$$

Proof. By virtue of relation (10), it is sufficient to multiply matrix $\boldsymbol{M}_{R}$ by $\Pi_{R}^{\alpha}(\tau)$ from the left.

Obviously, the diagonal elements of matrix $\boldsymbol{M}_{R}$ are all non-zero. Thus, this matrix is non-singular. In fact, we have $\operatorname{det}\left(\boldsymbol{M}_{R}\right)=L^{-R \alpha(R+1) / 2}$.

If one combines two former relations (21) and (22), the approximate solutions are written as

$$
\left\{\begin{array}{l}
\mathcal{U}_{R, \alpha}^{(p+1)}(\tau)=\boldsymbol{C}_{R}^{\alpha}(\tau) \boldsymbol{K}_{R, 1}^{(p)}=\boldsymbol{\Pi}_{R}^{\alpha}(\tau) \boldsymbol{M}_{R} \boldsymbol{K}_{R, 1^{\prime}}^{(p)}  \tag{23}\\
\mathcal{V}_{R, \alpha}^{(p+1)}(\tau)=\boldsymbol{C}_{R}^{\alpha}(\tau) \boldsymbol{K}_{R, 2}^{(p)}=\boldsymbol{\Pi}_{R}^{\alpha}(\tau) \boldsymbol{M}_{R} \boldsymbol{K}_{R, 2^{\prime}}^{(p)}
\end{array} \quad \tau \in D_{a, b} .\right.
$$

Next, we need the $\lambda$-derivative of the approximate solutions. To do so, we apply the operator ${ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda}$ to both sides of the relation (23). Thus, we get

$$
\left\{\begin{array}{l}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathcal{U}_{R, \alpha}^{(p+1)}(\tau)=\left({ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \boldsymbol{\Pi}_{R}^{\alpha}(\tau)\right) \boldsymbol{M}_{R} \boldsymbol{K}_{R, 1}^{(p)},  \tag{24}\\
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathcal{V}_{R, \alpha}^{(p+1)}(\tau)=\left({ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \boldsymbol{\Pi}_{R}^{\alpha}(\tau)\right) \boldsymbol{M}_{R} \boldsymbol{K}_{R, 2}^{(p)} .
\end{array}\right.
$$

Consequently, we must only compute the $\lambda$-derivatives of the vector $\Pi_{R}^{\alpha}(\tau)$. In this respect, we consider two properties (4) and (5) to calculate the fractional derivatives of $\Pi_{R}^{\alpha}(\tau)$. As an example, we set $R=3$ and $\lambda=\frac{3}{4}$. Now, using $\alpha=1$ and $\alpha=\frac{1}{2}$ we get, respectively,
${ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\frac{3}{4}} \Pi_{5}^{1}(\tau)=\left[\begin{array}{llll}0 & \frac{1!}{\Gamma\left(\frac{5}{4}\right)} \tau^{\frac{1}{4}} & \frac{2!}{\Gamma\left(\frac{9}{4}\right)} \tau^{\frac{5}{4}} & \frac{3!}{\Gamma\left(\frac{13}{4}\right)} \tau^{\frac{9}{4}}\end{array}\right],{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\frac{3}{4}} \Pi_{5}^{\frac{1}{2}}(\tau)=\left[\begin{array}{lll}0 & 0 & \frac{1!}{\Gamma\left(\frac{5}{4}\right)} \tau^{\frac{1}{4}} \\ \frac{\Gamma\left(\frac{5}{2}\right)}{\Gamma\left(\frac{7}{4}\right)} \tau^{\frac{3}{4}}\end{array}\right]$.
Practically, however, we can use the modified version of Algorithm 4.1 in [44] or [45] or Algorithm 3.1 in [46] with linear complexity $\mathcal{O}(R+1)$ to compute the $\lambda$-derivative of $\Pi_{R}^{\alpha}(\tau)$. To continue, let us define the fractional derivative of the vector as

$$
\begin{equation*}
\Pi_{R}^{(\lambda, \alpha)}(\tau):={ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \Pi_{R}^{\alpha}(\tau) \tag{25}
\end{equation*}
$$

We can now place this relation into (24) to arrive at

$$
\begin{equation*}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathcal{U}_{R, \alpha}^{(p+1)}(\tau)=\boldsymbol{\Pi}_{R}^{(\lambda, \alpha)}(\tau) \boldsymbol{M}_{R} \boldsymbol{K}_{R, 1^{\prime}}^{(p)} \quad{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathcal{V}_{R, \alpha}^{(p+1)}(\tau)=\boldsymbol{\Pi}_{R}^{(\lambda, \alpha)}(\tau) \boldsymbol{M}_{R} \boldsymbol{K}_{R, 2}^{(p)} \tag{26}
\end{equation*}
$$

We come back to the matrix differential equation (18). Vector $\mathbf{Z}_{p+1}(\tau)$ and its derivative ${ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}(\tau)$ can be approximated as

$$
\begin{gather*}
\mathbf{Z}_{p+1} \approx \mathbf{Z}_{R}^{(p+1)}(\tau):=\binom{\mathcal{U}_{R, \alpha}^{(p+1)}(\tau)}{\mathcal{V}_{R, \alpha}^{(p+1)}(\tau)},  \tag{27}\\
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}(\tau) \approx{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{R}^{(p+1)}(\tau):=\binom{{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathcal{U}_{R, \alpha}^{(p+1)}(\tau)}{{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathcal{V}_{R, \alpha}^{(p+1)}(\tau)} .
\end{gather*}
$$

Lemma 2. In the matrix formats, the approximated solution $\mathbf{Z}_{R}^{(p+1)}(\tau)$, and its $\lambda$-derivative ${ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{R}^{(p+1)}(\tau)$ in (27) can be stated as follows:

$$
\begin{equation*}
\mathbf{Z}_{R}^{(p+1)}(\tau)=\widehat{\Pi}(\tau) \widehat{M} \widehat{\boldsymbol{K}}^{(p)}, \quad{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\alpha} \mathbf{Z}_{R}^{(p+1)}(\tau)=\widehat{\Pi}_{\lambda}(\tau) \widehat{\boldsymbol{M}} \widehat{\boldsymbol{K}}^{(p)} \tag{28}
\end{equation*}
$$

where the following notations are used: $\widehat{\boldsymbol{K}}^{(p)}=\left(\begin{array}{ll}\boldsymbol{K}_{R, 1}^{(p)} & \boldsymbol{K}_{R, 2}^{(p)}\end{array}\right)^{T}$ and

$$
\widehat{\Pi}(\tau)=\left(\begin{array}{cc}
\Pi_{R}^{\alpha}(\tau) & 0 \\
0 & \Pi_{R}^{\alpha}(\tau)
\end{array}\right), \quad \widehat{M}=\left(\begin{array}{cc}
M_{R} & 0 \\
0 & M_{R}
\end{array}\right), \quad \widehat{\Pi}_{\lambda}(\tau)=\left(\begin{array}{cc}
\Pi_{R}^{(\lambda, \alpha)}(\tau) & 0 \\
0 & \Pi_{R}^{(\lambda, \alpha)}(\tau)
\end{array}\right)
$$

Proof. To conclude the results, we need to substitute two relations (23) and (26) into the corresponding vector forms in (27).

We are then looking for a partitioning $D_{a, b}$ that will be used as a set of collocation points. To do so, we utilize $(R+1)$ equidistant points from interval $[a, b]$. Let us set

$$
\begin{equation*}
\tau_{\rho}:=a+\frac{L}{R} \rho, \quad \rho=0,1, \ldots, R . \tag{29}
\end{equation*}
$$

Now, adding the aforementioned set of collocation points into the sequence of linear matrix differential equations (18) to get

$$
\begin{equation*}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}\left(\tau_{\rho}\right)+\boldsymbol{\xi}_{p}\left(\tau_{\rho}\right) \mathbf{Z}_{p+1}\left(\tau_{\rho}\right)=\boldsymbol{s}_{p}\left(\tau_{\rho}\right), \quad \rho=0,1, \ldots, R \tag{30}
\end{equation*}
$$

for $p=0,1, \ldots$. We next introduce the following matrix and vector notations

$$
\begin{aligned}
& \boldsymbol{\Sigma}_{p}^{\lambda}=\left(\begin{array}{c}
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}\left(\tau_{0}\right) \\
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}\left(\tau_{1}\right) \\
\vdots \\
{ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \mathbf{Z}_{p+1}\left(\tau_{R}\right)
\end{array}\right), \quad \boldsymbol{\Sigma}_{p}=\left(\begin{array}{c}
\mathbf{Z}_{p+1}\left(\tau_{0}\right) \\
\mathbf{Z}_{p+1}\left(\tau_{1}\right) \\
\vdots \\
\boldsymbol{Z}_{p+1}\left(\tau_{R}\right)
\end{array}\right), \quad \boldsymbol{S}_{p}=\left(\begin{array}{c}
\boldsymbol{s}_{p}\left(\tau_{0}\right) \\
\boldsymbol{s}_{p}\left(\tau_{1}\right) \\
\vdots \\
\boldsymbol{s}_{p}\left(\tau_{R}\right)
\end{array}\right) \\
& \boldsymbol{\Xi}_{p}=\left(\begin{array}{cccc}
\boldsymbol{\xi}_{p}\left(\tau_{0}\right) & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\xi}_{p}\left(\tau_{1}\right) & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{\xi}_{p}\left(\tau_{R}\right)
\end{array}\right)
\end{aligned}
$$

In the vector representation, we are able to show relation (30) in a compact formulation as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{p}^{\lambda}+\boldsymbol{\Xi}_{p} \boldsymbol{\Sigma}_{p}=S_{p}, \quad p=0,1, \ldots \tag{31}
\end{equation*}
$$

Our next aim is to derive the matrix expressions of $\boldsymbol{\Sigma}_{p}$ and $\boldsymbol{\Sigma}_{p}^{\lambda}$. By collocating two relations (28) at the collocations points, we render

Lemma 3. The two relations (28) at the collocation point (29) can be written as follows:

$$
\begin{equation*}
\boldsymbol{\Sigma}_{p}=\widetilde{\boldsymbol{\Pi}} \widehat{M} \widehat{K}^{(p)}, \quad \boldsymbol{\Sigma}_{p}^{\lambda}=\widetilde{\Pi}_{\lambda} \widehat{M} \widehat{\boldsymbol{K}}^{(p)}, \tag{32}
\end{equation*}
$$

where the two matrices $\widetilde{\boldsymbol{\Pi}}$ and $\widetilde{\Pi}_{\lambda}$ are given by

$$
\begin{aligned}
\widetilde{\widetilde{\Pi}} & =\left[\begin{array}{llll}
\widehat{\Pi}\left(\tau_{0}\right) & \widehat{\boldsymbol{\Pi}}\left(\tau_{1}\right) & \ldots & \widehat{\Pi}\left(\tau_{R}\right)
\end{array}\right]^{T} \\
\widehat{\widetilde{\Pi}}_{\lambda} & =\left[\begin{array}{llll}
\widehat{\Pi}_{\lambda}\left(\tau_{0}\right) & \widehat{\Pi}_{\lambda}\left(\tau_{1}\right) & \ldots & \widehat{\boldsymbol{\Pi}}_{\lambda}\left(\tau_{R}\right)
\end{array}\right]^{T} .
\end{aligned}
$$

Here, the three matrices $\widehat{\boldsymbol{M}}, \widehat{\Pi}$, and $\widehat{\Pi}_{\lambda}$, as well as the vector $\widehat{\mathbf{K}}^{(p)}$, are defined in (28) previously.
Finally, we form the so-called fundamental matrix equation at each iteration $p$ by placing the preceding relations (32) into (31). It follows that

$$
\begin{equation*}
\boldsymbol{A}_{p} \widehat{\boldsymbol{K}}^{(p)}=\boldsymbol{S}_{p}, \quad \text { or } \quad\left[\boldsymbol{A}_{p} ; \boldsymbol{S}_{p}\right], \quad p=0,1, \ldots \tag{33}
\end{equation*}
$$

where

$$
A_{p}:=\left\{\widetilde{\widehat{\Pi}}_{\lambda}+\Xi_{p} \widetilde{\widehat{\Pi}}\right\} \widehat{M}
$$

It should be noted that the last matrix equation (33) is a linear system with $2(R+1)$ unknowns $\kappa_{r, j}^{(p)}$ for $r=0,1, \ldots, R$ and $j=1,2$ to be specified as the coefficients of GCFs in the series solutions (20). However, the supplemented initial conditions (3) are not yet implemented and entered into the system (33). First, we consider the matrix representation forms (28) for the approximate solution $\mathbf{Z}_{R}^{(p+1)}(\tau)$. We then let $\tau \rightarrow 0$ arrive at

$$
\widehat{A_{0, p}} \widehat{\boldsymbol{K}}^{(p)}=\widehat{\boldsymbol{S}}_{0}, \quad \widehat{A_{0, p}}:=\widehat{\Pi}(0) \widehat{M}, \quad \widehat{\boldsymbol{S}}_{0}=\binom{u_{0}}{v_{0}}, \quad \text { or } \quad\left[\widehat{A_{0, p}} ; \widehat{\boldsymbol{S}}_{0}\right]
$$

Here, the two constants $u_{0}$ and $v_{0}$, are available from (3). The replacement of two rows of the matrix $\left[A_{p} ; S_{p}\right]$ in (33) will be carried out next by the row matrix $\left[\widehat{A_{0, p}} ; \widehat{S}_{0}\right]$. The modified fundamental matrix equation will be shown by

$$
\begin{equation*}
\widehat{A_{p}} \widehat{K}^{(p)}=\widehat{\boldsymbol{S}_{p}}, \quad \text { or } \quad\left[\widehat{A_{p}} ; \widehat{\boldsymbol{S}_{p}}\right] \tag{34}
\end{equation*}
$$

To get the unknown coefficients of GCFs, it is sufficient to solve the modified algebraic linear system (34) in each iteration. Now, one requires a linear solver to be used to receive the solution of this system. After finding vector $\widehat{\boldsymbol{K}}^{(p)}$, all unknowns $\kappa_{r, j}^{(p)}$, for $j=1,2$, and $r=0,1, \ldots, R$ as the coefficients in the expansion series (20) will be found in iteration $p$. Thus, we get an approximate solution of model (2).

Algorithmically, we summarize all of the steps of the proposed QLM-GCs technique in Algorithm 1. Here, by $p_{\max }$ we denote the maximum number of iterations required to achieve the desired accuracy in the QLM method. It should be remarked that we have utilized the MATLAB notation $A[i: j, s: k]$ to denote the submatrix of $A$ formed by all entries in the intersection of rows $i, \ldots, j$ and columns $s, \ldots, k$.

```
Algorithm 1: An algorithmic description of the QLM-GCFs.
    1: procedure QLM_GCFs \(\left(R, \lambda, \alpha, \theta, \eta, \boldsymbol{M}_{R}, \mathbf{C}_{R}^{\alpha}(\tau), u_{0}, v_{0}, p_{\max }\right)\)
    2: \(p:=0 ; \quad m:=R+1 ; \quad n:=2\);
    3: \(\Pi_{R}^{\alpha}(\tau):=\left[\begin{array}{lllll}1 & \tau^{\alpha} & \tau^{2 \alpha} & \ldots & \tau^{R \alpha}\end{array}\right]\);
    4: \(\Pi_{R}^{(\lambda, \alpha)}(\tau):={ }^{\mathrm{LC}} \mathcal{D}_{\tau}^{\lambda} \Pi_{R}^{\alpha}(\tau) ;\{V i a\) calling to Algorithm 4.1 from [44]\}
    5: \(\widehat{\Pi}(\tau):=\left(\begin{array}{cc}\Pi_{R}^{\alpha}(\tau) & 0 \\ 0 & \Pi_{R}^{\alpha}(\tau)\end{array}\right) ; \quad \widehat{M}:=\left(\begin{array}{cc}M_{R} & 0 \\ 0 & M_{R}\end{array}\right) ; \quad \widehat{\Pi}_{\lambda}(\tau)=\)
    \(\left(\begin{array}{cc}\Pi_{R}^{(\lambda, \alpha)}(\tau) & 0 \\ 0 & \Pi_{R}^{(\lambda, \alpha)}(\tau)\end{array}\right) ;\)
    6: \(\mathbf{Z}_{p}(\tau):=\mathbf{0} ; \quad u_{p}(\tau):=\mathbf{Z}_{p}[1] ; \quad v_{p}(\tau):=\mathbf{Z}_{p}[2] ;\)
    7: \(\boldsymbol{\xi}_{p}(\tau):=\left(\begin{array}{cc}\eta+1-2 u_{p}(\tau) v_{p}(\tau) & -u_{p}^{2}(\tau) \\ -\eta+2 u_{p}(\tau) v_{p}(\tau) & u_{p}^{2}(\tau)\end{array}\right) ; \quad \boldsymbol{s}_{p}(\tau):=\binom{\theta-2 u_{p}^{2}(\tau) v_{p}(\tau)}{2 u_{p}^{2}(\tau) v_{p}(\tau)} ;\)
```

    \(\{\) Using the collocation points (29) \}
    8: \(\boldsymbol{\Xi}_{p}:=\mathbf{0} ; \quad \boldsymbol{S}_{p}:=\mathbf{0} ; \quad\left\{\boldsymbol{\Xi}_{p} \in \mathbb{R}^{n * m \times n * m} \& \boldsymbol{S}_{p} \in \mathbb{R}^{n * m \times 1}\right\}\)
    
10: for $j:=0, \ldots, R$
11: $\quad \boldsymbol{\Xi}_{p}[n * j+1: n *(j+1), n * j+1: n *(j+1)]:=\boldsymbol{\xi}_{p}\left(\tau_{j}\right)$;
12: $\quad \boldsymbol{S}_{p}[n * j+1: n *(j+1)]:=\boldsymbol{s}_{p}\left(\tau_{j}\right)$;
13: $\widetilde{\widehat{\Pi}}[n * j+1: n *(j+1), n * j+1: n *(j+1),:]:=\widehat{\Pi}\left(\tau_{j}\right)$;
14: $\quad \widetilde{\widehat{\Pi}}_{\lambda}[n * j+1: n *(j+1), n * j+1: n *(j+1),:]:=\widehat{\Pi}\left(\tau_{j}\right)$;
15: end for
16: for $p:=1, \ldots, p_{\text {max }}$
17: Fa_Sys: $=\left(\widetilde{\Pi}_{\lambda}+\Xi_{p} \widetilde{\Pi}_{\lambda}\right) \widehat{M}$; rhs_Sys:=S $S_{p}$;
\{Entering the I.C.\}
18: Fa_Sys[1:2,:]:= $\widehat{\Pi}(0) \widehat{M} ; \quad$ rhs_Sys[1:2]:= $\left[u_{0}, v_{0}\right]^{T}$;
19: $\quad \widehat{\boldsymbol{K}}^{(p)}:=$ LinSolve (Fa_Sys,rhs_Sys);
20: $\quad \mathcal{U}_{R, \alpha}^{(p)}(\tau):=C_{R}^{\alpha}(\tau) \boldsymbol{K}_{R, 1}^{(p)} ; \quad \mathcal{V}_{R, \alpha}^{(p)}(\tau):=C_{R}^{\alpha}(\tau) \boldsymbol{K}_{R, 2^{\prime}}^{(p)}$;
21: Update $\boldsymbol{\xi}_{p}(\tau)$ and $\boldsymbol{s}_{p}(\tau)$ in line 7 in terms of the former solutions;
22: Calculate two matrices $\Xi_{p}$ and $S_{p}$ in lines 11-12;
: end for
4: end;

## 5. Numerical Results and Graphical Representations

In this part, a set of computational examples is provided to describe and support the theoretical findings. In this respect, we apply the QLM-GCFs to the fractional-order Brusselator of Equation (2) by solving the quasi-linear model Equation (17). For performing computational simulations, we use Matlab software version 2021a on a computer with 16 GB of RAM and a CPU with 2.2 GHz Intel® Core $^{\mathrm{TM}} \mathrm{i} 7-10870 \mathrm{H}$ processor.

In the computational results, we utilize the QLM with parameter $p=5$. Furthermore, in the QLM-GCFs, the initial approximation $Z_{0}(\tau)$ is selected as the zero function, or we take it as the initial condition (3). As previously mentioned, the exact solutions of this system are not available, especially when the order of the derivative is described in the fractional order. Therefore, we define the residual error functions (REFs) associated with the Brusselator model to measure the accuracy of the proposed spectral QLM-GCFs collocation technique. That is, in iteration $p=1,2, \ldots$, we define the error terms as

$$
\begin{align*}
& \operatorname{Res}_{u, R, \alpha}^{(p)}(\tau):=\left|\operatorname{LC}_{\mathcal{D}_{\tau}^{\lambda}}^{\lambda} \mathcal{U}_{R, \alpha}^{(p)}(\tau)-\theta+(\eta+1) \mathcal{U}_{R, \alpha}^{(p)}(\tau)-\left(\mathcal{U}_{R, \alpha}^{(p)}(\tau)\right)^{2} \mathcal{V}_{R, \alpha}^{(p)}(\tau)\right| \cong 0, \\
& \operatorname{Res}_{v, R, \alpha}^{(p)}(\tau):=\left|\operatorname{LC}_{\mathcal{D}_{\tau}^{\lambda}}^{\lambda} \mathcal{V}_{R, \alpha}^{(p)}(\tau)-\eta \mathcal{U}_{R, \alpha}^{(p)}(\tau)+\left(\mathcal{U}_{R, \alpha}^{(p)}(\tau)\right)^{2} \mathcal{V}_{R, \alpha}^{(p)}(\tau)\right| \cong 0 \tag{35}
\end{align*}
$$

We also compute the $L_{\infty}$ error norms (for a fixed $p$ ) via the relations

$$
L_{\infty}^{u} \equiv L_{\infty}^{u}(R):=\max _{\tau \in D_{a, b}} \operatorname{Res}_{u, R, \alpha}^{(p)}(\tau), \quad L_{\infty}^{v} \equiv L_{\infty}^{v}(R):=\max _{\tau \in D_{a, b}} \operatorname{Res}_{v, R, \alpha}^{(p)}(\tau)
$$

We further utilize the following relations to compute the obtained numerical order of convergence (Noc) related to the numerical technique applied to both solutions of the coupled system (2) given by

$$
\begin{equation*}
\operatorname{Noc}_{\infty}^{u}:=\log _{2}\left(\frac{L_{\infty}^{u}(R)}{L_{\infty}^{u}(2 R)}\right), \quad \operatorname{Noc}_{\infty}^{v}:=\log _{2}\left(\frac{L_{\infty}^{v}(R)}{L_{\infty}^{v}(2 R)}\right) . \tag{36}
\end{equation*}
$$

Note that these formulae are utilized to check the order of accuracy of our proposed technique in the $L_{\infty}$ norm for both solutions.

Example 1. As the first test case, let us consider the fractional Brusselator system by taking two parameters $\theta=0$ and $\eta=1$ to get

$$
\left\{\begin{array}{l}
\operatorname{LC}_{\mathcal{D}_{\tau}^{\lambda}}^{\lambda} u(\tau)=-2 u(\tau)+u^{2}(\tau) v(\tau), \\
\operatorname{LC}_{\tau}^{\lambda} v(\tau)=u(\tau)-u^{2}(\tau) v(\tau),
\end{array} \quad \lambda \in(0,1]\right.
$$

The given initial conditions are $u(0)=1, v(0)=1$. This example was considered in $[14,16,17]$ previously.

Let us first set $a=0, b=1$ and take $R=5$. We also consider $\lambda=1$. Using $\alpha=1$, the proposed QLM-GCFs with the collocation points $\{0,2 / 10,4 / 10,6 / 10,8 / 10,1\}$, the following approximate solutions are obtained.

$$
\begin{aligned}
& \mathcal{U}_{5,1}^{(5)}(\tau)=0.044402695 \tau^{5}-0.23533824 \tau^{4}+0.4152989 \tau^{3}+0.02746560 \tau^{2}-1.0042497 \tau+1.0 \\
& \mathcal{V}_{5,1}^{(5)}(\tau)=-0.02397666 \tau^{5}+0.1692558 \tau^{4}-0.4510957 \tau^{3}+0.4843923 \tau^{2}+0.002544616 \tau+1.0
\end{aligned}
$$

For $\lambda=1$, let us compare our outcomes with those polynomial solutions obtained via the two (semi)analytical techniques. The first one is the polynomial least squares method (PLSM) [15] with the following approximations

$$
\begin{aligned}
& x_{p l s m}(t)=0.0750974 t^{3}+0.201028 t^{2}-1.02827 t+1.0 \\
& y_{p l s m}(t)=-0.180088 t^{3}+0.334087 t^{2}+0.0271107 t+1.0
\end{aligned}
$$

The second method is the Legendre wavelet operational matrix method (LWOMM) [17], the solutions of which are reported as

$$
\begin{aligned}
& y_{1}(t)=1.0-1.0120 t+0.1211 t^{2}+0.1517 t^{3} \\
& y_{2}(t)=1.0+0.0096 t+0.4069 t^{2}-0.2461 t^{3}
\end{aligned}
$$

In Figure 1, we show the above approximate solutions obtained by our method (black lines) and two other existing ones, i.e., the PLSM and LWOMM procedures. From this visualization, we conclude that the alignment between the results of QLM-GCFs and PLSM is more than the outcomes of our method and LWOMM. On the other hand, note that our solutions are obtained by using $R=5$, which gives us the approximate polynomial solutions of five degrees compared to the three-degree polynomials reported by the LWOMM and PLSM. However, our proposed procedure can produce more accurate results just by increasing $R$. To be more precise, we plot the achieved REFs obtained via (35) when $R=5,10$, and 15. These experiments are shown in Figure 2.


Figure 1. Comparisons of approximate solutions for $u(\tau)$ (left) and $v(\tau)$ (right) obtained via the QLM-GCFs technique in test case 1 with $R=5, \lambda, \alpha=1$, and $p=5$.


Figure 2. Comparisons of achieved REFs obtained via QLM-GCFs in test case 1 with $\lambda, \alpha=1$, $R=5,10,15$, and $p=5$.

Finally, for the integer order $\lambda=1$, we report the numerical results evaluated at some points $\tau \in[0,1]$. For this purpose, we use $R=10$ and show the outcomes of the proposed QLM-GCFs for both solutions in Table 1. Table 2 presents the maximum REF values achieved by using $R=2^{i}, i=1,2,3,4,5$. The corresponding Noc are also reported in this table related to both solutions $u(\tau)$ and $v(\tau)$. Higher order accuracy of the proposed method is visible from the results presented in Table 2. The required CPU times to solve modified system $\left[\widehat{A_{p}} ; \widehat{\boldsymbol{S}_{p}}\right]$ measured in seconds are shown in Table 2. The CPU's spent time clearly behaves linearly as the number of basis functions becomes two-fold.

Let us turn next to the fractional cases and set $\lambda=0.75$. By employing the QLM-GCFs with $R=10$, we obtain two approximate solutions for $0 \leq \tau \leq 1$ as given below. The obtained results for $\alpha=1$ are given by

$$
\begin{aligned}
\mathcal{U}_{10,1}^{(5)}(\tau) & =11.965651 \tau^{10}-71.374363 \tau^{9}+187.82167 \tau^{8}-287.243 \tau^{7}+283.18426 \tau^{6} \\
& -188.87801 \tau^{5}+87.324068 \tau^{4}-28.680548 \tau^{3}+7.4595572 \tau^{2}-2.3034134 \tau+1.0 \\
\mathcal{V}_{10,1}^{(5)}(\tau) & =2.2725108 \tau^{10}-13.632576 \tau^{9}+36.11913 \tau^{8}-55.727909 \tau^{7}+55.641481 \tau^{6} \\
& -37.881744 \tau^{5}+18.156988 \tau^{4}-6.2694104 \tau^{3}+1.4527369 \tau^{2}+0.079421181 \tau+1.0
\end{aligned}
$$

Table 1. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R=10$ and $p=5$ in Example 1 with $\lambda, \alpha=1$.

| $\tau$ | $\mathcal{U}_{10,1}^{(5)}(\tau)$ | $\operatorname{Res}_{u, 10,1}^{(5)}(\tau)$ | $\mathcal{V}_{10,1}^{(5)}(\tau)$ | $\operatorname{Res}_{v, 10,1}^{(5)}(\tau)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.900464302493772 | $2.7735 \times 10^{-15}$ | 1.004523943044246 | $4.6810 \times 10^{-15}$ |
| 0.2 | 0.803448542998189 | $1.1723 \times 10^{-15}$ | 1.016373836862601 | $8.9920 \times 10^{-15}$ |
| 0.3 | 0.710824317213952 | $1.2023 \times 10^{-14}$ | 1.033327205646229 | $1.3351 \times 10^{-15}$ |
| 0.4 | 0.623892736413153 | $1.1641 \times 10^{-14}$ | 1.053574529276645 | $1.0168 \times 10^{-14}$ |
| 0.5 | 0.543504717634733 | $1.3233 \times 10^{-16}$ | 1.075649740696301 | $1.0648 \times 10^{-14}$ |
| 0.6 | 0.470149961736370 | $1.2558 \times 10^{-14}$ | 1.098381593278497 | $2.8102 \times 10^{-14}$ |
| 0.7 | 0.404024163774677 | $3.7396 \times 10^{-14}$ | 1.120859071635027 | $1.4690 \times 10^{-14}$ |
| 0.8 | 0.345083563213368 | $3.6526 \times 10^{-14}$ | 1.142403440455486 | $2.1380 \times 10^{-14}$ |
| 0.9 | 0.293093303881749 | $8.6498 \times 10^{-14}$ | 1.162541379315871 | $5.4074 \times 10^{-14}$ |
| 1.0 | 0.247672792516836 | $7.3249 \times 10^{-14}$ | 1.180976444182846 | $4.0555 \times 10^{-14}$ |

Table 2. The results of $L_{\infty}$ norms, the corresponding convergence rate, and CPU times in Example 1 with diverse $R, \lambda, \alpha=1$, and $p=5$.

| $\boldsymbol{R}$ | $\boldsymbol{L}_{\infty}^{u}$ | $\mathbf{N o c}_{\infty}^{u}$ | $L_{\infty}^{v}$ | Noc $_{\infty}^{v}$ | CPU(s) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $8.8464 \times 10^{-2}$ | - | $2.5585 \times 10^{-1}$ | - | 0.55877 |
| 4 | $2.3798 \times 10^{-2}$ | 1.8942 | $1.4707 \times 10^{-2}$ | 4.1207 | 0.83877 |
| 8 | $9.2239 \times 10^{-5}$ | 8.0113 | $1.1027 \times 10^{-4}$ | 7.0593 | 1.64742 |
| 16 | $1.0027 \times 10^{-8}$ | 13.167 | $1.0748 \times 10^{-8}$ | 13.325 | 3.67631 |
| 32 | $3.1173 \times 10^{-11}$ | 8.3294 | $6.7817 \times 10^{-11}$ | 7.3082 | 9.55585 |

The numerical results using $\alpha=0.75$ are as follows

$$
\begin{aligned}
\mathcal{U}_{10,0.75}^{(5)}(\tau) & =1.0412945 \tau^{\frac{9}{4}}-0.0042152951 \tau^{\frac{3}{2}}-0.17590936 \tau^{6}-1.087782 \tau^{\frac{3}{4}}-0.76166775 \tau^{\frac{9}{2}} \\
& -1.273861 \tau^{3}-0.0033094122 \tau^{\frac{15}{2}}+1.0551812 \tau^{\frac{15}{4}}+0.44543369 \tau^{\frac{21}{4}}+0.038673796 \tau^{\frac{27}{4}}+1.0 \\
\mathcal{V}_{10,0.75}^{(5)}(\tau) & =0.8351074 \tau^{3}+0.7563994 \tau^{\frac{3}{2}}+0.084382784 \tau^{6}-0.00029275212 \tau^{\frac{3}{4}}+0.44680831 \tau^{\frac{9}{2}} \\
& -1.0399673 \tau^{\frac{9}{4}}-0.00064861533 \tau^{\frac{15}{2}}-0.60459347 \tau^{\frac{15}{4}}-0.2553921 \tau^{\frac{21}{4}}-0.01045752 \tau^{\frac{27}{4}}+1.0 .
\end{aligned}
$$

The former approximations for each solution of $u(\tau)$ and $v(\tau)$ related to two different values of $\alpha=1$ and $\alpha=0.75$ are depicted in Figures 3 and 4 . In addition to the approximate solutions, we also visualize the associated REFs for each solution on the left plots. By looking at these figures, we infer that the approximate solutions related to both $\alpha=1,0.75$ are very close together. However, the achieved REFs for $\alpha=0.75$ equal to the fractional order $\lambda=0.75$ are smaller in magnitude than those obtained using $\alpha=1$. Therefore, in the next experiments, we only consider the results obtained related to $\alpha=\lambda$.

Next, we consider $\lambda=0.5$ and $R=10$. Using $\alpha=0.5$, the approximate solutions evaluated at some point $\tau \in[0,1]$ are reported in Table 3 . The corresponding absolute errors defined via relations (35) are also tabulated in Table 3.
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When $\lambda=0.98$, different numerical methods, such as the variational iteration method (VIM) [14], the PLSM [15], the method based on an operational matrix of Bernstein polynomials [16], and LWOMM [17], reported the approximate solutions for this value. In all of these approaches, the solutions obtained are three-degree polynomials. However, here, we first consider the case $\alpha=1$ and obtain the following approximate solutions

$$
\begin{aligned}
& \mathcal{U}_{5,1}^{(5)}(\tau)=0.038196735 \tau^{5}-0.20054309 \tau^{4}+0.32635768 \tau^{3}+0.13961269 \tau^{2}-1.054247 \tau+1.0 \\
& \mathcal{V}_{5,1}^{(5)}(\tau)=-0.03637521 \tau^{5}+0.2145241 \tau^{4}-0.5073211 \tau^{3}+0.5049069 \tau^{2}+0.008199928 \tau+1.0
\end{aligned}
$$

Additionally, the maximum absolute values of REFs using $\alpha=0.98$ are shown in Table 4 for various values of $R$ as a power of 2 . The related Nocs are also tabulated in this table. Moreover, we present the numerical results when $\lambda, \alpha=0.75$ in Table 4 . One can obviously observe a high order of accuracy for the proposed QLM-GCFs. Finally, for the first test case, we use various values of $\lambda=0.25,0.5,0.75,1$. Utilizing $R=10$ and $\alpha=\lambda$, we plot the numerical solutions in Figure 5.

Table 3. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R=10, p=5$ in Example 1 with $\lambda, \alpha=0.5$.

| $\boldsymbol{\tau}$ | $\mathcal{U}_{\mathbf{1 0 , 0 . 5}}^{(5)}(\boldsymbol{\tau})$ | $\operatorname{Res}_{u, \mathbf{1 0 , 0 . 5}}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{V}_{\mathbf{1 0 , 0 . 5}}^{(5)}(\boldsymbol{\tau})$ | $\operatorname{Res}_{v, \mathbf{1 0 , 0 . 5}}^{(5)}(\boldsymbol{\tau})$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.676592310003481 | $2.8530 \times 10^{-14}$ | 1.059227208815533 | $1.4962 \times 10^{-15}$ |
| 0.2 | 0.573857423802071 | $1.1549 \times 10^{-13}$ | 1.096675293835927 | $1.0566 \times 10^{-13}$ |
| 0.3 | 0.507770381824183 | $1.3181 \times 10^{-13}$ | 1.124827045650820 | $1.3320 \times 10^{-13}$ |
| 0.4 | 0.459738270417381 | $6.8264 \times 10^{-13}$ | 1.147290159849651 | $2.6591 \times 10^{-13}$ |
| 0.5 | 0.422579704301791 | $1.0439 \times 10^{-13}$ | 1.165852096005718 | $1.5040 \times 10^{-13}$ |
| 0.6 | 0.392675915528585 | $4.1750 \times 10^{-13}$ | 1.181563743233397 | $4.5923 \times 10^{-14}$ |
| 0.7 | 0.36793268722878 | $9.3469 \times 10^{-13}$ | 1.195103916669479 | $4.5888 \times 10^{-14}$ |
| 0.8 | 0.347025860146580 | $7.5152 \times 10^{-13}$ | 1.206938751776391 | $1.2845 \times 10^{-13}$ |
| 0.9 | 0.329068932537851 | $3.1123 \times 10^{-14}$ | 1.217402627420391 | $7.1534 \times 10^{-14}$ |
| 1.0 | 0.313438314355603 | $1.2928 \times 10^{-12}$ | 1.226743490360364 | $1.1390 \times 10^{-13}$ |

Table 4. The results of $L_{\infty}$ norms, the corresponding convergence rate in Example 1 with diverse $R$, $\lambda, \alpha=0.75,0.98$, and $p=5$.

|  | $\lambda=0.75$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{R}$ | $L_{\infty}^{u}$ | Noc $_{\infty}^{u}$ | $L_{\infty}^{v}$ | Noc $_{\infty}^{v}$ | $L_{\infty}^{u}$ | Noc $_{\infty}^{u}$ | $L_{\infty}^{v}$ | Noc $_{\infty}^{v}$ |
| 2 | $2.9301_{-02}$ | - | $2.6438_{-01}$ | - | $8.4327_{-02}$ | - | $2.5731_{-01}$ | - |
| 4 | $6.7159_{-02}$ | -1.1966 | $5.1045_{-02}$ | 2.3727 | $2.6363_{-02}$ | 1.6775 | $1.6514_{-02}$ | 3.9617 |
| 8 | $5.9544_{-04}$ | 6.8175 | $3.7342_{-04}$ | 7.0948 | $9.6808_{-05}$ | 8.0892 | $1.2087_{-04}$ | 7.0941 |
| 16 | $8.0008_{-07}$ | 9.5396 | $5.8560_{-07}$ | 9.3167 | $1.5261_{-08}$ | 12.631 | $1.5225_{-08}$ | 12.955 |
| 32 | $2.3658_{-08}$ | 5.0797 | $1.2673_{-08}$ | 5.5301 | $4.7902_{-11}$ | 8.3155 | $2.3028_{-11}$ | 9.3689 |




Figure 5. Comparisons of approximate solutions for $u(\tau)$ (left) and $v(\tau)$ (right) obtained via the QLM-GCFs technique in Example 1 with $R=10, \lambda, \alpha=0.25,0.5,0.75,1$, and $p=5$.

Example 2. In the second model problem, we take $\theta=0.5$ and $\eta=0.1$. In this case, we consider the nonlinear coupled system

$$
\left\{\begin{array}{l}
\operatorname{LC}_{\mathcal{D}}^{\lambda} u(\tau)=0.5-1.1 u(\tau)+u^{2}(\tau) v(\tau), \\
\operatorname{LC}_{\mathcal{D}}^{\lambda} v(\tau)=0.1 u(\tau)-u^{2}(\tau) v(\tau),
\end{array} \quad \lambda \in(0,1]\right.
$$

Here, we use initial conditions $u(0)=0.4, v(0)=1.5$. This example was considered in [14,16,17] previously.

Let us first take $\lambda, \alpha=1$. By using $R=5$, the results of the approximations are as follows
$\mathcal{U}_{5,1}^{(5)}(\tau)=-0.002595532 \tau^{5}-0.01516870 \tau^{4}+0.02354928 \tau^{3}-0.002285779 \tau^{2}+0.30026 \tau+0.4$,
$\mathcal{V}_{5,1}^{(5)}(\tau)=0.007186591 \tau^{5}+0.007075174 \tau^{4}-0.02123004 \tau^{3}-0.1484152 \tau^{2}-0.2001643 \tau+1.5$.
The REFs related to the above approximate solutions are shown in Figure 6. To show that the achieved REFs are decreasing as a function of $R$, we also plot the REFs related to $R=10,15$ in Figure 6. Clearly, the desired level of accuracy is achievable by increasing the number of basis functions.

We next tabulate the numerical results obtained by using $R=10$ in Table 5. Here, we have used the midpoints $0.05,0.15, \ldots, 0.95$ on the interval $[0,1]$. Note that these midpoints are different from the points used in Table 1, which are exactly the same as the collocation points (29) when $R=10$. In fact, the smallest magnitude of errors is achieved at the collocation points. Finally, for this test case and for $\lambda=1$, we display the maximum absolute REFs achieved by utilizing various $R$ numbers in Table 6. The associated Nocs are also visible in this table. The results show the exponential behavior in terms of the accuracy of the presented QLM-GCFs.

We now consider the fractional-order $0<\lambda<1$. By considering $\lambda=0.5,0.75$, we obtain the results of absolute values of REFs using various $R=2,4, \ldots, 32$, as shown in Table 7. The associated numerical order of convergence, i.e., Nocs, is also depicted in Table 7. Obviously, we can get a higher order accuracy by increasing $R$. Finally, we present numerical results computed at some points $\tau \in[0,1]$ in Table 8 . Here, we have used diverse values of $\lambda, \alpha=0.25,0.5,0.75$.

Table 5. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R=10, p=5$ in Example 2 with $\lambda, \alpha=1$.

| $\boldsymbol{\tau}$ | $\mathcal{U}_{\mathbf{1 0 , \mathbf { 1 }}}^{(5)}(\boldsymbol{\tau})$ | $\operatorname{Res}_{\boldsymbol{u}, \mathbf{1 0 , 1}}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{V}_{\mathbf{1 0 , \mathbf { 1 }}}^{(5)}(\boldsymbol{\tau})$ | Res $_{\boldsymbol{v}, \mathbf{1 0 , 1}}^{(5)}(\boldsymbol{\tau})$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.420364987163538 | $5.4281 \times 10^{-08}$ | 1.464193736210683 | $6.9171 \times 10^{-08}$ |
| 0.15 | 0.458172247718453 | $2.8803 \times 10^{-09}$ | 1.395407097431014 | $3.6639 \times 10^{-09}$ |
| 0.25 | 0.492300715744509 | $5.0979 \times 10^{-10}$ | 1.330238068232444 | $6.4809 \times 10^{-10}$ |
| 0.35 | 0.523000098574405 | $1.6945 \times 10^{-10}$ | 1.268512980921797 | $2.1555 \times 10^{-10}$ |
| 0.45 | 0.550506819287693 | $9.0387 \times 10^{-11}$ | 1.210065493419779 | $1.1521 \times 10^{-10}$ |
| 0.55 | 0.575044582788486 | $7.2710 \times 10^{-11}$ | 1.154736326110934 | $9.3018 \times 10^{-11}$ |
| 0.65 | 0.596824922738173 | $8.6618 \times 10^{-11}$ | 1.102373006480542 | $1.1144 \times 10^{-10}$ |
| 0.75 | 0.616047729841562 | $1.5522 \times 10^{-10}$ | 1.052829621356641 | $2.0132 \times 10^{-10}$ |
| 0.85 | 0.632901761975499 | $4.4405 \times 10^{-10}$ | 1.005966576578516 | $5.8234 \times 10^{-10}$ |
| 0.95 | 0.647565136639679 | $2.3660 \times 10^{-09}$ | 0.961650363916099 | $3.1497 \times 10^{-09}$ |

Table 6. The results of $L_{\infty}$ norms, the corresponding convergence rate, and CPU times in Example 2 with diverse $R, \lambda, \alpha=1$, and $p=5$.

| $\boldsymbol{R}$ | $\boldsymbol{L}_{\infty}^{u}$ | Noc $_{\infty}^{u}$ | $\boldsymbol{L}_{\infty}^{v}$ | Noc $_{\infty}^{v}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | $2.3453 \times 10^{-2}$ | - | $3.1850 \times 10^{-2}$ | - |
| 4 | $1.5211 \times 10^{-3}$ | 3.9466 | $3.7107 \times 10^{-3}$ | 3.1015 |
| 8 | $1.5652 \times 10^{-6}$ | 9.9245 | $3.1978 \times 10^{-7}$ | 13.502 |
| 16 | $3.8244 \times 10^{-11}$ | 15.321 | $5.1169 \times 10^{-11}$ | 12.610 |
| 32 | $4.0160 \times 10^{-13}$ | 6.5733 | $5.1238 \times 10^{-14}$ | 9.9638 |



Figure 6. Comparisons of achieved REFs obtained via QLM-GCFs in Example 2 with $\lambda, \alpha=1$, $R=5,10,15$, and $p=5$.

Table 7. The results of $L_{\infty}$ norms and the corresponding convergence rate in Example 2 with diverse $R, \lambda, \alpha=0.5,0.75$, and $p=5$.

|  | $\lambda=\mathbf{0 . 5}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{R}$ | $L_{\infty}^{u}$ | Noc $_{\infty}^{u}$ | $L_{\infty}^{v}$ | Noc $_{\infty}^{v}$ | $L_{\infty}^{u}$ | Noc $_{\infty}^{u}$ | $L_{\infty}^{v}$ | Noc $_{\infty}^{v}$ |  |
| 2 | $8.3797_{-02}$ | - | $1.7867_{-01}$ | - | $6.2299_{-02}$ | - | $1.0729_{-01}$ | - |  |
| 4 | $5.0780_{-02}$ | 0.7226 | $6.4041_{-02}$ | 1.4802 | $4.2712_{-02}$ | 3.8665 | $3.0414_{-03}$ | 5.1406 |  |
| 8 | $5.6280_{-03}$ | 3.1736 | $3.8246_{-03}$ | 4.0656 | $4.1380_{-04}$ | 3.3676 | $5.3709_{-04}$ | 2.5015 |  |
| 16 | $1.2860_{-04}$ | 5.4516 | $4.9033_{-05}$ | 6.2854 | $6.9800_{-08}$ | 12.533 | $6^{0.5807_{-08}}$ | 12.995 |  |
| 32 | $1.8406_{-07}$ | 9.4485 | $3.9839_{-07}$ | 6.9434 | $1.1363_{-11}$ | 12.585 | $4.3433_{-11}$ | 10.565 |  |

Table 8. Numerical results and REFs for $u(\tau), v(\tau)$ obtained via the QLM-GCFs procedure using $R=10, p=5$ in Example 2 with $\lambda, \alpha=0.25,0.5,0.75$.

|  | $\lambda=\alpha=\mathbf{0 . 2 5}$ |  | $\lambda=\alpha=0.5$ |  | $\lambda=\alpha=0.75$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\tau}$ | $\mathcal{U}_{\mathbf{1 0 , \alpha}}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{V}_{\mathbf{1 0 , \alpha}}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{U}_{10, \alpha}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{V}_{\mathbf{1 0 , \alpha}}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{U}_{\mathbf{1 0 , \alpha}}^{(5)}(\boldsymbol{\tau})$ | $\mathcal{V}_{10, \alpha}^{(5)}(\boldsymbol{\tau})$ |
| 0.05 | 0.53635357 | 1.36264701 | 0.54865158 | 1.35823553 | 0.47111143 | 1.40197516 |
| 0.15 | 0.59116199 | 1.26326681 | 0.62140849 | 1.25622929 | 0.54574688 | 1.28946276 |
| 0.25 | 0.61628002 | 1.20991192 | 0.65785082 | 1.18993711 | 0.59572321 | 1.20586462 |
| 0.35 | 0.63187140 | 1.17308734 | 0.68077488 | 1.13917346 | 0.63266615 | 1.13749235 |
| 0.45 | 0.64277275 | 1.14501830 | 0.69648157 | 1.09776992 | 0.66096850 | 1.07937071 |
| 0.55 | 0.65091723 | 1.12240609 | 0.70772186 | 1.06280079 | 0.68300039 | 1.02887191 |
| 0.65 | 0.65726824 | 1.10352709 | 0.71595859 | 1.03259028 | 0.70025234 | 0.98436225 |
| 0.75 | 0.66237220 | 1.08736331 | 0.72206423 | 1.00606805 | 0.71374714 | 0.94472572 |
| 0.85 | 0.66656700 | 1.07326219 | 0.72660021 | 0.98249967 | 0.72422723 | 0.90915154 |
| 0.95 | 0.67007499 | 1.06078003 | 0.72994787 | 0.96135501 | 0.73225308 | 0.87702453 |

## 6. Conclusions

Generalized (fractional-order) clique basis functions (GCFs) have been used to devise not only an effective but also an accurate spectral matrix collocation approach for finding approximate solutions of the nonlinear Brusselator system of equations of fractional
order arising in chemical modeling. The fractional derivative is described in the LiouvilleCaputo sense. To overcome the underlying nonlinearity of the model, the method of quasi-linearization (QLM) is first employed to receive a family of linearized equations. Afterward, the spectral clique collocation procedure is used to solve this sequence of equations iteratively. The convergence analysis of the proposed combined QLM-GCFs is established. To support the theoretical findings and in order to show the applicability of the QLM-GCFs, a set of numerical test examples is carried out. The results presented in the tables and figures indicate the accuracy of the proposed approach over the existing numerical models and the gain in computational efficiency in terms of CPU time. The presented technique is straightforward, easy to implement, and computationally less demanding.
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#### Abstract

In the present article, we iteratively deduce new monotonic properties of a class from the positive solutions of fourth-order delay differential equations. We discuss the non-canonical case in which there are possible decreasing positive solutions. Then, we find iterative criteria that exclude the existence of these positive decreasing solutions. Using these new criteria and based on the comparison and Riccati substitution methods, we create sufficient conditions to ensure that all solutions of the studied equation oscillate. In addition to having many applications in various scientific domains, the study of the oscillatory and non-oscillatory features of differential equation solutions is a theoretically rich field with many intriguing issues. Finally, we show the importance of the results by applying them to special cases of the studied equation.


Keywords: delay differential equation; higher-order; oscillatory; nonoscillatory; non-canonical case

## 1. Introduction

In this work, we study the asymptotic behavior of solutions to the fourth-order delay differential equation of the form

$$
\begin{equation*}
\left(h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+q(\mathfrak{r}) \Phi^{\alpha}(\tau(\mathfrak{r}))=0, \tag{1}
\end{equation*}
$$

where $\mathfrak{r} \geq \mathfrak{r}_{o}$. Through the paper, the next conditions are satisfied:
(V1) $\alpha>0$ is a quotient of odd positive integers;
(V2) $h, q, \tau \in C\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right), \tau(\mathfrak{r})<\mathfrak{r}, \lim _{\mathfrak{r} \rightarrow \infty} \tau(\mathfrak{r})=\infty$, and

$$
\begin{equation*}
\eta\left(\mathfrak{r}_{o}\right)=\int_{\mathfrak{r}_{o}}^{\infty} h^{-1 / \alpha}(v) \mathrm{d} v<\infty . \tag{2}
\end{equation*}
$$

By a solution of (1), we mean a function $\Phi \in C\left(\left[\mathfrak{r}_{*}, \infty\right), \mathbb{R}\right), \mathfrak{r}_{*} \geq \mathfrak{r}_{o}$ such that $\Phi(\mathfrak{r})$ satisfies (1) on $\left[\mathfrak{r}_{*}, \infty\right)$. In what follows, we suppose that solutions of (1) exist and can be continued indefinitely to the right. Furthermore, we consider only solutions $\Phi(\mathfrak{r})$ of (1) that satisfy $\sup \left\{|\Phi(\mathfrak{r})|: \mathfrak{r}_{*} \leq \mathfrak{r}\right\}>0$ for all $\mathfrak{r} \geq \mathfrak{r}_{*}$, and we tacitly assume that (1) possesses such solutions.

Definition 1. A solution $\Phi$ of (1) is said to be non-oscillatory if, essentially, it is positive or negative; otherwise, it is said to be oscillatory. If all of its solutions oscillate, the equation itself is called oscillatory.

The delay differential equations are a subclass of functional differential equations. The concept of delay in systems is proposed as a key role in modeling when representing the time taken to complete some hidden operations. Examples of the delay in the predator-prey model occur when the predator birth rate is affected by previous levels of predator or prey rather than only current levels. With the rapid development of communication technologies, sending measured signals to the remote-control center has become increasingly simple. However, the main problem facing engineers is the inevitable time delay between the measurement and the signal received by the controller, and this time delay must be taken into account at the design stage to avoid risks of experimental instability and potential damage, see [1,2].

Differential equations of the fourth-order delay can be found in the mathematical models of numerous biological, chemical, and physical phenomena. Examples of such applications include elastic problems and soil settlement. One model that can be represented by a fourth-order oscillatory equation with delay is the oscillatory traction of a muscle, which occurs when the muscle is under an inertial load [3].

One of two things is necessarily required to explain natural phenomena and problems that use differential equations in their modeling: either finding solutions to these equations or studying the properties of these solutions. However, the equations resulting from the modeling of natural phenomena are often non-linear differential equations that are difficult to find a closed-form solution to, and this has strongly stimulated the study of the qualitative behavior of these models. From here, strong interest has emerged in the study of the qualitative theory of differential equations, one of the most important branches of which is the theory of oscillation. Obtaining lower bounds for the separation between succeeding zeros, taking into account the number of zeros, studying the laws of distribution of the zeros, and establishing the conditions for the existence of oscillatory (non-oscillatory) solutions and/or convergence to zeroconstitute the essence of oscillation theory, see [4].

Finding sufficient conditions for the oscillatory and non-oscillatory properties of second and higher-order differential equations has been a persistent area of research over the last few years, see [5-7]. Among the numerous papers dealing with this subject, we refer in particular to the following.

Onose [8] focused on the oscillation of fourth-order functional differential equations

$$
\left(h(\mathfrak{r}) \Phi^{\prime \prime}(\mathfrak{r})\right)^{\prime \prime}+f(\Phi(\tau(\mathfrak{r})), \mathfrak{r})=0
$$

and

$$
\left(h(\mathfrak{r}) \Phi^{\prime \prime}(\mathfrak{r})\right)^{\prime \prime}+q(\mathfrak{r}) f(\Phi(\tau(\mathfrak{r})))=\tau(\mathfrak{r})
$$

under the canonical case. The oscillation and non-oscillation of the fourth and higherorder differential equations have been the focus of the attention of numerous authors since this paper was first published.

Wu [9] and Kamo and Usami [10] studied the oscillatory of a fourth-order differential equation

$$
\left(h(\mathfrak{r})\left|\Phi^{\prime \prime}(\mathfrak{r})\right|^{\alpha-1} \Phi^{\prime \prime}(\mathfrak{r})\right)^{\prime \prime}+q|\Phi(\mathfrak{r})|^{\beta-1} \Phi(\mathfrak{r})=0
$$

when the noncanonical holds and the constants $\alpha$ and $\beta$ are positive.
Grace et al. [11] focused on the oscillatory behavior of the fourth-order differential equation of the form

$$
\left(h\left(\Phi^{\prime}\right)^{\alpha}\right)^{\prime \prime \prime}(\mathfrak{r})+q(\mathfrak{r}) f(\Phi(g(\mathfrak{r})))=0
$$

under the noncanonical case.
Zhang et al. [12] and Baculikova et al. [13] studied the oscillatory behavior of the higher-order differential equation

$$
\begin{equation*}
\left(h(\mathfrak{r})\left(\Phi^{n-1}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+q(\mathfrak{r}) f(\Phi(\tau(\mathfrak{r})))=0 \tag{3}
\end{equation*}
$$

Ref. [12] provided some oscillation criteria for Equation (3), in which $f(\Phi)=\Phi^{\beta}$ and $\beta$ is a quotient of odd positive integers. In [13], various techniques have been used in investigating higher-order differential equations. In the case where $n=4$ and $f(\Phi)=\Phi^{\alpha}$, by the Riccatti technique, Zhang et al. [14] established some new criteria for the oscillation of all solutions of the fourth-order differential Equation (3).

Theorem 1. Ref. [12] Let $n \geq 2$. Suppose that (2) holds. Further, assume that for some constant $\lambda_{0} \in(0,1)$, the differential equation

$$
\begin{equation*}
\Phi^{\prime}(\mathfrak{r})+q(\mathfrak{r})\left(\frac{\lambda_{0} \tau^{n-1}(\mathfrak{r})}{(n-1)!h^{1 / \alpha}(\tau(\mathfrak{r}))}\right)^{\beta} \Phi^{\beta / \alpha}(\tau(\mathfrak{r}))=0 \tag{4}
\end{equation*}
$$

is oscillatory. If

$$
\begin{equation*}
\limsup _{\mathfrak{r} \rightarrow \infty} \int_{\mathfrak{r}_{0}}^{\mathfrak{r}}\left(M^{\beta-\alpha} q(\jmath)\left(\frac{\lambda_{1} \tau^{n-2}(\jmath)}{(n-2)!}\right)^{\beta} \eta^{\alpha}(\jmath)-\frac{\alpha^{\alpha+1}}{(\alpha+1)^{\alpha+1}} \frac{1}{\eta(\jmath) h^{1 / \alpha}(\jmath)}\right) \mathrm{d} \jmath=\infty, \tag{5}
\end{equation*}
$$

for some constant $\lambda_{1} \in(0,1)$ and for every constant $M>0$, then every solution of $(6)$ is oscillatory or tends to zero.

Zhang et al. [15] suggested some new oscillation criteria for an even-order delay differential equation

$$
\begin{equation*}
\left(h(\mathfrak{r})\left(\Phi^{n-1}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+q(\mathfrak{r}) \Phi^{\beta}(\tau(\mathfrak{r}))=0 \tag{6}
\end{equation*}
$$

in the noncanonical case with $n \geq 4$, where $\beta$ is a quotient of odd positive integers.
Theorem 2. Ref. [15] Let $n \geq 4$ be even, (V1), (V2), and (2). Suppose that differential Equation (4) is oscillatory for some constant $\lambda_{0} \in(0,1)$. If (5) and

$$
\limsup _{\mathfrak{r} \rightarrow \infty} \int_{\mathfrak{r}_{o}}^{\mathfrak{r}}\left[M^{\beta-\alpha} q(\jmath) H^{\alpha}(\jmath)-\frac{\alpha^{\alpha+1}}{(\alpha+1)^{\alpha+1}} \frac{\left(H^{\prime}(\jmath)\right)^{\alpha+1}}{H(\jmath) \eta_{1}^{\alpha}(\jmath)}\right] \mathrm{d} \jmath=\infty
$$

hold for some constants $\lambda_{1} \in(0,1)$ and for every constant $M>0$, then (6) is oscillatory, where

$$
H(\mathfrak{r})=\int_{\mathfrak{r}}^{\infty}(\jmath-\mathfrak{r}) \eta(\jmath) \mathrm{d} \jmath .
$$

By using a generalized Riccatti substitution, in the case $f(\Phi)=q \Phi^{\beta}$ where $q$ is a nonnegative function and $\beta$ is a quotient of odd positive integers, Moaaz and Muhib [16] provided a new criterion for the oscillation of solutions of fourth-order quasi-linear differential equations

$$
\begin{equation*}
\left(h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+f(\mathfrak{r}, \Phi(\sigma(\mathfrak{r})))=0 \tag{7}
\end{equation*}
$$

Theorem 3. Ref. [16] Suppose that $\alpha \geq 1$ and the differential equation

$$
\begin{equation*}
\Phi^{\prime}(\mathfrak{r})+q(\mathfrak{r})\left(\frac{\lambda_{0} \tau^{3}(\mathfrak{r})}{3!h^{1 / \alpha}(\tau(\mathfrak{r}))}\right)^{\beta} \Phi^{\beta / \alpha}(\tau(\mathfrak{r}))=0 \tag{8}
\end{equation*}
$$

oscillates where $\lambda_{0} \in(0,1)$. If there is a positive function $\gamma \in C^{1}\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$ such that

$$
\begin{equation*}
\limsup _{\mathfrak{r} \rightarrow \infty} \int_{\mathfrak{r}_{0}}^{\mathfrak{r}}\left(\varphi(\jmath)-\frac{h(\jmath) \gamma(\jmath)}{(\alpha+1)^{\alpha+1}}\left(\frac{\gamma^{\prime}(\jmath)}{\gamma(\jmath)}+\frac{(1+\alpha)}{h^{1 / \alpha}(\jmath) \eta(\jmath)}\right)^{\alpha+1}\right) \mathrm{d} \jmath=\infty, \tag{9}
\end{equation*}
$$

holds for any positive constants $c_{1}$ and $c_{2}$ and for $\lambda_{1} \in(0,1)$, where

$$
\varphi(\mathfrak{r})=\gamma(\mathfrak{r}) q\left(\frac{\lambda_{1}}{2!} \tau^{2}\right)^{\beta}+(1-\alpha) \frac{\gamma(\mathfrak{r})}{h^{1 / \alpha}(\mathfrak{r}) \eta^{\alpha+1}(\mathfrak{r})}
$$

then every solution of (6) is oscillatory or tends to zero.
Theorem 4. Ref. [16] Suppose that Equation (8) oscillates where $\lambda_{o} \in(0,1)$. If there is a function $\gamma \in C^{1}\left(\left[\mathfrak{r}_{o}, \infty\right),(0, \infty)\right)$ such that

$$
\begin{equation*}
\limsup _{\mathfrak{r} \rightarrow \infty} \frac{\eta^{\alpha}(\mathfrak{r})}{\gamma(\mathfrak{r})} \int_{\mathfrak{r}_{o}}^{\mathfrak{r}}\left(\gamma(\jmath) q(\jmath)\left(\frac{\lambda_{1}}{2!} \tau^{2}(\jmath)\right)^{\alpha}-\frac{h(\jmath)\left(\gamma^{\prime}(\jmath)\right)^{\alpha+1}}{(\alpha+1)^{\alpha+1} \gamma^{\alpha}(\jmath)}\right) \mathrm{d} \jmath>1 \tag{10}
\end{equation*}
$$

then every solution of (7) is oscillatory or converges to zero as $\mathfrak{r} \rightarrow \infty$ for $\lambda_{1} \in(0,1)$.
Theorem 5. Ref. [16] Suppose that $\alpha \geq 1$ and the differential Equation (8) is oscillatory or some constant $\lambda_{o} \in(0,1)$. If there is a function $\gamma \in C^{1}\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$ such that (9) and

$$
\begin{equation*}
\limsup _{\mathfrak{r} \rightarrow \infty} \int_{\mathfrak{r}_{o}}^{\mathfrak{r}}\left[\psi(\jmath)-\frac{\gamma(\jmath)}{(\alpha+1)^{(\alpha+1)} \eta_{1}^{\alpha}(\mathfrak{r})}\left(\frac{\gamma^{\prime}(\jmath)}{\gamma(\jmath)}+\frac{(1+\alpha) \eta_{1}(\jmath)}{\eta_{2}(\jmath)}\right)^{\alpha+1}\right] \mathrm{d} \jmath=\infty, \tag{11}
\end{equation*}
$$

holds for $\lambda_{1} \in(0,1)$, where

$$
\psi(\mathfrak{r})=q \gamma(\mathfrak{r})+(1-\alpha) \gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r}) / \eta_{2}^{\alpha+1}(\mathfrak{r})
$$

Then, (7) is oscillatory .
Elabbasy et al. [17] considered the even-order neutral differential equation with several delays

$$
\left(h(\mathfrak{r})\left(z^{(n-1)}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+\sum_{i=1}^{k} q_{i}(\mathfrak{r}) f\left(\Phi\left(\tau_{i}(\mathfrak{r})\right)\right)=0
$$

where $z(\mathfrak{r})=\Phi(\mathfrak{r})+p(\mathfrak{r}) \Phi(\tau(\mathfrak{r}))$ and $n \geq 4$ with the noncanonical operator. Moaaz et al. [18] studied the fourth-order delay differential equation of the form

$$
\left(h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+f(\mathfrak{r}, \Phi(\sigma(\mathfrak{r})))=0
$$

under the noncanonical case.
Lemma 1. Ref. [19] Let $f \in C^{n}\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$. If the derivative $f^{(n)}(\mathfrak{r})$ is eventually of one sign for all large $\mathfrak{r}$, then there is a $\mathfrak{r}_{\Phi}$ such that $\mathfrak{r}_{\Phi} \geq \mathfrak{r}_{0}$ and an integer $l, 0 \leq l \leq n$, with $n+l$ even for $f^{(n)}(\mathfrak{r}) \geq 0$, or $n+l$ odd for $f^{(n)}(\mathfrak{r}) \leq 0$ such that

$$
l>0 \text { implies } f^{(k)}(\mathfrak{r})>0 \text { for } \mathfrak{r} \geq \mathfrak{r}_{\Phi}, k=0,1, \ldots, l-1,
$$

and

$$
l \leq n-1 \text { implies }(-1)^{l+k} f^{(k)}(\mathfrak{r})>0 \text { for } \mathfrak{r} \geq \mathfrak{r}_{\Phi}, k=l, l+1, \ldots, n-1
$$

Lemma 2. Ref. [12] Let $\alpha$ be a ratio of two odd positive integers. Then,

$$
\begin{equation*}
L v^{(\alpha+1) / \alpha}-K v \geq-\frac{\alpha^{\alpha}}{(\alpha+1)^{\alpha+1}} \frac{K^{\alpha+1}}{L^{\alpha}}, L>0 \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{(\alpha+1) / \alpha}-(A-B)^{(\alpha+1) / \alpha} \leq \frac{1}{\alpha} B^{1 / \alpha}[(1+\alpha) A-B], \quad \alpha \geq 1, A B \geq 0 \tag{13}
\end{equation*}
$$

The main purpose of this work is to test the oscillation of solutions of a fourth-order delay differential Equation (1). This paper is organized as follows: In Section 2, we create new properties that help us achieve more effective terms in the oscillation of the studied equation. In Section 3, we apply the Riccati substitution in the general form and the comparison method to obtain criteria that excluded decreasing solutions. In Section 4, by combining the results known in the literature and the results we obtained, we set criteria that ensure the oscillation of the studied equation and offer an illustrative example to show our results. Finally, in Section 5, we conclude the article with a summary.

## 2. New Monotonic Properties

It is well known that positive solutions of delay differential equations must be categorized based on the sign of their derivatives when investigating their oscillatory behavior. Now, we assume that $\Phi$ is an eventually positive solution of (1). From the differential equation in (1) and taking into account that $q(\mathfrak{r})>0$, we have that $h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}$ is a nonincreasing function. Furthermore, according to Lemma 1, we obtain the following three cases, eventually:

$$
\begin{array}{ll}
\text { Case }(1): & \Phi^{\prime}(\mathfrak{r})>0, \Phi^{\prime \prime \prime}(\mathfrak{r})>0 \text { and } \Phi^{(4)}(\mathfrak{r})<0 \\
\text { Case }(2): & \Phi^{\prime}(\mathfrak{r})>0, \Phi^{\prime \prime}(\mathfrak{r})>0 \text { and } \Phi^{\prime \prime \prime}(\mathfrak{r})<0 \\
\text { Case }(3): & \Phi^{\prime}(\mathfrak{r})<0, \Phi^{\prime \prime}(\mathfrak{r})>0 \text { and } \Phi^{\prime \prime \prime}(\mathfrak{r})<0
\end{array}
$$

for $\mathfrak{r} \geq \mathfrak{r}_{1}$, where $\mathfrak{r}_{1}$ is sufficiently large. For convenience, we will symbolize the set of all eventually positive solutions of the Equation (1) by ${ }^{+}$and the set of all solutions with satisfying case (3) by ${ }_{3}^{+}$.

In order to prove our main results, we define the following:

$$
\eta_{i}(\mathfrak{r})=\int_{\mathfrak{r}}^{\infty} \eta_{i-1}(\jmath) \mathrm{d} \jmath \text { for } i=1,2 .
$$

and

$$
\beta_{*}=\liminf _{\mathfrak{r} \rightarrow \infty} \frac{1}{\alpha} q(\mathfrak{r}) \eta_{1}^{-1}(\mathfrak{r}) \eta_{2}^{\alpha+1}(\mathfrak{r})
$$

In addition, we put

$$
\mu_{*}=\liminf _{\mathfrak{r} \rightarrow \infty} \frac{\eta_{2}(\tau(\mathfrak{r}))}{\eta_{2}(\mathfrak{r})} .
$$

It is useful to note that in view of (V2), $\mu_{*} \geq 1$. In the proofs, we will often use that there is $\mathfrak{r}_{1} \geq \mathfrak{r}_{o}$ sufficiently large such that, for arbitrary $\beta \in\left(0, \beta_{*}\right)$ and $\mu \in\left[1, \mu_{*}\right)$, we have

$$
\begin{equation*}
q(\mathfrak{r}) \eta_{1}^{-1}(\mathfrak{r}) \eta_{2}^{\alpha+1}(\mathfrak{r}) \geq \alpha \beta \tag{14}
\end{equation*}
$$

and

$$
\frac{\eta_{2}(\tau(\mathfrak{r}))}{\eta_{2}(\mathfrak{r})} \geq \mu
$$

on $\left[\mathfrak{r}_{1}, \infty\right)$.
Below, we define a sequence that is used to improve the monotonic properties of the positive solutions of (1).

Definition 2. We define sequence $\left\{\beta_{n}\right\}$ as $\beta_{0}=\sqrt[\alpha]{\beta_{*}}$ and

$$
\begin{equation*}
\beta_{n}=\frac{\beta_{0} \mu_{*}^{\beta_{n-1}}}{\sqrt[\alpha]{1-\beta_{n-1}}}, n \in \mathbb{N} . \tag{15}
\end{equation*}
$$

Remark 1. By induction, it is easy to see that if, for any $n \in \mathbb{N}, \beta_{i}<1$, for $i=0,1,2, \ldots, n$. Then, $\beta_{n+1}$ exists and

$$
\begin{equation*}
\beta_{n+1}=\ell_{n} \beta_{n}>\beta_{n}, \tag{16}
\end{equation*}
$$

where $\ell_{n}$ is defined by

$$
\ell_{o}=\frac{\mu_{*}^{\beta_{0}}}{\sqrt[\alpha]{1-\beta_{0}}}
$$

and

$$
\ell_{n+1}=\mu_{*}^{\beta_{0}\left(\ell_{n}-1\right)} \sqrt[\alpha]{\frac{1-\beta_{n}}{1-\ell_{n} \beta_{n}}}, n \in \mathbb{N}_{o} .
$$

Lemma 3. Assume that $\Phi \in C\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$ is a solution of (1) and Case (3) holds. If

$$
\begin{equation*}
\int_{\mathfrak{r}_{o}}^{\infty}\left(\frac{1}{h(v)} \int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v=\infty, \tag{17}
\end{equation*}
$$

then $\Phi(\mathfrak{r})$ converges to zero and $\Phi(\mathfrak{r}) / \eta_{2}(\mathfrak{r})$ is eventually nondecreasing.
Proof. Assume that $\Phi \in^{+}$and satisfies case (3). Then, we obtain that $\lim _{\mathfrak{r} \rightarrow \infty} \Phi(\mathfrak{r})=\delta \geq 0$. We claim that $\lim _{\mathfrak{r} \rightarrow \infty} \Phi(\mathfrak{r})=0$. Assume the contrary that $\delta>0$. Thus, there is $\mathfrak{r}_{1} \geq \mathfrak{r}_{o}$ such that $\Phi(\tau(\mathfrak{r})) \geq \delta$ for $\mathfrak{r} \geq \mathfrak{r}_{1}$, and hence

$$
\left(h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}=-q(\mathfrak{r}) \Phi^{\alpha}(\tau(\mathfrak{r})) \leq-\delta^{\alpha} q(\mathfrak{r})
$$

for $\mathfrak{r} \geq \mathfrak{r}_{1}$. Integrating the above inequality twice from $\mathfrak{r}_{1}$ to $\mathfrak{r}$, we have

$$
\Phi^{\prime \prime \prime}(\mathfrak{r}) \leq-\delta\left(\frac{1}{h(\mathfrak{r})} \int_{\mathfrak{r}_{1}}^{\mathfrak{r}} q(\jmath) \mathrm{d}_{\jmath}\right)^{1 / \alpha}
$$

and

$$
\Phi^{\prime \prime}(\mathfrak{r}) \leq \Phi^{\prime \prime}\left(\mathfrak{r}_{1}\right)-\delta \int_{\mathfrak{r}_{1}}^{\mathfrak{r}}\left(\frac{1}{h(v)} \int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v .
$$

Letting $\mathfrak{r} \rightarrow \infty$ and using (17), we obtain that $\lim _{\mathfrak{r} \rightarrow \infty} \Phi^{\prime \prime}(\mathfrak{r})=-\infty$, which contradicts $\Phi^{\prime \prime}(\mathfrak{r})>0$. Thus, the proof is complete. Using the fact that $h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r})$ is nonincreasing, we see that

$$
\begin{equation*}
\Phi^{\prime \prime}(\mathfrak{r}) \geq-\int_{\mathfrak{r}}^{\infty} h^{-1 / \alpha}(\jmath) h^{1 / \alpha}(\jmath) \Phi^{\prime \prime \prime}(\jmath) \mathrm{d} \jmath \geq-h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta(\mathfrak{r}) \tag{18}
\end{equation*}
$$

Now, we have

$$
\begin{align*}
\left(\frac{\Phi^{\prime \prime}(\mathfrak{r})}{\eta(\mathfrak{r})}\right)^{\prime} & =\frac{\eta(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r})+h^{-1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime}(\mathfrak{r})}{\eta^{2}(\mathfrak{r})} \\
& =\frac{1}{h^{1 / \alpha}(\mathfrak{r}) \eta^{2}(\mathfrak{r})}\left[h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta(\mathfrak{r})+\Phi^{\prime \prime}(\mathfrak{r})\right] \\
& \geq 0 . \tag{19}
\end{align*}
$$

Thus, we obtain

$$
\begin{equation*}
\Phi^{\prime}(\mathfrak{r}) \leq-\int_{\mathfrak{r}}^{\infty} \eta(\jmath) \frac{\Phi^{\prime \prime}(\jmath)}{\eta(\jmath)} \mathrm{d} \jmath \leq-\frac{\Phi^{\prime \prime}(\mathfrak{r})}{\eta(\mathfrak{r})} \eta_{1}(\mathfrak{r}) \tag{20}
\end{equation*}
$$

which implies

$$
\begin{align*}
\left(\frac{\Phi^{\prime}(\mathfrak{r})}{\eta_{1}(\mathfrak{r})}\right)^{\prime} & =\frac{\eta_{1}(\mathfrak{r}) \Phi^{\prime \prime}(\mathfrak{r})+\eta(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})}{\eta_{1}^{2}(\mathfrak{r})} \\
& =\frac{1}{\eta_{1}^{2}(\mathfrak{r})}\left[\Phi^{\prime \prime}(\mathfrak{r}) \eta_{1}(\mathfrak{r})+\Phi^{\prime}(\mathfrak{r}) \eta(\mathfrak{r})\right] \\
& \leq 0 \tag{21}
\end{align*}
$$

This leads to

$$
\begin{equation*}
\Phi(\mathfrak{r}) \geq-\int_{\mathfrak{r}}^{\infty} \eta_{1}(\jmath) \frac{\Phi^{\prime}(\jmath)}{\eta_{1}(\jmath)} \mathrm{d} \jmath \geq-\frac{\Phi^{\prime}(\mathfrak{r})}{\eta_{1}(\mathfrak{r})} \eta_{2}(\mathfrak{r}) \tag{22}
\end{equation*}
$$

hence

$$
\begin{align*}
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}(\mathfrak{r})}\right)^{\prime} & =\frac{\eta_{2}(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})+\eta_{1}(\mathfrak{r}) \Phi(\mathfrak{r})}{\eta_{2}^{2}(\mathfrak{r})} \\
& =\frac{1}{\eta_{2}^{2}(\mathfrak{r})}\left[\eta_{2}(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})+\eta_{1}(\mathfrak{r}) \Phi(\mathfrak{r})\right] \\
& \geq 0 \tag{23}
\end{align*}
$$

This completes the proof.
Lemma 4. Let $\beta_{*}>0$ and $\mu_{*}<\infty$. If $\Phi \in C\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$ is a solution of (1) and Case (3) holds, then for any $n \in \mathbb{N}_{o}$

$$
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\beta_{n}}(\mathfrak{r})}\right)^{\prime}<0 .
$$

Proof. Assume that $\Phi \in^{+}$and satisfies case (3) on $\left[\mathfrak{r}_{1}, \infty\right)$ where $\mathfrak{r}_{1} \geq \mathfrak{r}_{o}$ such that $\Phi(\tau(\mathfrak{r}))>0$ and (14) holds for $\mathfrak{r} \geq \mathfrak{r}_{1}$. Integrating (1) from $\mathfrak{r}_{1}$ to $\mathfrak{r}$, we have

$$
\begin{aligned}
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} & =h\left(\mathfrak{r}_{1}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{1}\right)\right)^{\alpha}-\int_{\mathfrak{r}_{1}}^{\mathfrak{r}} q(\jmath) \Phi^{\alpha}(\tau(\jmath)) \mathrm{d} \jmath \\
& \leq h\left(\mathfrak{r}_{1}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{1}\right)\right)^{\alpha}-\Phi^{\alpha}(\mathfrak{r}) \int_{\mathfrak{r}_{1}}^{\mathfrak{r}} q(\jmath) \mathrm{d} \jmath
\end{aligned}
$$

By using (14) in the above inequality, we obtain

$$
\begin{aligned}
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} & \leq h\left(\mathfrak{r}_{1}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{1}\right)\right)^{\alpha}-\beta \Phi^{\alpha}(\mathfrak{r}) \int_{\mathfrak{r}_{1}}^{\mathfrak{r}} \frac{\alpha}{\eta_{1}^{-1}(\jmath) \eta_{2}^{\alpha+1}(\jmath)} \mathrm{d} \jmath \\
& \leq h\left(\mathfrak{r}_{1}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{1}\right)\right)^{\alpha}-\beta \frac{\Phi^{\alpha}(\mathfrak{r})}{\eta_{2}^{\alpha}(\mathfrak{r})}+\beta \frac{\Phi^{\alpha}(\mathfrak{r})}{\eta_{2}^{\alpha}\left(\mathfrak{r}_{1}\right)}
\end{aligned}
$$

From Lemma 3, we have that $\lim _{\mathfrak{r} \rightarrow \infty} \Phi(\mathfrak{r})=0$. Hence, there is a $\mathfrak{r}_{2} \in\left[\mathfrak{r}_{1}, \infty\right)$ such that

$$
h\left(\mathfrak{r}_{1}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{1}\right)\right)^{\alpha}+\beta \frac{\Phi^{\alpha}(\mathfrak{r})}{\eta_{2}^{\alpha}\left(\mathfrak{r}_{1}\right)}<0
$$

for $\mathfrak{r} \geq \mathfrak{r}_{2}$. Thus,

$$
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}<-\beta \frac{\Phi^{\alpha}(\mathfrak{r})}{\eta_{2}^{\alpha}(\mathfrak{r})}
$$

or

$$
\begin{equation*}
h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta_{2}(\mathfrak{r})<-\sqrt[\alpha]{\beta} \Phi(\mathfrak{r})=-\varepsilon_{o} \beta_{o} \Phi(\mathfrak{r}) \tag{24}
\end{equation*}
$$

where $\varepsilon_{0}=\sqrt[\alpha]{\bar{\beta}} / \beta_{o}$ is an arbitrary constant from $(0,1)$. Note that,

$$
h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta(\mathfrak{r}) \geq \int_{\mathfrak{r}}^{\infty} h^{-1 / \alpha}(\jmath) h^{1 / \alpha}(\jmath) \Phi^{\prime \prime \prime}(\jmath) \mathrm{d} \jmath \geq-\Phi^{\prime \prime}(\mathfrak{r})
$$

then,

$$
\Phi^{\prime \prime}(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \eta(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r})
$$

By repeating this step twice over $[\mathfrak{r}, \infty)$, we obtain

$$
\begin{equation*}
\Phi^{\prime}(\mathfrak{r}) \leq h^{1 / \alpha}(\mathfrak{r}) \eta_{1}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \tag{25}
\end{equation*}
$$

and

$$
\Phi(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \eta_{2}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r})
$$

From (24) and (25), we obtain

$$
\frac{\Phi^{\prime}(\mathfrak{r})}{\eta_{1}(\mathfrak{r})} \leq h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r})
$$

and

$$
\frac{\Phi^{\prime}(\mathfrak{r})}{\eta_{1}(\mathfrak{r})} \leq-\sqrt[\alpha]{\beta} \frac{\Phi(\mathfrak{r})}{\eta_{2}(\mathfrak{r})}
$$

hence,

$$
\eta_{2}(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})+\sqrt[\alpha]{\beta} \eta_{1}(\mathfrak{r}) \Phi(\mathfrak{r}) \leq 0
$$

Therefore,

$$
\begin{aligned}
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\prime} & =\frac{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})+\sqrt[\alpha]{\beta} \eta_{2}^{\sqrt[\alpha]{\beta}-1}(\mathfrak{r}) \eta_{1}(\mathfrak{r}) \Phi(\mathfrak{r})}{\eta_{2}^{2 \sqrt[\alpha]{\beta}}(\mathfrak{r})} \\
& =\frac{\eta_{2}^{\sqrt[\alpha]{\beta}-1}\left[\sqrt[\alpha]{\beta} \eta_{1}(\mathfrak{r}) \Phi(\mathfrak{r})+\eta_{2}(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})\right]}{\eta_{2}^{2 \sqrt[\alpha]{\beta}}(\mathfrak{r})} \\
& =\frac{1}{\eta_{2}^{\sqrt[\alpha]{\beta}+1}(\mathfrak{r})}\left[\sqrt[\alpha]{\beta} \eta_{1}(\mathfrak{r}) \Phi(\mathfrak{r})+\eta_{2}(\mathfrak{r}) \Phi^{\prime}(\mathfrak{r})\right] \\
& \leq 0 .
\end{aligned}
$$

Integrating (1) from $\mathfrak{r}_{2}$ to $\mathfrak{r}$ and using that $\Phi(\mathfrak{r}) / \eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})$ is decreasing, we have

$$
\begin{aligned}
& h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \leq h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\int_{\mathfrak{r}_{2}}^{\mathfrak{r}} q(\jmath) \eta_{2}^{\alpha \sqrt[\alpha]{\beta}}(\tau(\jmath)) \frac{\Phi^{\alpha}(\tau(\jmath))}{\eta_{2}^{\alpha} \sqrt{\beta}}(\tau(\jmath)) \\
& \mathrm{d} \jmath \\
& \leq h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\left(\frac{\Phi(\tau(\mathfrak{r}))}{\eta_{2} \sqrt{\beta}(\tau(\mathfrak{r}))}\right)^{\alpha} \int_{\mathfrak{r}_{2}}^{\mathfrak{r}} q(\jmath) \eta_{2}^{\alpha} \sqrt{\beta}(\tau(\jmath)) \mathrm{d} \jmath
\end{aligned}
$$

hence,

$$
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \leq h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\alpha} \int_{\mathfrak{r}_{2}}^{\mathfrak{r}} q(\jmath)\left(\frac{\eta_{2}(\tau(\jmath))}{\eta_{2}(\jmath)}\right)^{\alpha \sqrt[\alpha]{\beta}} \eta_{2}^{\alpha} \sqrt[\alpha]{\beta}(\jmath) \mathrm{d} \jmath
$$

It is clear that from (14), we have

$$
\begin{aligned}
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} & \leq h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\beta\left(\frac{\Phi(\mathfrak{r})}{\eta \sqrt[\alpha]{\beta}(\mathfrak{r})}\right)^{\alpha} \int_{\mathfrak{r}_{2}}^{\mathfrak{r}} \frac{\alpha\left(\frac{\eta_{2}(\tau(\jmath))}{\eta_{2}(\jmath)}\right)^{\alpha \sqrt[\alpha]{\beta}}}{\eta_{1}(\jmath) \eta_{2}^{\alpha+1-\alpha \sqrt[\alpha]{\beta}}(\jmath)} \mathrm{d} \jmath \\
& \leq h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\alpha} \int_{\mathfrak{r}_{2}}^{\mathfrak{r}} \frac{\alpha(1-\sqrt[\alpha]{\beta})}{\eta_{1}(\jmath) \eta_{2}^{\alpha+1-\alpha \sqrt[\alpha]{\beta}}(\jmath)} \mathrm{d} \jmath
\end{aligned}
$$

which implies that,

$$
\begin{align*}
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \leq & h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}- \\
& \frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\alpha}\left(\frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}(\mathfrak{r})}-\frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}\left(\mathfrak{r}_{2}\right)}\right) . \tag{26}
\end{align*}
$$

Now, we claim that $\lim _{\mathfrak{r} \rightarrow \infty} \Phi(\mathfrak{r}) / \eta_{2} \sqrt[\alpha]{\beta}(\mathfrak{r})=0$. It is enough to show that there is $\epsilon>0$ such that $\Phi(\mathfrak{r}) / \eta_{2} \sqrt[\alpha]{\beta}+\epsilon(\mathfrak{r})$ is eventually decreasing. Since $\eta_{2}(\mathfrak{r})$ tends to zero, there is a constant

$$
\ell \in\left(\frac{\sqrt[\alpha]{1-\sqrt[\alpha]{\beta}}}{\mu \sqrt[\alpha]{\beta}}, 1\right)
$$

and a $\mathfrak{r}_{3} \geq \mathfrak{r}_{2}$ such that

$$
\begin{equation*}
\frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}(\mathfrak{r})}-\frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}\left(\mathfrak{r}_{2}\right)}>\ell^{\alpha} \frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}(\mathfrak{r})} \tag{27}
\end{equation*}
$$

for $\mathfrak{r} \geq \mathfrak{r}_{3}$. By using (27) in (26), we obtain

$$
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \leq-\frac{\ell^{\alpha} \beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}(\mathfrak{r})}\right)^{\alpha}
$$

its mean,

$$
\begin{equation*}
h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \leq-(\sqrt[\alpha]{\beta}+\epsilon) \frac{\Phi(\mathfrak{r})}{\eta_{2}(\mathfrak{r})^{\prime}} \tag{28}
\end{equation*}
$$

where

$$
\epsilon=\sqrt[\alpha]{\beta}\left(\frac{\ell \mu \sqrt[\alpha]{\beta}}{\sqrt[\alpha]{1-\sqrt[\alpha]{\beta}}}-1\right)>0
$$

Thus, from (28),

$$
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}+\epsilon}(\mathfrak{r})}\right)^{\prime} \leq 0
$$

for $\mathfrak{r} \geq \mathfrak{r}_{3}$, and hence the claim is valid. Therefore, for $\mathfrak{r}_{4} \in\left[\mathfrak{r}_{3}, \infty\right)$,

$$
h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}+\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\alpha} \frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}\left(\mathfrak{r}_{2}\right)}<0
$$

for $\mathfrak{r} \geq \mathfrak{r}_{4}$. By using the above inequality in (26), we have

$$
\begin{aligned}
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \leq & h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha \sqrt[\alpha]{\beta}}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\alpha} \frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}(\mathfrak{r})} \\
& +\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}}(\mathfrak{r})}\right)^{\alpha} \frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}\left(\mathfrak{r}_{2}\right)} \\
\leq & h\left(\mathfrak{r}_{2}\right)\left(\Phi^{\prime \prime \prime}\left(\mathfrak{r}_{2}\right)\right)^{\alpha}-\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}(\mathfrak{r})}\right)^{\alpha} \\
& +\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta}\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\sqrt[\alpha]{\beta}(\mathfrak{r})}}\right)^{\alpha} \frac{1}{\eta_{2}^{\alpha(1-\sqrt[\alpha]{\beta})}\left(\mathfrak{r}_{2}\right)}
\end{aligned}
$$

hence,

$$
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}<-\frac{\beta}{1-\sqrt[\alpha]{\beta}} \mu^{\alpha} \sqrt[\alpha]{\beta} \Phi^{\alpha}(\mathfrak{r})
$$

or

$$
h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r})<-\frac{\sqrt[\alpha]{\beta}}{\sqrt[\alpha]{1-\sqrt[\alpha]{\beta}}} \mu^{\alpha} \sqrt{\beta} \Phi(\mathfrak{r})=-\epsilon_{1} \beta_{1} \Phi(\mathfrak{r})
$$

for $\mathfrak{r} \geq \mathfrak{r}_{4}$, where

$$
\epsilon_{1}=\sqrt[\alpha]{\frac{\beta\left(1-\sqrt[\alpha]{\beta_{*}}\right)}{\beta_{*}(1-\sqrt[\alpha]{\beta})}} \frac{\mu \sqrt[\alpha]{\beta}}{\mu_{*}^{\alpha}{ }_{\beta_{*}}}
$$

is an arbitrary constant from $(0,1)$ approaching 1 if $\beta \rightarrow \beta_{*}$ and $\mu \rightarrow \mu_{*}$. Hence,

$$
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\epsilon_{1} \beta_{1}}(\mathfrak{r})}\right)<0
$$

for $\mathfrak{r} \geq \mathfrak{r}_{4}$. One can show that through induction, for any $n \in \mathbb{N}_{o}$ and $\mathfrak{r}$ large enough,

$$
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\epsilon_{n} \beta_{n}}(\mathfrak{r})}\right)^{\prime}<0
$$

where $\epsilon_{n}$ given by

$$
\begin{gathered}
\epsilon_{o}=\sqrt[\alpha]{\frac{\beta}{\beta_{*}}} \\
\epsilon_{n+1}=\epsilon_{o} \sqrt[\alpha]{\frac{1-\beta_{n}}{1-\epsilon_{n} \beta_{n}}} \frac{\mu_{n} \epsilon_{n} \beta_{n}}{\mu_{*}^{\beta_{n}}}, n \in \mathbb{N}_{o}
\end{gathered}
$$

is an arbitrary constant from $(0,1)$ approaching 1 if $\beta \rightarrow \beta_{*}$ and $\mu \rightarrow \mu_{*}$. Finally, we claim that from any $n \in \mathbb{N}_{o}$

$$
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\epsilon_{n+1} \beta_{n+1}}(\mathfrak{r})}\right)^{\prime}<0
$$

implies that from (16) and the fact that $\epsilon_{n+1}$ is arbitrary close to 1 ,

$$
\epsilon_{n+1} \beta_{n+1}>\beta_{n} .
$$

Hence, for $\mathfrak{r}$ large enough,

$$
h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta_{2}(\mathfrak{r})<-\epsilon_{n+1} \beta_{n+1} \Phi(\mathfrak{r})<-\beta_{n} \Phi(\mathfrak{r})
$$

So, for any $n \in \mathbb{N}_{o}$ and $\mathfrak{r}$ large enough,

$$
\left(\frac{\Phi(\mathfrak{r})}{\eta_{2}^{\beta_{n}}(\mathfrak{r})}\right)^{\prime}<0 .
$$

The proof is complete.

## 3. Nonexistence of Solutions in the Class ${ }_{3}^{+}$

Theorem 6. Suppose that (V1) and (V2) hold. If

$$
\begin{equation*}
\limsup _{\mathfrak{r} \rightarrow \infty} \int_{\mathfrak{r}_{o}}^{\mathfrak{r}}\left[H^{\alpha}(\jmath) q(\jmath) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\jmath))}{\eta_{2}^{\alpha \beta_{n}}(\jmath)}-\frac{\alpha^{\alpha}}{(\alpha+1)^{\alpha+1}} \frac{\left(H^{\prime}(\jmath)\right)^{\alpha+1}}{H(\jmath) \eta_{1}^{\alpha}(\jmath)}\right] \mathrm{d} \jmath=\infty, \tag{29}
\end{equation*}
$$

then ${ }_{3}^{+}=\varnothing$. Where

$$
H(\mathfrak{r})=\int_{\mathfrak{r}}^{\infty}(\jmath-\mathfrak{r}) \eta(\jmath) \mathrm{d} \jmath .
$$

Proof. Consider the case where (1) has a nonoscillatory solution. We can suppose that $\Phi \in{ }^{+}$eventually without losing generality. Assume that $\Phi$ satisfies case (3). Since $h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}$ is nonincreasing, we obtain

$$
\begin{equation*}
h^{1 / \alpha}(\jmath) \Phi^{\prime \prime \prime}(\jmath) \leq h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}), \quad \jmath \geq \mathfrak{r} \geq \mathfrak{r}_{1} \tag{30}
\end{equation*}
$$

By dividing (30) by $h^{1 / \alpha}(\mathrm{\jmath})$ and integrating the resulting inequality from $\mathfrak{r}$ to $\ell$, we obtain

$$
\Phi^{\prime \prime}(\ell) \leq \Phi^{\prime \prime}(\mathfrak{r})+h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \int_{\mathfrak{r}}^{\ell} h^{1 / \alpha}(\jmath) \mathrm{d} \jmath
$$

Letting $\ell \rightarrow \infty$, we have

$$
0 \leq \Phi^{\prime \prime}(\mathfrak{r})+h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta(\mathfrak{r})
$$

which produces

$$
\begin{equation*}
\Phi^{\prime \prime}(\mathfrak{r}) \geq-\eta(\mathfrak{r}) h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \tag{31}
\end{equation*}
$$

Integrating (31) from $\mathfrak{r}$ to $\infty$, yields

$$
\begin{equation*}
-\Phi^{\prime}(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \int_{\mathfrak{r}}^{\infty} \eta(\jmath) \mathrm{d} \jmath . \tag{32}
\end{equation*}
$$

Again, integrating (32) from $\mathfrak{r}$ to $\infty$, we obtain

$$
\Phi(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \int_{\mathfrak{r}}^{\infty}(\jmath-\mathfrak{r}) \eta(\jmath) \mathrm{d} \jmath .
$$

Now, define the function $\omega$ by

$$
\begin{equation*}
\omega(\mathfrak{r}):=\frac{h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}}{(\Phi(\mathfrak{r}))^{\alpha}}, \quad \mathfrak{r} \geq \mathfrak{r}_{1} \tag{33}
\end{equation*}
$$

Then, we see that $\omega(\mathfrak{r})<0$ for $\mathfrak{r} \geq \mathfrak{r}_{1}$. Differentiating (33), we obtain

$$
\omega^{\prime}(\mathfrak{r})=\frac{\left(h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}}{(\Phi(\mathfrak{r}))^{\alpha}}-\alpha \frac{h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \Phi^{\prime}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha+1}} .
$$

It follows from (1) and (32) that

$$
\omega^{\prime}(\mathfrak{r}) \leq-q(\mathfrak{r}) \frac{\Phi^{\alpha}(\tau(\mathfrak{r}))}{(\Phi(\mathfrak{r}))^{\alpha}}-\alpha \omega^{1+1 / \alpha}(\mathfrak{r}) \int_{\mathfrak{r}}^{\infty} \eta(\jmath) \mathrm{d} \jmath .
$$

$$
\omega^{\prime}(\mathfrak{r}) \leq-q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha}} \frac{\Phi^{\alpha}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}-\alpha \omega^{1+1 / \alpha}(\mathfrak{r}) \int_{\mathfrak{r}}^{\infty} \eta(\jmath) \mathrm{d} \jmath .
$$

Lemma 4 yields

$$
-\frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{(\Phi(\tau(\mathfrak{r})))^{\alpha}} \geq-\frac{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha}}
$$

hence,

$$
\begin{equation*}
\omega^{\prime}(\mathfrak{r}) \leq-q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}-\alpha \omega^{1+1 / \alpha}(\mathfrak{r}) \int_{\mathfrak{r}}^{\infty} \eta(\jmath) \mathrm{d} \jmath \tag{34}
\end{equation*}
$$

Multiplying (34) by $H^{\alpha}(\mathfrak{r})$ and integrating the resulting inequality from $\mathfrak{r}_{1}$ to $\mathfrak{r}$, we have

$$
\begin{gathered}
H^{\alpha}(\mathfrak{r}) \omega(\mathfrak{r})-H^{\alpha}\left(\mathfrak{r}_{1}\right) \omega\left(\mathfrak{r}_{1}\right)-\alpha \int_{\mathfrak{r}_{1}}^{\mathfrak{r}} H^{\prime}(\jmath) H^{\alpha-1}(\jmath) \omega(\jmath) \mathrm{d} \jmath+\int_{\mathfrak{r}_{1}}^{\mathfrak{r}} q(\jmath) \frac{\eta_{2}^{\alpha \beta \beta_{n}}(\tau(\jmath))}{\eta_{2}^{\alpha \beta n}(\jmath)} H^{\alpha}(\jmath) \mathrm{d} \jmath \\
+\alpha \int_{\mathfrak{r}_{1}}^{\mathfrak{r}} \omega^{1+1 / \alpha}(\jmath) \eta_{1}(\jmath) H^{\alpha}(\jmath) \mathrm{d} \jmath \leq 0 .
\end{gathered}
$$

By using the inequality (12) with $K=-H^{\prime}(\jmath) H^{\alpha-1}(\jmath), L=\eta_{1}(\jmath) H^{\alpha}(\jmath)$, and $v=-\omega(\jmath)$, we obtain

$$
\int_{\mathfrak{r}_{1}}^{\mathfrak{r}}\left[q(\jmath) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\jmath))}{\eta_{2}^{\alpha \beta_{n}}(\jmath)} H^{\alpha}(\jmath)-\frac{\alpha^{\alpha}}{(\alpha+1)^{\alpha+1}} \frac{\left(H^{\prime}(\jmath)\right)^{\alpha+1}}{H(\jmath) \eta_{1}^{\alpha}(\jmath)}\right] \mathrm{d} \jmath \leq H^{\alpha}\left(\mathfrak{r}_{1}\right) \omega\left(\mathfrak{r}_{1}\right)+1,
$$

we obtain a contradiction with (29) by taking the lim sup on both sides of this inequality. The proof is now complete.

Theorem 7. Suppose that $\alpha \geq 1$. If there is a function $\gamma \in C^{1}\left(\left[\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$ such that

$$
\begin{equation*}
\limsup _{\mathfrak{r} \rightarrow \infty} \int_{\mathfrak{r}_{o}}^{\mathfrak{r}}\left[\psi(\jmath)-\frac{\gamma(\jmath)}{(\alpha+1)^{(\alpha+1)} \eta_{1}^{\alpha}(\mathfrak{r})}\left(\frac{\gamma^{\prime}(\jmath)}{\gamma(\jmath)}+\frac{(1+\alpha) \eta_{1}(\jmath)}{\eta_{2}(\jmath)}\right)^{\alpha+1}\right] \mathrm{d} \jmath=\infty \tag{35}
\end{equation*}
$$

where

$$
\psi(\mathfrak{r})=\gamma(\mathfrak{r}) q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}+(1-\alpha) \gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r}) / \eta_{2}^{\alpha+1}(\mathfrak{r})
$$

Then ${ }_{3}^{+}=\varnothing$.
Proof. Consider the case where (1) has a nonoscillatory solution. We can suppose that $\Phi \in{ }^{+}$eventually without losing generality. Assume that $\Phi$ satisfies case (3). Since $h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}$ is non-increasing, we obtain

$$
\begin{aligned}
\Phi^{\prime \prime}(v)-\Phi^{\prime \prime}(\mathfrak{r}) & =\int_{\mathfrak{r}}^{v} \frac{1}{h^{1 / \alpha}(\zeta)}\left(h(\zeta)\left(\Phi^{\prime \prime \prime}(\zeta)\right)^{\alpha}\right)^{1 / \alpha} \mathrm{d} \zeta \\
& \leq h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \int_{\mathfrak{r}}^{v} \frac{1}{h^{1 / \alpha}(\zeta)} \mathrm{d} \zeta .
\end{aligned}
$$

Letting $v \rightarrow \infty$, we have

$$
\begin{equation*}
\Phi^{\prime \prime}(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta(\mathfrak{r}) \tag{36}
\end{equation*}
$$

Integrating (36) from $\mathfrak{r}$ to $\infty$ yields

$$
\begin{equation*}
-\Phi^{\prime}(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta_{1}(\mathfrak{r}) \tag{37}
\end{equation*}
$$

Again, integrating (37) from $\mathfrak{r}$ to $\infty$, we obtain

$$
\Phi(\mathfrak{r}) \geq-h^{1 / \alpha}(\mathfrak{r}) \Phi^{\prime \prime \prime}(\mathfrak{r}) \eta_{2}(\mathfrak{r})
$$

Now, define the function $\omega_{1}$ by

$$
\begin{equation*}
\omega_{1}(\mathfrak{r})=\gamma(\mathfrak{r})\left(\frac{h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}}{(\Phi(\mathfrak{r}))^{\alpha}}+\frac{1}{\eta_{2}^{\alpha}(\mathfrak{r})}\right), \quad \mathfrak{r} \geq \mathfrak{r}_{1} \tag{38}
\end{equation*}
$$

Then, we see that $\omega_{1}(\mathfrak{r})>0$ for $\mathfrak{r} \geq \mathfrak{r}_{1}$. Therefore, we have

$$
\omega_{1}^{\prime}(\mathfrak{r})=\frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})} \omega_{1}(\mathfrak{r})+\gamma(\mathfrak{r}) \frac{\left(h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}}{(\Phi(\mathfrak{r}))^{\alpha}}-\alpha \gamma(\mathfrak{r}) \frac{h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \Phi^{\prime}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha+1}}-\alpha \gamma(\mathfrak{r}) \frac{\eta_{2}^{\prime}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})}
$$

It follows from (1) that

$$
\omega_{1}^{\prime}(\mathfrak{r})=\frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})} \omega_{1}(\mathfrak{r})-q(\mathfrak{r}) \gamma(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha}} \frac{\Phi^{\alpha}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}-\alpha \gamma(\mathfrak{r}) \frac{h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \Phi^{\prime}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha+1}}-\alpha \gamma(\mathfrak{r}) \frac{\eta_{2}^{\prime}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})}
$$

From (37) and (38), we find

$$
\begin{aligned}
\omega_{1}^{\prime}(\mathfrak{r}) \leq & \frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})} \omega_{1}(\mathfrak{r})-q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha}} \frac{\Phi^{\alpha}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}-\alpha \gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r})\left(\frac{\omega_{1}(\mathfrak{r})}{\gamma(\mathfrak{r})}-\frac{1}{\eta_{2}^{\alpha}(\mathfrak{r})}\right)^{1+1 / \alpha} \\
& +\alpha \gamma(\mathfrak{r}) \frac{\eta_{1}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})}
\end{aligned}
$$

From Lemma 4, we obtain

$$
-\frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{(\Phi(\tau(\mathfrak{r})))^{\alpha}} \geq-\frac{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}{(\Phi(\mathfrak{r}))^{\alpha}}
$$

hence,

$$
\omega_{1}^{\prime}(\mathfrak{r}) \leq \frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})} \omega_{1}(\mathfrak{r})-\gamma(\mathfrak{r}) q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}+\alpha \gamma(\mathfrak{r}) \frac{\eta_{1}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})}-\alpha \gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r})\left(\frac{\omega_{1}(\mathfrak{r})}{\gamma(\mathfrak{r})}-\frac{1}{\eta_{2}^{\alpha}(\mathfrak{r})}\right)^{1+1 / \alpha}
$$

By using the inequality (13) with $A=\omega_{1}(\mathfrak{r}) / \gamma(\mathfrak{r})$ and $\rho=1 / \eta_{2}^{\alpha}(\mathfrak{r})$, we obtain

$$
\begin{aligned}
\omega_{1}^{\prime}(\mathfrak{r}) \leq & \frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})} \omega_{1}(\mathfrak{r})-\gamma(\mathfrak{r}) q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}+\alpha \gamma(\mathfrak{r}) \frac{\eta_{1}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})} \\
& -\alpha \gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r})\left\{\left(\frac{\omega_{1}(\mathfrak{r})}{\gamma(\mathfrak{r})}\right)^{1+1 / \alpha}-\frac{1}{\eta_{2}(\mathfrak{r})}\left((1+\alpha) \frac{\omega_{1}(\mathfrak{r})}{\gamma(\mathfrak{r})}-\frac{1}{\eta_{2}^{\alpha}(\mathfrak{r})}\right)\right\}
\end{aligned}
$$

hence,

$$
\begin{aligned}
\omega_{1}^{\prime}(\mathfrak{r}) \leq & \left(\frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})}+\frac{(1+\alpha) \eta_{1}(\mathfrak{r})}{\eta_{2}(\mathfrak{r})}\right) \omega_{1}(\mathfrak{r})-\gamma(\mathfrak{r}) q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}-\frac{\alpha \eta_{1}(\mathfrak{r})}{\gamma^{1 / \alpha}(\mathfrak{r})} \omega_{1}^{1+1 / \alpha}(\mathfrak{r}) \\
& -\frac{\gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})}+\frac{\alpha \gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})}
\end{aligned}
$$

Using the inequality (12) with $K=\gamma^{\prime}(\mathfrak{r}) / \gamma(\mathfrak{r})+(1+\alpha) \eta_{1}(\mathfrak{r}) / \eta_{2}(\mathfrak{r}), L=\alpha \eta_{1}(\mathfrak{r}) / \gamma^{1 / \alpha}(\mathfrak{r})$, and $v=\omega_{1}(\mathfrak{r})$, we obtain

$$
\begin{align*}
\omega_{1}^{\prime}(\mathfrak{r}) \leq & -\gamma(\mathfrak{r}) q(\mathfrak{r}) \frac{\eta_{2}^{\alpha \beta_{n}}(\tau(\mathfrak{r}))}{\eta_{2}^{\alpha \beta_{n}}(\mathfrak{r})}+(\alpha-1) \frac{\gamma(\mathfrak{r}) \eta_{1}(\mathfrak{r})}{\eta_{2}^{\alpha+1}(\mathfrak{r})} \\
& +\frac{\gamma(\mathfrak{r})}{(\alpha+1)^{(\alpha+1)} \eta_{1}^{\alpha}(\mathfrak{r})}\left(\frac{\gamma^{\prime}(\mathfrak{r})}{\gamma(\mathfrak{r})}+\frac{(1+\alpha) \eta_{1}(\mathfrak{r})}{\eta_{2}(\mathfrak{r})}\right)^{\alpha+1} \tag{39}
\end{align*}
$$

Integrating (39) from $\mathfrak{r}_{1}$ to $\mathfrak{r}$, we have

$$
\int_{\mathfrak{r}_{1}}^{\mathfrak{r}}\left[\psi(\jmath)-\frac{\gamma(\jmath)}{(\alpha+1)^{(\alpha+1)} \eta_{1}^{\alpha}(\mathfrak{r})}\left(\frac{\gamma^{\prime}(\jmath)}{\gamma(\jmath)}+\frac{(1+\alpha) \eta_{1}(\jmath)}{\eta_{2}(\jmath)}\right)^{\alpha+1}\right] \mathrm{d} \jmath \leq \omega_{1}\left(\mathfrak{r}_{1}\right)
$$

we obtain a contradiction with (35) by taking the lim sup on both sides of this inequality. The proof is now complete.

Theorem 8. Suppose that $\Phi \in C\left(\left(\mathfrak{r}_{o}, \infty\right),(0, \infty)\right)$ is a solution of (1). If the differential equation

$$
\begin{equation*}
\Phi^{\prime}(\mathfrak{r})+\frac{1}{\eta_{2}(\tau(\mathfrak{r}))}\left(\int_{\mathfrak{r}}^{\infty} \int_{\zeta}^{\infty} \frac{\eta_{2}(\tau(v))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v \mathrm{~d} \zeta\right) \Phi(\tau(\mathfrak{r}))=0 . \tag{40}
\end{equation*}
$$

is oscillatory, then ${ }_{3}^{+}=\varnothing$.
Proof. Assume that $\Phi \in^{+}$and satisfies case (3). From (1) and integrating from $\mathfrak{r}_{1}$ to $\mathfrak{r}$, we obtain

$$
\begin{equation*}
h(\mathfrak{r})\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha} \leq-\Phi^{\alpha}(\tau(\mathfrak{r})) \int_{\mathfrak{r}_{1}}^{\mathfrak{r}} q(\jmath) \mathrm{d} \jmath . \tag{41}
\end{equation*}
$$

As in the proof of Lemma 3, we obtain that (19), (21), and (23) hold. Now, integrating (41) from $\mathfrak{r}$ to $\infty$ and using (23), we obtain

$$
-\Phi^{\prime \prime}(\mathfrak{r}) \leq-\int_{\mathfrak{r}}^{\infty} \frac{\Phi(\tau(v))}{\eta_{2}(\tau(\mathfrak{r}))} \frac{\eta_{2}(\tau(\mathfrak{r}))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v
$$

From Lemma 3, note that $\Phi(\mathfrak{r}) / \eta_{2}(\mathfrak{r})$ is nondecreasing and yields

$$
\begin{equation*}
-\Phi^{\prime \prime}(\mathfrak{r}) \leq-\frac{\Phi(\tau(\mathfrak{r}))}{\eta_{2}(\tau(\mathfrak{r}))} \int_{\mathfrak{r}}^{\infty} \frac{\eta_{2}(\tau(\mathfrak{r}))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d}_{\jmath}\right)^{1 / \alpha} \mathrm{d} v . \tag{42}
\end{equation*}
$$

Integrating (42) from $\mathfrak{r}$ to $\infty$, we find

$$
\begin{aligned}
\Phi^{\prime}(\mathfrak{r}) & \leq-\int_{\mathfrak{r}}^{\infty} \frac{\Phi(\tau(\zeta))}{\eta_{2}(\tau(\zeta))} \int_{\zeta}^{\infty} \frac{\eta_{2}(\tau(\mathfrak{r}))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v \mathrm{~d} \zeta \\
& \leq-\frac{\Phi(\tau(\mathfrak{r}))}{\eta_{2}(\tau(\mathfrak{r}))} \int_{\mathfrak{r}}^{\infty} \int_{\zeta}^{\infty} \frac{\eta_{2}(\tau(v))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v \mathrm{~d} \zeta .
\end{aligned}
$$

As a result, it is clear that $\Phi$ is a positive solution to the first-order delay differential inequality

$$
\Phi^{\prime}(\mathfrak{r})+\frac{1}{\eta_{2}(\tau(\mathfrak{r}))}\left(\int_{\mathfrak{r}}^{\infty} \int_{\zeta}^{\infty} \frac{\eta_{2}(\tau(v))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v \mathrm{~d} \zeta\right) \Phi(\tau(\mathfrak{r})) \leq 0 .
$$

According to [20], Equation (40) also has a solution that is positive, creating a contradiction. The proof is now complete.

Corollary 1. Assume that $\Phi \in C\left(\left(\mathfrak{r}_{0}, \infty\right),(0, \infty)\right)$ is a solution of (1). If

$$
\begin{equation*}
\liminf _{\mathfrak{r} \rightarrow \infty} \int_{\tau(\mathfrak{r})}^{\mathfrak{r}} \frac{1}{\eta_{2}(\tau(\xi))}\left(\int_{\xi}^{\infty} \int_{\zeta}^{\infty} \frac{\eta_{2}(\tau(v))}{h^{1 / \alpha}(v)}\left(\int_{\mathfrak{r}_{1}}^{v} q(\jmath) \mathrm{d} \jmath\right)^{1 / \alpha} \mathrm{d} v \mathrm{~d} \zeta\right) \mathrm{d} \xi>\frac{1}{\mathrm{e}^{\prime}} \tag{43}
\end{equation*}
$$

then ${ }_{3}^{+}=\varnothing$.
Proof. We remark that (43) ensures the oscillation of (40) using [20]. The proof is now complete.

## 4. Application in Oscillation Theory

The criteria for oscillation depend on finding conditions that exclude each case of the derivatives of the solution separately. In many cases, we note that the most influential condition in the test of oscillation of the equation is the condition of excluding decreasing solutions. Therefore, improving the conditions for excluding decreasing solutions necessarily affects the improvement of oscillation criteria. In this section, we will set the criteria for testing oscillation for (1) to combine conditions known in the literature that exclude cases (1) and (2) of the derivatives of the solution with the new conditions in the previous section that exclude the existence of solutions that fulfill case (3).

In the next theorems, the proof of the case where (1) or (2) holds is the same as that of [16] (Theorem 2.1, Theorem 2.2). Moreover, either conditions (29) or (35), or (43), excludes case (3).

Theorem 9. Assume that (29) holds. If (8) and (10) hold for some $\lambda_{1} \in(0,1)$, then (1) oscillates.
Theorem 10. Assume that (35) holds. If (8) and (10) hold for some $\lambda_{1} \in(0,1)$, then (1) oscillates.
Theorem 11. Assume that (43) holds. If (8) and (10) hold for some $\lambda_{1} \in(0,1)$, then (1) oscillates.
Example 1. We consider

$$
\begin{equation*}
\left(\mathrm{e}^{\alpha \mathfrak{r}}\left(\Phi^{\prime \prime \prime}(\mathfrak{r})\right)^{\alpha}\right)^{\prime}+q_{o} \mathrm{e}^{\alpha \mathfrak{r}} \Phi^{\alpha}(\mathfrak{r}-\arcsin (\sqrt{10} / 10))=0 \tag{44}
\end{equation*}
$$

where $h(\mathfrak{r})=\mathrm{e}^{\alpha \mathfrak{r}}, q(\mathfrak{r})=q_{o} \mathrm{e}^{\alpha \mathfrak{r}}, \tau(\mathfrak{r})=\mathfrak{r}-\arcsin (\sqrt{10} / 10)$ and $\eta(\mathfrak{r})=\mathrm{e}^{-\mathfrak{r}}$. Note that

$$
\begin{aligned}
H(\mathfrak{r}) & =\int_{\mathfrak{r}}^{\infty}(\jmath-\mathfrak{r}) \mathrm{e}^{-\jmath} \mathrm{d} \jmath \\
& =\mathrm{e}^{-\mathfrak{r}}
\end{aligned}
$$

If we choose $\gamma(\mathfrak{r})=\mathrm{e}^{-\alpha \mathrm{r}}$, then we see that

$$
\eta_{1}(\mathfrak{r})=\mathrm{e}^{-\mathfrak{r}}, \eta_{2}(\mathfrak{r})=\mathrm{e}^{-\mathfrak{r}} \text { and } \eta_{2}(\tau(\mathfrak{r}))=\mathrm{e}^{-(\mathrm{r}-\arcsin (\sqrt{10} / 10))} .
$$

It is easy to verify that

$$
\ell_{0}=\frac{\mathrm{e}^{\sqrt{q_{0} / \alpha} \arcsin (\sqrt{10} / 10)}}{\sqrt{1-\sqrt{\sqrt{q_{0} / \alpha}}}}, \mu_{*}=\frac{\mathrm{e}^{-(\mathfrak{r}-\arcsin (\sqrt{10} / 10))}}{\mathrm{e}^{-\mathrm{r}}}=\mathrm{e}^{\arcsin (\sqrt{10} / 10)}
$$

$n=0, \beta_{*}=q_{0} / \alpha$, and $\beta_{o}=\sqrt{q_{0} / \alpha}$.
By using Theorem 9, we find conditions (8) and (10) are satisfied and the condition (29) holds if

$$
\begin{equation*}
q_{0}>\frac{(\alpha)^{\alpha+1}}{(\alpha+1)^{\alpha+1} \mathrm{e}^{\alpha} \sqrt{q_{0} / \alpha} \arcsin (\sqrt{10} / 10)} \tag{45}
\end{equation*}
$$

Therefore, Equation (44) is oscillatory if (45) holds. Additionally, by using Theorem 10, we find that condition (35) is satisfied if

$$
\begin{equation*}
q_{0}>\frac{1}{\mathrm{e}^{\alpha \sqrt{q_{0} / \alpha} \arcsin (\sqrt{10} / 10)}}\left(\frac{1}{(\alpha+1)^{\alpha+1}}-(1-\alpha)\right) . \tag{46}
\end{equation*}
$$

Therefore, Equation (44) is oscillatory if (46) holds. Now, by using Theorem 2 and Theorem 5, Equation (44) is oscillatory if

$$
\begin{equation*}
q_{0}>\frac{(\alpha)^{\alpha+1}}{(\alpha+1)^{\alpha+1}} \tag{47}
\end{equation*}
$$

Figure 1 illustrates the efficiency of conditions (45)-(47) in studying the oscillation of solutions of (44).

Remark 2. To the best of our knowledge, the known related sharp criterion for (44) based on Example 1 gives

$$
\begin{equation*}
q_{0}>\left(\frac{\alpha}{\alpha+1}\right)^{\alpha+1} \tag{48}
\end{equation*}
$$

Note firstly that our criteria (45) and (46) essentially take into account the influence of the delay argument $\tau(\mathfrak{r})$, which has been neglected in all previous results of fourth-order equations.

Secondly, in the case where $\alpha=1$, we get the results in Table 1. Therefore, we note that conditions (45) and (46) support the most efficient and sharp criterion for oscillation of Equation (44).

Table 1. Comparison of the different oscillation criteria of (44) with $\alpha=1$.

| Condition | $(45)$ | $(46)$ | $(48)$ |
| :---: | :---: | :---: | :---: |
| Criterion | $q_{0}>0.215$ | $q_{0}>0.215$ | $q_{0}>0.250$ |



Figure 1. Regions for which conditions (45)-(47) are satisfied.

## 5. Conclusions

The study of oscillations for delay differential equations always begins with the classification of positive solutions based on the sign of their derivatives. The oscillation criteria depend on the conditions that exclude each case of the positive solutions. In many cases, the exclusion of decreasing solutions is the condition that has the most effect on the test for the oscillation of the equation. Therefore, improving the criteria for oscillation must obviously have an effect on improving the conditions for excluding decreasing solutions. In this work, we study the asymptotic properties of solutions to the fourth-order delay differential equation with the non-canonical operator. We have created new properties that help us
have more effective terms in the oscillation of the Equation (1). We use the comparison theorem and more than one compensation for Riccatti to obtain criteria that guarantee the exclusion of decreasing solutions. After that, by combining well-known results with the results of Section 3, we set new criteria for the oscillation of the studied equation. Finally, we gave an example to illustrate the novelty and importance of our results. An open question is whether the neutral delay equation can be studied with the same technique used in this research.
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#### Abstract

To resolve several challenging applications in many scientific domains, general formulas of improper integrals are provided and established for use in this article. The suggested theorems can be considered generators for new improper integrals with precise solutions, without requiring complex computations. New criteria for handling improper integrals are illustrated in tables to simplify the usage and the applications of the obtained outcomes. The results of this research are compared with those obtained by I.S. Gradshteyn and I.M. Ryzhik in the classical table of integrations. Some well-known theorems on improper integrals are considered to be simple cases in the context of our work. Some applications related to finding Green's function, one-dimensional vibrating string problems, wave motion in elastic solids, and computing Fourier transforms are presented.
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## 1. Introduction

Numerous studies on the topic of improper integrals have been published in recent years in a variety of scientific disciplines, including physics and engineering [1-7]. Due to this, mathematicians have been particularly interested in finding new theorems and methods to solve these integrals. Particularly in engineering, applied mathematical physics, electrical engineering, and other fields, it is sometimes necessary to handle erroneous integrals in computations or when describing models [8-16]. While some of these integrations can be handled easily, others require complex calculations. Many of these integrals require computer software to be solved as they cannot be calculated so manually. Additionally, numerical techniques may be employed to resolve some incorrect integrals that the aforementioned techniques are unable to resolve [17-23].

The process of evaluating improper integrals is not usually based on certain rules or techniques that can be applied directly. Many methods and techniques were established and introduced by mathematicians and physicists to present a closed form for indefinite integrals, the technique of double integrals, series methods, residue theorems, calculus under the integral sign, and other methods that are used to solve improper complex integrals exactly or approximately [24-31].

The residue theorem was first established by A.L. Cauchy in 1826, which is considered a powerful theorem in complex analysis. However, the applications that can be calculated using the residue theorem to compute integrals on real numbers require many precise constraints that should be satisfied in order to solve the integrals, including finding appropriate closed contours and also determining the poles. Another challenge in the process of applying the residue theorem is the difficulty and efforts in finding solutions for some integrations.

According to his published memoirs, Cauchy developed powerful formulas in mathematics using the residue theorem [4]. Researchers consider these formulas essential in treating and solving improper integrals. However, these results are considered simple cases
when compared to the results that we present in this article. In addition, we show that the proposed theorems and results in this research are not based on the residue theorem.

One significant accomplishment in the sphere of definite and indefinite integrals is found in the master theorem of Ramanujan, which presents new expressions concerning the Milline transform of any continuous function in terms of the analytic Taylor series, and others [32-39]. It was implemented by Ramanujan and other researchers as a powerful tool in calculating definite and indefinite integrals and also in computing infinite series. The obtained results are as applicable and effective as Ramanujan's master theorem in handling and generating new formulas of integrals with direct solutions.

In this study, we introduce new theorems to simplify the procedure of computing improper integrals by presenting new theorems with proofs. Each theorem can generate many improper integral formulas that cannot be solved by usual techniques or would need a large amount of effort and time spent in order to be solved. The motivation of this work is to generate as many improper integrals and their values as possible to be used in different problems. The obtained results can be implemented to construct new tables of integrations so that researchers can use them in calculations and to check the accuracy of their answers while discovering new methods.

The main purpose of this work is to introduce simple new techniques to help researchers, mathematicians, engineers, physicists, etc., to solve some difficult improper integrals that cannot be treated or solved easily (and which require several theorems and a large amount of effort to solve). This goal is achieved by introducing some master theorems that can be implemented in order to solve difficult applications. The outcomes can be generalized and introduced in tables to obtain and to use the results of some improper integrals directly.

We organize this article as follows: In Section 2, we introduce some illustrative preliminaries; then, facts concerning analytic functions, master theorems, and results are presented in Section 3. Mathematical remarks and several applications are presented in Section 4. Finally, the conclusion of our research is presented in Section 5.

## 2. Preliminaries

In this section, some basic definitions and theorems related to our work are presented and illustrated for later use.

### 2.1. Basic Definitions and Lemmas

Definition 1 ([7]). Suppose that a function $f$ is analytic in a domain $\Omega \subseteq \mathbb{C}$, where $\mathbb{C}$ is the complex plane. Consider a disc $D \subseteq \Omega$ centered at $z_{0}$; then, the function $f$ can be expressed in the following series expansion:

$$
f(z)=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n}
$$

where $a_{n}$ is the coefficients of the series.
Definition 2 ([8]). Assume that $f$ is an analytic function; then, Taylor series expansion at any point $x_{0}$ of $f$ in its domain is given by

$$
T(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n}
$$

which converges to $f$ in a neighborhood of $x_{0}$ point wisely.

### 2.2. Basic Formulas of Series and Improper Integrals

In this section, we introduce some series and improper integrals that are needed in our work.

Lemma 1. The following factorization formula holds for $n \in \mathbb{N}$, as follows

$$
\begin{gather*}
\frac{1}{\left(x^{2}+1^{2}\right)\left(x^{2}+3^{2}\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)} \\
=\frac{(-1)^{n}}{4^{n}(2 n+1)!} \sum_{k=0}^{n}(-1)^{k}\binom{2 n+1}{k} \frac{2 n+1-2 k}{(2 n+1-2 k)^{2}+x^{2}} \tag{1}
\end{gather*}
$$

Proof. To prove Equation (1), we define an integral whose solution can be expressed by two different forms: the left side of Equation (1) and the right side of the equation.

Let

$$
\begin{equation*}
I=\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x \tag{2}
\end{equation*}
$$

where $p>0, a \in \mathbb{N}$.
Taking the indefinite integral:

$$
\begin{equation*}
J=p^{2} \int e^{-p x}(\sin x)^{2 a+1} d x \tag{3}
\end{equation*}
$$

Applying integration by parts on Equation (3) twice, we obtain a reduction formula as follows:

$$
\begin{gather*}
J=-p e^{-p x}(\sin x)^{2 a+1}-(2 a+1) e^{-p x} \sin ^{2 a} x \cos x \\
+(2 a+1) \int e^{-p x}\left[2 a\left((\sin x)^{2 a-1}-(\sin x)^{2 a+1}\right)-(\sin x)^{2 a+1}\right] d x \tag{4}
\end{gather*}
$$

Taking the limit of the integrals in Equation (4) from 0 to $\infty$, we obtain:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x=\frac{(2 a+1)(2 a)}{p^{2}+(2 a+1)^{2}} \int_{0}^{\infty} e^{-p x}(\sin x)^{2 a-1} d x \tag{5}
\end{equation*}
$$

Applying Equation (5) (a-1) times to the integral $\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a-1} d x$, we obtain:

$$
\begin{gather*}
\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x  \tag{6}\\
=\frac{(2 a+1)(2 a)(2 a-1)(2 a-2) \ldots(3)(2)}{\left((2 a+1)^{2}+p^{2}\right)\left((2 a-1)^{2}+p^{2}\right) \ldots\left(3+p^{2}\right)} \int_{0}^{\infty} e^{-p x} \sin x d x
\end{gather*}
$$

The integral $\int_{0}^{\infty} e^{-p x} \sin x d x$ can be calculated easily using twice integration by parts to obtain:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-p x} \sin x d x=\frac{1}{1+p^{2}} \tag{7}
\end{equation*}
$$

Substituting the fact in Equation (7) into Equation (6), we obtain:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x=\frac{(2 a+1)!}{\left((2 a+1)^{2}+p^{2}\right)\left((2 a-1)^{2}+p^{2}\right) \ldots\left(3+p^{2}\right)\left(1+p^{2}\right)} \tag{8}
\end{equation*}
$$

Therefore, the left side of Equation (1) is obtained.
Now, we express the solution of Equation (2) in another form, that is, to obtain the right side of Equation (1), as follows:

Using the power trigonometric formula deduced using De Moivre's formula, Euler's formula, and the binomial theorem [10] (p. 31)

$$
\begin{equation*}
(\sin (x))^{2 a+1}=\frac{(-1)^{a}}{4^{a}} \sum_{k=0}^{a}(-1)^{k}\binom{2 a+1}{k} \sin [(2 a+1-2 k) x] . \tag{9}
\end{equation*}
$$

Substituting Equation (9) into Equation (2), we obtain:
$\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x=\int_{0}^{\infty} e^{-p x} \frac{(-1)^{a}}{4^{a}} \sum_{k=0}^{a}(-1)^{k}\binom{2 a+1}{k} \sin [(2 a+1-2 k) x] d x$
Therefore, by changing the order of the integral and the sum in Equation (10), we obtain:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x=\frac{(-1)^{a}}{4^{a}} \sum_{k=0}^{a}(-1)^{k}\binom{2 a+1}{k} \int_{0}^{\infty} e^{-p x} \sin [(2 a+1-2 k) x] d x \tag{11}
\end{equation*}
$$

To evaluate the integral $\int_{0}^{\infty} e^{-p x} \sin [(2 a+1-2 k) x] d x$, we apply twice integration by parts to obtain:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-p x} \sin [(2 a+1-2 k) x] d x=\frac{2 a+1-2 k}{(2 a+1-2 k)^{2}+p^{2}} \tag{12}
\end{equation*}
$$

Substituting the result in Equation (12) into Equation (11), we obtain:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a+1} d x=\frac{(-1)^{a}}{4^{a}} \sum_{k=0}^{a}(-1)^{k}\binom{2 a+1}{k} \frac{2 a+1-2 k}{(2 a+1-2 k)^{2}+p^{2}} \tag{13}
\end{equation*}
$$

Therefore, the right side of Equation (1) is obtained.
Then, equating Equation (13) with Equation (8); this, thus, completes the proof of Equation (21).

Lemma 2. The following factorization holds for $n \in \mathbb{N}$ as,

$$
\begin{gather*}
\frac{1}{x\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right) \ldots\left(x^{2}+4 n^{2}\right)}= \\
\frac{1}{2^{2 n}(2 n)!}\left(\frac{1}{x}\binom{2 n}{n}+2 \sum_{k=0}^{n-1}(-1)^{n+k}\binom{2 n}{k} \frac{x}{(2 n-2 k)^{2}+x^{2}}\right) . \tag{14}
\end{gather*}
$$

Proof. The proof is obtained by repeating the same process in proving Lemma (1), but by using the integral $\int_{0}^{\infty} e^{-p x}(\sin x)^{2 a} d x$, where $p>0$ and $a \in \mathbb{N}$.

Lemma 3. The following factorization formula holds for $n=0,1, \cdots$, and $m=1,2, \cdots$, as follows:

$$
\begin{align*}
& \frac{1}{\left[\left(x^{2}+1^{2}\right)\left(x^{2}+3^{2}\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right]\left[x\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right) \ldots\left(x^{2}+4 m^{2}\right)\right]} \\
& =\frac{(-1)^{n}}{\left(2^{2 m+2 n}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \frac{2 n+1-2 s}{x\left((2 n+1-2 s)^{2}+x^{2}\right)}  \tag{15}\\
& +\frac{(-1)^{n}}{2^{2 m+2 n-1}(2 m)!(2 n+1)!}\left(\sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s} \frac{x(2 n+1-2 s)}{\left((2 m-2 k)^{2}+x^{2}\right)\left((2 n+1-2 s)^{2}+x^{2}\right)}\right)
\end{align*}
$$

Proof. This is a direct result obtained by multiplying Equation (1) by Equation (14).
Lemma 4. The following formulas of improper integrals are created using Lemmas (1-3):

$$
\begin{align*}
& \int_{0}^{\infty} \frac{\cos (\theta x)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n+1}} \sum_{k=0}^{n}(-1)^{k}\binom{2 n+1}{k} e^{\theta(2 k-2 n-1)}  \tag{16}\\
& \quad \text { for } \theta \geq 0, n=0,1, \cdots
\end{align*}
$$

Proof. The formula is obtained by multiplying both sides of Equation (1) by $\cos (\theta x)$, then integrating both sides from 0 to $\infty$, and using the well-known fact:

$$
\int_{0}^{\infty} \frac{\cos (\theta x)}{a^{2}+x^{2}} d x=\frac{\pi}{2 a} e^{-a \theta}
$$

where $a$ and $\theta>0$.

$$
\begin{align*}
& \int_{0}^{\infty} \frac{x \sin (\theta x)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n+1}} \sum_{k=0}^{n}(-1)^{k}\binom{2 n+1}{k}(2 n-2 k+1) e^{\theta(2 k-2 n-1)}  \tag{17}\\
& \text { for } \theta>0, n=0,1, \cdots
\end{align*}
$$

Proof. The formula is obtained by differentiating both sides of Equation (16) with respect to $\theta$.

$$
\begin{align*}
& \int_{0}^{\infty} \frac{\sin (\theta x)}{x\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n)!} \frac{\pi}{2^{2 n+1}}\left((-1)^{n}\binom{2 n}{n}+2 \sum_{k=0}^{n-1}(-1)^{k}\binom{2 n}{k} e^{2 \theta(k-n)}\right),  \tag{18}\\
& \text { for } \theta>0, n=1,2, \cdots .
\end{align*}
$$

Proof. The formula is obtained by multiplying both sides of Equation (14) by $\sin (\theta x)$, then integrating both sides from 0 to $\infty$, and using the well-known fact:

$$
\int_{0}^{\infty} \frac{\sin (\theta x)}{x\left(a^{2}+x^{2}\right)} d x=\frac{\pi}{2 a^{2}}\left(1-e^{-a \theta}\right)
$$

where $\theta$ and $a>0$

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cos (\theta x)}{\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n} \pi 2^{1-2 n}}{(2 n)!} \sum_{k=0}^{n-1}(-1)^{k}\binom{2 n}{k}(k-n) e^{2 \theta(k-n)} \tag{19}
\end{equation*}
$$

Proof. The formula is obtained by differentiating both sides of Equation (18) with respect to $\theta$.

Lemma 5 . Let $\theta>0$ and $n=0,1, \cdots, m=1,2, \cdots$. Then, we have the following improper integrals:

$$
\begin{gather*}
\int_{0}^{\infty} \frac{\sin (\theta x)}{\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)\right)\left(x\left(x^{2}+4\right)\left(x^{2}+16\right) \cdots\left(x^{2}+4 m^{2}\right)\right)} d x \\
=\frac{(-1)^{n} \pi}{\left(2^{2 m+2 n+1}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \frac{1-e^{-\theta(2 n+1-2 s)}}{(2 n+1-2 s)}  \tag{20}\\
+\frac{(-1)^{n} \pi}{2^{2 m+2 n}(2 m)!(2 n+1)!} \sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s} \\
\frac{(2 n+1-2 s)\left(e^{-\theta(2 n+1-2 s)}-e^{-\theta(2 m-2 k)}\right)}{(2 m-2 k)^{2}-(2 n+1-2 s)^{2}} .
\end{gather*}
$$

Proof. The formula is obtained by multiplying both sides of Equation (15) by $\sin (\theta x)$, then integrating both sides from 0 to $\infty$, and using the well-known facts:

$$
\int_{0}^{\infty} \frac{\sin (\theta x)}{x\left(a^{2}+x^{2}\right)} d x=\frac{\pi}{2 a^{2}}\left(1-e^{-a \theta}\right)
$$

and

$$
\int_{0}^{\infty} \frac{x \sin (\theta x)}{a^{2}+x^{2}} d x=\frac{\pi}{2} e^{-a \theta}
$$

where $\theta$ and $a>0$

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{\cos (\theta x)}{\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right)\left(\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+4 m^{2}\right)\right)} d x \\
& =\frac{(-1)^{n} \pi}{\left(2^{2 m+2 n+1}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} e^{-\theta(2 n+1-2 s)}+\frac{(-1)^{n} \pi}{2^{2 m+2 n}(2 m)!(2 n+1)!} \\
& \sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s} \frac{(2 n+1-2 s)\left((2 m-2 k) e^{-\theta(2 m-2 k)}-(2 n+1-2 s) e^{-\theta(2 n+1-2 s)}\right)}{(2 m-2 k)^{2}-(2 n+1-2 s)^{2}}
\end{aligned}
$$

Proof. The formula can be obtained by differentiating both sides of Equation (20) with respect to $\theta$.

## 3. New Master Theorems

In this part, we present new theorems to help mathematicians, engineers, and physicists solve complicated improper integrals. To obtain our objective, we introduce some facts concerning analytic functions [7,9,12].

Assuming that $f$ is an analytic function in a disc $D$ centered at $\alpha$, then using Taylor's expansion, where $\alpha, \beta$ and $\theta$ are real constants, we have

$$
\begin{equation*}
f(z)=\sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha)}{k!}(z-\alpha)^{k} \tag{21}
\end{equation*}
$$

substituting $z=\alpha+\beta e^{i \theta x}$ into $f(z)$, where $\beta$ is not completely arbitrary, since it must be smaller than the radius of $D$, we obtain

$$
\begin{equation*}
f\left(\alpha+\beta e^{i \theta x}\right)=\sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha)}{k!} \beta^{k} e^{i \theta k x}, x \in \mathbb{R} \tag{22}
\end{equation*}
$$

Using the formulas

$$
e^{i \theta x}+e^{-i \theta x}=2 \cos (\theta x), e^{i \theta x}-e^{-i \theta x}=2 i \sin (\theta x),
$$

one can obtain

$$
\begin{align*}
\frac{1}{2}\left(f\left(\alpha+\beta e^{i \theta x}\right)\right. & \left.+f\left(\alpha+\beta e^{-i \theta x}\right)\right)=\frac{1}{2} \sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha)}{k!} \beta^{k}\left(e^{i \theta k x}+e^{-i \theta k x}\right) \\
= & \sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha)}{k!} \beta^{k} \cos (k \theta x)  \tag{23}\\
= & f(\alpha)+f^{\prime}(\alpha) \beta \cos (\theta x)+\frac{f^{\prime \prime}(\alpha)}{2!} \beta^{2} \cos (2 \theta x)+\ldots
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \frac{1}{2 i}\left(f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)\right)=\frac{1}{2} \sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha)}{k!} \beta^{k}\left(e^{i \theta k x}-e^{-i \theta k x}\right) \\
& =f^{\prime}(\alpha) \beta \sin (\theta x)+\frac{f^{\prime \prime}(\alpha)}{2!} \beta^{2} \sin (2 \theta x)+\ldots  \tag{24}\\
& =\sum_{k=1}^{\infty} \frac{f^{(k)}(\alpha)}{k!} \beta^{k} \sin (k \theta x)
\end{align*}
$$

Next, the parameters in Equations (23) and (24) can be modified in the following lemma.

Lemma 3. Assume that $g(\alpha+z)$ is an analytic function that has following series expansion:

$$
\begin{equation*}
g(\alpha+z)=\sum_{k=0}^{\infty} M_{k} e^{-k z} \tag{25}
\end{equation*}
$$

whether $z$ be real or imaginary, and $\sum_{k=0}^{\infty} M_{k}$ is absolutely convergent. Then

$$
\begin{equation*}
\frac{1}{2}(g(\alpha-i \theta x)+g(\alpha+i \theta x))=\frac{1}{2} \sum_{k=0}^{\infty} M_{k}\left(e^{i k \theta x}+e^{-i k \theta x}\right)=\sum_{k=0}^{\infty} M_{k} \cos (k \theta x) \tag{26}
\end{equation*}
$$

and,

$$
\begin{equation*}
\frac{1}{2 i}(g(\alpha-i \theta x)-g(\alpha+i \theta x))=\frac{1}{2 i} \sum_{k=1}^{\infty} M_{k}\left(e^{i k \theta x}-e^{-i k \theta x}\right)=\sum_{k=1}^{\infty} M_{k} \sin (k \theta x) \tag{27}
\end{equation*}
$$

where $\theta>0, \alpha \in \mathbb{R}$, and $x$ is any real number.
The next part of this section includes the new master theorems that we establish. Moreover, we mention here that Cauchy's results in [3] are identical to our results with special choices of the parameters, as will be discussed later.

Theorem 1. Let $f$ be an analytic function in a disc $D$ centered at $\alpha$, where $\alpha \in \mathbb{R}$. Then, we have the following improper integral formula:

$$
\begin{align*}
& \int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x  \tag{28}\\
& \quad=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} f\left(\alpha+\beta e^{\theta(2 s-2 n-1)}\right)
\end{align*}
$$

where $\theta \geq 0$ and $n=0,1,2, \cdots$.
Proof. Let

$$
\begin{equation*}
I=\int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \tag{29}
\end{equation*}
$$

Now, since $f$ is an analytic function around $\alpha$, substituting the fact in Equation (23) into Equation (29), we obtain

$$
\begin{equation*}
I=\int_{0}^{\infty} \frac{2 \sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!} \cos (k \theta x)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \tag{30}
\end{equation*}
$$

Fubini's theorem implies changing the order of the summation and the improper integral to obtain

$$
\begin{equation*}
I=2 \sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!} \int_{0}^{\infty} \frac{\cos (k \theta x)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \tag{31}
\end{equation*}
$$

The fact in Equation (1) implies that Equation (31) becomes

$$
\begin{equation*}
I=2 \sum_{k=0}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!} \frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n+1}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} e^{k \theta(2 s-2 n-1)} \tag{32}
\end{equation*}
$$

The result comes directly, by comparing the definition of the function $g$ in Equation (25) with the definition of the function $f$ in Equation (22), to obtain

$$
I=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} f\left(\alpha+\beta e^{\theta(2 s-2 n-1)}\right)
$$

Theorem 2. Let $f$ be an analytic function in a disc $D$ centered at $\alpha$, where $\alpha \in \mathbb{R}$. Then, we have the following improper integral formula:

$$
\begin{align*}
& \int_{0}^{\infty} \frac{x\left(f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)\right)}{i\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s}(2 n-2 s  \tag{33}\\
& \quad+1)\left(f\left(\alpha+\beta e^{\theta(2 s-2 n-1)}\right)-f(\alpha)\right)
\end{align*}
$$

where $\theta>0$ and $n=0,1,2, \cdots$.

## Proof. Let

$$
\begin{equation*}
I=\int_{0}^{\infty} \frac{x\left(f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)\right)}{i\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)} d x \tag{34}
\end{equation*}
$$

Now, since $f$ is an analytic function around $\alpha$ and substituting the fact in Equation (24) into Equation (34), we obtain

$$
\begin{equation*}
I=2 \sum_{k=1}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!} \int_{0}^{\infty} \frac{x(\sin (k \theta x))}{\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)} d x \tag{35}
\end{equation*}
$$

Substituting the fact in Equation (2) into Equation (35), we obtain

$$
\begin{equation*}
I=2 \sum_{k=1}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!} \frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n+1}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s}(2 n-2 s+1) e^{\theta k(2 s-2 n-1)} \tag{36}
\end{equation*}
$$

The fact in Equation (22) implies that Equation (36) becomes

$$
I=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s}(2 n-2 s+1)\left(f\left(\alpha+\beta e^{\theta(2 s-2 n-1)}\right)-f(\alpha)\right)
$$

Hence, this completes the proof.
We should point out that $f(\alpha)$ appears in Equation (33) because the lower index of the infinite summation started from $k=1$ and not from $k=0$, as is the case in Equation (29). Thus, when we want to express the answer in terms of the original function $f$, we add and subtract $f(\alpha)$ to obtain our result.

Theorem 3. Let $f$ be an analytic function in a discD centered at $\alpha$, wherex $\in \mathbb{R}$. Then, we have the following improper integral formula:

$$
\begin{gather*}
\int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)}{i x\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n}}{(2 n)!} \frac{\pi}{2^{2 n}}\left((-1)^{n}\binom{2 n}{n} \psi+2 \sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s} \phi(s)\right)  \tag{37}\\
\text { where } \theta>0, n=1,2, \cdots, \psi=f(\alpha+\beta)-f(\alpha) \text { and } \phi(s)=f\left(\alpha+\beta e^{2 \theta(s-n)}\right)-f(\alpha) .
\end{gather*}
$$

Proof. The proof of Theorem 3 can be obtained by similar arguments to Theorem 2 and using the fact (3) in Lemma 1.

Theorem 4. Let $f$ be an analytic function in a disc $D$ centered at $\alpha \in \mathbb{R}$. Then, we have the following improper integral formula:

$$
\begin{equation*}
\int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)}{\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n} \pi 2^{2-2 n}}{(2 n)!} \sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s}(s-n) f\left(\alpha+\beta e^{2 \theta(s-n)}\right) \tag{38}
\end{equation*}
$$

where $\theta \geq 0, n=1,2, \cdots$.
Proof. The proof of Theorem 4 can be obtained by similar arguments to Theorem 1 and using the fact (4) in Lemma 1.

Theorem 5. Letf be an analytic function in a disc $D$ centered at $\alpha$, where $\alpha \in \mathbb{R}$. Then, we have the following improper integral formula:

$$
\begin{align*}
& \int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)}{i\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right)\left(x\left(x^{2}+4\right)\left(x^{2}+16\right) \cdots\left(x^{2}+4 m^{2}\right)\right)} d x \\
& =\frac{(-1)^{n} \pi}{\left(22^{2 m+2 n}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \frac{(\varphi-\psi(s))}{(2 n+1-2 s)}  \tag{39}\\
& +\frac{(-1)^{n} \pi}{2^{2 m+2 n-1}(2 m)!(2 n+1)!}\left(\sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s}(2 n+1\right. \\
& \left.-2 s) \frac{(\psi(s)-\phi(k))}{\left((2 m-2 k)^{2}-(2 n+1-2 s)^{2}\right)}\right),
\end{align*}
$$

where $\theta>0, n=0,1,2, \cdots, m=1,2, \cdots, \psi(s)=f\left(\alpha+\beta e^{-\theta(2 n+1-2 s)}\right), \phi(k)=$ $f\left(\alpha+\beta e^{-\theta(2 m-2 k)}\right)$, and $\varphi=f(\alpha+\beta)$.

## Proof. Let

$$
\begin{equation*}
I=\int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)}{i\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right)\left(x\left(x^{2}+4\right)\left(x^{2}+16\right) \cdots\left(x^{2}+4 m^{2}\right)\right)} d x \tag{40}
\end{equation*}
$$

Now, since $f$ is an analytic function around $\alpha$ and substituting the fact in Equation (24) into Equation (40), we obtain

$$
\begin{equation*}
I=2 \sum_{k=1}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!} \int_{0}^{\infty} \frac{\sin (\theta k x)}{\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right)\left(x\left(x^{2}+4\right)\left(x^{2}+16\right) \cdots\left(x^{2}+4 m^{2}\right)\right)} d x \tag{41}
\end{equation*}
$$

Substituting the fact in Equation (9) into Equation (41), we obtain

$$
\begin{equation*}
I=2 \sum_{k=1}^{\infty} \frac{f^{(k)}(\alpha) \beta^{k}}{k!}(A+B) \tag{42}
\end{equation*}
$$

where

$$
A=\frac{(-1)^{n} \pi}{\left(2^{2 m+2 n+1}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \frac{1-e^{-\theta k(2 n+1-2 s)}}{(2 n+1-2 s)}
$$

$$
B=\frac{(-1)^{n} \pi}{2^{2 m+2 n}(2 m)!(2 n+1)!}\left(\sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s}(2 n+1-2 s) \frac{e^{-\theta k(2 n+1-2 s)}-e^{-\theta k(2 m-2 k)}}{(2 m-2 k)^{2}-(2 n+1-2 s)^{2}}\right) .
$$

The fact in Equation (22) implies that Equation (42) becomes

$$
\begin{aligned}
& I \\
& =\frac{(-1)^{n} \pi}{\left(2^{2 m+2 n}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \frac{\varphi-\psi(s)}{2 n+1-2 s} \\
& +\frac{(-1)^{n} \pi}{2^{2 m+2 n-1}(2 m)!(2 n+1)!}\left(\sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s}(2 n\right. \\
& \left.+1-2 s) \frac{(\psi(s)-\phi(k))}{\left((2 m-2 k)^{2}-(2 n+1-2 s)^{2}\right)}\right)
\end{aligned}
$$

where $\psi(s)=f\left(\alpha+\beta e^{-\theta(2 n+1-2 s)}\right), \phi(k)=f\left(\alpha+\beta e^{-\theta(2 m-2 k)}\right)$, and $\varphi=f(\alpha+\beta)$.
Hence, this completes the proof of Theorem 5.
Theorem 6. Let $f$ be an analytic function in a disc $D$ centered at $\alpha$, where $\alpha \in \mathbb{R}$. Then, we have the following improper integral formula:

$$
\begin{align*}
& \int_{0}^{\infty} \frac{f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)}{\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right)\left(\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+4 m^{2}\right)\right)} d x \\
& =\frac{(-1)^{n} \pi}{\left(2^{2 m+2 n}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \psi(s) \\
& +\frac{(-1)^{n} \pi}{2^{2 m+2 n-1}(2 m)!(2 n+1)!}\left(\sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s}\right.  \tag{43}\\
& \left.\frac{(2 n+1-2 s)((2 m-2 k) \phi(k)-(2 n+1-2 s) \psi(s))}{\left((2 m-2 k)^{2}-(2 n+1-2 s)^{2}\right)}\right)
\end{align*}
$$

where $\theta \geq 0, n=0,1,2, \cdots, m=1,2, \cdots, \psi(s)=f\left(\alpha+\beta e^{-\theta(2 n+1-2 s)}\right)$, and $\phi(k)=$ $f\left(\alpha+\beta e^{-\theta(2 m-2 k)}\right)$.

Proof The proof of Theorem 6 can be obtained by similar arguments to Theorem 5 and using the fact (6) in Lemma 2.

The following table, Table 1 illustrates some corollaries of the theorems with special cases and presents some values of improper integrals under certain conditions.
Table 1. Improper integral formulas with the series representation as detailed in Equation (25)

|  | $f(x)$ | $\int_{0}^{\infty} f(x) d x$ | Conditions | No. of Theorem |
| :---: | :---: | :---: | :---: | :---: |
| 1. | $\frac{g(\alpha-i \theta x)+g(\alpha+i \theta x)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)}$ | $\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} g(\alpha-\theta(2 s-2 n-1))$ | $\begin{gathered} \theta \geq 0, \\ n=1,2, \cdots \end{gathered}$ | Theorem 1 |
| 2. | $\frac{x(g(\alpha-i \theta x)-g(\alpha+i \theta x))}{i\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)}$ | $\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{n n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s}(2 n-2 s+1)(g(\alpha-\theta(2 s-2 n-1))-g(\alpha))$ | $\begin{gathered} \theta>0, \\ n=1,2, \cdots \end{gathered}$ | Theorem 2 |
| 3. | $\frac{g(\alpha-i \theta x)+f(\alpha+i \theta x)}{\left(x^{2}+4\right)\left(x^{2}+16\right) \cdots\left(x^{2}+(2 n)^{2}\right)}$ | $\frac{(-1)^{n} \pi 2^{2-2 n}}{(2 n)!}\left(\sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s}(s-n) g(\alpha-2 \theta(s-n))\right),$ | $\begin{gathered} \theta \geq 0, \\ n=1,2, \cdots \end{gathered}$ | Theorem 4 |
| 4. | $\begin{gathered} \frac{g(\alpha-i \theta x)+g(\alpha+i \theta x)}{\left(\left(x^{2}+1\right)\left(x^{2}+9\right) \ldots\left(x^{2}+(2 n+1)^{2}\right)\right)} \\ \frac{1}{\left(\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+4 m^{2}\right)\right)} \end{gathered}$ | $\begin{gathered} \frac{(-1)^{n} \pi}{\left(2^{2 m+2 n}\right)(m!)^{2}(2 n+1)!} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \psi(s)+ \\ \frac{(-1)^{n} \pi}{2^{2 m+2 n-1}(2 m)!(2 n+1)!}\left(\sum_{k=0}^{m-1} \sum_{s=0}^{n}(-1)^{m+k+s}\binom{2 m}{k}\binom{2 n+1}{s}\right. \\ \left.\frac{(2 n+1-2 s)((2 m-2 k) \phi(k)-(2 n+1-2 s) \psi(s))}{\left((2 m-2 k)^{2}-(2 n+1-2 s)^{2}\right)}\right), \end{gathered}$ <br> where $\psi(s)=g(\alpha+\theta(2 n+1-2 s))$ and $\phi(k)=g(\alpha+\theta(2 m-2 k))$ | $\begin{gathered} \theta \geq 0, \\ n=0,1,2, \cdots \\ m=1,2, \cdots \end{gathered}$ | Theorem 6 |

## 4. Applications and Examples

In this section, we present the results, applications, and observations of the proposed theorems. We also show that the simple cases of the master theorems are identical to the results obtained by Cauchy, as detailed in his memoirs, using Residue Theorem 4. Additionally, some examples on difficult integrals that cannot be treated directly by usual methods are addressed. In this section, we show the applicability of our results in handling such problems.

### 4.1. Some Remarks on the Theorems

Remark 1. Letting $\alpha=0$ and $n=1$ in Theorem 3, we obtain

$$
\begin{equation*}
\int_{0}^{\infty} \frac{f\left(\beta e^{i \theta x}\right)-f\left(\beta e^{-i \theta x}\right)}{i x\left(x^{2}+4\right)} d x=\frac{\pi}{4}\left(f(\beta)-f\left(\beta e^{-2 \theta}\right)\right) \tag{44}
\end{equation*}
$$

where $\theta>0$.
By letting $\frac{x}{2}=y$,

$$
\frac{1}{4} \int_{0}^{\infty} \frac{f\left(\beta e^{2 i \theta y}\right)-f\left(\beta e^{-2 i \theta y}\right)}{i y\left(y^{2}+1\right)} d y=\frac{\pi}{4}\left(f(\beta)-f\left(\beta e^{-2 \theta}\right)\right)
$$

Letting $2 \theta=\varphi$

$$
\int_{0}^{\infty} \frac{f\left(\beta e^{i \varphi y}\right)-f\left(\beta e^{-i \varphi y}\right)}{i y\left(y^{2}+1\right)} d y=\pi\left(f(\beta)-f\left(\beta e^{-\varphi}\right)\right)
$$

This result appears in [10] (Theorem 4). Further, we show that Cauchy made a mistake in this result (see [4]) (P. 62 formula (10)).

The following table, Table 2 presents some remarks on improper integrals.
Table 2. Remarks on improper integrals, where $\theta>0$.

|  | Conditions | Theo | $g(x)$ | $\int g(x) d x$ | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} \alpha=0, \beta=1 \text { and } \\ n=0 \end{gathered}$ | 1 | $\frac{f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right)}{\left(1+x^{2}\right)}$ | $\pi f\left(e^{-\theta}\right)$ | Cauchy's theorem [4] (p. 62 Formula (8)) and in [10] (3.037 Theorem 1) is identical. |
| 2 | $\begin{gathered} \alpha=0, \beta=1 \text { and } \\ n=0 \end{gathered}$ | 2 | $\frac{x\left(f\left(e^{i \theta x}\right)-f\left(e^{-i \theta x}\right)\right)}{i\left(1+x^{2}\right)}$ | $\pi\left(f\left(e^{-\theta}\right)-f(0)\right)$ | Cauchy made a mistake in this result see [4] (p. 62 Formula (8)). He corrected his result in his next memoir see [5,6]. |
| 3 | $n=1$ | 1 | $\frac{f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)}{\left(x^{2}+1^{2}\right)\left(x^{2}+3^{2}\right)}$ | $\frac{\pi}{4!}\left(3 f\left(\alpha+\beta e^{-\theta}\right)-f\left(\alpha+\beta e^{-3 \theta}\right)\right)$ | This result does not appear in [4,5,10]. |
| 4 | $n=1$ | 1 | $\frac{x\left(f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)\right)}{i\left(x^{2}+1^{2}\right)\left(x^{2}+3^{2}\right)}$ | $\frac{\pi}{8}\left(f\left(\alpha+\beta e^{-\theta}\right)-f\left(\alpha+\beta e^{-3 \theta}\right)\right)$ | This result does not appear in [4,5,10]. |
| 5 | $n=2$ | 3 | $\frac{f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)}{i x\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right)}$ | $\frac{\pi}{192}\left(3(f(a+\beta))+f\left(\alpha+\beta e^{-4 \theta}\right)-4 f\left(\alpha+\beta e^{-2 \theta}\right)\right)$ | ) This result does not appear in [4,5,10]. |
| 6 | $n=1$ | 4 | $\frac{f\left(\alpha+\beta e^{\theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)}{\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right)}$ | $\frac{\pi}{48}\left(2 f\left(\alpha+\beta e^{-2 \theta}\right)-f\left(\alpha+\beta e^{-4 \theta}\right)\right)$ | This result does not appear in [4,5,10]. |

### 4.2. Generating Improper Integrals

In this section, we show the mechanism of generating an infinite number of integrals by choosing the function $f(z)$ and finding the real or imaginary part. It is worth noting that some of these integrals with special cases appear in [40-43] when solving some applications related to finding Green's function, one-dimensional vibrating string problems, wave motion in elastic solids, and when using Fourier cosine and Fourier Sine transforms.

To illustrate the idea, we show some general examples that are applied on Theorems 1, 2 , and 3 , as follows:

1. Setting $f(z)=z^{m}, m \in \mathbb{R}^{+}$:

- Using Theorem (1) and setting $\alpha=0$ and $\beta=1$ we have:

$$
f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right)=e^{i \theta m x}+e^{-i \theta m x}=2 \cos (\theta m x) .
$$

Thus,

$$
\int_{0}^{\infty} \frac{2 \cos (\theta m x)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} e^{m \theta \theta(2 s-2 n-1)} .
$$

where $\theta \geq 0$ and $n=0,1,2, \cdots$
Setting $m=1$, the obtained integral is a Fourier cosine transform [40,41] of the function $f(t)=\frac{1}{\left(t^{2}+1\right)\left(t^{2}+9\right) \cdots\left(t^{2}+(2 n+1)^{2}\right)}$.

- Using Theorem (3), and setting $\alpha=0, \beta=1$ we have:

$$
\frac{1}{i}\left(f\left(e^{i \theta x}\right)-f\left(e^{-i \theta x}\right)\right)=\frac{1}{i}\left(e^{i \theta m x}+e^{-i \theta m x}\right)=2 \sin (\theta m x) .
$$

Thus,

$$
\int_{0}^{\infty} \frac{2 \sin (\theta m x)}{x\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n}}{(2 n)!} \frac{\pi}{2^{2 n}}\left((-1)^{n}\binom{2 n}{n}+2 \sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s} e^{2 \theta m(s-n)}\right) .
$$

Setting $m=1$, the obtained integral is a Fourier sine transform [40,41] of the function $f(t)=\frac{1}{t\left(t^{2}+4\right)\left(t^{2}+16\right) \ldots\left(t^{2}+(2 n)^{2}\right)}$.
2. Setting $f(z)=e^{z}$.

- Using Theorem (1), we have:

$$
\begin{gathered}
f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)=e^{\alpha+\beta e^{i \theta x}}+e^{\alpha+\beta e^{-i \theta x}}=2 e^{\alpha+\beta \cos (\theta x)} \cos (\beta \sin (\theta x)) . \\
\int_{0}^{\infty} \frac{2 e^{\alpha+\beta} \cos (\theta x) \cos (\beta \sin (\theta x))}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} e^{\alpha+\beta e^{\theta(2 s-2 n-1)}},
\end{gathered}
$$

where $\theta \geq 0$ and $n=0,1,2, \cdots$.

- Using Theorem (2), we have:

$$
\frac{1}{i}\left(f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)\right)=\frac{1}{i}\left(e^{\alpha+\beta e^{i \theta x}}-e^{\alpha+\beta e^{-i \theta x}}\right)=2 e^{\alpha+\beta \cos (\theta x)} \sin (\beta \sin (\theta x)) .
$$

Thus,

$$
\begin{gathered}
\int_{0}^{\infty} \frac{2 x e^{\alpha+\beta} \cos (\theta x) \sin (\beta \sin (\theta x))}{i\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s}(2 n-2 s+1)\left(e^{\alpha+\beta e^{\theta(2 s-2 n-1)}}-e^{\alpha}\right)
\end{gathered}
$$

3. Setting $f(z)=\sinh z$.

- Using Theorem (1), we have:

$$
\begin{aligned}
& f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)=\sinh \left(\alpha+\beta e^{i \theta x}\right)+\sinh \left(\alpha+\beta e^{-i \theta x}\right) \\
& =2 \cos (\beta \sin (\theta x)) \sinh (\alpha+\beta \cos (\theta x))
\end{aligned}
$$

Thus,

$$
\begin{gathered}
\int_{0}^{\infty} \frac{2 \cos (\beta \sin (\theta x)) \sinh (\alpha+\beta \cos (\theta x))}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
=\frac{(-1)^{n}}{(2 n+1)!\frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \sinh \left(\alpha+\beta e^{\theta(2 s-2 n-1)}\right)}
\end{gathered}
$$

- Using Theorem (3), we have:

$$
\begin{aligned}
& \frac{1}{i}\left(f\left(\alpha+\beta e^{i \theta x}\right)-f\left(\alpha+\beta e^{-i \theta x}\right)\right)=\frac{1}{i}\left(\sinh \left(\alpha+\beta e^{i \theta x}\right)-\sinh \left(\alpha+\beta e^{-i \theta x}\right)\right) \\
& =2 \sin (\beta \sin (\theta x)) \cosh (\alpha+\beta \cos (\theta x))
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{2 \sin (\beta \sin (\theta x)) \cosh (\alpha+\beta \cos (\theta x))}{x\left(x^{2}+4\right)\left(x^{2}+16\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n)!} \frac{\pi}{2^{2 n}}\left((-1)^{n}\binom{2 n}{n}(\sinh (\alpha+\beta)-\sinh (\alpha))\right. \\
& \left.\quad+2 \sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s}\left(\sinh \left(\alpha+\beta e^{2 \theta(s-n)}\right)-\sinh (\alpha)\right)\right)
\end{aligned}
$$

where $\theta>0, n=1,2, \cdots$.
4. Setting $f(z)=\cos \left(e^{z}\right)$

- Using Theorem (1), we have:

$$
\begin{aligned}
& f\left(\alpha+\beta e^{i \theta x}\right)+f\left(\alpha+\beta e^{-i \theta x}\right)=\cos \left(e^{\alpha+\beta e^{i \theta x}}\right)+\cos \left(e^{\alpha+\beta e^{-i \theta x}}\right) \\
& =2 \cos \left(e^{\alpha+\beta \cos (\theta x)} \cos (\beta \sin (\theta x))\right) \cosh \left(\sin (\beta \sin (\theta x)) e^{\alpha+\beta \cos (\theta x)}\right)
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left.\int_{0}^{\infty} \frac{2 \cos \left(e^{\alpha+\beta} \cos (\theta x)\right.}{\cos (\beta \sin (\theta x))) \cosh \left(\sin (\beta \sin (\theta x)) e^{\alpha+\beta} \cos (\theta x)\right.}\right) \\
& \left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)
\end{aligned} x .
$$

5. Setting $f(z)=\ln (1+z)$,

- Using Theorem (1), we have:

$$
\begin{gathered}
f\left(1+\alpha+\beta e^{i \theta x}\right)+f\left(1+\alpha+\beta e^{-i \theta x}\right)=\ln \left(1+\alpha+\beta e^{i \theta x}\right)+\ln \left(1+\alpha+\beta e^{-i \theta x}\right) \\
=\ln \left((\alpha+1)^{2}+\beta^{2}+2(\alpha+1) \beta \cos (\theta x)\right) .
\end{gathered}
$$

Thus,

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{\ln \left((\alpha+1)^{2}+\beta^{2}+2(\alpha+1) \beta \cos (\theta x)\right)}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \ln \left(1+\alpha+\beta e^{\theta(2 s-2 n-1)}\right)
\end{aligned}
$$

- Setting $\alpha=0$ and $\beta=1$, we have:

$$
\begin{aligned}
& f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right)=\ln \left(1+e^{i \theta x}\right)+\ln \left(1+e^{-i \theta x}\right) \\
& =2 \ln \left|2 \cos \left(\frac{\theta x}{2}\right)\right|
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{2 \ln \left|2 \cos \left(\frac{\theta x}{2}\right)\right|}{\left(x^{2}+1\right)\left(x^{2}+9\right) \cdots\left(x^{2}+(2 n+1)^{2}\right)} d x \\
& \quad=\frac{(-1)^{n}}{(2 n+1)!} \frac{\pi}{2^{2 n}} \sum_{s=0}^{n}(-1)^{s}\binom{2 n+1}{s} \ln \left(1+e^{\theta(2 s-2 n-1)}\right)
\end{aligned}
$$

### 4.3. Solving Improper Integrals

In this section, some applications on complicated problems are introduced and solved directly depending on our new theorems. We note that the Mathematica and Maple software cannot solve such examples.

Example 1. Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{\ln ^{2}\left|\tan \left(\frac{\theta x}{2}-\frac{\pi}{4}\right)\right|}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x
$$

where $\theta>0$.
Solution: Using Theorem 1 and setting $\alpha=0, \beta=1$, and $n=1$ or using Remark 6 Table 2 and setting $\alpha=0$ and $\beta=1$, we set

$$
f(z)=\left(\tan ^{-1} z\right)^{2}=\frac{-1}{4} \ln ^{2}\left(\frac{1-i z}{1+i z}\right)
$$

Therefore, we have $f\left(e^{i \theta x}\right)=-\frac{1}{4} \ln ^{2}\left(\frac{1-i e^{i \theta x}}{1+i e^{i \theta x}}\right)$, and $f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right)=2 \operatorname{Ref}\left(e^{i \theta x}\right)$. Thus, we obtain

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right)}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x=\frac{-1}{4} \int_{0}^{\infty} \frac{\ln ^{2}\left(\frac{1-i e^{i \theta x}}{1+i^{i \theta x}}\right)+\ln ^{2}\left(\frac{1-i e^{-i \theta x}}{1+i e^{-i \theta x}}\right)}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x \\
& \quad=\frac{-1}{4} \int_{0}^{\infty} \frac{2 \operatorname{Re}\left(\ln ^{2}\left(\frac{1+\sin (\theta x)-i \cos (\theta x)}{1+\sin (\theta x)+\operatorname{coss}(\theta x)}\right)\right)}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x \\
& \quad=\frac{-1}{2} \int_{0}^{\infty} \frac{\operatorname{Re}(\ln (1+\sin (\theta x)-i \cos (\theta x))-\ln (1-\sin (\theta x)+i \cos (\theta x)))^{2}}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x \\
& \quad=\frac{-1}{2} \int_{0}^{\infty} \frac{\operatorname{Re}\left( \pm i \frac{\pi}{2}-\ln \left|\tan \left(\frac{\theta x}{2}-\frac{\pi}{4}\right)\right|\right)^{2}}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x \\
& \quad=\frac{-1}{2} \int_{0}^{\infty} \frac{\operatorname{Re}\left(-\frac{\pi^{2}}{4}+\ln ^{2}\left|\tan \left(\frac{\theta x}{2}-\frac{\pi}{4}\right)\right| \pm i \pi \ln \left|\tan \left(\frac{\theta x}{2}-\frac{\pi}{4}\right)\right|\right)}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x \\
& \quad=\frac{-1}{2} \int_{0}^{\infty} \frac{-\frac{\pi^{2}}{4}+\ln ^{2}\left|\tan \left(\frac{\theta x}{2}-\frac{\pi}{4}\right)\right|}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x=\frac{\pi}{24}\left(3\left(\tan ^{-1} e^{-\theta}\right)^{2}-\left(\tan ^{-1} e^{-3 \theta}\right)^{2}\right) . \\
& \quad \therefore \int_{0}^{\infty} \frac{\ln ^{2}\left|\tan \left(\frac{\theta x}{2}-\frac{\pi}{4}\right)\right|}{\left(x^{2}+4\right)\left(x^{2}+16\right)} d x=\frac{\pi^{3}}{384}-\frac{\pi}{48}\left(3\left(\tan ^{-1} e^{-\theta}\right)^{2}-\left(\tan ^{-1} e^{-3 \theta}\right)^{2}\right) .
\end{aligned}
$$

Example 2. Evaluate the following integral:

$$
\begin{equation*}
P V \int_{0}^{\infty} \frac{x \tan (\pi x)}{\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x \tag{45}
\end{equation*}
$$

where $n=1,2, \cdots$.
Solution. Using Theorem 4 , let $\alpha=0, \beta=1$ and $f(z)=\ln (1+z)$.
Therefore, we have

$$
\begin{aligned}
f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right) & =\ln \left(1+e^{i \theta x}\right)+\ln \left(1+e^{-i \theta x}\right)=\ln (2 \cos (\theta x)+2) \\
& =2 \ln \left|2 \cos \left(\frac{\theta x}{2}\right)\right| .
\end{aligned}
$$

Therefore, we have
$I(\theta)=P V \int_{0}^{\infty} \frac{2 \ln \left|2 \cos \left(\frac{\theta x}{2}\right)\right|}{\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right) \ldots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n} \pi 2^{2-2 n}}{(2 n)!}\left(\sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s}(s-n) \ln \left(1+e^{2 \theta(s-n)}\right)\right)$.
Now, taking the derivative of $I(\theta)$ with respect to $\theta$, we obtain
$\frac{\partial I}{\partial \theta}=P V \int_{0}^{\infty} \frac{-x \tan \left(\frac{\theta x}{2}\right)}{\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right) \cdots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n} \pi 2^{2-2 n}}{(2 n)!}\left(\sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s}(s-n) \frac{2(s-n) \mathrm{e}^{2 \theta(s-n)}}{\mathrm{e}^{2 \theta(s-n)}+1}\right)$.
Therefore,
$P V \int_{0}^{\infty} \frac{x \tan (\pi x)}{\left(x^{2}+2^{2}\right)\left(x^{2}+4^{2}\right) \cdots\left(x^{2}+(2 n)^{2}\right)} d x=\frac{(-1)^{n+1} \pi 2^{2-2 n}}{(2 n)!}\left(\sum_{s=0}^{n-1}(-1)^{s}\binom{2 n}{s}(s-n) \frac{2(s-n) \mathrm{e}^{4 \pi(s-n)}}{\mathrm{e}^{4 \pi(s-n)}+1}\right)$
Putting $n=1$ in Equation (45), we obtain the following integral:

$$
P V \int_{0}^{\infty} \frac{x \tan (\pi x)}{x^{2}+4} d x=\pi \frac{e^{-4 \pi}}{e^{-4 \pi}+1}=\frac{\pi}{\left(e^{4 \pi}+1\right)}
$$

Example 3. Evaluate the following integral:

$$
\int_{0}^{\infty} \frac{1+2 \cos (\theta x)}{\left(x^{2}+1\right)\left(x^{2}+4\right)(1+4 \cos (\theta x)+4)} d x
$$

where $\theta \geq 0$.
Solution. Using Theorem 5 and taking $\alpha=0$ and $\beta=1$, let $f(z)=\frac{1}{1+2 e^{2}}$.
Thus, we have

$$
f\left(e^{i \theta x}\right)+f\left(e^{-i \theta x}\right)=\left(\frac{1}{1+2 e^{i \theta x}}+\frac{1}{1+2 e^{-i \theta x}}\right)=\frac{2(1+2 \cos (\theta x))}{1+4 \cos (\theta x)+4}
$$

Therefore, setting $n=0$ and $m=1$, in Theorem 5, we obtain

$$
\int_{0}^{\infty} \frac{1+2 \cos (\theta x)}{\left(x^{2}+1\right)\left(x^{2}+4\right)(1+4 \cos (\theta x)+4)} d x=\frac{\pi}{12}\left(\frac{2}{1+2 e^{-\theta}}-\frac{1}{1+2 e^{-\theta}}\right)
$$

## 5. Conclusions

In this research, we introduce new theorems that simplify calculating improper integrals. These results can establish many instances of formulas of improper integrals and solve them directly without complicated calculations or computer software. We illustrate some remarks that analyze our work.

- The proposed theorems are considered powerful techniques for generating improper integrals and testing the results when using other methods to solve similar examples.
- These theorems can be illustrated in tables of integrations, with different values of functions and generate more results.
- The obtained improper integrals cannot be solved manually (simply) or by computer software such as Mathematica and Maple.
We intend to generalize the proposed theorems and make tables and algorithms to simplify their use during the applications. Additionally, these results can be used to solve differential equations by inverting the integrals into differential equations.
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#### Abstract

Kurepa's function and his hypothesis have been investigated by means of numerical simulation. Particular emphasis has been given to the conjecture on its distribution, that should be one of a random uniform distribution, which has been verified for large numbers. A convergence function for the two has been found.
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## 1. Introduction

It has been more than fifty years since the introduction of the simple arithmetic function and the hypothesis related to it, the former being the Kurepa's function and the latter known as the Kurepa's hypothesis. This hypothesis has defied the resolution ever since.

Namely, in [1], Kurepa defined the function,

$$
\begin{equation*}
K(n)=!n=\sum_{i=0}^{n-1} i! \tag{1}
\end{equation*}
$$

for $n \in \mathbb{N}$ following his earlier works [2-4]. Kurepa himself called the function the left factorial, at present the function is also called Kurepa's left factorial, or simply Kurepa's function. He subsequently extended this function to the complex plane [5]

$$
\begin{equation*}
K(z)=\int_{0}^{+\infty} e^{-t} \frac{t^{z}-1}{t-1} d t \tag{2}
\end{equation*}
$$

for $\Re(z)>0$. An important property of this function is the following:

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{K(x)}{\Gamma(x)}=1 \tag{3}
\end{equation*}
$$

where $\Gamma(x)$ represents the Gamma function. For more details, see [6], for Kurepa's selected papers with commentary on number theoretical problems, see [7], and regarding historical overview of the problem up to the fiftieth anniversary, see [8]. Some recent developments and further references could be found in $[9,10]$.

In the same 1971 paper [1], Kurepa introduced his hypothesis on the function $K(n)$, which could be written in the following manner:

$$
\begin{equation*}
\bmod (K(n), n) \not \equiv 0, n \in \mathbb{N}, n>2, \tag{4}
\end{equation*}
$$

where $\bmod (K(n), n)$ signifies the remainder of the division of $K(n)$ by $n$. Up to today (2022), it has not been proved. In 2004, an attempt at a proof was presented in a paper that was later retracted by the authors [11,12]. In [13], the search for a counterexample of the hypothesis was performed, without success, for $n<2^{34} \approx 1.718 \times 10^{10}$ by means of GPU computing.

The aim of this work is not to try to solve the original Kurepa's hypothesis, already discussed in great detail in $[9,10]$, together with the properties of Kurepa's function and its extension on the complex plane. The scope is to investigate the conjecture first presented in [13] about the distribution of Kurepa's function as a function of $n \in \mathbb{N}$.

## 2. The Distribution Conjecture

While studying numerically the hypothesis, the authors of [13] made the following conjecture:

$$
\begin{equation*}
\bmod (K(n), n) / n \tag{5}
\end{equation*}
$$

is a random number in the range $[0, n]$ with uniform distribution in $(0,1)$. In this paper, we will further numerically investigate this conjecture. Previously, in [9,10], we did an analysis of (5) on prime numbers distribution up to the value of $p=116,447$, that is, the 11,000 th prime number, where it is clearly shown how the difference with a uniform random distribution in $(0,1)$ decreases with increasing number of prime numbers $p$ considered.

Our new analysis is done with the software PARI/GP [14] for $n \in \mathbb{N}$ up to the value of $n=4 \times 10^{6}$, for which $K\left(4 \times 10^{6}\right)>10^{10^{7}}$. In the following figures, Figure 1a-d, we show the distribution of (5) for different ranges of $n$. As our largest $n$ is $4 \times 10^{6}$, we have millions of points, so we could only present a small range for the distribution in order for the figure to be discernible from a black blob. The figures, for different ranges of $n$, visually do not appear to be different from a uniform random distribution in $(0,1)$, the so-called white noise. A different choice of $n$ ranges and starting points does not present substantial modifications to the figures. Additionally, compare those results to the one obtained in $[9,10]$ for different ranges of the arguments, which are quite similar. We could also observe how Kurepa's hypothesis is satisfied, as there is no value of $n$ in the investigated range for which $\bmod (K(n), n)=0$.

In Figure 2, we show the comparison of the results of $\bmod (K(n), n) / n$ with respect to a random uniform distribution in $(0,1)$ as a function of $n$, for the whole range of numbers considered, up to $n=4 \times 10^{6}$. We observe that this fluctuation, naturally defined as the difference of (5) from the average of a random distribution in $(0,1)$, which is $1 / 2$, normalized to its average, that is

$$
\begin{equation*}
\text { fluctuation }(n)=\left(\frac{\frac{\bmod (K(n), n)}{n}-\frac{1}{2}}{\frac{1}{2}}\right) \tag{6}
\end{equation*}
$$

as a function of $n$, stabilizes above a certain number and then starts decreasing with increasing $n$, providing more support to the conjecture presented in Equation (5), for which the relation

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \text { fluctuation }(n)=0 \tag{7}
\end{equation*}
$$

holds true. Loosely speaking, it means that for large $n$, the average value of (5) is $1 / 2$. For $n$ approximately larger than $10^{6}$, the fluctuation in percentage is less than 0.2 and decreasing, being lower than 0.1 when $n$ crosses the value of $3 \times 10^{6}$.


Figure 1. Distribution of $\bmod (K(n), n) / n ;(\mathbf{a}) n$ in range $[0 \div 2.5] \times 10^{4}$, (b) $n$ in range $[1.0 \div 1.025] \times 10^{6}$, (c) $n$ in range $[2.0 \div 2.025] \times 10^{6}$, and (d) $n$ in range $[3.0 \div 3.025] \times 10^{6}$.


Figure 2. Difference of $\bmod (K(n), n) / n$ from a random uniform distribution, in percentage.
To evaluate the speed at which the fluctuation decreases as a function of $n$, we have used a simple function:

$$
\begin{equation*}
A \exp \left(-n^{\alpha}\right) \tag{8}
\end{equation*}
$$

where the parameters $A, \alpha$ have been fitted to the data points for $n>10^{6}$. The obtained results for the parameters in the range $n=\left[1 \times 10^{6} \div 4 \times 10^{6}\right]$ are:

$$
\begin{equation*}
A=37.8409, \alpha=0.12034 \tag{9}
\end{equation*}
$$

This fit is compared to data points in Figure 3, and it is possible to observe a very good agreement with the function (8). The fluctuation goes to zero with increasing $n$ as a
negative exponential function of a small power of $n$. The simplicity of Equation (8) also allows us to estimate the limit value of $n$ above which the fluctuation $F$ should be lower than a fixed value by means of the equation

$$
\begin{equation*}
A \exp \left(-n^{\alpha}\right)=F \text { implies } n=\sqrt[\alpha]{\ln \left(\frac{A}{F}\right)} \tag{10}
\end{equation*}
$$

For instance, $n$ should be approximately larger than $2.7 \times 10^{6}$ in order to obtain a fluctuation $F$ smaller than $0.1 \% ; n>6.7 \times 10^{6}$ for $F<0.05 \%$, and $n>40.7 \times 10^{6}$ for $F<0.01 \%$.


Figure 3. Fit of the function (8) to the data.

## 3. Conclusions and Outlook

After more than half a century from the introduction of Kurepa's hypothesis, there is still not even a hand-waving argument towards its possible solution. The best approach remains a numerical simulation that cannot provide a rigorous proof for its very nature. This fact also remains true for the distribution conjecture of Equation (5), which, curiously enough, is not due to Kurepa himself, but rather stemmed out from numerical simulations.

The present work did not solve the latter problem, but, for the first time, confirmed the conjecture, and as a byproduct Kurepa's hypothesis as well, for the values up to $n=4 \times 10^{6}$. It also provides a convergence speed function given by an exponential of a mild power of $n$, Equation (8), a result not obtained previously. Moreover, this function shows convincingly that the behavior of Equation (7), the conjecture itself, should be true. Those results could help to indicate the path towards a formal and rigorous solution of Kurepa's hypothesis and the conjecture on its distribution, which are both lacking after all this time.
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