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Preface

In pursuit of achieving net zero emissions by 2050, the integration of microgrids and renewable

energy systems stands as a pivotal focus. This Special Issue explores the most recent technological and

experimental advancements to significantly enhance our understanding of microgrid and renewable

energy integration, grid resilience, and cybersecurity.
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Abstract: The importance of renewable energies and energy storage system forming a micro-grid
and integrating it to the electrical grid is widely spread. A supervisory system plays a crucial role in
controlling, managing, and planning the micro-grid. This paper demonstrates the development of a
new custom supervisory system based on Internet of Things (IoT), creating an information sharing
environment. The proposed supervisory system is based on open-source tools for a micro-grid,
composed of a photovoltaic power plant and a storage system, employing smart devices and making
non-smart devices compatible with IoT systems. The new supervisory improves the available system
by incorporating new features and devices and increasing the data polling rate when necessary. A
comparison between the current supervisory system and the proposed one is performed, showing
that the new system is more flexible, easily modified, cost-effective, and more fault-resilient.

Keywords: internet of things (IoT); supervisory system; solar power; Raspberry Pi; node-red; Grafana;
energy storage

1. Introduction

The main challenges to be surpassed regarding renewable energy sources are availabil-
ity and cost. Solar and wind resources, for instance, are seasonally and hourly dependent.
These can greatly influence the energy generation [1]. The mitigation alternatives to the
aforementioned challenges could be supervision, control, and energy storage.

Traditionally, a supervisory and data acquisition system (SCADA) is used to supervise
processes by acquiring data from field devices. Users can access the data via screens that
provide a visual aspect of the whole system. The supervisory system provides a link among
the field devices and the control room [2,3]. This system interacts with field devices via
inputs/outputs, using communication equipment to create a link among them, and is
generally installed in a central computer.

In order to supervise a micro-grid, the requirements are not the same from the ones
used in regular grids, since multiple generation, storage, and load systems are indepen-
dently connected. There is a lack of research papers related to supervision in micro-grid

Energies 2022, 15, 8324. https://doi.org/10.3390/en15228324 https://www.mdpi.com/journal/energies1
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studies. The improvement and renovation of supervision and monitoring features could
lead to a more efficient management of power generation and micro-grid operation. Adding
new capabilities to the system, such as Internet of Things, plays a vital part in the operation
quality of renewable source power plants [4–7].

The Internet of Things (IoT) is an exchange information environment with connected
devices in wired or wireless networks, enabling easy remote access. Constant monitoring
of environmental and electrical data is an extremely promising application [8–10]. With the
aid of IoT, it is possible to improve processes by acquiring and processing large amount of
data [11].

This paper presents a customized system capable of monitoring and controlling a
micro-grid. The micro-grid used for this study is composed of a 37 kWp photovoltaic power
plant, which is connected to a battery energy storage system (BESS) of 15 kW/45 kWh.
The motivation of developing a supervisory system comes from the fact that the current
one, developed by a third party company, has lower flexibility to incorporate new devices,
higher costs, and lower sample rate of data acquisition. The proposed SCADA is designed
to integrate IoT devices, allowing better efficiency and flexibility to not only monitor and
perform data analysis, but also for the management of the power plant in conjunction with
the energy storage system. Thus, information sharing between different grids could be
enabled in order to better manage the energy supply for a specific load. The information
sharing would lead to an increase in efficiency and better usage of the energy.

Another advantage of the proposed system is the segregation of SCADA services into
individual hardware, which are network connected. The proposed change promotes a
fault tolerant capability, since eventual failures in a service do not affect the other ones. In
addition, if the hardware fails, only one service is compromised and easily replaced.

This paper aims to demonstrate the development of a custom-made remote access
control and monitoring system of all available electrical and environmental variables.
This supervisory system might be flexible—changes and expansions should be easily
incorporated—adaptable to research, more cost-effective, and fault-resilient [12,13].

The contributions of this paper are

• Development of a low-cost open-source flexible supervisory system for the monitoring
of the measured values of a photovoltaic power plant;

• Development of a supervisory system that combines the traditional capabilities with
IoT concepts;

• Development of a supervisory system that allows remote communication and remote
data sharing;

• Development of a supervisory with fault tolerant capability.

This paper is divided in six sections: Section 2 provides a brief bibliographic review,
with an overview of traditional supervisory systems and an overview of Internet of Things
concepts, such as its structure and smart devices. Section 3 details the methodology
implemented in the development of the supervisory system. Section 4 describes the
analyzed micro-grid, which comprises of a photovoltaic power plant and the energy
storage system. Section 5 shows a comparison between the current supervisory system and
the new one. Section 6 concludes this paper.

2. Bibliographic Review

2.1. Traditional Supervisory Systems

The supervisory control and data acquisition (SCADA) system is built using hardware
devices and software that enable the control and monitoring of the analyzed process
manually or automatically. It is traditionally a central controller that consists of network
interfaces, input/output, communication equipment, and software. The system gathers
data from sensors and field instruments and, via a communication interface, the data are
sent to the central controller to showcase an overview of the whole process. Figure 1a
illustrates a generic architecture for the SCADA system.

2



Energies 2022, 15, 8324

Figure 1. SCADA System. (a) Representation of the hardware architecture of a SCADA system,
including field devices such as PLCs (programmable logic controller) or RTUs (remote terminal units)
and the computer with the controller. (b) Example of implementation using a Portable Computer
and microcontrollers via a serial interface.

The supervisory system acts as a link between the user in the control room and the field
equipment, such as intelligent electronic devices, programmable logic controllers (PLC),
remote terminal units (RTU), and sensors. These field devices are capable of transmitting
data in both directions. They send the field data to the supervisory system and receive
commands from the control center [2,3].

Traditionally, data loggers or microcontrollers are used for measurements/data ac-
quisition, which can be transmitted to a user terminal via a serial port (UART/RS232/
RS485) [4,5,7,14,15]. A system is developed in order to collect, record, and transmit the
measured data to a computer; an example of this implementation is performed in [14], in
which the developed structure is summarized in Figure 1b.

The acquisition scheme employs an I/O (input/output) microcontroller to retrieve the
measured data. The data are then transmitted to a portable computer via wired connection
through a serial port via the communication protocol, and it can be accessed for further
analysis. The supervisory and control system are developed on this specific computer
using assembly language, and it is only accessible in it. This system allows bidirectional
communication, sending field data and receiving commands from the control center [14,15].
There are other literature references that also use this methodology for developing the
supervisory system [16–18].

There are limits in the usage of serial communication, such as low sampling rates,
and some authors propose the usage of I/O modular devices and data acquisition with
high-speed A/D conversion [4]. This project also relies on a local supervisory system
with wired-serial connections between the user terminal and the field devices, i.e., the
monitoring and access to the system are available only to local users.

More recently, with the technological advancements in wired/wireless networks, the
serial communication has been replaced by the establishment of a local network. The use
of a local network enables communication between the field and the control room [19,20].
With the aid of this architecture, most operations are automatically executed by the local
equipment or by the programmable logic control unit (PLC). This process is illustrated in
Figure 2.
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Figure 2. Illustration of a SCADA, data-acquisition devices, servers, workstations, and user terminals,
in which data are exchanged over a Local Area Network (LAN) between devices.

Data acquisition begins at the RTU or PLC. The measurements and the state of gauges
are communicated to the SCADA application. Dedicated devices are responsible for
the monitoring and the control. The supervisory system presents the real-time and the
historical data graphically in terminals connected to the local network. This structure is a
technological advancement when compared to previously shown systems. It establishes a
LAN (local area network—wired or wireless) to promote the communication between field
devices and the SCADA serves, the communication server, and the user interfaces.

The authors of [21] develop a supervisory system for a photovoltaic system whose
structure is similar to the one seen in Figure 2. The field devices communicate with a local
gateway through a serial bus. The gateway provides wireless communication services for
the devices using wireless sensor network (WSN) technology with a central terminal, where
the data are processed. It is interesting to notice in this research work that the devices are
not IoT devices—they are merely wireless. However, after the data are processed in the
central terminal, it is published to remote users using publishing services [21]. This work
shows a step towards the concept of the IoT.

2.2. Internet of Things—An Overview

IoT has been identified as one of the emerging technologies in IT [22–24]. It is a global
Internet-based information architecture, facilitating the exchange of goods and services
in global supply chain networks [25]. IoT allows the interaction among devices inside
the global network, enabling devices to communicate with each other and interact with
inventory systems, customer support systems, and business applications if required. Due
to its communication via Internet, this environment also allows remote control [26,27]. A
modified model for the IoT architecture can be seen in Figure 3a.

4



Energies 2022, 15, 8324

Figure 3. Illustration of IoT structure (a) showcasing each fundamental block, and (b) IoT structural
layers, comprised by sensing and data acquisition, up to system management.

The physical objects and sensors block are related to the identification of each indi-
vidual component when inserted in the context of the network. As it is represented by the
arrows, the physical objects can send/receive data to/from the network. The communi-
cation infrastructure is related to the communication protocols used to establish the link
among devices, devices and services, and devices and users. The decision-making inside
the computation and processing unit is related to the ability of extracting information from
the devices data in order to activate certain services and to execute local algorithms [28].
The basic structure for IoT is composed of five layers as seen in Figure 3b.

The bottom layer is the perception (or device) layer, and it consists of the physical
equipment and the sensing devices. This layer is responsible for the identification of the de-
vices and data acquisition. This information is then passed to the network (or transmission)
layer for its secure transmission to the data processing system. The transmission can be
wired or wireless. The data are then transmitted to the middleware layer. This layer has
links to the database, which is capable of storing the data. The middleware layer processes
the data and activates services based on the results of the data processing. The application
layer is responsible for global management of the application based on the data processing
on the previous layer. Finally, the business layer is responsible for the management of the
IoT system, including applications and services [28].

IoT is pushing a whole slew of applications, especially when considering industry
and customer-oriented applications, such as automotive and intelligent transportation
systems [29,30], remote structural health monitoring [31], smart homes, buildings, and
neighborhoods [32–34], smart irrigation in tunnel farming [35], metering monitoring [36],
concrete surface, and level of trash monitoring [37]. IoT can also be applied to manage the
energy consumption of a building in order to improve costs and efficiency [11].
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Smart Devices

The devices and gauges which interact in IoT environment are smart devices. Smart
devices are capable of communication and computation. The key features of smart devices
are autonomy, connectivity, and context-awareness. Autonomy is the capability of per-
forming tasks without external interference. Connectivity is to establish a link to any type
of wired/wireless network to complete a task as, for example, accessing the Internet or
sharing information with other devices. Context-awareness means that the device is able to
perceive environmental information via sensors or sensing units [38].

Smart devices are able to connect to the Internet via wired/wireless connections, to
exchange data with other IoT-gauges. Due to the feature of being smart, it is possible
to control and remotely access them; the access can be achieved by users or services. A
smart device is a context-aware equipment that can be used as a service provider and can
communicate with devices in different networks [38].

Smart devices implement three steps: data acquisition, data process, and communica-
tion. In the first step, data acquisition, the device acquires the data measured by its sensing
unit. Then, the raw data are processed by the processing unit. In addition, finally, the
processed data are transmitted to the network via a communication protocol [39]. Even
though this technology has allowed various possibilities to emerge as smart houses and
smart grids, there are a number of challenges that must be investigated.

The main challenges in IoT are [28]:

• Naming and identity management: Each device connected to the network must has a
unique identity over the Internet—an efficient naming and identity system that is
capable of managing a large number of devices is required;

• Interoperability and standardization: Many manufactures have their own protocols—it is
important to standardize them to guarantee interoperability. A network that employs
IoT concepts has to deal with heterogeneous elements and different communication
protocols [40];

• Devices safety and security: It is necessary to prevent security breaches in order to
protect the integrity of the devices;

• Network security: The data transmission should be secure and capable enough to
protect the integrity of the data and to prevent external interference or monitoring.

Even with these challenges, this new technology can provide significant benefits.

3. Methodology for the Development of the Supervisory System

To develop a monitoring and supervision system, one has to focus on the computer
service that is inherent to the development of a supervisory system. The step of hard-
ware design could be challenging. There are some demands to fulfill this requirement
satisfactorily: implementation of backups services and tools, setup of security features,
setup of software updates, and usage of uninterruptible power supply (UPS) systems. One
important task to consider is also the adequate management of hardware resources, since
it is vital to maintain enough available hardware for expansion when dealing with cloud
computing.

To overcome the hardware design hurdle, each specialized subsystem of this supervi-
sory is assigned to a container-like system. Specifically, one resource is allocated for data
acquisition from the available field hardware, another one is employed for information pro-
cessing, another to provide a user interface, and so on. With this structure, a single failure
in one of the specialized services does not negatively impact the whole system. The main
difference of this architecture over container computing is the usage of a dedicated server
for each proposed service. Multiple microcomputers (Raspberry Pis) are used instead of
developing services in a single multi-core hardware.

The usage of the proposed modular structure brings several benefits. Employing
single separate servers for each service prevents a catastrophic failure from happening
when one of the servers presents a failure. If one of the server fails, the error could be
easily traced to the failed one. This error could be studied and isolated in order to be fixed,
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without impacting the performance of the other functioning servers. In other words, a
singular isolated failure in one service would not translate in a failure of the entire system.
Another advantage is the possibility of parallel processing. All services could operate
concurrently with no impact on each other. The services are allocated to different servers,
meaning that, if there is a failure in a process, it does not hinder others. Increases in the
efficiency and in the reliability of the system as a whole could also be counted amongst the
benefits of this proposed structure since each server is powered by its own dedicated UPS
(uninterruptible power supply).

The Raspberry Pi is a series of compact single-board computers. The choice of using
Raspberry Pi in this application is due to the fact that its features align with the requirements
for the development of the new supervisory system. They are cost effective and a powerful
processing unit in a compact board. The Raspberry Pi has built-ins for the usage of different
interfaces (HDMI—High Definition Multimedia Interface, USB—Universal Serial Bus,
Ethernet, Wi-Fi, Bluetooth), and it supports Linux and Python, enabling easy development
of applications [41–44].

The development of a supervisory system requires the implementation of some spe-
cialized services in order to function properly. These services would be required to acquire
data, interpret, and translate this data, and display it in a user interface via the monitoring
system. The establishment of a communication among field devices, supervisory system,
data storage, and backup system is necessary. Three servers are established: (1) commu-
nication server, (2) database and application server, and (3) the backup server as seen in
Figure 4.

Figure 4. Schematic of the proposed server architecture for the supervisory system presenting the
implemented system with the RPis (Raspberry Pi), inverters, and batteries.

Another important feature of the supervisory system is the employment of a set of
tools capable of providing an easily expandable and flexible monitoring system. Since it
has been established that employing IoT-related concepts is beneficial, the chosen tool set
must be integrated into its environment.

There are a lot of open-source software options that could be implemented in the
development of the system to meet the requirements. The one that is the most popular and
the most versatile is Node-Red [45]. Node-Red is an open source tool developed initially
by IBM for flow programming using a local host, meaning it is a browser based flow

7



Energies 2022, 15, 8324

editor [46]. The usage of a flow-based programming (FBP) has many advantages. The main
reason is that FBP allows parallelism, providing performance benefits in some situations.
In FBP, the dataflow is the main driving force of the program. The logical execution flow
is expressed by the block diagram created: when a node receives all necessary inputs, the
block produces an output that is transmitted to the next node in the path. FBP treats the
applications as black-boxes: the important component for this type of programming is
the connections between components that are conducted externally to the processes. Due
to this style of programming, FBP lends itself to a plug-and-play approach. Node-Red is
also able to connect to hardware devices, such as microcontrollers and the Raspberry Pi
amongst many others, and to the cloud environment.

The advantages of using Node-Red when comparing it to other open-source tools
come especially from the usage of Node.js, a light and agile open-source tool. Due to its
flow-based programming and the ability of building custom functions, Node-Red is able to
fulfill the requirement of flexibility [47]. Since the developed supervisory system is built
for monitoring electrical and environmental variables, the processing rate of messages
inside the code does not need to be extremely fast. For this reason, the speed of one
message/second of Node-Red is sufficient and suitable for the application.

In order to build the graphical screens for the development of the supervisory system,
it is necessary to use another tool that is more user-friendly for the creation of dashboards.
The platform used here is Grafana. Grafana is a multi-platform tool that is able to provide
graphics, charts, and real-time measurements based on incoming information from any
kind of data source [48]. Grafana is commonly used to display data and alarms for further
analysis of any type of application. This platform can display real-time data as well historic
measurements and events. To achieve the access to the data, Grafana has embedded a
database tool that allows the user to configure a database in which the desired data are
stored. The database amongst the pre-configured in Grafana that is more aligned with the
goals of this paper and with the type of desired monitoring (measurements of a power plant
with smart devices) is InfluxDB. InfluxDB is an open-source time series database, and it uses
a programming language similar to SQL. By using the InfluxDB nodes in Node-Red and the
pre-configured tool in Grafana for InfluxDB databases, it is possible to create a link between
the supervisory system and the data requested by Node-Red from the field devices.

3.1. Communication Server and Database Server

The plant where the supervisory system has been developed has smart and non-smart
devices. Smart devices are already integrated with the concept of IoT, meaning that they
are already able to join an established network and communicate with other smart devices
and/or servers directly. The photovoltaic inverters, the hybrid inverter connected to the
energy storage system, and the energy meter are smart devices. The non-smart devices
cannot communicate in the established network without an interface with an intermediary
equipment, such as a data aggregator or a microcontroller; they are not integrated with IoT
concepts. The DC-current meter in the photovoltaic inverter’s input and the solar meter
station are not smart devices. Thus, both of them need an intermediary device to manage
the flow of data. In addition, as already stated, the energy storage system communicates
with the supervisory system remotely. This means that its communication is conducted via
the Internet, via the cloud. The communication architecture can be seen in Figure 5.

Modbus TCP/IP is used for the communication between two of the photovoltaic
inverters (Fronius and SMA) and the communication server and between the energy meter
and this server. The inverters are capable of measuring electrical data from the DC-bus (the
solar panel side) and from the AC-bus (the main grid side) as the energy meter. These data
are available via communications protocol for data processing. The Modbus protocol is a
highly used flexible open message structure used for the communication between master
and slave. The communication is only initiated by the master. The master is responsible for
beginning the process by sending a data request to the slave. The connection is conducted
point-to-point. The structure of Modbus guarantees that the final recipient receives the
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message: the master receives an acknowledgment that the request has reached the slave
and the slave receives a flag that the master received the requested data. The Modbus
protocol is illustrated in Figure 6a.

Figure 5. Proposed structure for the data acquisition and supervisory system including the data flow
path , field devices, router of the control room, application system, and the database.

The third photovoltaic inverter PHB communicates with the server via Serial Modbus
RS-485 since it does not have an Ethernet interface and it does not allow for IP configuration.
The Serial Modbus follows the same methodology as the Modbus TCP/IP. The physical
connection is conducted with a twisted wire pair plus ground (GND).

Figure 6. Schematic of the process involved in the Modbus protocols, including the (a) server and
client (Master/Slave) communication, and (b) the process to request data using ftp.

9



Energies 2022, 15, 8324

Node-Red is equipped with nodes that can be configured to establish a Modbus
connection between the communication server (Raspberry installed with Node-Red) and
the inverters and the energy meter. That way, the raw data from these devices can be
acquired by the request made by Node-Red (acting as a server to modbus clients for certain
electrical variables, e.g., AC/DC voltage, current, power, amongst others).

A solar meter station is another gauge incorporated in the supervisory system. It
could measure absolute and relative humidity and pressure, ambient temperature, global
radiance, and wind direction (a reference cell is monitored separately). This solar station
is composed exclusively of non-smart devices, i.e., in order to make their data available,
these gauges communicate with an intermediary data-logging device via Modbus RS-485
(Modbus via serial communication). Using the file transfer protocol (FTP), it is possible to
transfer the data from these gauges to the communication server. FTP is a secure connection
between devices that allow file exchange. FTP also relies on a client–server structure; the
client requests access to a certain file and the server grants this access. This protocol is
a simple tool that allows high volume of data transfer through a network, and it allows
various directories to be transferred at the same instant. The process is shown in Figure 6b.

The idea is to upload the files with the gauges data to the communication server and
post it to the application server to incorporate it into the supervisory system. The FTP client
needs to act as the FTP link and make requests to the FTP server and receive access to the
desired files. In order to supply this link for the current application to retrieve the sensors
data from the data-logging device, a Python program is used. This program is uploaded to
the communication server as a background service that starts running with the booting of
the Raspberry. The upload to the communication server is performed via FTP through the
Python service. Figure 7 summarizes this process.

Figure 7. Schematic of the communication established between the solar meter station and the
application server, showcasing the interaction between FTP, MQTT, and the database.

There are also the DC-current sensors that are not smart devices. In order to include
the data from the sensors to the supervisory system, an intermediary device must be added
to the system in order to collect the data and provide it to the application system. To
make these measurements available for the network, the output of each current sensor is
connected as an analog input to an Arduino Nano with an Ethernet Shield (ENC28J60).
Each analog input of the Arduino that is connected to the DC-current sensors has its value
read in the Arduino. These values need to be converted to engineering units since they
are presented in bits as digital outputs. After they are processed, they are transmitted
from the communication server to the application server via MQTT. Figure 8 summarizes
this scheme.
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Figure 8. Data acquisition process for the DC-Current sensors deploying smart sensors. The micro-
controller uses MQTT to send data to the database.

There are also three hybrid smart inverters, named SMA Sunny Island 8.0h, in this
network that are connected to the battery banks that make the energy storage system. These
inverters also communicate with another communication server via Modbus TCP/IP.

These inverters not only provide data but also receive data—commands—via Modbus
TCP/IP in order to enable the user to control the reactive and active power flow of the grid
by managing the charge and discharge of the battery banks. The inverters are capable of
providing data regarding the measurements of the grid (AC-side) and data regarding the
measurement of whichever battery bank is connected to it (DC-side); it is important to note
that each inverter is connected to a phase conductor and they operate separately and do
not communicate amongst themselves.

These data must be sent to the main communication server in order to post it to
the application server to be incorporated into the supervisory system. The data must be
sent via an Internet connection since the energy storage system is placed in a separate
grid. It is then necessary to provide a secure communication protocol by applying SSL
certificates. This security layer is applied to the lightweight MQTT protocol (MQTTS),
together with password authentication, to send the data of the hybrid inverters to the main
communication server. This solution cannot be seen as definitive, as research related to
cybersecurity is advancing, mainly towards blockchain and the use of a well-structured
sensor network [49].

In this type of architecture, there are devices that generate and publish data (publishers)
and other devices that consume these data (subscribers). This architecture demands an
extra entity that acts as a centralizer in the data exchange, the Message Broker. The devices
that generate data publish it to the broker which organizes the data in topics. The devices
that consume the data subscribe to the desired topic and are able to retrieve the data
assigned to the topic. Every instant new information reaches the topic in the broker, this
information is automatically sent to the device that subscribed to the topic. The process is
summarized in Figure 9. Node-Red environment was used to implement all protocols due
to its steady and reliable communication characteristics.
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Figure 9. Schematic of the process involved in the MQTT protocol: publishers deliver the data to the
broker and then the subscribers make a request to the broker for the desired data.

In order for the application server to access the data from the field devices, it is
necessary to transmit the data from the communication server to the database server. For
that, the InfluxDB database is used and the Node-Red environment already has built-in
nodes that enable an easy configuration of the data transmission. InfluxDB is a password-
protected time-series database, allowing the storage of sensor measurements with their
timestamps. This database has a built-in time service that ensures the synchronization of
time throughout the system. The advantages of using this particular tool are related to
the processing and storage speed due to its simplified structure. Once the data are stored
in the database server, it is possible to configure the link between it and the application
server that houses Grafana, using its own databases configuration tool. Since these servers
(communication, database, and application) are all on the same secure network, it is not
necessary to implement another layer of security for the established links.

In order to summarize the architecture for the communication links among devices
and servers, Figure 10 is shown. A flowchart with the steps of the work and processes
along with the communication protocols is presented in Figure 11.
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Figure 10. Schematic of the architecture of the data acquisition and data monitoring system, showcas-
ing the communication protocols.

Figure 11. Flowchart of the development of the supervisory system including the steps necessary for
the configuration of the communication protocols.

3.2. Application Server

In order to develop the screens of the supervisory system, the data are transmitted
from the database server to the Grafana environment. Due to the features of this platform,
it is possible to build any custom dashboards, meaning that this tool is capable of fulfilling
the flexibility requirement to generate any dashboard necessary.

In order to retrieve the data, the application allows the configuration of the InfluxDB
databases created in the database server. For this application, there are six databases and
all of them must be configured in Grafana.

The users need an overview of the measurements of the micro-grid in real-time. Thus,
it is interesting to provide the single-line diagram of the system with live measurements
and the status of the phovoltaic power generation. The new supervisory system should
also allow for the plotting of real-time and historical electrical and environmental data for
further analysis.

The development of the screens of the supervisory system is conducted solely in the
Grafana environment. This platform provides a user-friendly interface to build a custom-
made supervisory system, presenting features and gadgets that allow customization. In
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addition, due to its built-in InfluxDB tool for the configuration on data transmission, the
platform is easily expandable.

Grafana also allows the creation of multiple users. The user can be set up to have
different access level rights. One user can be configured as the administrator; another can
be a guest and only have viewing access.

The versatility of Grafana is one of the main advantages when comparing it to the
provided current supervisory system. For the latter, new features and/or variables are
cumbersome to be added; these inclusions have to be performed by the third party company.
In addition, the structure of the current supervisory system is more rigid, not allowing
customization.

4. Case Study

The case study is a photovoltaic (PV) plant (Tesla Laboratory Experimental Photo-
voltaic Power Plant) connected to a battery energy storage system and to the loads. The
solar plant is 37 kWp, located in Belo Horizonte, Brazil. Figure 12 shows the single-line
diagram, showcasing some of the PV panels, the control room, and the battery banks.

Figure 12. Single-line diagram of the solar power plant with the energy storage system.

The power plant has three power inverters: Fronius IG Plus 150V-3 (10 kW), SMA
Sunny Tripower 12000TL (12 kW), and PHB20K-DT (20 kW), as seen in Figure 12—the last
one was installed in May/2021. Since this project is a prototype, inverters from different
manufacturers were installed in the power plant in order to investigate their differences.
The photovoltaic plant is formed by 152 PV panels (Yingli 245P-32b, 245W), connected via
inverters through a 45 kVA 400/220 V transformer in the university electrical grid.

The energy storage system is made of three independent battery banks and three inde-
pendent single-phase hybrid inverters (SMA Sunny Island 8.0h). The latter are connected
to the first, enabling the flow of data from/to the battery management system to/from
the control room via local or remote commands/monitoring. This connection makes it
possible to monitor the battery banks and to control the power flow between the solar
power plant and the battery banks. The inverters are able to send commands to them to
charge/discharge, adjusting the power flow.
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Each battery banks presents a unique electrochemical technology, comprised by: 24
lead-carbon batteries pack, 6p4s of 12 V and 220 Ah, a molten-salt battery bank, 2p1s of
48 V and 200 Ah, and lithium-iron 48V battery bank, 5p1s of 48 V and 100 Ah. All the
batteries are shown in Figure 12.

In order to obtain the measurements from the AC-side, a Janitza UMG 604 is connected
to the grid. It is an energy meter that is able to provide various electric information: power,
energy, frequency, current, and voltage. This device measures the output electric variables
of the power plant, before the transformer. A Fluke SII (energy meter) is also installed. This
one is connected in the 220 V busbar before the 13.8 k/220 V transformer.

5. Results and Analysis

The commercial supervisory system main screen could be viewed in Figure 13, demon-
strating real-time main electrical, environmental data of the PV plant, and monetary value
of the generated energy. The structure of the current supervisory system is stiff, not allow-
ing expansions and alterations in the data format. There is also an evaluation page, seen
in Figure 14, in which it is possible to plot any available variable along a specified period
of time.

Figure 13. Main screen of the commercial supervisory system.
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Figure 14. Graphs page of the current supervisory system.

The new supervisory system has been operating since Jan/2021. The box that contains
the servers, the router, and the communication links can be seen in Figure 15.

Figure 15. Supervisory system hardware box.

The new supervisory system shows every electric measurement from the AC (from
the energy meter and inverters) and DC buses (from the inverters) and the environmental
variables made available by the solar meter station. Figures 16–18 are the new supervisory
system. The new dashboards have a flexible and expandable structure in contrast with the
old one. Any data and data format can be shown on the supervisory system for any user (all
users and administrators). The developer is allowed to build any screen without restriction.
The screens can be updated at a user-defined rate, allowing it to be more accurate with
regard to the sampling rate of each measurement.
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Figure 16. New supervisory system’s main screen: PV plant overview.

Figure 17. Screen for the measurements of the solar meter station.
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Figure 18. AC-Grid measurements for the solar power plant.

The system can also be accessed in a Read-Only capacity for all users, including the
ones that do not have administrator capabilities. In addition, all the users are able to
download any data in a CSV file for further analysis. All users can choose the sampling rate
and the period of time for the file. The administrator user is the only one that can modify
the dashboards and the communication with the databases.

Is it possible to see that the new supervisory system is able to display real-time current
measurements, also with the ability to display peaks, lows, and averages as seen in the
latter. This supervisory system is also capable of presenting historical data and the user
(any access level) can select any period of time that is needed.

The new presented system is not only more flexible and more adaptable than the
current supervisory system, but the developer and the user can also select a finer resolution
for the display of measurements (historical and real-time). It is possible to establish a
sampling rate of 5 s if desired; the current supervisory system has a fixed sampling rate
of 5 min for every variable. The longer polling time could mean data loss especially on
days in which there is a lot of weather variation due to the low inertia of the PV panels
(cloudy days). Figure 19 gives a more detailed view in order to show the behavior of the
active power during the morning of a cloudy day to highlight the data loss of the original
system due to the polling time. The new system detects higher power peaks and lower
power valleys since its polling time is lower: 10 s versus 5 min.
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Figure 19. lActive AC power measured at the SMA Inverter. (a) Example with a long sampling; (b)
Example with a short sampling enabling detailed measurements.

Besides the technical advantages, the comparison between equipment costs can also
be used to illustrate other advantages. While the developed system had a total cost of
around USD 550, the commercial one was USD 4500, plus USD 25 for monthly subscription.
The main reason for this difference is that the commercial equipment can be used for
other variety of applications, which has no use for the solar system. In other words, the
commercial solution provides ADC inputs and communication interfaces that are not
compatible with the solar system.

To sum up the main comparisons between the two supervisory systems, Table 1 is
shown.

Table 1. Highlights of the comparison between the previous and the current supervisory systems.

Feature Previous Supervisory Current Supervisory

Flexibility Low High

Price USD 4500 + USD 25 monthly USD 550

Sampling Rate Fixed at 5 min Customizable for every variable

Compatibility “Pseudo” Plug & Play Requires configuration

As it can be seen, the current supervisory system has advantages in three of the
four considered features. The new system is more cost-effective, and the flexibility is
considerably higher than the previous one, being more adaptable, and it is possible to
expand more easily. The current supervisory system has a customizable sampling rate,
which enables a better analysis of the behavior of each variable, making it more suitable
for photovoltaic (PV) power plants since PV panels have low inertia. The feature that
the previous supervisory system has over the current one is the compatibility since it is
practically a system that only has to be installed to initiate the monitoring. The current one
needed some configuration and adaptation.

6. Conclusions

The goal was to demonstrate the development steps of a supervisory system of a
power plant and the energy storage system using IoT concepts, employing smart devices
(network ready) and adapting the non-smart devices. The knowledge and techniques
implemented for the case study can be transferred for the development of any supervisory
system for any industrial/residential plant providing the means to establish a network.

Using smart devices and adapting the non-smart devices, every piece of information
available from the micro-grid could be collected in the new supervisory system. The
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communication, database, and application servers could be built in order to develop the
supervisory system.

The new supervisory system is a more flexible solution. This system could be modified
to integrate any modifications that may be necessary due to field changes in the power
plant or in the energy storage system or due to new monitoring requirements. The de-
veloper/user of the new system could configure polling times more appropriate to each
electrical and environmental variable according to one’s goal.

When comparing this study to other papers in this field, it is possible to see that the
other research works did not compare traditional supervisory systems with supervisory
systems that implemented IoT devices. This paper did stress the advantages technically,
analytically, and financially of the current system when confronted with traditional systems
and with the previous supervisory.

To further improve the new system, it would be interesting to implement a prediction
feature of the daily energy generation. This would allow for the scheduling of the operation
of the energy storage system. Adding this feature, the power output of the power plant
would be predicted based on the weather forecast for the coming day and the monitoring
system could command the field devices to control the charge/discharge of the battery
banks based on this forecast in order to supplement the generation when necessary, fine-
tuning it in real time.

An optimization tool for self-management of the plant would also be interesting.
The goal of the tool could be to maximize the efficiency of the process and lower costs
and losses.
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Abstract: Condition monitoring of wind turbines is progressively increasing to maintain the continu-
ity of clean energy supply to power grids. This issue is of great importance since it prevents wind
turbines from failing and overheating, as most wind turbines with doubly fed induction generators
(DFIG) are overheated due to faults in generator bearings. Bearing fault detection has become a main
topic targeting the optimum operation, unscheduled downtime, and maintenance cost of turbine
generators. Wind turbines are equipped with condition monitoring devices. However, effective
and reliable fault detection still faces significant difficulties. As the majority of health monitoring
techniques are primarily focused on a single operating condition, they are unable to effectively
determine the health condition of turbines, which results in unwanted downtimes. New and reliable
strategies for data analysis were incorporated into this research, given the large amount and variety
of data. The development of a new model of the temperature of the DFIG bearing versus wind
speed to identify false alarms is the key innovation of this work. This research aims to analyze the
parameters for condition monitoring of DFIG bearings using SCADA data for k-means clustering
training. The variables of k are obtained by the elbow method that revealed three classes of k (k = 0, 1,
and 2). Box plot visualization is used to quantify data points. The average rotation speed and average
temperature measurement of the DFIG bearings are found to be primary indicators to characterize
normal or irregular operating conditions. In order to evaluate the performance of the clustering
model, an analysis of the assessment indices is also executed. The ultimate goal of the study is to be
able to use SCADA-recorded data to provide advance warning of failures or performance issues.

Keywords: bearings; condition monitoring; DFIG; K means; SCADA data; wind turbine

1. Introduction

In recent years, renewable energy sources have attracted considerable interest on a
global scale, becoming a viable option due to technological development, cost reduction,
and increasing demand, especially in developing countries [1,2]. Wind energy conversion
is one of the most promising renewable energy technologies that has developed rapidly
in recent years and provides a substantial share of electricity in an increasing number
of countries.

The cumulative global installed capacity of wind energy is about 93.6 GW of the
additional wind generating capacity installed globally in 2021, as shown in Figure 1.
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Figure 1. Global wind energy installation.

China, the U.S., Brazil, Vietnam, and the United Kingdom were the top five global
markets for wind power installations in 2021 [3].

According to the report in [4], during 2021–2022, twelve wind power projects in
Pakistan, with a cumulative installed capacity of 610 MW, achieved and started the supply
of electricity to the national grid. As evidenced in Figure 2, currently, Pakistan has around
4% share of wind energy among other resources [5] and has a deployment of renewable
energy throughout the land, particularly in two provinces, Sindh and Baluchistan [6], and
aims to achieve 30% of its electricity generation from renewables by 2030 [7].

Wind 4%
Solar
1%

Natural 
gas
30%

Hydro 
29%

Geothermal
23%

Coal
13%

Figure 2. Pakistan’s energy matrix.

The generator of a wind turbine is one of the most failure-prone assemblies due to the
variable loads [8]. Continuous operations in all environmental conditions contribute to
failures of wind turbine components, assemblies, and systems. Bearing failures account for
more than 40% of the overall wind turbine generator failures leading to unexpected energy
losses [9]. In Figure 3, a fire in a wind turbine is represented. According to [10], the turbine
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may have failed because of the generator’s high bearing temperature due to a shutdown
that led the generator to set on fire. The high temperature, combined with the leakage of
oil from the rotating manifold nearby, probably triggered the fire.

 

Figure 3. Extend of damage due to wind turbine failure during October 2022 at Sapphire Wind Power
Plant at Jhimpir.

Hence, a solution for effective condition monitoring of generator bearings and early
identification of failure symptoms is needed. From actual maintenance practices of wind
turbine generators, it was found that there is a high nonlinear relationship between the
turbine fault and relevant factors [11]. Therefore, without proper monitoring, replacement
of the damaged bearing will not solve the problem and will cause damage again. In order
to avert such failures, it is critical to address the main causes of these failures in order
to prevent them and create possible solutions to decrease the occurrence of damage in
components. The development of condition monitoring techniques for rotating machinery,
particularly the bearings, has received much attention during the past few decades. Since
bearing failures results in prolonged downtime and wind turbine systems operate in
adverse conditions with widely variable speeds, loads, and temperatures, they appear to
be a solid option for model-based condition monitoring system [12,13]. However, cutting
tools are the final executive component in the machining process and come into close
contact with the product. This causes them to wear out quickly, which in turn impacts
the workpiece’s surface quality. According to [14], tool wear and damage are the primary
factors causing the failure of the machining process. The resulting downtime accounts for
7–20% of the total downtime of the machining process, and the cost of tool and tool change
accounts for 3–12% of the total machining cost.

A lack of information precisely describing primary bearing breakdowns in terms of
frequency and damage types, as well as the most common bearing modeling and analysis
setups, divided into dynamic and quasi-static categories, are presented in [15]. The study
examines wind turbines’ dynamic reliability under various control strategies and external
conditions. The survival signature and fault tree analysis (FTA) were used to examine
the system reliability level of wind turbine drive trains under various wind conditions in
Ref. [16]. To maintain maximum power output, a doubly fed induction generator (DFIG)
was chosen since it includes more than 50% of all major onshore wind power plants world-
wide [17]. Doubly fed wind turbines are vulnerable to various types of generator losses;
these failures lead to excess vibrations that might damage other components, such as bear-
ing failures, which produce non-stationary vibrations [18,19]. Because the consequences of
a failure are catastrophic for both business and customers, it is crucial to prevent the error
more precisely [18]. Due to the longtime operation of the wind turbine in poor conditions,
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such as heavy loads, corrosion or failure in gearboxes can occur, such as misalignment,
looseness, and contamination of the bearings [20]. Contaminants include dust in the air,
dirt in the bearing, and any abrasive substance that gets into the bearing. Studies conducted
on the reliability of wind turbines show that the drivetrain system accounts for about 20%
of overall problems and accounts for nearly 30% of wind turbine outages when using
DFIG [21].

With the use of data from the supervisory control and data acquisition system and the
idea of energy saving, this study enhances a condition monitoring method for wind turbine
main bearings. The objective of the current research was to employ model parameters
as health indicators. The method was applied to find main bearing degradations over a
two-year period in a wind farm with more than 100 WTGs. The method was evaluated
because of the history of bearing failures that were known [22]. The two different types
of datasets were used to test the newly created trigonometric entropy measure based
on variational mode decomposition (VMD). One comes from the Centre for Intelligent
Maintenance Systems, and the other from the XJTU-SY Bearing Databases. The suggested
method has the ability to raise the alert about the beginnings of faults relatively at an early
stage [23].

One of the research studies suggests an artificial neural network (ANN)-based defect
detection approach for wind turbine main bearings based on current SCADA data. In this
study, SCADA data from the Nord-Trndelag Elektrisitetsverk-owned Hundhammerfjellet
wind farm were used. Turbine rear bearing temperature, a main shaft rear bearing char-
acteristic in the SCDA data, provides an indication of how hot the bearings are operating
and hence provides the opportunity to identify rear bearing overheating [24]. Another
study was developed in such a way that 10 min average operating (SCADA) data for a
group of 14 wind turbines are available, and a subset of 10 of those 14 turbines undergo
monthly grease checks. The suggested method is completely hybrid and intended to
combine data-driven and physics-informed layers in deep neural networks. The bearing
damage of a wind turbine using recurrent neural networks was studied. It was specifically
suggested that grease damage increments through a multi-layer perceptron and bearing
fatigue damage through equations frequently employed in bearing reliability design [25].
Therefore, this research focuses on analyzing these faulty bearings in DFIG. The condi-
tioning monitoring-based system was suggested to detect faulty bearings, and a machine
learning approach was used for the detection of intensity/type of fault in DFIG. In this
paper, system identification methods were applied to SCADA data to develop a condition
monitoring model, which can be used to predict the generator’s indices that affect the
bearings in terms of wind speed, generator temperature, generator rotation speed, etc.
The SCADA data were analyzed to assess wind turbine operating conditions using the
developed model that effectively identifies potential failures or breakdowns.

The need for condition monitoring of wind turbines is growing as the size and location
of modern wind turbines make their technical availability essential. Due to the limited
accessibility of some remote-controlled wind farms on mountain and offshore wind farms,
unexpected failures, especially of large and important components, might result in unneces-
sary delay and cost. Therefore, the goal of our research was to obtain real-time SCADA data
for acquisition while minimizing downtime through condition monitoring. Many methods
employing these data for early failure detection have recently been developed since CM
using SCADA data is a potentially low-cost solution requiring no additional sensors. From
all the parameters, it was found that the prediction of the temperature variation trend is
crucial in order to provide an overheating warning and detect an optimization problem.
In order to solve the optimization problem of the proposed model, the corresponding
objective function was derived in a more tractable form, and an alternative update algo-
rithm is presented, which is based on the identification of new concepts in unlabeled data.
The method is used to achieve improved predictive performance in terms of improved
predictive accuracy.
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The rest of the paper is structured as follows: Section 2 presents the research method-
ology describing the data-based approach and reporting the research flow of the study.
Section 3 provides the results and analysis of the study. Techniques and methods (K-means
clustering approach, elbow method, boxplot visualization) are discussed and applied to
the SCADA data where faults are known to have occurred, and conclusions and future
recommendations are drawn.

2. Methodology

Wind turbine condition monitoring can be used to improve safety or to lower the cost
of the existing level of safety, anticipating or detecting emerging major faults [26]. The
study proposes a methodology based on wind turbine condition monitoring that, through
a supervisory, control, and data acquisition SCADA system, records data from an inertial
measurement unit (IMU) sensor mounted on the DFIG’s bearings that detects system
signals. The SCADA system provides historical signals, fault information, environmental
condition parameters, and operational factors related to the DFIGs and their equipment in
wind turbines. The collected data are then used by proposing a new method of bearing
failure detection in the machines.

The method used in this study to compare the bearing status of the DFIG in the
SCADA system is characterized by its feasibility and cost-effectiveness, and its flowchart is
shown in Figure 4. Table 1 lists the key parameters of interest.

Figure 4. Research Methodology Flow chart.

Unlike supervised learning, where human-labeled data are necessary, unsupervised
learning uses unlabeled data and provides an insight into the probable classes present
in the dataset, which is then used to broadly classify the data. The main benefit of unsu-
pervised learning lies in the fact that it does not require any human-labeled data, which
saves much manual effort that is otherwise used to label every data point in a particular
dataset individually.
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Table 1. Assessment indices of DFIG bearings.

S.no. SCADA Parameters Unit

1 Average Active Power (kW)

2 Average Wind Speed (m/s)

3 Average Reactive Power (kVar)

4 Wind Turbine Energy yield (kWh)

5 Average Ambient Temp (◦C)

6 Average Gen Rotation Speed (rpm)

7 Average Maximum generator temp (◦C)

Advanced condition monitoring systems are used by wind turbines, which are com-
plex systems, to assess their state of health. Due to its high failure rate and downtime, the
generator is one of the most important components. In wind farms, SCADA are used for
real-time condition monitoring and control. New and reliable strategies for data analysis
are needed because of the large amount and variety of the data. The development of a new
model of the temperature of the DFIG bearing versus wind speed to identify false alarms
was the key innovation of this work. A box plot was utilized to depict the distribution of
the data, and a data partitioning strategy was used.

The model for determining failures in DFIG bearings is based on machine learning
(ML) techniques for classification and parameter analysis for early diagnosis and predictive
maintenance. The K-means clustering technique is used for the evaluation and condition
analysis of DFIG bearings, and the elbow method is used to determine the K value for
the classes in accordance with the clustering technique. Reducing the size and complexity
of the dataset is the primary goal of the clustering technique. Compared to the original
data, clustered groups of points occupy much less storage space and are easier to control,
which is why this method is proposed. Once the clusters were determined, scatterplot and
boxplot visualization was used for the statistical visualization of the predicted data. In
the last step, validation of the predictive performance of the results was analyzed with the
latest data obtained.

K-means Clustering

The unsupervised learning approach known as K-means clustering divides the unla-
beled dataset into many clusters. The K-means algorithm was employed for the condition
assessment of the DFIG bearings. The K-means clustering technique was applied to design
the prediction model for the assessment indices that are based on DFIG bearings, such as
temperature, rotation speed, and wind speed. The K-means model was used to identify the
clusters in the available dataset. Here, the value of K (1, 2, 3, 4, 5) was determined.

The model is trained through the machine learning algorithm using python program-
ming in Jupyter in Figure 5.

The steps in the K-means clustering algorithm are the following:
Let X = {x1, x2, x3, . . . , xn} be the set of data points and V = {v1, v2, . . . , vn} be the set

of centers:

(1) Select “c” cluster centers;
(2) Determine the Euclidean distance between the cluster centers and each data point;
(3) Assign the cluster with the shortest distance from all the other cluster centers;
(4) Recalculate the new cluster center using the following:

vi = (1/ci) sum (j = 1, ci) (xi)

where “ci” denotes the no. of data points in the ith cluster;
(5) Measure again the separation between each data point and the newly discovered

cluster centers;
(6) Stop if no data point was moved; otherwise, go back to step (3).
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For the progression, keep changing the value until the optimal clusters can be achieved.

J(V) =
c

∑
i=1

ci

∑
j=1

(‖xi − vj‖
)2

Figure 5. Flowchart of K-means technique.

The Euclidean distance between xi and vj is given as “‖xi − vj‖”.
Prediction errors in the SCADA data of the model follow a normal distribution. Thus,

it can be calculated based on the probability density function of normal distribution.
Elbow method for optimizing K value:

The elbow method is an effective method for cluster optimization and is used for
clustering analysis since it is simple to implement and yields useful results. The elbow
technique is a visual way to verify the consistency of the optimal number of clusters by
analyzing the difference in the sum of square errors (SSE) of each cluster. The most severe
difference creating the angle of the elbow indicates the optimum cluster number [27].

In this method, the optimal value of k using the elbow method is found by calculating
the sum of square error (SSE) to evaluate K-means clustering using the elbow criterion.
The idea of the elbow criteria approach is performed to select the k (number of clusters) at
which the SSE decreases significantly. The elbow rule’s fundamental concept is to employ
a square of the distance between each cluster’s centroid and sample points to generate a
range of K values. As a performance measure, the sum of squared errors (SSE) is employed.
SSE is calculated by iterating over the K-value. Smaller numbers represent more converging
clusters. SSE displays a sharp reduction when the number of clusters is adjusted to be close
to the number of actual clusters. When there are more clusters than there are actual clusters,
SSE still decreases, but it does so more slowly. It is used to choose the best clusters.

Data Visualization

Large amounts of numerical data can be displayed using graphs, which can be used
to demonstrate the relationships between the numerical values of various variables and to
derive quantitative relationships between them. One of the most powerful and popular
methods for visual data analysis is the scatter plot [28]. Different data points are positioned
between an x- and y-axis to display these data. Each of these data points appears to be
“scattered” across the graph. By using the generalized scatter plot technique, big datasets
can be completely represented in the figure without any overlap. The primary concept is
to provide the analyst with the flexibility to adjust the quantity of overlap and distortion
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to produce the optimal view. The model offers the option to smoothly zoom between
the conventional and generalized scatter plots to enable effective usage. An optimization
function considers overlap and visualization distortion.

Performance Analysis System

SCADA was utilized to create the system for analyzing model performance. Once
a csv file is loaded with the dataset comprising the measurements, the model builds its
predictions. Then, predictions are made using the seven parameters listed in Table 1. In
the same sequence as the data received from the input file, the predictions are made and
written to a csv file. By comparing the predicted label with the actual label, the generated
csv files can be examined to determine how well the model performed. The software is used
to analyze and visualize the performance of the model implemented in Jupyter Notebook
using Python programming.

3. Results and Analysis

3.1. Case Study

In this study, SCADA data were collected and analyzed from an onshore wind farm
with 66 wind turbines with DFIG generators with rated power of 1.5 MW each, located in
the Jhimpir wind corridor. The data were collected in the form of excel sheets at 10 min
intervals at a bearing speed of 1800 rpm. The database covers one month of operation, from
January 2021 to February 2021. Up to 300 datasets were recorded for analysis and used to
train the model.

3.2. Data Visualization

After data pre-processing, visualization of the data according to its correlation with
all filtered parameters can be observed in Figure 5. Once the visualization of the data is
acquired, the condition changes in the DFIG parameters summarized in Table 1 can be
easily determined.

In Figure 6, a good correlation is observed between the average generator rotation
speed and the average generator maximum temperature. Therefore, with the change in
speed, the temperature also increases.

In order to analyze the trend and cycles, studies of the parameters with regard to
time were devised, as shown in Figure 7. Based on the number of notices and downtime
hours, Figure 6 displays the monthly report of the evaluation indices for a certain DFIG.
One-month duration is displayed on the x-axis, and the left y-axis displays the ranges
and downtime hours. The two temperature parameters exhibit nonlinear and progressive
variation tendencies, and the wind speed varies significantly.

It is evident from the figure that as the wind speed increases, the generator’s rotational
speed and power generation also increase accordingly. The average temperature of the
turbine also increases due to an increase in turbine speed. It can also be observed that the
effect of ambient temperature on generator temperature is rather low compared to the effect
of rotation speed. The turbine starts generation at 5 m/s and tries to maintain its speed at
17 m/s for maximum power generation. As wind speed reduces to less than 5 m/s, the
turbine cannot maintain generation and reduces the generator speed to zero, as can be seen
from the figure.

3.3. K-Means Clustering with Elbow Method

The K-means algorithm partitions the collected data into k clusters, in which each
point belongs to the cluster with the smallest distance. K determines the default clusters
to be generated during the process, with K = 2 creating two clusters and K = 3 creating
three clusters. This allows for the analysis of a close connection between generator rotation
speed and generator temperature. The technique is applied by using the elbow method
algorithm, which provides a quick and intuitive response.
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Figure 6. Scatterplot of units divided into clusters obtained according to its correlated parameters.

31



Energies 2023, 16, 2367

 
Figure 7. Time series graph of parameters for a given timeline.

In the elbow graph in Figure 8, it is seen that there is a sharp decrease in the SSE until
the third cluster. Therefore, the optimal value of k = 3 is obtained.
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Figure 8. Determination of the best cluster using the elbow method: sum of squared errors (SSE)
versus K values.

The centroid of a cluster and each individual observation allocated to that cluster are
separated by the total within-cluster variation. The following centroids are chosen using
the original max–min criterion, which involves picking the point that is farthest from its
nearest centroid. When the cluster sizes are seriously out of balance, the max–min approach
is extremely helpful in preventing the worst-case behavior of the random centroids [29].

The clusters are more clearly defined and confined the closer together these distances
are by adjusting the k-value to 3 and observing the clusters again with respect to all
parameters. The grouping of data points does not give a good correlation between all
parameters except the average generator temperature and the average generator rotation
speed, which are clearly grouped in Figure 9. However, a linear relationship (orange line)
can be observed between the temperature and the rotation speed of the DFIG bearings.

The red dots showing the mean of each cluster’s points, orange line shows the linearity
and clusters are referred to as classes K = 0, 1, and 2, (3 colors = 3 clusters or k = 3) in
Figure 10.

3.4. Box Plot Visualization

The relationship function between the assessment indices and their influencing factors
was established using a boxplot. The condition assessment index of DFIG bearings was
generated using a boxplot representation of k-means clustering algorithms. The boxplot
visualization of the k-means cluster analysis groups individuals as average maximum
generator temperature (◦C) and average gen rotation speed (rpm).

The partition of units in clusters is:
____ Cluster 1: 0, for low temperature, low speed;
____ Cluster 2: 1, for medium temperature, moderate speed;
____ Cluster 3: 2, for severe temperature, high speed;
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Figure 9. Data visualization according to its correlated parameters.

Figure 10. Data visualization of generator temperature and rotation speed according to K-means clustering.
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In Figure 11, the relationship between rotation speed and temperature is analyzed. As
the rotation increases, the temperature also increases. Therefore, three classes are extracted
after the clustering method.

(a) (b) 

Figure 11. Boxplot variables: (a) rotation speed vs. cluster id; (b) temperature vs. cluster id.

3.5. Validation of Results

Validation of the predictive performance of the results with the latest data was ob-
tained. After processing the model again for getting qualitative performance, SCADA
operational data were recorded continuously at 10 min intervals. This can take the form
of the average, minimum, maximum, or standard deviation of live values recorded by
the controller in the previous 10 min period. Signals such as the turbine power output,
wind speed, temperatures of various components, electrical signals, and environmental
conditions such as anemometer-measured wind speed and ambient temperature were
recorded. The flow chart of validation is shown in Figure 12.

Figure 12. Flow chart of validation.
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The comparison of average generator rotation speed and average generator tempera-
ture in Figure 13 shows their performance with their pros and cons in a particular scenario.
The suggested evaluation approach can effectively forecast the change in operating circum-
stances prior to fault occurrences and can provide early warning of developing faults in
DFIG bearings, according to the validation results.

Figure 13. Validation of predicted results.

Validation of this research shows the change in speed and temperature. If the tem-
perature exceeds greater than the range of 25 ◦C to 75 ◦C, it may fault the DFIG. After
applying the machine learning technique, it was found that the rotation of the generator
changes its speed, the high temperature could also be exceeded, and it can affect DFIG
and could damage the bearings. Therefore, this research provides early fault detection of
DFIG bearings.

4. Conclusions, Social Impact, and Recommendations

The approach was applied in a field study using one month of SCADA data from
a wind farm consisting of 66 1.5 MW turbines in order to develop an effective condition
monitoring system for early diagnosis and prognoses the conditions of the wind turbine’s
drive train to investigate bearing failures in DFIG. The box plot shows the visual graph
of the affected parameters. In order to achieve forecasting with high accuracy, this paper
proposes a novel model for the bearings in DFIG and a machine learning method for
predictive maintenance. Therefore, forecasting the trend of temperature change is critical
for overheating warnings. In order to evaluate the performance of the clustering model,
experimental analysis was carried out. By combining the condition parameters in a scatter
matrix, the linear elbow technique revealed the relationships between temperature and
related variables. The results of comparative studies and early fault diagnosis show that
the proposed method has better performance for temperature forecasting and average
rotation speed of the main bearing of large-scale DFIG bearings. If these data can be
used to identify potential failures or breakdowns, then this may well prove to be a very
cost-effective means of condition monitoring; the SCADA data parameters prove to be
a cost-effective method of condition monitoring that can be used for potential faults or
malfunctions. The method will enable reducing downtime and monetary losses due to
maintenance and replacement of various wind turbine components. The study provides an
adaptable but reliable framework for the early identification of developing wind turbine
damage, reducing wind turbine outages, and raising wind turbine dependability and
revenue through operational improvement. Forecasting the trend of temperature change
is essential for issuing overheating alerts. The outcomes of comparative studies and early
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fault diagnosis demonstrate that the proposed method has improved performance for
temperature and rotation speed for forecasting the bearing of DFIG bearings. This research
suggests a novel model for the bearings in DFIG and a machine learning method for
preventive maintenance to achieve forecasts with high accuracy.

The sustainability of wind energy generation is ensured by using the approach sug-
gested in this paper. Additionally, wind turbines may lessen the amount of power produced
using fossil fuels, which lowers overall air pollution and carbon dioxide emissions. The
potential for wind turbines to negatively impact wild animals through collisions as well
as indirectly through noise pollution, habitat loss, and decreased survival or reproduction
is a major issue for the business. Moreover, this study could be carried out to analyze
the viability of this method for more than seven parameters of DFIG wind turbines in the
future. With some changes, our project can also be used for health/condition monitoring of
other equipment such as wind turbine gearboxes, medical sectors, helicopters, cars, etc.
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Abstract: The integration of distributed generation (DG) into a power distribution network allows
the establishment of a microgrid (MG) system when the main grid experiences a malfunction or is
undergoing maintenance. In this case, the power-generating capacity of distributed generators may
be less than the load demand. This study presents a strategy for the effective utilization of deployed
active and reactive power sources under power mismatch conditions in the islanded distribution
networks. Initially, the DGs’ and capacitors’ optimal placement and capacity were identified using
the Jaya algorithm (JA) with the aim to reduce power losses in the grid-connected mode. Later, the
DG and capacitor combination’s optimal power factor was determined to withstand the islanded
distribution network’s highest possible power demand in the event of a power mismatch. To assess
the optimal value of the DG–capacitor pair’s operating power factor (p f source) for the islanded
operation, an analytical approach has been proposed that determines the best trade-off between
power losses and the under-utilization of accessible generation. The test results on 33-bus and 69-bus
IEEE distribution networks demonstrate that holding the islanded network’s load power factor
(p f load) equal to p f source during the power imbalance conditions allows the installed distributed
sources to effectively operate at full capacity. As expected, the proposed strategy will assist the utility
companies in designing efficient energy management or load shedding schemes to effectively cope
with the power mismatch conditions.

Keywords: capacitors; distributed generation; distribution network; islanded operation; microgrid;
power supply–demand imbalance

1. Introduction

Obtaining favorable results by introducing distributed generation (DG) and capacitors
into distribution networks necessitates a well-thought-out design strategy. The optimal
positioning and sizing of capacitors and DGs potentially result in improved voltage stability,
reliability, power quality, reduced power losses, and eliminating or deferring the upgrades
of the electrical power networks. In addition, DGs’ and capacitors’ joint presence allows the
distribution networks to be operated as autonomous grids whenever the primary grid faces
a fault or is being serviced. In the recent literature, heuristic and meta-heuristic techniques
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have been commonly used to optimize the capacity and placement of DGs and capacitor
units in the distribution networks. However, the literature focuses on identifying the DGs’
and capacitors’ simultaneous allocation for grid-integrated distribution networks.

Among the examined papers, two studies [1,2] in the literature have retrieved the
pivotal option of microgrid (MG) formation, while allocating the DGs and capacitors in
on-grid radial distribution networks. Gholami et al. [1] optimally allocated the capacitor
units in DG-integrated power distribution networks for both on-grid and off-grid operation
modes. Under islanded operation, the authors assumed that a section of the distribution
system was operated with accessible energy. Nevertheless, they did not entail any method
for fully operating the installed sources. Wang and Zhong [2] optimally allocate the
capacitor and DG units both on the grid and in the islanded mode of the distribution
system in order to boost voltage levels at network buses. However, the authors chose
different DG and capacitor banks for both operation modes, and their placements changed
when the operation mode switched, which is an unrealistic strategy. In one study, Yazdavar
et al. [3] optimize the capacitor and DG sizes, locations, and types for a standalone MG
that is not the part of central grid. Thus, the authors ignored both the grid-integrated and
islanded modes of operation. In addition, while optimally allocating the DGs alone, a
method for determining the best DG locations and sizes for islanded networks has been
reported in a few studies [4–6]. However, the mentioned studies hypothesized that the DG
units’ capacity was more than the total energy consumption (power losses and demand)
and hence used the isolated operation approach to address islanded distribution networks.

Although islanded and isolated networks have nearly identical control and opera-
tional needs, they differ in planning, owing to the islanded mode’s short interval of MG
operation [7]. The on-grid distribution networks typically operate in autonomous mode
for a brief time when the primary grid experiences a fault or is undergoing maintenance.
Therefore, the installation of larger DGs can ensure the sustainable operation of the electric
grid. However, it will raise the overall cost of the power system, making the electric grid
more complicated. Therefore, a mechanism must be developed to utilize the same installed
DGs as a standby power source till the grid’s supply is restored. It will be possible if the
installed DGs supply power to a specific distribution network section by dividing the entire
network into several zones. Alternatively, if distribution system operators (DSOs) can
persuade consumers to limit their electricity consumption, then at least a portion of each
consumer’s load demand can be met with available energy. Hence, it is necessary to create
a mechanism to fully utilize the installed DG and capacitor units to serve a significant part
of the islanded network’s total load demand under supply–demand mismatch conditions.
Such an approach will also allow the utilities to design effective energy conservation, load
shedding, and demand-side management (DSM) schemes to improve the reliability of
the islanded distribution networks when there is a supply–demand disparity (Figure 1).
The systematic literature findings have been compiled in Table 1. In addition, in [8], the
authors of this paper presented a detailed critical review of the studies that have been
especially undertaken in the domain of simultaneous DG and capacitor allocation in the
power distribution networks.

Furthermore, in the literature, various studies [9,10] emphasize the risk of a total
blackout and suggest restoration techniques that leverage distributed generation to restore
critical loads, especially since shedding load is a critical method for handling power
imbalance conditions when the power supply is less than the demand. Load shedding
enables DSOs to allocate available energy to critical loads and discard the remaining load.
However, an analysis of how the distributed sources’ available power generation capacity
can be optimized to serve the maximum possible share of the total network load while
minimizing load shedding is necessary to make an informed decision.
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Figure 1. Strategies to handle the supply–demand imbalance (Pdemand ≥ Psupply) condition.

Considering this fact, this study proposes a dual-stage strategy for optimally placing
DGs and capacitors during the grid-integrated mode of distribution networks and efficiently
operating them for islanded operation. The optimal DG and capacitor allocation for grid-
integrated operation is determined in the first part using the Jaya algorithm (JA) to decrease
losses while keeping voltage deviation (VD) at buses within safe ranges. The second part
determines the DG and capacitor combination’s optimal operating point for carrying the
maximum power demand of the islanded distribution network in the event of power
deficiency conditions. The second part of this study proposes an analytical approach to
determine the optimum power factor of the DG–capacitor combination, evaluating power
losses and under-utilization of the mounted distributed power sources.

The main contributions of this study are listed below:

i. A methodology correlating the effective utilization of the DG and capacitor units
under autonomous operation mode is proposed for the scenario where the power
supply is less than the power demand;

ii. A bi-objective minimization function, incorporating the accessible power genera-
tion’s under-utilization and active power loss reduction, is established to optimize
the islanded distribution network’s operation during power supply and demand
imbalance events.

The rest of the article is arranged in four sections: The optimization problem is
formulated in Section 2. The proposed planning strategy is discussed in Section 3. Section 4
presents the results and discussion, and the conclusion is drawn in Section 5.
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2. Problem Formulation

The primary goal of this study was to efficiently utilize the installed DGs and capacitors
to their full capacity so that the mounted devices can carry the highest potential share
of the networks’ entire load during the autonomous operation. In this context, a multi-
criterion function was formulated considering the objectives of power loss minimization
and reduced under-utilized capacity of the accessible active–reactive power generation.
The details of the proposed objective functions are presented below.

2.1. Power Loss

Because of the greater line resistance to reactance ratio, high current flows, and radial
configuration, the distribution system is the most unreliable. It has the highest power
losses among the three components of the power system: generation, transmission, and
distribution [46]. It has been noted that about 13 percent of the total generated power
is wasted as the real power loss (I2 × R) in the distribution networks [47,48]. As per the
statistics, the distribution system is responsible for over 70 percent of the total power
system losses [49]. According to the study [50], these losses range between 33.7 percent and
64.9 percent. In this condition, the inappropriate selection of the DGs and capacitor sizes
and locations will further add to the system losses. Therefore, this study’s first objective is
to minimize the power loss with simultaneous DG and capacitor placements.

Consider the single-line diagram of a simple two-bus radial distribution system
depicted in Figure 2. Radial distribution systems use series impedances to represent
power distribution lines and constant loads to establish a symmetrical system. The power
flow solution for such networks may be computed by using Equations (1)–(3).

Pbr = Pb2 + Pbr,loss (1)

Qbr = Qb2 + Qbr,loss (2)

Vb2 = Vb1 + Ibr(Rbr + jXbr) (3)

where Pbr and Qbr are the br branch’s active and reactive powers that flows between buses
b1 and b2; Pb2 and Qb2 are the real and reactive loads connected at bus b2; Pbr,loss and Qbr,loss
are the real and reactive power losses of branch br; Vb1 and Vb2 are the voltages across b1
and b2 buses, respectively; Rbr and Xbr are the branch resistance and reactance; and Ibr is
the branch current flowing between buses b1 to b2.

Figure 2. Single-line diagram of two-bus distribution network.

Equations (4) and (5) can be used to compute power losses encountered across each
distribution system’s branch, whereas Equation (6) can be used to calculate the amount of
power dissipated over the entire distribution system.

Pbr,loss = Rbr ×
(

P2
b2 + Q2

b2

)∣∣V2
b2

∣∣ ∀br ∈ (1, 2, . . . , nb − 1) (4)

Qbr,loss = Xbr ×
(

P2
b2 + Q2

b2

)∣∣V2
b2

∣∣ ∀br ∈ (1, 2, . . . , nb − 1) (5)
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Tloss =
nb−1

∑
br=1

Pbr,loss + j
nb−1

∑
br=1

Qbr,loss (6)

where Tloss is the distribution network’s total loss, including both active and reactive power
losses, and nb represents the total number of buses in the distribution network.

The power flow for the radial distribution networks incorporated with DG–capacitor
units in Figure 3 can be computed using Equations (7) and (8). The active and reactive
power flows at the terminal node of the b + 1th branch can be mathematically stated as

Pb+1 =

[
Pb,b+1 −

(
Rb,b+1

P2
b,b+1 + Q2

b,b+1

|Vb|2
)
− PL

b+1 + αPDGPDG
b+1

]
(7)

Qb+1 =

[
Qb,b+1 −

(
Xb,b+1

P2
b,b+1 + Q2

b,b+1

|Vb|2
)
− QL

b+1 + αQDGQDG
b+1 + αQCBQCB

b+1

]
(8)

Figure 3. Radial distribution system with DG and capacitor banks equipped on a bus.

Since the resistance to reactance ratio in distribution networks is so high, active power
losses dominate in these networks. For this reason, the active power loss minimization is
chosen as a first objective for this study rather than the total loss function. In a distribution
network, the branch connecting buses b and b + 1 results in a power loss that can be
computed as given in Equation (9).

Plossb,b+1 =
∣∣Ib,b+1

∣∣2Rb,b+1 (9)

The current flow through that branch (between buses b and b + 1) can be calculated as
Equation (10).

Ib,b+1 =

√√√√P2
b,b+1 + Q2

b,b+1

|Vb|2
(10)

The cumulative real power loss of distribution system is the sum of power losses
across branches of the distribution network, as shown in Equation (11).

The mathematical expression of the first objective of the considered optimization
problem minimizing the power loss function is presented in Equation (12).

PlossT =
nb−1

∑
br=1

Plossb,b+1 (11)

f1 = Min(P lossT) (12)

2.2. Accessible Generation Capacity’s Utilization

In the event of a grid failure, DGs can fulfill the distribution network’s energy needs.
The deployed capacitors can aid DGs in fulfilling the reactive power demand of load.
Since the installed power-generating capacity of the DGs and capacitors is typically less
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than the load demand, the electricity injected into the autonomous distribution network
is less than the energy needs. In this instance, the electric utility can address the supply–
demand disparity by lowering the electricity consumption, shedding the load, or executing
a demand-side management (DSM) scheme.

However, it is critical to figure out how much of the network’s load share can be
supplied with the available DG and capacitor powers to employ any of these solutions.
The problem is to find out how the installed DG and capacitor units can be used so as to
maximize the supplied load share during islanded distribution network operation.

Power-generating sources generally operate at high power factors to minimize power
losses and optimize the distribution networks’ utilization capacity. Furthermore, the
utilization factor of the DGs, which is the ratio of the device’s actual output to the maximum
achievable output (or rated capacity), can alter significantly as the operational power factor
varies. However, the amount of active and reactive power generated is usually determined
by the load. To put it in another way, the load on the distribution network should be
assigned a quantity that allows the coupled DGs and capacitors to run at the required
power factor and serve the maximum amount of energy to the load with minimal system
losses. Therefore, the second minimization function chosen for this study is the under-
utilization of accessible power generation, which evaluates whether or not a resource is
being used to its maximum potential. The proposed objective function’s mathematical
formulation is given in Equations (13)–(18).

Sunder−utilization = Savailable − Sgenerated (13)

f2 = min(Sunder−utilization) (14)

where Sgenerated is the function of p f source, which can be computed as Equation (15):

Sgenerated(p f source) =
√

P2
DG,generaed + Q2

Cap,generated (15)

The values of PDG,generated and QCap,generated at any value of source power factor p f set
can be calculated as Equations (16) and (17), respectively.

PDG,generated =
QCap,available × p f set√

1 − p f 2
set

(16)

QCap,generated =

√(
PDG,available

p f set

)2
− (PDG,available)

2 (17)

Here the Sunder-utilization value might be anywhere between 0 and Savailable. A value
of 0 for Sunder-utilization implies that the installed DGs/capacitors are fully operational. In
contrast, Sunder-utilization > 0 indicates that the DGs–capacitors’ power is less than their
installed capacity. As a result, the mathematical description of the proposed multi-criteria
optimization problem is given as Equation (18) using a weighted sum approach:

F = Min( f1 + f2) (18)

2.3. Constraints

To evade undesired results in the proposed optimization problem, some constraints
are imposed that must be satisfied in order to solve the problem successfully. As there is
no power supply from the central grid during the islanded operation of the distribution
network, only the mounted DGs and capacitors are responsible for meeting the load’s
energy requirements. Since the installed units’ power output often is less than the load
requirement, the first constraint posed for the islanded distribution network is the maxi-
mum active and reactive power flows across the network (Pisland,max, Qisland,max) that must
be equal to or less than the installed generation capacity of the installed DG and capacitor
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units (Equations (19) and (20)). In addition, each bus in the distribution network must have
a voltage (Vb) that should be within ±5% of the rated voltage (Vrated) (Equation (21)). The
assumed Vrated for this study is 1 p.u.

Pisland_max ≤ ∑ PDG (19)

Qisland_max ≤ ∑ QCap (20)

0.95p.u. ≤ Vb ≤ 1.05p.u. (21)

2.4. Decision Variables

For the studied optimization problem, the chosen decision (design) variable is the
power factor of the DG–capacitor combination (pfsource) at which they are functioning. The
upper and lower bounds set for pfsource are 0.8 and 0.93, respectively.

2.5. Modeling of DGs’ Power Output

For this study, the DGs’ power output is assumed as deterministic. The literature
has classified the DGs into four types. Type 1 DG can inject only active power, including
solar photovoltaic panels, fuel cells, and battery energy storage. DGs of type 2 only supply
reactive power either using capacitors or D-STATCOM. Type 3 DG usually involves the
synchronous generator, which can generate both active and reactive powers. Finally, type 4
DG includes an induction generator that can generate active power while absorbing the
reactive power. This study assumes a type 1 DG, such as photovoltaic panels paired with
batteries, to generate controlled active power output.

2.6. Modeling of Capacitors’ Power Output

Capacitor banks are devices that produce reactive power. They are currently available
in the markets as fixed discrete types. Therefore, this paper considers the capacitors of
discrete size for the optimal simultaneous allocation of capacitor and DG units in the
distribution system. The capacitors available in the market are smaller units (50 kVAR),
which are further integer multiples of factor k. Hence, the required amount of capacitor
size can be determined using Equation (22).

Qmax = k × Qo (22)

where k is an integer. The required amount of kVAR can be assessed such as [Qo, 2Qo, 3Qo,
. . . , kQo].

3. Proposed Methodological Framework to Optimize the Autonomous
Network’s Operation

It is worth recalling that the distribution networks operate in grid-connected mode
except when the grid has a fault or is being maintained. For this reason, the sizing and
placement of capacitors and DGs must be chosen considering a grid-connected operation.
Therefore, the first part of the proposed methodology is to obtain the optimal capacity
and placement of the DGs and capacitors for grid-integrated distribution networks. In
order to determine the optimal location and sizing for the DG and capacitor units, the
Jaya algorithm (JA) was used. The JA, developed by Rao [51], is a stochastic heuristic
optimization algorithm that only involves a single recombination step. In addition, the JA
is different from most population-based optimization approaches as it uses no parameters,
chosen by the user, in its execution. Only the maximum number of iterations (MaxItr) and
population size (nPop) are to be specified for the JA [52,53]. In the recent literature, the
efficiency of the JA has been demonstrated in various studies [54–58].

To mathematically describe the JA’s implementation cycle, let z be the real valued
vector of decision variables composing one solution. The zk

j,best and zk
j,worst indicate the best

and worst so far solutions. The ith candidate’s jth decision variable in the kth iteration is
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represented as zk
i,j. Then, at the kth iteration, the numerical equation used to update the

candidate solution is given as represented in Equation (23).

Zk
i,j = zk

i,j + rk
1,j

(
zk

j,best −
∣∣∣zk

i,j

∣∣∣)− rk
2,j

(
zk

j,worst −
∣∣∣zk

i,j

∣∣∣) (23)

where rk
1,j and rk

2,j are random numbers selected with uniform probability between 0 and 1

at the kth iteration. The objective function value decides whether the updated solution Zk
i,j

can be preferred or not over the current solution zk
i,j.

The update procedure is repeated for each solution vector of the current population at
iteration k. The outputs of all updates are the input population to the subsequent iteration.
The termination conditions can be either a maximum number of iterations or a convergence
to the desired outcome. The flowchart presented in Figure 4 elaborates the execution cycle
of the JA.

Figure 4. Execution cycle of the Jaya algorithm.
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Once the DGs and capacitors have been installed for the on-grid distribution network
operation, replacing or relocating them for the short interval of the network’s autonomous
operation is not viable. Hence, it is not feasible to repeatedly optimize the power-generating
equipment’s size and location to enhance the functioning of distribution network under
the autonomous operation mode. Therefore, this study considers the DG–capacitor com-
bination’s power factor (pfsource) as the decision variable to achieve the desired goal of
efficient and maximum utilization of the mounted devices under the distribution networks’
independent operation.

To evaluate the effect of pfsource on the autonomous distribution network’s functioning,
a detailed framework is presented whose stepwise elaboration is explained as follows.

Step 1. Define the base power, base voltage, load data, and line data for the selected
distribution network.

Step 2. Calculate the starting values of the objective functions, the active power loss in this
case, by running the base case load flow for all the solutions of the starting population.

Step 3. Set the JA’s parameters, nPop and MaxItr, and the parameters of the optimization
problem, n (number of design variables) and Ud and Ld (upper and lower bounds).

Step 4. Initialize the starting population with random values of the design variables.
Step 5. Execute the power flow to compute the value of the objective function for each

search agent of the starting population.
Step 6. Find out the cost function values to determine the best and worst solutions.
Step 7. Update the solutions of the current population, based on known best and worst

solutions, as per Equation (23).
Step 8. Carry out the power flow for each new solution vector and determine the cost

function’s updated values.
Step 9. Compare the new updated cost function values with the previous values for each

solution. Adopt the new solution if it is superior to the old one; else, stick with the
old solution. Create the new population replacing the old one.

Step 10. Stop the optimization process if the maximum iteration count is completed. Other-
wise, repeat steps 6 to 9. Finally, report the obtained final optimum solutions of
DG–capacitor sizes and locations.

Step 11. Disconnect the distribution network from the grid and identify the available maxi-
mum active and reactive power generations for the autonomous distribution network.

Step 12. Specify a value for the DG–capacitor combination’s working power factor, p f set
(Equation (24)).

Step 13. Gradually increase the active and reactive power demands of the load while
keeping the source power factor constant at p f set. Let Po,i, Qo,i be the initial active
and reactive power demands of load connected at bus i, which are assumed as 50%
of PDG,available and QCap,available.

Raise the load’s active and reactive power demands gradually, ΔPload,i and ΔQload,i, s.t.
Equation (25) holds:

p f source =
PDG,generated√

P2
DG,generated + Q2

Cap,generated

= p f set (24)

⇒ ∀i ∈ (1, 2, . . . , nb − 1) ∃ ΔPload,i and ΔQload,i:

ΔPload,i

Pload,i
=

ΔPload,i+1

Pload,i+1
and

ΔQload,i

Qload,i
=

ΔQload,i+1

Qload,i+1
(25)

where PDG,generated and QCap,generated are the active and reactive powers generated by the
DG and capacitor, respectively.

Step 14. Stop adding to the load demand, if

PDG,generated = PDG,available

∣∣∣ QCap,generated = QCap,available | VDb > 5%
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where VD is the voltage deviation (|Vrated − Vb|) at any bus b.
Output the values of PDG,generated and QCap,generated:

Step 15. Compute the cost function value as Equation (18).
Step 16. For the next p f set value, repeat steps 12 to 15.
Step 17. Compare the values of the cost function acquired at each p f set and display the best

solution value of p f set.

A summary of the proposed methodological framework is presented in Figure 5.

Figure 5. The proposed methodology to efficiently utilize the mounted distributed sources in islanded
distribution networks under the power mismatch condition.

4. Results and Discussion

For this study, the IEEE 33- and 69-bus networks were used to implement the proposed
methodological framework. Due to their limited size, these test systems have been widely
employed in the literature. The detailed data of the 33-bus and 69-bus test systems are
provided in [40,59]. The p f source value was calibrated between 0.8 and 0.93 to investigate
the effect of the source power factor on the operation of the off-grid islanded distribution
network. However, the comprehensive examination of the power factor effect has been
provided for four specific cases, as follows:

Case 1: DG–capacitor couple supplying power at a power factor of 0.93 (i.e., at the maxi-
mum bound).

Case 1: DG–capacitor couple supplying power at p f source (also termed as p f DG−Cap).
Case 3: DG–capacitor couple supplying power to the load at the load power factor (p f load).
Case 4: DG–capacitor couple supplying power at a power factor of 0.8 (i.e., at the minimum

bound).
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4.1. Optimal DG and Capacitor Unit Allocation for Grid-Integrated 33-Bus and 69-Bus
Distribution Networks

The first part of the proposed methodology is to optimize the siting and sizing of active
and reactive power sources in the grid-integrated distribution networks. The obtained
results for the simultaneous DG–capacitor allotment in the 33-bus and 69-bus systems
are presented in Table 2. After running JA 30 times, starting from randomly generated
populations, the best optimal sizes and locations of the DG and capacitor units were
determined and reported. In the 33-bus test system, the optimal allocations for the DG and
capacitor units were found to be 2.54 MW at bus 6 and 1.26 MVAR at bus 30. Similarly, for
the 69-bus test system, bus 61 was identified as the optimal location for both the DG and
capacitor units, with a capacity of 1.8285 MW and 1.3 MVAR.

Table 2. The results of simultaneous DG–capacitor allocation in 33-bus and 69-bus test systems.

Parameters 33-Bus Test System 69-Bus Test System

DG size in MW (bus location) 2.54 (bus 6) 1.8285 (bus 61)
Capacitor size in MVAR (bus location) 1.26 (bus 30) 1.3 (bus 61)

Power losses before DG and capacitor integration, MW 211 225
Power losses after DG and capacitor integration, MW 58.452 23.171

Minimum bus voltage (p.u.) before DG and capacitor integration, @ bus 0.9038 (bus 18) 0.9092 (bus 65)
Minimum bus voltage (p.u.) after DG and capacitor integration, @ bus 0.9538 (bus 18) 0.9725 (bus 27)

Available power generation from DG and capacitor in MVA 2.835 2.244
Distribution networks’ total load demand in MVA 4.369 4.660

Available generation from distributed power units (percentage of
network load) 64.90% 48.15%

The active power loss minimization (f 1) is considered the primary objective function
to attain the optimal DG and capacitor values (sizing and siting). The voltage magni-
tude at the network buses (Equation (21)) and the power flow limit through the wires
(Equations (26) and (27)) are the non-equality and equality constraints posed for this opti-
mization problem.

PSS + ∑ PDG = ∑ Pload + ∑ Ploss (26)

QSS + ∑ QCap = ∑ Qload + ∑ Qloss (27)

where PSS and QSS are the sub-station’s active and reactive power supplies; PDG is the
DG’s active power injected into the distribution network; QCap is the capacitor’s reactive
injected into the distribution network; Pload and Qload are the active and reactive power
loads connected to each bus of the distribution network; and Ploss and Qloss are the active
and reactive power losses encountered across each network branch.

The four decision variables chosen for this complex optimization problem are DG size
and location (PDG, NDG) and capacitor size and location (QCap, NCap). These decision vari-
ables’ lower and upper bounds are set as PDG = [0 ≤ PDG ≤ Pload] and
QCap =

[
0 ≤ QCap ≤ Qload

]
, except for bus 1 (i.e., the slack bus), DGs and capacitors can be

located on any of the network buses, NDG = [2 ≤ NDG ≤ nb], and NCap =
[
2 ≤ NCap ≤ nb

]
.

4.2. 33-Bus Autonomous Distribution Network

The 33-bus network’s total load is 4.369 MVA with a 0.85 power factor (p f load),
whereas the total power available from the mounted DG and capacitor is 2.835 MVA with a
0.896 power factor (p f source). According to the data shown above, the available power of the
attached DG and capacitor is 64.90 percent of the total need for electricity. It is important
to note that the p f source value is dependent on the mounted DG and capacitor units’ rated
outputs; thus, it may differ accordingly. In the studies that focus solely on the optimal DG
placement, the p f source value will be defined by the stated optimal real and reactive power
values produced by DG alone. The optimal allocation of the DG and capacitor units in the
off-grid 33-bus islanded distribution network is shown in Figure 6.
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Figure 6. The 33-bus autonomous network with mounted DGs.

In the first case, the DG and capacitor combination’s operating power factor is set to
0.93 (> p f source). In this situation, the total load handled by the DG–capacitor pair is just
2.677 MVA or 61.27 percent of the distribution system’s entire load demand. The aggregate
active power losses of 0.047 MW are reported under this situation, with bus 18 having the
lowest bus voltage of 0.975 p.u. The DG and capacitor collectively produce 2.731 MVA
power, which is 62.3 percent of the total power demand of the 33-bus network. As a result,
assuming the installed DG and capacitor run at a power factor of 0.93, they can produce
enough energy to meet 62.3 percent of the network’s total load in autonomous mode. The
accessible generation capacity of 3.99 percent remains unutilized in this situation, whereas
the operating efficiency evaluated in this case is 98.35 percent.

In case 2, the DG–capacitor combination’s operating power factor is set to 0.896, based
on the installed units’ rated values (2.54 MW and 1.26 MVAR). The DG and capacitor
operate at full capacity in this state, and no electricity generation is left over. The DG and
the capacitor collectively carry 2.782 MVA of load, accounting for 63.68 percent of the total
demand of the islanded network. With a minimum bus voltage of 0.974 p.u. obtained
at bus 18, an active power loss of 0.045 MW is recorded in this case. The power output
produced by the DG and capacitor in this scenario is 2.835 MVA or 64.90 percent of the
total load. In this case, the network’s operating efficiency is assessed to be 98.13 percent,
which is somewhat higher than in the prior case. In addition, in case 2, the power output
obtained from the mounted power-generating units is higher.

In the third case, the p f source was kept at 0.85, which was the same as p f load. The
load capacity collectively supplied by the DG and capacitor in this state is 2.352 MVA or
53.83 percent of the entire network load. In this circumstance, the power loss accounted in
the islanded network is 0.034 MW, and bus 18 has the lowest voltage of 0.979 p.u. The total
generated power is obtained as 2.392 MVA that is 54.75 percent of the 33-bus distribution
network’s peak demand. As a result, 15.63 percent of the generation capacity is under-
utilized, with an operating efficiency of 98.33 percent in this situation. However, unlike
prior cases, the installed units offer less power that is marginally more than 50% of the
whole power demand.

For the proposed case 4, the p f source is tuned to the minimum 0.8 value that is lower
than both p f source and p f load. In this circumstance, the combined load handled by the DG
and capacitor is 2.067 MVA or 47.31 percent of the overall load. With a minimum voltage of
0.981 p.u., this arrangement produces a real power loss of 0.028 MW. Bus 18 observed the
minimal bus voltage once again, just like in previous cases. The total electricity produced
by the DG and capacitor, in this case, is 2.1 MVA, 48.07 percent of the total demand, and
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the network’s operating efficiency is 98.43 percent. It is the worst-case scenario among
the four proposed cases, as the under-utilization of the power-generating devices reaches
25.93 percent, i.e., during the independent functioning of the distribution network, more
than a quarter of the available power-producing capacity is left unused. Table 3 presents
the statistical summary of the four cases examined; moreover, the graphical representation
of the comparative analysis is provided in Figures 7 and 8.

Table 3. Results for the 33-bus autonomous distribution network.

Quantity Case 1 Case 2 Case 3 Case 4

Total power collectively produced by DG and capacitor in MVA 2.731 2.835 2.392 2.100
Load’s total power consumption in MVA 2.677 2.782 2.352 2.067

Operating power factor of the DG–capacitor combination 0.93 0.896 (pf source) 0.85 (pf load) 0.8
Real power loss in MW 0.047 0.045 0.034 0.028

Operating efficiency of the islanded distribution network 98.02% 98.13% 98.33% 98.43%
Total power produced by DG and capacitor units (percentage of

network load) 62.30% 64.89% 54.75% 48.07%

The load portion supplied with accessible power generation
(percentage of network load) 61.27% 63.68% 53.83% 47.31%

Under-utilization of mounted distributed generation capacity
(percentage of network load) 2.59% 0.0% 10.14% 16.82%

Under-utilization of mounted distributed generation capacity
(percentage of available power generation) 3.99% 0.0% 15.63% 25.93%

Minimum voltage in p.u. (@ bus) 0.975 (bus 18) 0.974 (bus 18) 0.979 (bus 18) 0.981 (bus 18)

  
(a) (b) 

Figure 7. Performance comparison of the 33-bus autonomous distribution network at different
pfsource. (a) Installed power generation capacity’s % utilization and (b) network’s % load share
delivered with accessible power.

Figure 8. The observed efficiency (%), under-utilization (MVA), power losses (MW), and objective
function (F) values in four cases for 33-bus autonomous distribution network.

The findings illustrate that keeping the DG–capacitor combination’s power factor
close to p f source is the most efficient approach to operate the islanded distribution networks.
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The p f source value can be computed from the DG and capacitor’s optimal ratings obtained
during the grid-integrated network operation. At this power factor, both the DG and
capacitor supply power to their full potentials. It can be seen from the results that the
operating efficiency of the islanded distributed network achieved in cases 3 and 4 is
marginally higher than that obtained in cases 1 and 2 because the mounted active and
reactive power-generating components are not utilized to their full capability in the latter
two cases. Therefore, the reduced power flows through the distribution lines cause a
considerable reduction in power loss. While these cases have lower power losses than cases
1 and 2, the difference is insignificant compared with the additional power delivered by the
mounted units in the first two cases. In addition to the distribution network’s operating
efficiency, the impact of the DG–capacitor pair’s operational power factor on the voltage
profile of the islanded distribution networks has also been analyzed, as shown in Figure 8.
Since the distribution network is less loaded in cases 3 and 4 due to the opted p f set values,
the bus voltages attained for these cases show a modest enhancement. In four cases, the
minimum bus voltages for the 33-bus islanded network were recorded at bus 18, ranging
from 0.974 to 0.981. Despite the fact that the power grid was not feeding energy during
the islanded operation, the bus voltages remained within the defined limits even when
the mounted devices were fully loaded. This is owing to the optimum DG and capacitor
positions attained during on-grid operation, with the DG located at the central position
of bus 6 and the capacitor’s placement at bus 30 near the end point buses, which allows
the voltage to be maintained within a set margin (i.e., ±5% of Vrated) on the weakest buses.
Furthermore, even though the installed power-generating units can carry more load, the
proposed strategic approach’s operating mechanism prevents the islanded network from
being loaded beyond the limit that drops the voltage below the predefined margin, as
specified in step 14 of Section 3. For this reason, the end buses (buses 18, 25, and 33) have
voltages that are well within the operational limits, as seen in Figure 9.

Figure 9. Voltage profiles of the 33-bus autonomous distribution network attained in each case.

4.3. 69-Bus Autonomous Distribution Network

For the 69-bus distribution network, the optimal siting and sizing of the single DG
and single capacitor units determined during the grid-integrated mode using JA were
1.8285 MW (at bus 61) and 1.3 MVAR (at bus 61), respectively. Hence, the total accessible
electricity from the mounted distributed resources is 2.244 MVA with a power factor of
0.815 (p f source). The optimal allocation of the distributed active–reactive power units in the
69-bus autonomous distribution network is shown in Figure 10. The IEEE 69-bus radial
distribution network’s active power load is 3.80219 MW, and the reactive power load is
j2.6946 MVAR (total 4.66 MVA) with a p f load of 0.816. The computed percentage of the

53



Energies 2023, 16, 2659

power generation share is 48.15% of the total demand from the presented DG and capacitor
values. To examine how this accessible power can be utilized to the maximum potential,
the studied four power factor values for the 69-bus network are 0.93, 0.815 (pfsource), 0.816
(pfload), and 0.8. It must be noted that unlike the 33-bus distribution network, the pfsource
value for the 69-bus network is less than the pfload. Here the pfsource value is close to the
minimum bound of the opted range of power factors, i.e., 0.8. For the 33-bus network,
the pfsource value was close to the upper limit (0.93) of the selected range of the operating
power factors. Hence, the 69-bus distribution network’s power factor values also offer
the sensitivity analysis of the proposed methodology for the autonomous distribution
networks by examining their performance under uncertain input conditions. The quantities
measured for the 69-bus distribution system are presented in Table 4.

 

Figure 10. The 69-bus autonomous distribution network with installed distributed sources.

For the 69-bus autonomous network, although the DG–capacitor pair’s operating
rated power factor is low, the results revealed that the installed devices produce maximum
power when operating at or close to the rated pfsource. Dissimilar to the 33-bus network,
where the minimum power generation was observed in case4, the minimum amount of
generated power is acquired in case 1 when the mounted DG and capacitor were generating
power at the 0.93 pfsource (Figure 11). This clearly shows that the best power factor for the
autonomous distribution networks lies close to the pfsource. Any other power factor farther
from this range will cause a significant dip in the under-utilization of the mounted devices’
power-generating potential.
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Table 4. Results for the 69-bus autonomous distribution network.

Quantity Case 1 Case 2 Case 3 Case 4

Total power collectively produced by DG and capacitor in MVA 1.966 2.244 2.237 2.167
Load’s total power consumption in MVA 1.923 2.190 2.182 2.117

Operating power factor of the DG–capacitor combination 0.93 0.815 (pf source) 0.816 (pf load) 0.8
Real power loss in MW 0.0409 0.0532 0.0531 0.0496

Operating efficiency of the islanded distribution network 97.81% 97.59% 97.59% 97.69%
Total power produced by DG and capacitor units (percentage of

network load) 42.19% 48.15% 48.09% 46.50%

The load portion supplied with accessible power generation
(percentage of network load) 41.27% 47.00% 46.93% 45.43%

Under-utilization of mounted distributed generation capacity
(percentage of network load) 5.88% 0.00% 0.06% 1.65%

Under-utilization of mounted distributed generation capacity
(percentage of available power generation) 12.23% 0.00% 0.13% 3.43%

Minimum voltage in p.u. (@ bus) 0.958 0.954 0.954 0.956
(buses 17–27) (buses 19–27) (buses 20–27) (buses 19–27)

  
(a) (b) 

Figure 11. Performance comparison of the 69-bus autonomous distribution network at different
pfsource. (a) Installed power generation capacity’s percent utilization. (b) Network’s percent load
share delivered with accessible power.

Conversely, for the 33-bus and 69-bus independent distribution networks, the highest
power losses were produced at the power factors close to the pfsource. Undoubtedly, this is
because of the maximum power that flows at the pfsource values. The graphical illustration
of the obtained results in the studied four cases for the 69-bus autonomous distribution
network is presented in Figure 12. In addition, the graphical illustration of the network’s
voltage profiles obtained in four cases is presented in Figure 13. The voltage profiles show
that the voltages at bus 61 and neighboring buses lie close to the rated value of 1 p.u., which
are due to the DG and capacitor units’ allocation at bus 61. In addition, because of the
tactically placed DG–capacitor modules and proposed mechanism of the methodological
framework, the voltage profiles lie within acceptable bounds in all cases, even if the
DG–capacitor operates to its full capacity. Unlike the 33-bus distribution network, where
the lowest voltage value was observed at a single bus, the minimum bus voltages for
the 69-bus islanded network were observed across several buses (from bus 17 to bus 27),
ranging from 0.954 to 0.958 in four cases.
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Figure 12. The observed efficiency (%), under-utilization (MVA), power losses (MW), and function F
values in four cases for the 69-bus autonomous distribution network.

Figure 13. Voltage profiles of autonomous 69-bus distribution network.

5. Conclusions and Future Work

This paper introduces a strategic planning methodology for the efficient utilization
of installed distributed generation units in distribution networks’ during their islanded
operation, due to a fault. Unlike the existing studies, the event of power supply–demand
mismatch has been considered to analyze the extent to which the energy needs of the
islanded network can be fulfilled by mounting dispersed power-generating units.

A multi-criterion bi-objective function has been developed, including minimization
objectives of active power loss reduction and decrement in accessible power generation’s
under-utilization.

Four cases were devised to see how much of the available DG-capacitor capacity was
under-utilized at the different operational power factor values of the DG-capacitor combination.

The study found that the non-utilization of available power generation capacity in the
33-bus distribution network can vary by up to 25.93% across power factors ranging from
0.8 to 0.93. Similarly, the under-utilization in the 69-bus distribution network can deviate
up to 12.23%. Furthermore, the obtained results show that deployed DGs and capacitors
operating at a source power factor (i.e., power factor incurred from their optimal capacities)
can meet the energy requirements of a larger portion of the network load.

This is because the load demand handled by DGs and capacitors is less than the
highest possible share at any other power factor. Conversely, operating the DG-capacitor
combination close to the source power factor causes an increase in power loss. However,
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compared with the increased load served with the available generation, the increase in
power loss is negligible.

The efficient employment of the active and reactive power sources in autonomous mode
during power deficit events necessitates developing effective demand-side management
(DSM) schemes for the electrical power systems. The establishment of any such comprehensive
plan is beyond the scope of this study. However, this research will pave the way for such
future investigations. Henceforward, the proposed methodological framework can also be
applied to different DGs, evaluating the uncertainties of power generation.
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Abstract: The present paper discusses the modeling and analysis of a diesel–wind generating system
capable enough to cater to the electrical power requirements of a small consumer group or society.
Due to high variations of the load demand or due to changes in the wind speed, the frequency of
the diesel–wind system will be highly disturbed, and hence to regulate the frequency and power
deviations of the wind turbine system, an effective controller design is a necessary requirement, and
therefore this paper proposes a novel controller design based on PID scheme. The parameters of
this controller is effectively optimized through a new snake optimizer (SO) in an offline manner
to minimize frequency and power deviations of an isolated diesel–wind system. The performance
of SO-PID for the diesel–wind system is evaluated by considering the integral of time multiplied
absolute error (ITAE), integral absolute error (IAE), and integral of time multiplied square error (ITSE).
The results were calculated for a step change in load, step change in wind speed, load change at
different instants of time with diverse magnitude, and for random load patterns, and they were
compared with some of the recently published results under similar working conditions. In addition,
the effect of an ultracapacitor (UC) and redox flow battery (RFB) on SO-PID was investigated for the
considered system, and the application results demonstrated the advantages of our proposal over
other studied designs.

Keywords: RES; diesel engine generator; wind turbine generator; ultracapacitor; redox flow battery

1. Introduction

As a working citizen, every improvement in the public domain stems from enhance-
ments made within the industrial sectors, and these changes require massive amounts of
energy directly associated with electricity. The demand for electrical power has induced
the need for electrical industries to bring out their competitive side. Although competi-
tion is encouraged among the industries, the fossil fuel (FF) units that produce the bulk
of the electrical energy cannot meet the demand by utilizing only standard steam-based
energy generation. This demand for electrical power can only be met by finding new
energy-producing methods. One of the global development goals is for renewable en-
ergy sources (RESs) which, going into the future, would provide clean essential energy
generation and would remove the reliance on fossil fuels [1]. Clean, renewable energy is
produced and includes biomass, hydrogen, biofuels, hydro control, sun-powered radiation,
wind pressure, geothermal assets, and ocean essentials which RESs have been utilizing.
Technology towards sun-radiated, that is, photovoltaic (PV) and wind energy units, have
been dominating and increasing due to the neighborhood-specific environments and ad-
vancements within the RESs. Additionally, it boosts positive finance and the development
of communities [2]. Within these RES structures that promote growth, one has to adhere to
the control and importance of the generated power and how it progresses if RESs are to be
fully implemented within the energy system.
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Concerns are increasing within the FF sector, including increasing costs and shortages,
which enhances the positive move toward RESs to subsidize the control framework [3].
Sources within the renewable energy system cannot predict adequate control and efficiency,
which in turn affects the planning of frequency control. This would insinuate that these
significant issues could be resolved with the idea of a micro-grid in the grid-connected
and isolated mode that could improve and control the frequency framework in immense
commercial and provincial areas. Other methods of reliable power supply within the
electrical control system can be substantiated through the use of diesel-generating and wind-
based units, which have gathered momentum by way of green vitality in confined control
systems. Wind-based units are susceptible to fluctuations in yield and the framework
frequency due to variations in wind speed or load demand [4]. The change in frequency
and power greatly influences the control technique and stability of locally linked networks
which also influences the security of these networks, as discussed in [5]. Some studies
such as [6] have examined the unconnected fusion models made up of a fuel cell, diesel
engine generator (DEG), and wind turbine generator (WTG), while in [7], the basis of
mixed PV–fuel cells for standalone applications was explored. Although it is safer to have
large-capacity batteries at one location and not in motion, the control and interchange
of PV–fuel cells and battery banks powering an electric vehicle (EV) were studied in [8].
The load demand of 3 kW within the EV was powered by a battery bank, a film fuel
cell, and a PV-generating control system. In [9], an investigation of wind turbines, fuel
cells, and solar PVs was combined with numerical modeling, and the battery bank control
environment was a crucial part of the study. In [10], the control application of a hybrid
model was explored by Aissou et al., which included wind generation apart from the
primary battery and PV inverter scenario to cater to expanding loads. The outstanding part
of the work by Tamalouzt et al. in [11] was the recreation of a micro-grid control system
that utilized a battery bank, PV generator, fuel cell, doubly fed induction generator, and a
wind turbine. In most cases, the RES depended on the climate circumstance at that instance
in time. This, moderately said, would be the circumstance where the electricity demand has
expanded over the supply ability. If the latter occurs, i.e., an excess of supply (an overflow),
the RES systems would have to control its overflow with energy storage devices (ESDs).
The ESD would be able to handle and control the overflow of supply for a duration as
the load increases; the demand would use up the ESD as the system requires. Storage
devices utilized for energy, consisting of a battery, capacitor, flywheel, and superconducting
magnet energy storage (SMES), can accommodate an overflow of energy and convey it
at the top of the load request [12–14]. ESDs utilized with a hydrogen generative aqua
electrolyzer (HAE), which includes a fuel cell, are labelled as capable in comparison to
other capacity ESDs due to their needed operation. RESs, which can accommodate diverse
energy storage systems, could utilize the HAE structure to break down water or normal
gas into oxygen and hydrogen; then, it is a matter of compression techniques to store the
gas. This would entail transferring the gas to fuel the cells via pipelines. In an instance
of higher load demand, the HAE has the ability and potential to stabilize the system
state [14]. Another storage device that can supply a fast-acting capacity to the system in
the event that the generator rotors need a headway due to control demand is the redox
flow battery (RFB). The RFB has the ability to dampen electromechanical expansions of
the control system by discharging through control systems that include inverter/rectifier
networks [15]. This essentially allows the RFB to almost instantaneously adapt to load
changes, thereby decreasing the demand. Furthermore, ultracapacitors (UC) are currently
powerful and inexpensive storage devices and have been used by several researchers for
various power system applications [16]. Be it a bigger or smaller controlling capacity such
as an isolated diesel–wind system, frequency regularization is an essential feature of power
delivery systems as required by clients that should be in the form of inexpensive, tenacious,
and high-quality electrical energy. The strategy to be implemented for essential control in
this paper will be based on the PID as suggested within the scope of [17].
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Hybrid power system (HPS) applications have met with numerous evolutionary
computational intelligence (CI) techniques which have to some extent, enhanced and
developed the HPS system. In [18], genetic algorithms were applied to design a hybrid solar–
wind generator with a battery bank as an ESD. In [19], the amalgamation of different energy
resources and energy storage elements was utilized to minimize frequency deviations.
This research explored a PID controller with optimization algorithms to improve the
frequency deviation of the generating structures, which gathered valuable methodological
information from [20], that utilized the particle swarm optimization (PSO) technique
in the simulation studies of autonomous hybrid energy generation and energy storage
structures. Although the PID controller has been optimized with different techniques,
in [21], the design and optimization of the controller parameters were optimized using the
JAYA algorithm to be specific to the self-adapting multi-population elitist optimization,
which targeted the ITAE and IAE objective functions. In [22], the efficiency of the wind–
solar generating structure utilizing hybrid energy storage was optimized by applying a
combination of simulated annealing and PSO. The HPS model made up of solar–wind–fuel
cell simulation in [23] used the artificial bee swarm algorithm technique that not only
resulted in the optimization of the model but showed that the HPS design was also cost-
effective. In [24], the studies of the simulated hybrid models utilized PV, fuel cells, DEGs,
WTGs, battery energy storage, flywheel, aqua electrolyzer, and ultracapacitors, which were
all optimized by a GA optimizer. A chaotic PSO and fractional order fuzzy control method
was applied to an HPS with renewable energy generation, which was studied in [25]. A
new and powerful quasi-opposition harmony search (QOHS) technique was used in [26] to
solve the frequency regulation problem of various power system models. In the current
field of optimization techniques, multi-area power systems (MAPs) of a two-area non-
reheat thermal system were explored and optimized with an Artificial Rabbit Algorithm
(ARA) [27]. The AR algorithm was employed in optimizing the PID controller parameters
for the load frequency control. Another MAP exploration optimization technique is the
Coyote optimization algorithm, utilized with cascading controllers [28]. This multi-area
power system exploration also included PV panels as a RES. With the advancement in
the field of metaheuristic techniques used for the optimization problem, there is still
a possibility to explore new and powerful optimization techniques such as the snake
optimizer (SO) [29] to solve power system problems in a much better and in an effective
way and hence, this work set out to:

• Study and present the modeling of a diesel–wind isolated system in an interconnected
mode for frequency regularization studies capable enough to provide uninterrupted
electrical energy during a change in the load demand.

• Present the new control strategy for a diesel–wind isolated system to reduce or mini-
mize the frequency and power deviations in the event of load change or in case of a
change in wind speed. The proposed design is formulated by using PID and the gains
of PID, which play an important role and are obtained via the new SO algorithm.

• Study and present the modeling of UC and RFB for diesel–wind generating systems.
• Investigate the performance of SO-PID for various working conditions and to com-

pare the results with the Ziegler–Nichols method [1] and with the quasi-opposition
harmony search (QOHS) technique [26].

• The results are matched for a step change in load, step change in wind speed, load
change at the different instances of time, and for continuous load patterns and via
calculating gains of the controller and through error values, i.e., integral of time
multiplied absolute error (ITAE), integral absolute error (IAE), and integral of time
multiplied square error (ITSE).

• The outcome of SO-PID was also compared via plotting frequency and power deviation
response for the diesel–wind system.

• In addition, the effect of UC and RFB impact on the output of the diesel–wind system
was also investigated and compared to determine the best control design within the
system for diverse working conditions.
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2. The Detailed Modeling of the Isolated Diesel–Wind System

The wind turbine and diesel engine generators are some of the most reliable energy
sources to accomplish a continued supply of power. The DEG and WTG individual
generating systems can provide a capacity of 150 kW. Due to the WTG being reliant on
weather conditions, more accurately, wind speed, the DEG has an advantage in supplying
uninterrupted power (UP). Figure 1 below is a representation of the linear model of the DEG.
The system parameters are given in Appendix A in Table A1. The model is powered by a
diesel engine and also includes a turbine that is restricted by a speed governor contrivance.
Within the generator, the transfer function is as follows [26]:

ΔPGD =
1

(1 + sTD4)
ΔPGT (1)

ΔPGT =

(
KD(1 + sTD1)

(1 + sTD2)(1 + sTD3)

)
ΔPG (2)

ΔPG = ΔPCD −
(

1
RD

)
ΔF (3)

ΔP

ΔP

ΔF

ΔF

ΔPΔPΔP

ΔP

ΔP ΔXΔX ΔX
ΔP

ΔP

ΔF

ΔP

ΔP

Figure 1. Diesel–wind isolated system.

Due to the speed governor being the eye of the model, the above equation equates
to ΔPGT providing an incremental change of the output of the speed governor (p.u.)
while providing the control signal of the speed governor within the diesel system (p.u.).
ΔPG provides the control signal of the speed governor (p.u.). ΔF provides the frequency
alteration, while KD provides the gain of the speed governor, and TD1, TD2, and TD3 are the
time constants in seconds. The turbine has a unity gain and a responding time TD4, and a
speed regulator of the diesel system represented by RD.

The WTG system utilizes the dynamic energy of the wind through a process of mechan-
ical excellence to finally produce electrical energy. This dynamic model of wind generation
is featured in Figure 1. Within the WTG model, a transfer from the hydraulic connection to
the actual speed must be a clear distinction between the turbine and generator frequency.
The change in produced power is expressed in Equation (4) as described by [26].

ΔPWTG = KIG[ΔFT − ΔF] (4)

ΔFT signifies the wind generator’s speed change, and KIG represents the gain obtained
from the hydraulic connection. Equation (5) displays the induction generator speed:
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ΔFT =

(
1

1 + sTw

)
[KTPΔFT − ΔPWTG + KPCΔX3 + ΔPIW ] (5)

In most wind generation techniques, blade characteristics have to be considered.
KPC in Equation (5) is considered the blade gain contribution, while ΔPIW is considered the
input wind control (in p.u.). The data fit pitch (DFP) yield is considered with ΔX3 within
the system. With most systems, there is some lag that has to be compensated for, which has
a function to match the gain characteristics of the micro-grid model. The DFP yield of the
system is represented as:

ΔX3 = ΔX2

[
KP3

1 + sTP3

]
(6)

In Equation (6), the yield of the hydraulic pitch is represented with ΔX2, and the
system also considers the responding time of the DFP with TP3, also a gain indication with
KP3. The regulation of the pitch angle of the blades within the wind turbine is the function
of the hydraulic pitch system (HPS) that has an output of:

ΔX2 = ΔX1

[
KP2

1 + sTP2

]
(7)

In Equation (7), ΔX1 is the yield of the pitch controller with the HPS gain indication
with KP2 and the time constant of the HPS represented by TP2 (in seconds). The importance
of the pitch angle has to be carefully considered due to the wind turbine achieving a
maximum yield. Representation of the pitch angle systems is as follows:

ΔX1 = ΔPCW

[
KP1(1 + sTP1)

1 + s

]
(8)

Equation (8) provides a control signal in (p.u.) of the pitch angle system by ΔPCW and
KP1 showing the gain of the pitch angle output. TP1 allows the pitch angle mechanism to
respond in seconds to provide control and gain to the system.

The quality of power delivered by the micro-grid calls for the restriction of the fre-
quency in the system, which has to consider the load demand for the DEG and WTG system
to generate total power generation. With that being said, any misinterpretation between
the created control and load request may vary the micro-grid frequency, which has to be
controlled as seamlessly as possible. As indicated in Equation (9), the micro-grid frequency
response creates a first-order representation in the form of gain, transfer function, and time
constant. KP is an indication of the gain, and TP is an indication of the micro-grids’ time
constant as shown below:

ΔF = ΔPIDWS

[
KP

1 + sTP

]
(9)

3. Redox Flow Battery (RFB) and Ultracapacitor (UC) Details

One crucial energy storage device with a quick control reaction concerning frequency
deviations is the redox flow battery (RFB). As a reaction speed indication, the RFB can
control its operating time within seconds. The RFB storage device has a higher efficiency
due to its robust charge and discharge capacity. This discussion of the RFB is illustrated
completely in [15]. An interesting feature of the redox flow battery is that the electrolyte
within the battery is stored in two different tanks. This feature allows no self-discharge
of the RFB and hence enhances its life span, which is much higher than other batteries.
The electrolytes comprise sulfuric acid solutions containing vanadium ions confined in a
positive and negative storage tank. Furthermore, the RFB is relatively safe when operated
at normal temperatures, although it has been known for its rapid charging and discharging
abilities. Another feature of the redox flow battery is the unit’s ability to efficiently reload
after a load disturbance has occurred. This means that the RFB set value can be restored
quickly enough so as to not to cause any delays within the next load disturbance. RFB set
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value and the power exchange to the system would depend on the deviated frequency
signal, and its incorporation is shown in Figure 2. The system parameters are given in
Appendix A in Table A1.

ΔP

ΔP

ΔF

ΔF

ΔPΔPΔP

ΔP

ΔP ΔXΔX ΔX
ΔP

ΔP

ΔF

ΔP

ΔP

Figure 2. Diesel–wind isolated system with RFB.

Advanced technology in energy devices has surfaced within the electrochemical
device range, namely ultracapacitors (UCs), which are also known as electric double-layer
capacitors or supercapacitors. The technical aspects of a UC include a composition of
potassium hydroxide as an electrolyte and two permeable anodes which have an ion-
exchange layer segregating them. The difference from a standard capacitor is the vast
surface area of the capacitor’s permeable terminals and electrolytic fluid. UCs also stand
out with an improvement in capacitance by the slightly thicker two-fold layer within the
capacitor. These two factors increase the reliability of UCs from (100 to 1000 times) more
than an ordinary electrolytic capacitor. UCs’ compact design and high energy density
provide an edge over standard capacitors and allow for massive amounts of energy storage.
While most UCs offer an increased power capacity compared to batteries, they have
a rating of high specific energy of 1–10 Wh/kg and a specific power energy rating of
1000–5000 W/kg. They can be discharged and charged quicker than a battery or normal
capacitor, which is also maintenance-free and offers a longer life cycle. However, the
qualities of a UC make it suitable for a wide range of LFCs, nonlinearities coaxed by
various assumptions, and the validation of a UC can be indicated through a first-order TF.
A control zone frequency deviation can work as an input to the UC and its TF is shown in
Equation (10) below [16]:

ΔPUC(s) =
{

KUC

1 + sTUC

}
ΔF(s) (10)

KUC is known as the gain pick time of a UC, with TUC being the time constant. The
state of charge (SOC) is the state of charge that makes the gain KUC dependent on it. The
gain of the UC is maintained steadily between 50% and 90% of the working SOC. The
incorporation of a UC is shown in Figure 3.
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Figure 3. Diesel–wind isolated system with UC.

4. Snake Optimizer Details and Execution Steps

The last ten years have seen the development of many algorithms that provide so-
lutions to significant data difficulties and analyses. Many of the difficulties stem from
real-world engineering applications. Therefore, continuously solving these problems with
different optimization techniques and algorithms is needed. One approach that utilizes a
relationship between snakes has produced positive results. The SO technique is currently
used in this research and a sequence of events around snakes outlined below [29].

4.1. Mating Behavior of Snakes

Male and female snakes mate under the influence of a few factors. These factors
involve the temperature of the area, the availability of food, as well as the male and female
dominance. Questions also arise if there is more than one dominant male: a competition
will naturally emerge, in the form of a fight, to attract the female. If the female is attracted
and mating does occur, the female would lay eggs and leave once the offspring emerge.

4.2. Inspiration Source

The SO model is based on the mating behavior of snakes, which has to occur in low
temperatures and with available food, or else the snakes would search only for food or
consume existing food. This brings about two processes: exploitation and exploration.
The exploration involves environmental factors, i.e., cold temperature and food. The
exploitation factors involve different cases, which is a combination of the temperature and
availability of food to obtain a more global efficiency towards the probability of mating.
This probability also involves the fight mode before mating with a female, which may
produce new snakes in the successful case.

4.3. Algorithm and Mathematical Model

The SO model is illustrated in Figure 4 and explained in detail below [29].

4.3.1. Initialization

The SO optimization algorithm process begins by generating random populations
with uniform distributions, similar to other metaheuristic models. This Initial population
could be processed by utilizing the following equation:

Xi = Xmin + r × (Xmax − Xmin) (11)
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In Equation (11), r is a random number between 0 and 1, and Xmin and Xmax reflect the
lower and upper bounds of the problem.

Perform 
Exploration

Equations (16) 
and (18)

Fight mode
Equations (21) 

and   (22)

Mating mode
Equations (25) 

and (26)

Change worst
Equations (29) 

and (30)

Perform 
Exploration
Equation 20

Calculate food 
quantity

Equation 15

Define  
temperature
Equation 14

Analyze each 
group

Get best male 
Get best female

Temp > 0.6Q < 0.25

Rand < 0.6

i < max 
iteration

End

yes no yes

yes no

yes

no

Snake Optimizer

 

Figure 4. Snake optimization model flow.

4.3.2. Division of the Swarm into Two Groups: Females and Males

The female group and the male group make up 50% of the population each, and the
division is obtained by applying Equations (12) and (13)

Nm ≈ N
2

(12)
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Nf = N − Nm (13)

In Equations (12) and (13), Nf represents the females while Nm represents the males,
and N is the total number of females and males.

4.3.3. Food Quality and Temperature and Each Group Valuation

The best male (fbest,m) and best female (fbest,f) and also the food position (ffood) is
evaluated within each group. Equation (14) defines temperature Temp:

Temp = exp
[−t

T

]
(14)

where T represents the maximum number of iterations and t represents the current iteration
of the algorithm. Food quantity is calculated by utilizing Equation (15), where c1 is a
constant equal to 0.5:

Q = c1 × exp
[

t − T
T

]
(15)

4.3.4. Exploration Phase (No Food)

There is a threshold at which the snake is required to search for food and any ran-
dom position is selected, updating their position. This only occurs if Q < threshold
(threshold = 0.25). The formulation of the exploration phase within the model is as follows:

Xi,m (t + 1) = Xrand,m(t)± c2 × Am × ((Xmax − Xmin )× rand + Xmin ) (16)

In the above equation, rand is a random number between 0 and 1, Xi,m is the ith male
position, Xrand,m is the position of a random male, and Am is the capability of the male to
source food and is calculated as:

Am = exp
[− frand,m

fi,m

]
(17)

Just to note that in Equation (17), frand,m is the fitness of Xrand,f, and fi,f is the fitness of
the ith individual within the male group.

Xi f = Xrand, f (t + 1)± c2 × A f × ((Xmax − Xmin)× rand + Xmin) (18)

Xi,f above represents the ith female place and Xrand,f is the random female’s location.
The capability of the female to source food, Af, is shown below:

A f = exp

[− frand, f

fi, f

]
(19)

Similar to the male individual, frandf refers to the fitness of Xrand,f and the fitness of the
ith individual in the female group is fi,f.

4.3.5. Exploitation Phase (Existing Food)

If Q > threshold and the temperature > threshold (0.6) (hot).
The formulae above show when snakes would move to the food only.

Xi , j(t + 1) = X f ood ± c3 × Temp × rand × (X f ood − Xi , j(t)) (20)

In Equation (20), C3 is a constant with a value of 2, Xi,j is the individual male and
female position, and Xfood is the position of the best male and female.

When the temperature is less than 0.6%, which is the threshold, the snake will be in
mating or fight mode.

Xi ,m(t + 1) = Xi ,m(t) + c3 × FM × rand ×
[

Q × Xbest , f − Xi ,m(t)
]

(21)

FM refers to the male’s fighting ability within the fight mode in Equation (21), Xi,m
represents the ith position for the male, and Xbest,f represents the best female in the group.
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Xi , f (t + 1) = Xi , f (t + 1) + c3 × FF × rand × [Q × Xbest ,m − Xi ,F(t + 1)] (22)

FF refers to the fighting capability of the female, Xi,f represents the ith position of the
female, and Xbest,m represents the best male individual in the male group.

FF and FM can be equated as shown below:

FM = exp
[− fbest, f

fi

]
(23)

FF = exp
[− fbest,m

fi

]
(24)

In Equations (23) and (24), fbest,f and fbest,m are the fitness of the best female individual
in the female group and the best male individual in the male group, respectively, and
fi is the fitness agent. If the fitness levels are reached, the expected next level would be the
mating mode, which is given below:

Xi ,m(t + 1) = Xi ,m(t) + c3 × Mm × rand ×
[

Q × Xi , f (t)− Xi ,m(t)
]

(25)

Xi , f (t + 1) = Xi , f (t) + c3 × Mf × rand ×
[

Q × Xi ,m(t)− Xi , f (t)
]

(26)

Equations (25) and (26) contain the formulation of the ith female group and male
group as Xi,f and Xi,m, respectively. Mm and Mf represents the mating capability of the male
and female, respectively, as shown below:

Mm = exp
[− fi, f

fi ,m

]
(27)

Mf = exp

[
− fi,m

fi , f

]
(28)

This brings the algorithm to the decision that if the egg hatches, it will replace the
worst male or female.

Xworst,m = Xmin + rand × (Xmax − Xmin) (29)

Xworst, f = Xmin + rand × (Xmax − Xmin) (30)

From Equations (29) and (30), the replacement of the Xworst,m and Xworst,f, i.e., the worst
female probability and the worst male probability, is one of the unique ways that the SO
optimizes performance. The operator ± known as the flag direction operator and also
called the diversity factor provides the possibility to decrease or increase the solution of
positions. This provides many opportunities to change the direction of agents which, in
turn, can search the space in all probable directions. Within any metaheuristic algorithm,
it is essential to achieve randomization, and using the SO to perform this search is most
beneficial. This operator is implemented in many metaheuristic algorithms; one that
stands out is from the hunger games search (HGS). The SO algorithm continues for several
iterations until the criterion has been met.

5. Results and Analysis

The present work is dedicated to research, modeling, and designing a novel controller
for a diesel–wind isolated system. This model is capable of meeting the electrical energy
requirement of a small community or society. The present isolated system consists of a
diesel engine generator with a capacity of 150 kW and a wind turbine system with a capacity
of 150 kW. The diesel system has a speed governor mechanism capable of increasing or
lowering the power generation to match the standard frequency requirement. Due to
the wind system and due to high variability of load, there may be high-frequency power
deviations; hence, to provide quality power to the customers, it is essential to minimize
these deviations in the shortest amount of time, which could be possible by adding the
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controllers for diesel and wind separately, and minimize the error which is the difference
between actual and desired output. The idea behind the present study is to explore a well-
known and simpler control structure, i.e., PID, for research and investigations. However,
the PID design is enhanced via a new SO algorithm. The full details of this algorithm are
given in Section 4.

The aim of SO is to minimize the error definition and, for the present study, three
different error definitions were used, which are the integral of time multiplied absolute
error (ITAE), the integral of time multiplied square error (ITSE), and integral of absolute
error (IAE) as shown in Equations (31)–(33). IAE is known to yield a slow response without
knowledge of time. ITSE can provide a fast dynamic response, but it results in notable
sustained oscillations owing to squaring the error and tolerating the error at the start of
the response. By adding a time weight to IAE, ITAE is obtained, enabling a more desirable
response with a shorter settling time and mild or no overshoot [30–32]. As such, ITAE was
preferred in this research as an objective function during the optimization by SO.

ITAE =

ts∫
0

t|ΔF| dt (31)

IAE =

ts∫
0

|ΔF| dt (32)

ITSE =

ts∫
0

|ΔF|2 t dt (33)

During the course of optimization, the PID controller gains were not optimized con-
sidering only one profile of load disturbance. Instead, they were procured under random
changes in the load demand to accommodate the new condition. The random load input
was limited to the range of −0.4 p.u. to 1.6 p.u., and it can be either in an increasing trend
or decreasing trend, changing in steps with a specific duration of time.

The convergence profile of SO during the minimization of the ITAE value is dis-
played in Figure 5, when the number of snakes and maximum iteration number was set to
50 and 100, respectively. As can be seen, after a sharp decrease in the early stages of
the optimization, ITAE was reduced to 396.3 from 436.2 with no undesirable oscillation.
Therefore, it can be inferred that SO can exhibit promising convergence characteristics.
It may also be noted from Figure 5 that the algorithm stagnated and achieved the final
solution after 50–60 iterations. No further improvement in the value of ITAE was gained
afterward. This justifies our selection of the maximum iteration as 100 for the present study.

Figure 5. SO-based convergence profile for ITAE minimization.
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To provide better insight into the SO-based optimization procedure, the algorithm
balance between exploration and exploitation properties is analyzed in Figure 6. The
red line shows the global exploration capacity, while the blue curve stands for the local
exploitation ability. It is apparent from Figure 6 that both exploration and exploitation
existed in the algorithm, and a balanced transition between them can solve the global
optimum solution effectively. After emphasizing a solid exploration in the early period
of the optimization, SO started to promote exploitation as the algorithm iterates. On
average, the portion of the local exploitation search of SO was larger than that of the global
exploration search.

Figure 6. Balance analysis of SO.

SO was run 50 times, and the best solution among the 50 runs was taken as the
final solution. The time required by SO to complete one run was measured as 25 min
on a Windows 10 computer with an AMD Ryzen 9 5900HX CPU and 32 GB of memory.
It should be noted that an essential portion of this time consumption was allocated by
objective function calculation that covers calling the Simulink model from the m-file script,
simulating the whole power system to obtain the dynamic responses, and returning the
calculated ITAE value back to the m-file script. The m-file script contains the source codes
of the SO and it is linked to the Simulink model of the studied power system.

The statistical data showing the minimum, maximum, average, and standard deviation
of the best solutions achieved over multiple independent runs with SO-PID is presented in
Table 1 to testify to the robustness of the used algorithm.

Table 1. The statistical analysis of the numerical results for SO-PID controller.

Statistical Measure Minimum Maximum Average Standard Deviation

SO-PID 396.3405 396.7219 396.5133 0.1435

As per the results in Table 1, it is clear that the difference between the minimum
and maximum values of the ITAE objective function was very small, thus, the standard
deviation was calculated as close to zero. This confirms that the SO performs stably and
that its optimal performance for the considered problem is robust.

The PID controller gains procured through SO for the smallest value of ITAE are
given in Table 2. The SO-optimized PID controllers are available for diesel and wind
systems, and the output signal from SO-PID was applied to the diesel and the wind system
simultaneously so that the frequency and power deviations can be suppressed within a
few seconds only, and the operation of this isolated system can be stabilized for diverse
working conditions. At first, the output and performance of the SO-PID were obtained by
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applying 1.0 p.u. step load alteration in a diesel–wind isolated system, and the simulation
was run for 50 s. The SO-PID performance was compared with ZNM-PID [1] and with
noticeable results obtained via Ganguly using QOHS-PID [26] for the same system. The
calculated gains of PID via SO and through ZNM and QOHS are given in Table 2. Table 2
also shows the value of ITAE, IAE, and ITSE for all three techniques. It can be seen that
the ITAE achieved through ZNM-PID was 4249, IAE was 89.91, and ITSE was 2590. The
obtained values of ITAE, IAE, and ITSE were very high and cannot be appreciated for
diesel–wind isolated systems. Furthermore, the ITAE obtained via QOHS-PID was 59.54,
IAE was 7.257, and ITSE was 13.97; hence, there was a remarkable reduction in these values
for the same model under the same disturbance. Furthermore, the SO-PID reduced the
error value, i.e., ITAE to 37.1 from 59.54, IAE to 4.706 from 7.257, and ITSE to 5.762 from
13.97; hence, SO-PID outperformed all the other methods in terms of ITAE, IAE, and ITSE.
It can also be seen that there was no need to calculate values of Kp and Kd as these gains
are set to be zero in comparison to gains obtained via ZNM-PID and QOHS-PID, and still,
the performance of the proposed technique was superior. From the results of Figure 7a,b, it
can be seen that SO-PID offered reduced overshoot and better settling time. The system
results returned to the reference value straight after the disturbance in 10 s compared to
responses obtained via ZNM-PID and QOHS-PID.

Table 2. Comparison of optimized controller gains.

Design
Kp

(DEG)
Ki

(DEG)
Kd

(DEG)
Kp

(WTG)
Ki

(WTG)
Kd

(WTG)
ITAE IAE ITSE

ZNM-PID [1] 0.096 0.036 0.062 0.12 0.057 0.062 4249 89.91 2590

QOHS-PID [26] 0.9124 0.9976 0.0349 0.9996 0.0011 0.6519 59.54 7.257 13.97

SO-PID [Proposed] 2 1.99387 1.99453 0 2 0 37.1 4.706 5.762

(a) 

(b) 

Figure 7. (a,b) Output of diesel–wind isolated system for 1.0 p.u. step load alteration.
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In the next step of the research and investigations, a 0.01 p.u. step change in the
wind speed from the standard speed and the results of SO-PID were compared with those
using ZNM-PID and QOHS-PID. The gains of the controllers were kept the same for the
three techniques and the values of ITAE, IAE, and ITSE were obtained and are shown in
Table 3. From results of Table 3, it was calculated that the ITAE obtained via ZNM-PID was
12.51 and was further reduced via QOHS-PID to 0.4405 and remarkably reduced to 0.1873
through SO-PID. The same trend was also seen for IAE and ITSE and the value of these
errors were reduced to 0.01979 and 0.000156 in comparison to that obtained via QOHS-PID
and ZNM-PID and hence SO performed better for this case as well. The graphical results
are shown in Figure 8a,b for these techniques for a 0.01 p.u. step change in the wind speed.
From the graphs in Figure 8a,b, it is critically seen that ΔPWTG (p.u.) responses showed
higher oscillations and the system was not able to settle to a zero value within 50 s through
ZNM-PID and QOHS-PID. There was a major steady-state error seen in the responses
with a major overshoot. However, SO-PID was able to achieve minimum overshoot, fewer
oscillations, and zero steady-state error in comparison to ZNM-PID and QOHS-PID. For
ΔF, which is in Hz, the outcome of SO-PID was much better in comparison to ZNM-PID
and QOHS-PID.

Table 3. Proposed PID output matched for 0.01 p.u. step change in wind speed.

Design ITAE IAE ITSE

ZNM-PID [1] 12.51 0.3219 0.04365

QOHS-PID [26] 0.4405 0.02259 0.000176

SO-PID [Proposed] 0.1873 0.01979 0.000156

 
(a) 

Figure 8. Cont.
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(b) 

Figure 8. (a,b) Output of diesel–wind isolated system for 0.01 p.u. step change in wind speed.

Further, the investigations were also performed for load changes at various instances
over the period of simulation. Figure 9a shows the load changes at 0, 20, and 40 s of time in
a diesel–wind isolated system with diverse magnitudes, and the results of the frequency
and power deviations were obtained and compared for SO-PID, QOHS-PID, and ZNM-PID.
The graphical outcomes for this load change are shown in Figure 9b,c, and it can be seen
that SO-PID was able to efficiently suppress the frequency and power deviations compared
to ZNM-PID and QOHS-PID. The investigations were further extended for random load
change in the diesel–wind isolated system with diverse magnitudes. This random load
change is shown in Figure 10a, and the diesel–wind responses are given in Figure 10b,c.
It was observed that ZNM-PID was unsuccessful in tracking the continuous change in
load demand for frequency and power deviations. Compared to ZNM-PID, QOHS-PID
was better, and SO-PID was the best at minimizing frequency and power deviations with
a smaller overshoot and with better settling time. Hence, the research was extended to
see the impact of energy storage devices on a diesel–wind isolated system with SO-PID.
From the literature, ESD has been shown to have the capability to improve the dynamic
performance. UCs and RFBs recently came out as powerful ESDs, and therefore, the impact
of UC and RFB with SO needs to be explored for the diesel–wind isolated system in order
to obtain a better dynamic performance for various working conditions.

 
(a) 

Figure 9. Cont.
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(b) 

 
(c) 

Figure 9. (a–c) Output of diesel–wind isolated system for load alterations at different instant of time.

(a) 

Figure 10. Cont.
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(b) 

(c) 

Figure 10. (a–c) Output of diesel–wind isolated system for random load alterations.

Due to load disturbance, the frequency and power output from wind will be highly
disturbed, and the impact of these ESDs needs to be studied and investigated for various
cases of load changes. The investigations started by applying a 1.0 p.u. step load alteration
in a diesel–wind isolated system and compared with the results of SO-PID after integrating
a UC or RFB into a diesel–wind isolated system. The values of ITAE, IAE, and ITSE are
given in Table 4 and it was clearly visible that ITAE with SO-PID was 37.1 and was reduced
to 32.46 with the integration of an ultracapacitor and further reduced to 5.336 after linking
an RFB into the diesel–wind isolated system under similar disturbances. The trend was
same for IAE and ITSE, and it can be seen that IAE became 1.411 and ITSE was reduced
to 0.453 from 4.706 and 5.762; hence, it is evident that the UC and RFB with SO were able
to improve the performance of the diesel–wind isolated system. Figure 11a,b shows the
dynamic performance for this case and it was evident that the RFB outperformed the UC by
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managing to achieve a minimum first peak and enhanced settling of system responses. The
trend of settling was very fast in comparison to the UC and with the results of SO-PID only.

Table 4. SO-PID output matched by adding an RFB or UC. The results were obtained for a 1.0 p. u.
step load alteration.

Design ITAE IAE ITSE

SO-PID 37.1 4.706 5.762

SO-PID + Ultracapacitor 32.46 3.411 2.458

SO-PID + Redox Flow Battery 5.336 1.411 0.453

 
(a) 

 
(b) 

Figure 11. (a,b) Comparative output of PID with a UC or RFB for diesel–wind isolated system for a
1.0 p. u. step load alteration.

77



Energies 2023, 16, 3417

In the next step, the load was varied at 0, 20, and 40 s and the frequency and power
deviation responses are shown in Figure 12a,b. These results showed the positive impact of
the UC and RFB for diesel–wind isolated systems and that they were able to significantly
improve the system responses. Here, SO-PID with RFB was also much better at reducing
the frequency and power deviations in comparison to SO-PID with UC and with SO-PID
only. The RFB and UC removed all oscillations from the system responses and improved
the settling time for load changes at different times. Lastly, the impact of these ESDs were
also checked for random load patterns applied to the diesel–wind isolated system and
the results in Figure 13a,b clearly showed that if there is a continuous load change in
the diesel–wind isolated system, the UC or RFB, with SO-PID can minimize unnecessary
frequency and power excursions and maintained the system results at the reference value
and can track the load demand more effectively. Still, the RFB and SO-PID combination
was able to reduce the continuous oscillations and improve the dynamic output of the
diesel–wind system for diverse cases.

 
(a) 

 
(b) 

Figure 12. (a,b) The comparative output of PID with a UC or RFB for a diesel–wind isolated system
for load alterations at different instant of time.
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(a) 

 
(b) 

Figure 13. (a,b) The comparative output of PID with a UC or RFB for the diesel–wind isolated system
for random load alterations.

6. Conclusions

The present work was focused on designing a novel control strategy to minimize
frequency and power deviations for a diesel–wind isolated system generating diesel and
wind power with enough capability to cater to the energy requirements of a small commu-
nity or society. The SO-PID was proposed and investigated for various possible cases for
a diesel–wind isolated system and the output of this strategy was compared with those
of ZNM-PID and QOHS-PID. The following conclusions were drawn from the present
research work:

• The SO-PID gave the minimum frequency and wind power deviations for a step change
in load, step change in wind speed, load changes at different instances, and for a random
load pattern compared to ZNM-PID and QOHS-PID under similar working conditions.
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• The output of SO-PID was compared via calculating the gains of PID and through
error values such as ITAE, IAE, and ITSE.

• The ITAE achieved through ZNM-PID was 4249, IAE was 89.91, and ITSE was 2590.
Further, the ITAE obtained via QOHS-PID was 59.54, IAE was 7.257, and ITSE was
13.97; hence, it can be clearly seen that a remarkable reduction in these values was
obtained for the same model with the same disturbance.

• The SO-PID reduced the error value, i.e., ITAE to 37.1 from 59.54, IAE to 4.706 from
7.257, and ITSE to 5.762 from 13.97 and hence, SO-PID outperformed all the other meth-
ods in terms of ITAE, IAE, and ITSE. The graphical results supported the numerical
results for the various considered cases.

• The research was extended to see the impact of a UC or RFB with SO-PID for a diesel–
wind isolated system. The ITAE obtained with SO-PID was 37.1 and was reduced to
32.46 with the integration of a UC and further reduced to 5.336 after linking an RFB
into the diesel–wind isolated system under similar disturbances.

• The trend was the same for IAE and ITSE and IAE became 1.411 and ITSE was reduced
to 0.453 from 4.706 and 5.762; hence, it was evident that a UC and RFB with SO were
able to improve the dynamic performance of the diesel–wind isolated system.

• The RFB and SO-PID combination effectively suppressed frequency and power devi-
ations of the diesel–wind isolated system for a step change in load, load changes at
different instances, and random load patterns when compared to SO-PID with UC
and with SO-PID only.
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Abbreviations

FF Fossil Fuel
UC Ultra Capacitor
RES Renewable Energy Storage
ESD Energy Storage Device
RFB Redox Flow Battery
HAE Hydrogen Generative Aqua Electrolyzer
FC Fuel Cell
FL Fuzzy Logic
SO Snake Optimization
DEG Diesel Engine Generator
WTG Wind Turbine Generator
ZNM Ziegler–Nichols Method
DPM D Partition Method
ITAE Integral Time Absolute Error
IAE Integral Absolute Error
ISE Integral Squared Error
Kp Proportional Gain
Ki Integral Gain
Kd Derivative Gain
PID Proportional Integral Derivative
QOHS Quasi-Opposition Harmony Search
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Appendix A

Table A1. Nominal system parameters of the diesel–wind model [3,26].

Model Parameters

Diesel Unit KD = 0.3333 RD = 3.0 Hz/pu TD1 = 1.00 s TD2 = 2.00 s TD3 = 0.025 s KP = 120 TP = 14.4 s

Wind Unit KP1 = 1.25 KP2 = 1.00 KP3 = 1.40 KTP = 0.0033 KIG = 0.9969 TW = 13.25 s KPC = 0.080

TP1 = 0.60 s TP2 = 0.041 s TP3 = 1.0 s

RFB KO = 0.45 p.u.
MW/Hz Td = 0 s Krb = 1 Trb = 6.7 s ΔPrb

max = +0.004
p.u. MW

ΔPrb
min = −0.004

p.u. MW
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Abstract: The emerging smart-grid and microgrid concept implementation into the conventional
power system brings complexity due to the incorporation of various renewable energy sources
and non-linear inverter-based devices. The occurrence of frequent power outages may have a
significant negative impact on a nation’s economic, societal, and fiscal standing. As a result, it is
essential to employ sophisticated monitoring and measuring technology. Implementing phasor
measurement units (PMUs) in modern power systems brings about substantial improvement and
beneficial solutions, mainly to protection issues and challenges. PMU-assisted state estimation, phase
angle monitoring, power oscillation monitoring, voltage stability monitoring, fault detection, and
cyberattack identification are a few prominent applications. Although substantial research has been
carried out on the aspects of PMU applications to power system protection, it can be evolved from its
current infancy stage and become an open domain of research to achieve further improvements and
novel approaches. The three principal objectives are emphasized in this review. The first objective
is to present all the methods on the synchro-phasor-based PMU application to estimate the power
system states and dynamic phenomena in frequent time intervals to observe centrally, which helps
to make appropriate decisions for better protection. The second is to discuss and analyze the post-
disturbance scenarios adopted through better protection schemes based on accurate and synchronized
measurements through GPS synchronization. Thirdly, this review summarizes current research on
PMU applications for power system protection, showcasing innovative breakthroughs, addressing
existing challenges, and highlighting areas for future research to enhance system resilience against
catastrophic events.

Keywords: wide-area measurement systems (WAMS); state estimation (SE); synchro-phasor
technology; fault detection; phasor measurement units (PMUs); fault localization; power swing;
backup protection; renewable energy sources (RESs)

1. Introduction

In the conventional power grid, the energy management system (EMS) and Supervi-
sory Control and Data Acquisition (SCADA) system can afford the steady state view of
the power system with high data flow latency [1]. The critical issue in adopting a better
protection scheme with these setups is the inability to measure the phase angles of the bus
voltage and current in real-time in a synchronized way [2]. The instant dynamic behavior
assessment with faster monitoring and measurement is essential for a reliable, protective,
and secure operation. The transformation to the smart grid concept of the modern power
system needs faster monitoring, more accurate, and synchronized phasor measurement of
electrical parameters to achieve the above objective with the use of a Global Positioning Sys-
tem (GPS) to power system operation [3]. Among many emerging devices to facilitate better
system monitoring, measurement, and signal communication, PMUs are very attractive in
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comparison due to the ability to provide the phasor signals in microseconds with accuracy
and a faster way through the GPS [4–6]. The application of the PMUs in the system network
facilitates tracking grid dynamics in real-time, obtaining data for wide-area monitoring,
assessing the state estimation, predicting system failure, helping to plan energy delivery
proactively, and providing improved protection and control [7–9]. Due to this perspective
of the PMUs, research of the application of the PMUs in power systems is up-and-coming
with many research gaps to handle the solution issues and challenges, particularly to power
system protection. The objective of this review includes WAMS-based power network
protection, PMU measurement for enhancing power grid monitoring and protection, fault
monitoring, localization and detection, and PMU-based state and security estimation.

The conventional measurements were asynchronously reported in 2–5 s intervals [1].
This time interval limited the capabilities of monitoring and measurement operation for
the quick and correct decision to provide a secure protective operation in real-time. The
introduction of PMU enhances the power system monitoring and subsequent control and
protection aspects in many ways, according to the intent of the application [10]. The mea-
suring features such as the fast reporting rate (50–100 measurements/s), synchronization
of measurements through GPS signals, measurements of frequency and frequency rate
of change, and the provision of phase measurements (instead of only magnitude mea-
surements) are the significant factors to put together the PMUs as the critical enablers for
real-time measurement and protection. Firstly, even a wide power network can be fully or
partially observable by PMUs, which helps monitor power systems dynamically to take
corrective solutions for steady and stable operation even under abnormal conditions [11].
Secondly, the integration of PMUs is optimally restructured along with the current SCADA
system to establish the wide-area monitoring and protection system (WAMPS) [8]. This
will provide real-time visualization of the system variation and improve the capabilities
of WAMPS for dynamic state estimator, phase angle monitoring, oscillation detection and
monitoring, and voltage stability [11,12]. This, in turn, considerably improves many crucial
operational benefits such as enhancing reliability by reducing the number of blackouts and
power cuts, cost-effective power system operation, and extensively allowing the integration
of RESs in the smart power system [9]. Thirdly, the uncertainties associated with renewable
energy sources (RESs), electrical energy storage (EES), electric vehicle charging (EVC), and
changes in load scenarios make control and protection more challenging [11]. Wide-area
monitoring with PMUs can overcome new challenges in the operation, planning, protection,
and control of distribution and transmission grids to enhance flexibility for the system
operation [9]. In addition, the new fast communication technologies support the WAMPS’s
fast access to power grid information. The PMU application to the power transmission and
distribution sector is indispensable and needs further research to enhance the protection to
make the system secure and reliable.

The installations of PMUs in intelligent grid systems reach for distributed and hi-
erarchical controlled WAMS that facilitate various monitoring, protection, and control
applications [13]. The conventional protection schemes restrict the distance relays to oper-
ate for faults occurring between the location of the concerned relay and the related reach
point [14]. It remains unaffected in the cases of all the faults outside this domain, lead-
ing to unreliable and insecure protection for the system. The WAMS technology based
on the PMUs’ synchronized phasor measurement brings a better solution to the above
issue [9]. Secondly, a wide-area differential protection (WADP) can be established with
the PMUs’ measurement to suit the shipboard applications’ needs. Thirdly, a secured,
coordinated, and synchronized backup protection can be established to function as an
intelligent processing system. In a nutshell, WAMS with the PMUs’ measurement provide
the grid dynamic state in terms of angular and voltage stability and transfer capacity at
different instances on various transmission and distribution systems to control and regulate
the power flow satisfying the constraints related to the grid parameters, integrating various
protection schemes and identifying corrective actions with an accurate decision [12]. Lastly,
the security of both the transmission and distribution sector is reasonably necessary with
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the provision of the WAMS to cope with the deregulated and restructured power system.
Overall, WAMS facilitate a developed intelligent grid of adaptive islanding, a secure and
self-healing system.

Even though very few review articles have been published recently, as shown in
Table 1, a proper, concise review confined to PMU application to grid protection aspects
is yet to present for the researchers and power engineers. Few review research articles
mention the broad scope of PMUs and WAMS with their possible applications. This
article extensively discusses and analyzes PMUs’ utilization in the power system protection
domain at the transmission and distribution levels. The significant contributions of this
study can be enumerated as follows:

• It emphasizes various applications of PMUs to provide better protection and secure
microgrid systems. The investigations were conducted on protection aspects only.

• The ideas and newness in the proposed PMU-based backup protection schemes
by various researchers are systematically presented along with their pros and fault
detection times.

• This review provides an overview of the standards for installing, testing, and designing
PMUs in power system protection.

• The research gaps are extensively summarized to provide the futuristic scope of the
PMU-based protection scheme design and formulation.

Table 1. Recent literature review papers on PMU-based protection.

Ref. No. Title Highlights Shortcomings

[1]

A Comprehensive Survey on
Phasor Measurement Unit

Applications in
Distribution Systems

• Surveys the primary challenges of
PMU applications.

• Provides possible future applications
for distribution networks.

• It encompasses using
synchro-phasor-based intelligent
electronic devices in
distribution systems.

• Does not provide any comparative
analysis of the PMU-based
protection scheme.

• Does not discuss the challenges and
problems that PMUs may face
concerning their role in
protection systems.

[10]
D-PMU based applications for
emerging active distribution

systems: A review

• Surveys the implementation of
D-PMUs in the distribution network.

• Reviews the application, monitoring,
and control of D-PMUs.

• Does not explain the operation and
principles of PMUs.

• Does not provide any insight into the
standard of PMU application.

[13]
Synchro-phasor measurement
applications and optimal PMU

placement:A review

• Surveys a comprehensive overview of
synchro-phasor technology, including
its principles, operation, and optimal
placement techniques.

• Covers various applications in the
transmission and distribution system.

• Does not offer any information or
understanding regarding the standard
utilized in PMUs.

• Does not offer any details or
explanation regarding communication
systems based on synchro-phasors.

[2]
A Survey on the Micro-Phasor

Measurement Unit in
Distribution Networks

• Provides the advantages of using
μPMUs in distribution networks,
including their ability to improve
reliability and robustness.

• Covers environmental sustainability
and social and economic benefits.

• Does not provide detailed information
related to the wide-area
backup protection.

• No specific data has been mentioned
regarding the PMU standards.

The remaining part of the manuscript is organized as follows: Section 2 addresses
the various aspects of PMUs and WAMS, looking at their architecture, design, operation,
and implementation. Section 3 depicts different issues and challenges related to PMU
application, particularly for protection aspects. Section 4 summarizes various PMU-based
protection methods, including backup protection. Section 5 presents several applications
of PMUs. Sections 6 and 7 enumerate the standards and the future scope, respectively.
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Finally, Section 8 ends with the concluding remarks from the work performed on the PMU
application for protection to date.

2. PMU and WAMS for Power System Protection

This section presents the basic principle of PMUs and WAMS technology operation
and how it improves power system monitoring and protection. Moreover, researchers have
conducted studies on several monitoring and protection techniques that employ PMUs, as
demonstrated by the comparative publication statistics illustrated in Figure 1, on an annual
basis. A distribution pie chart of articles published in various journals covering PMU and
protection applications is available, as shown in Figure 2.

 

Figure 1. Annual publication data on PMU-based protection.

 

Figure 2. PMU-based protection schemes in various academic publications.

2.1. Phasor

A phasor is a mathematical representation of a sinusoidal wave quantity in which the
complex number’s modulus represents the cosine/sine wave’s amplitude, and the angle
represents the cosine/sine wave’s phase angle. Using phasors simplifies the analysis of
circuits and systems that involve sinusoidal wave quantities, making it easier to perform
calculations and visualize the relationships between different signals [15,16].
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A sinusoidal signal is generally represented as follows:

x(t) = Xm cos(ωt + ϕ). (1)

The phasor representation of this expression is represented by the following:

X =
Xm√

2
ejϕ =

Xm√
2
(cos ϕ + j sin ϕ). (2)

Here, Xm and ϕ are denoted as the peak value of the sinusoid and the signal’s phase
angle, respectively. The phase angle measurement is regarded as positive when measured
in an anti-clockwise direction from the positive real axis. It relies on the frequency inherent
in the phasor representation. For different signals to be represented in the same phasor
diagram, they must have the same frequency. Still, input signals may not remain stationary
in real-time conditions, as shown in Figure 3. A finite data window is used to consider the
input signals to address this. PMUs require at least one period of the input signal’s funda-
mental frequency in the data window [8]. However, when non-harmonic and harmonic
components are present, the frequency is not necessarily the same as the fundamental
frequency. Thus, PMUs use frequency tracking algorithms to separate the fundamental
frequency components and estimate the fundamental frequency period before measuring
the phasor.

Figure 3. Synchro-phasor representation.

2.2. Synchro-Phasor and PMUs

A PMU is a tool used to calculate the phase angle and magnitude of a grid-wide
electrical quantity (such as voltage or current) using a standard time reference. The time
synchronization is given by a GPS and according to some protocols such as the IEEE
1588 Precision Time Protocol [17]. This enables synchronized real-time measurements
of several distant places on the grid and helps to provide a wide-area monitoring and
signal retrieval system. PMUs can quickly take samples from a waveform and rebuild the
phasor quantity, which consists of measurements of both the angle and magnitude. These
resulting measurements are known as the synchro-phasor data. These time-synchronized
observations are crucial to analyze the power system from a control, protection, and energy
management point of view to smooth the whole system’s operation.

Figure 4 depicts the operational block diagram of a PMU. It processes information
quickly and accurately and estimates the phasors and timestamps of the incoming signals.
The anti-aliasing filter eliminates signal elements whose frequency is equal to/higher than
half the Nyquist rate. An analog-to-digital converter (A/D converter) converts the input
voltage and current phasors from analog to digital AC signals. A phase-locked oscillator
(PLO) transforms the GPS one pulse/sec signal into a series of high-frequency pulses (HFP).
The phasor microprocessor performs the phasor computations, and the resulting phasors
are merged to provide positive sequence readings. The information from the GPS and clock
is eventually used to tag the phasors. At last, by using a modem, the ultimate phasor value
is sent to a data center [13].
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Figure 4. The principle of operation of PMUs as suggested initially at Virginia Tech., USA (Blacksburg,
VA, USA).

2.3. Synchro-Phasor-Based Communication

Communication features are required for applications that demand phasor data
in isolated locations. In each communication activity, two data flow components are
crucial [18,19]. The first factor is channel capacity (the rate of data change that could be
maintained on the current dataset), calculated in kilobits per second or megabits per second.
The second factor is latency, which is the interval between the creation of data and its
availability for use by the intended purpose [20]. There are two basic categories of com-
munication networks, including wired (e.g., telephonic line, overhead line, coaxial lines,
power line communication (PLC), optical fiber) and wireless (e.g., Wi-Fi, radio frequency,
satellite, microwaves). Wired networks may be divided into star and mesh networks [21,22].
Figure 5 represents an overall view of the synchro-phasor-based communication network.

Figure 5. Synchro-phasor-based communication network.

A star network is one in which all communication nodes are connected to the central
node. However, additional communication cables and towers are required to establish
such a network. Furthermore, real-world power systems, such as NASPInet, have already
adopted star networks [23]. On the other hand, a mesh network is a network whose
communication topology resembles a network of power lines. It can utilize power line
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communication (PLC) technology [24] and has proven to be effective in the past [25,26].
Depending on the physical communication medium, the PMU data transfer modes may
be categorized [27]. Leased line connections (LLC) were one of the earliest forms of
communication for these uses. Switched telephone circuits (STC) are also viable if transfer
latency is not critical. Additionally, traditional electric utility communication techniques,
including PLC and microwave links, have been widely adopted and are still prevalent in
many current applications [20].

Despite the challenges such as noise, signal loss, and attenuation, PLC remains a
feasible option for PMU communications at medium and low voltage distribution levels
due to its low cost, easy accessibility, and widespread deployment. However, the latest fifth-
generation (5G) mobile services are considered the most promising alternative for PMU
communications in the future. With a transfer rate of 20 gigabits per second (Gbps), 5G is
almost 100 times faster than 4G, enabling advanced wireless broadband, extensive machine-
type communications, and ultra-reliable low-latency communications [28]. Although this
technology has not been deployed in functioning power systems, its security must be
ensured for future applications. Lastly, fiber-optic networks are the preferred medium
today because they have unmatched channel capacity, rapid data transmission speeds, and
resistance to electromagnetic interference.

2.4. Synchro-Phasor-Based Wide-Area Measuring System (WAMS)

Power systems are evolving due to the increased renewable energy production, open
access to transmission networks, and deregulation of the electrical industry. The functioning
of electrical power systems is under strain due to this reality, which increases the need to
enhance the control and protection systems provided by WAMS based on PMU [29]. The
critical elements of WAMS are phasor data concentrators (PDCs), communication networks,
and PMUs, as shown in Figure 6.

 
Figure 6. Hierarchical architecture of WAMS.
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In the hierarchically constructed WAMS, the PDC arranges the phasors by the GPS
timestamps using the measured output data from PMUs [30]. The PMUs collect and
transmit critical information about the power system, such as voltage, current, frequency,
and rate of change of frequency (ROCOF), using the IEEE C37.118.2 or IEC 61850-90-5
standards. These data are then received by nearby PDCs (within 10 ms–100 ms), which
synchronize and distribute them to super PDCs. The PDCs are responsible for monitoring,
storing, and analyzing the received data and detecting and responding to faults in the
system [31]. Additionally, it may utilize intelligent electronic devices (IEDs), such as protec-
tive relays, switches, and capacitor banks, to quickly respond to disturbances and ensure
the stability and security of the power system at both the distribution and transmission
levels. However, transferring all the data from the synchro-phasor network to the SCADA
or EMS is not required, as receiving higher-level online alerts is sufficient. According to a
suggestion in [1], the future of synchro-phasor networks involves using the IEC 61850-90-5
standard for efficient communication between all network components, replacing the cur-
rent IEEE C37.118.2 standard. Furthermore, rapid relay communication can be achieved
using the IEC 61850 standard. This approach allows for additional data review at a later
time while ensuring quick and reliable communication between all components of the
synchro-phasor network.

2.5. Synchro-Phasor-Based Load Shedding

Currently, power systems are operated closer to their stability limits, mainly due
to the deregulation of the electricity markets and the rise in electrical energy demand.
However, due to significant disturbances, such as tripped generators or transmission
line faults [32], the following active and reactive power unbalance can ultimately cause
substantial simultaneous voltage and frequency variations along with instability. As a
result, there is a greater chance that the entire system could collapse [33]. Load shedding
is a technique that can prevent system collapse by shedding some of the load demand
when there is an imbalance between the power generation and load demand, as shown in
Figure 7. The technique can be represented as follows [34]:

Min ∑
j=m

cjxj (3)

where cj represents the weight of the load; xj = 1 represents that load j needs to be shed.

 
(a) (b) 

Figure 7. A simplified load-shedding scenario (a) before and (b) after.

The technique is classified into two main categories based on the objectives and
measurements; these include under-frequency load shedding (UFLS) and under-voltage
load shedding (UVLS) [35]. In the past, various under-frequency load shedding (UFLS)
methods have been developed and can be broadly categorized into classic, adaptive, semi-
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adaptive, and algorithmic approaches [36,37]. In conventional UFLS methods, relays use
locally measured frequency as input and continuously compare it against predetermined
thresholds. The key benefits of these systems are simplicity, ease of operation, and reliability.
However, they can also have drawbacks, such as treating steep and gradual frequency
gradients equally, potentially resulting in excess or insufficient load shedding [38]. The
enormous scope is suitable for the use of PMUs to develop a new methodology for optimal
load shedding to prevent voltage and frequency instability phenomena with proper power
regulation by adopting the concept of WAMS.

PMUs are a potentially effective solution for improving UFLS [39–41], as they can
provide highly accurate frequency and ROCOF measurements with synchronized time
information [42]. However, the reliability of PMU-based measurements may be affected by
time-varying conditions and transient events since they rely on a static signal model [43,44].
Therefore, the control scheme should consider the potential measurement uncertainty [45,
46]. A new approach was proposed in reference [47] to address the above challenges. This
approach utilizes synchro-phasor reading obtained from PMUs to calculate the absolute
frequency and ROCOF. The novel approach employs two sets of ROCOF criteria to calculate
the load that must be shed and initiates the load shedding. This approach results in a
more sensitive system that can handle quick dynamics in a modern power network (MPN).
However, adopting PMUs improves the estimate and monitoring rate accuracy, offering
a more effective solution for UFLS in MPN. In addition, in [48], a method is suggested to
address measurement errors, communication failure, and time delays. The above factors
are incorporated into the problem formulation to make the results more accurate and
reflective of real-world scenarios. Finally, [49] proposes an approach that considers the
connections across load buses and is robust to PMU failure and communication delay,
further improving the load-shedding solution’s effectiveness. Lastly, PMU is also very
helpful in creating credible and practical tools for UVLS issues that may successfully
minimize voltage collapse [50–52]. In addition, references [53,54] discuss the problem of
voltage collapse in power systems due to high reactive power mismatch. However, the
above methods are unsuitable for dynamic real-time conditions and an open research field
for power engineers.

3. Issues and Challenges of PMU-Based Protection

Recently, many suggestions have been proposed to adopt a secure, reliable, and self-
protective capability for the intelligent transmission and distribution sector. However,
integrating WAMS and PMUs with the traditional protection scheme and topology raises
many inherent critical issues and challenges in real-time, including the following:

• The architecture of wide-area protection systems (WAPS): The architecture of WAPS
needs to be designed to provide adaptive relaying for primary protection and long-
term voltage instability at the local stage of operation. The frequency instability,
angular instability, and control coordination need to be considered for small-signal
stability at the global stage of operation. A proper architecture can enhance the
system security, improve the speed of information exchange between components,
and provide high system reliability [55].

• Dynamic and nonlinear loading: The dynamics of loads and electric vehicle charging in
the distribution sector can cause frequency instability. However, they are not substan-
tially considered in frequency instability protection measures based on WAMS. The
protection scheme must focus on the dynamic and nonlinear loading characteristics
through WAPS [56].

• Overreaching distance relay zones: Overreaching distance relay zones under stressed
abnormal conditions can lead to cascaded tripping and blackouts. WAMS-based
anticipatory adaptive relaying schemes may be a better solution for handling these
situations in the future [57].

• Operational uncertainties of FACT devices: The series of connected FACT devices
have a critical impact on the distance protection of the transmission lines due to their
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associated operational uncertainties. WAMS-based flexible protection schemes can
be designed to handle the uncertainties related to distance protection and acquire the
control parameters of FACTS devices in a brief period [4].

• Optimal PMU placement: Without a comprehensive plan for wide-area protection,
there is a lack of optimal PMU placement that can provide complete observability of
the power system. Proper PMU placement is essential to detect and prevent different
types of instabilities and uncertainties in the system [57].

• Time delays: Time delays during information exchange and transfer in PMUs can
impact the accuracy and effectiveness of WAPS. Proper measures must be taken to
handle time delays accurately and correctly through real-time adaptive identification
techniques [57].

• GPS spoof attacks: GPS spoof attacks can influence PMU timestamps by injecting
counterfeit GPS signals into the antenna of the PMU’s time reference receiver. This can
violate the PMU’s maximum phase error and inaccurate signaling for protection and
control. Mitigation strategies must be developed to prevent GPS spoof attacks [58,59].

• Calibration of PMUs: Characterizing PMUs according to prescribed measurement
standards is essential to ensure the reliability and consistency of the operation and
control of WAPS. The calibration of PMUs under steady-state conditions traceable to
prescribed standards is necessary [60].

• False data injection attacks (FDIA): Cybersecurity is a significant concern for intelligent
power grids, and FDIA can cause operational, physical, and economic damage. Con-
tinuous cyber-physical system monitoring is essential to achieve secure and reliable
operations under cyber threats. The WAPS should be designed to prevent and detect
FDIA research gaps, aiming for a better solution to these factors [61].

• Role of PMUs in inverter-based resources: PMUs can be crucial in monitoring and con-
trolling power systems that incorporate inverter-based resources, especially relevant
in regions with high resource penetration. However, this deployment also presents
challenges, such as the high cost of PMUs, the need for precise time synchronization,
and a lack of standardization that may create interoperability issues. Nevertheless,
PMUs also present opportunities, including real-time monitoring and control that
can improve power system stability and reliability and more precise information to
enhance inverter-based resource performance [62].

4. PMU-Based Protection Methods

Synchro-phasor measurements have revolutionized the field of power system protec-
tion by providing highly accurate and time-synchronized phasor data. This data detects
and responds to various power system events, including faults, out-of-step conditions, and
other abnormal operating conditions. To address these abnormal conditions, the synchro-
phasor has provided several solutions to the above protection problems in power systems.
They have enabled the development of sophisticated protection schemes such as adaptive
out-of-step protection (OSP), differential protection, and backup protection, which rely
on accurate and time-synchronized phasor data to detect and respond to power system
events [3].

Differential protection is a commonly used protection scheme in power systems. It
protects power transformers, generators, and other critical equipment from damage due
to internal faults. It relies on measuring the difference in current flowing into and out of
a protected zone. When a fault occurs within the zone, the current balance is disrupted,
and the differential relay detects the fault and initiates a trip signal to disconnect the
equipment. Adaptive OSP protects power system generators from damage due to the
loss of synchronism, which can occur when two generators are connected to the same
power system with unsynchronized rotational speeds. Lastly, backup protection is used as
a secondary protection scheme to protect against equipment failures or the malfunction
of primary protection systems. The schemes rely on synchro-phasor measurements to
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detect and isolate faults quickly and accurately, ensuring the power system remains stable
and reliable.

4.1. Backup Protection

With the emergence of interlinked power systems, systemic disruptions (e.g., trans-
mission line faults, blackout events) inside the power system may create an inexorably
problematic situation for the power industry. To prevent the deterioration of the power grid,
protection and control measures must be taken to recover the system to normal operating
conditions. Generally, primary and backup protection is used to protect the transmission
lines [63,64]. Conventional backup protection is mainly performed based on independent
judgment following local data. Furthermore, conventional backup protection cannot adjust
to varying loading scenarios and fault impedance [65]. As a result, symmetrical distur-
bances cannot be detected from other loading conditions, including load invasion, power
swing, and generator breakdowns [66].

Additionally, backup protection may operate incorrectly, leading to cascading failures
or blackout events [66,67]. The implementation of phasor measurement units (PMUs)
in power systems has recently been widely acknowledged. The voltage and current
synchro-phasor are delivered by PMUs using GPS. Researchers are proposing wide-area
backup protection (WABP) schemes that utilize data collected from various points in the
grid to detect transmission line faults. There are three significant categories documented
in WABP research [68]. The first involves using electrical quantity parameters, the sec-
ond involves WABP based on the protection relay device’s switching status information,
and the third category combines electrical quantity and circuit breaker/protective relay
operating information.

Figure 8 depicts a schematic diagram of WABP consisting of a protection device
(PD) that detects the network’s electrical properties and transfers the data to the regional
network’s system protection center (SPC). After that, SPC examines the data and runs
the protective algorithm to decide whether or not a defect has occurred. Once a defect is
discovered, the SPC sends a trip order to the appropriate circuit breaker, isolating the faulty
area of the network. Table 2 depicts the backup protection approaches recommended by
many authors in recent years, and a detailed examination of these techniques is covered in
the following sections.

 
Figure 8. Architecture of WABP.
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4.1.1. WABP Scheme Based on Electrical Quantity Parameters

This scheme consists of WABP based on information on electrical parameters, such
as the evaluation of the fault voltage [69], the comparison of the sequence current phase and
amplitude, the comparison of the voltage and current composite directional
component [70–72], and the cumulative impedance comparison algorithm. As mentioned
above, the schemes can realize WABP by gathering wide-area data without modifying the
typical backup protection architecture. However, by comparing the variation of electrical
quantity between the calculated and estimated values to a certain threshold, the defective
line was successfully located, as shown in Figure 9.

 

Figure 9. Block diagram of WABP scheme based on electrical quantity.

Identifying a faulty transmission line was achieved by analyzing variations in the
positive-sequence current angles across all transmission lines. To determine the bus closest
to the defective line, [72] analyzed the positive-sequence voltage (PSV) magnitudes of
the buses and calculated the absolute difference in the positive-sequence current (PSC)
angles at both ends of each line connected to the identified bus. However, this method
has limitations, particularly for high impedance faults where the measurement of the
bus voltage magnitude may be low, leading to insignificant differences in current angles.
Several alternative techniques have been proposed to address this limitation. For example,
a unique WABP algorithm was proposed in [70] to identify faulty branches based on the
steady-state fault component.

In contrast, another special WABP algorithm based on fault component voltage dis-
tribution was suggested in [69]. Later, ref. [73] proposed a WABP scheme based on PSV
readings to determine the location of the damaged line. At the same time, the Koopman
analysis was used in another study to generate WABP and detect the faulty line based on the
PMU data, but it has a high computational burden [74]. Further, reference [75] introduced
a novel WABP algorithm that does not consider system variables such as transmission line
impedance, but only uses the phasor data of voltages and currents, which was proven
effective. In [76], a decentralized method was presented to detect and clear transmission
line faults in power systems. This approach utilizes the gain in momentum data of all
generators and PSV magnitudes to identify the susceptible protection zone and the nearest
bus to the fault.

Moreover, the techniques described in references [72–76] do not address two crucial
factors, wide-area fault detection and location for cross-country and evolving faults. In this
direction, a novel WABP scheme was proposed in [68] to handle the associated issues. The
scheme requires only a limited number of synchronized PMUs, making it a cost-effective
solution for power systems. The main drawback of all these schemes is that they need a
lot of observations and relevant data, such as transmission line voltage and current. As a
result, when examining the real-time implementation in a large region, such schemes could
be both costly and challenging.

4.1.2. WABP Scheme Based on Switching Status of Protection Relay

This scheme consists of WABP based on switching information and updates, such
as WABP-based genetic and fault tolerance algorithm [77]. Several techniques are sug-
gested in [78–81]; these backup protection principle schemes are framed by observing and
analyzing the switching status of the protection device, as demonstrated in Figure 10.
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Figure 10. Block diagram of WABP scheme based on the status of circuit breaker.

In [78], the authors used broad-area data, such as the statuses and operations of
conventional protection relays, to detect faults through the collaboration between intelligent
agents. Another backup protection scheme, outlined in [79], relies on the status of primary
and auxiliary protective relays and circuit breakers to simplify the settings and avert
cascading trips. In [80], the authors suggested a comprehensive backup protection scheme
that considers the contribution of all established distance relays across the network, utilizing
a protection fitness function. While [81] presented a backup protection approach that relies
on the status of the distance relay’s second and third zones, its key restrictions include
higher end-to-end latencies and data congestion at the phasor data concentrator (PDC). The
main drawback of these schemes is that they frequently need the circuit breaker’s status,
which could make them impracticable and expensive.

4.1.3. WABP Scheme Based on Electrical Quantity and Switching Status of Protection Relay

In this study, novel methods for the transmission line backup protection are provided
by employing synchro-phasor measurements. These schemes consist of WABP based on
data on electrical parameters and the operational status of protective devices. The above
methods are suggested to be implemented into two phases at the predefined buses. The
first stage involves identifying the fault and strained circumstances. However, in the second
phase, the defective line is cut off from the electrical supply, as shown in Figure 11.

 

Figure 11. Block diagram of WABP scheme based on the bus data and circuit breaker status.

In [82], a synchro-phasor state estimator’s residual vector is utilized to detect faults and
improve the security of the present remote backup protection scheme. In contrast, ref. [83]
proposed a WABP technique for transmission lines that operate based on synchronized data
and the actions of third-zone distance relays. The proposed algorithm offers a significant
advantage over other wide-area methods, requiring fewer synchronized devices. Therefore,
the proposed algorithm represents a valuable contribution to the backup protection of
power transmission lines, as it can achieve accurate results using fewer synchronized
devices. Furthermore, ref. [84] proposed a novel WABP strategy based on device detection
to address the device failure issue. This strategy is valuable to the power system protection
field, as it can efficiently and reliably locate faults and provide backup protection.

In summary, the above method proposes innovative approaches to enhance the se-
curity and reliability of power systems through backup protection. However, utilizing
wide-area information, synchronized data, and device detection techniques are significant
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advancements that can significantly improve the accuracy and effectiveness of backup
protection strategies. These contributions are crucial in ensuring the stability and efficiency
of power systems, which are essential for the modern world’s functioning. The major
drawback is that the strategy’s effectiveness may be limited to communication failures
or delays.

Table 2. Backup protection scheme.

Ref. No. Contribution Detection Time

[85]

• It applies to various types of faults.
• It provides high security and dependability in identifying the faulted line.
• The computational burden is less.

65–95 ms

[86]

• It increases the accuracy of fault identification.
• It can be implemented with a smaller number of PMUs.
• The implementation costs less.

403 ms

[87]

• It can quickly identify the faulted line and prevent damage to the power system.
• It can appropriately maintain the dependability–security of the power system

network during system transient.
400 ms

[88]

• It is easier to implement and maintain.
• It reduces the computational burden.
• It reduces the risk of maloperation.

740 ms

[89]

• This proposed strategy effectively identifies the faulted line, which can prevent
further damage to the power system.

• It reduces the number of PMUs needed, saving costs and resources while
maintaining the same level of protection.

-

[90]

• It can detect the fault in a different location with a high accuracy.
• It can detect all high-resistance asymmetrical faults and is resistant to

measurement errors, improving the reliability of the protection system.
50 ms

[91]

• This suggested method can identify the faulted line correctly.
• It can easily classify single-phase-to-ground faults, which can help improve the

overall system stability.
• It is applicable for modern power system networks with reduced system inertia.

20 ms

[92]

• This method can detect high-impedance faults.
• It has less computational burden.
• It can prevent unnecessary power interruptions.

0.48 ms

[93]

• This scheme is highly effective during power oscillation, generator outage, load
shedding, and voltage fluctuation.

• It can detect different types of fault locations.
• It can operate in a wide range of scenarios.

300 ms
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Table 2. Cont.

Ref. No. Contribution Detection Time

[94]

• This method requires significantly less time training the classification models than
other classifiers, reducing the overall capital cost.

• It can operate quickly, and has accurate fault detection and classification to protect
the power system from the cascade impact of the maloperation of relays.

140 ms

[95]

• This proposed technique limits the computational requirements.
• It requires a smaller number of PMUs.
• It reduces the computational burden.

12 ms

[96]

• This technique is reliable for conventional protection systems.
• It can help to prevent power outages and ensure the stability and efficiency of the

power system.
81 ms

[97]

• This approach provides accurate fault location in the presence of measurement and
parameter errors.

• It is a versatile and reliable tool for system operators and engineers.
50 ms

5. Synchro-Phasor-Based Application in Transmission and Distribution System

The real-time management of power systems necessitates using fast and synchronized
data collection and processing techniques. PMUs, with their synchronized timing and high-
frequency sampling capabilities, play a crucial role in analyzing the complicated dynamics
of the power system. These measurements also assist in detecting system abnormalities
and implementing prompt corrective actions. Despite these benefits, minor variations in
voltage phasors at different buses in the distribution system must also be accounted for,
as they are crucial in achieving better control and protection. Extensive research has been
conducted in this field. The following sections outline the applications of synchro-phasor
measurements in transmission and distribution systems, as shown in Figure 12.

Figure 12. Applications of PMU.

5.1. Voltage Stability

Voltage stability refers to the capability of a system to sustain its voltage levels after
a disturbance occurs. This concept is typically divided into two categories, short-term
voltage stability and long-term voltage stability, which are differentiated based on the
type and duration of the disturbance [98]. The system voltage stability margin (VSM) is
expressed as follows:

Percentage of VSM =
λM − λC

λC
× 100

0
0

(4)

where λM represents the maximum loading point and λC represents the current operating point.
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Traditionally, only SCADA and EMS data were used to monitor the P–V and Q–V
curves, but a model-free technique was developed in [13] to measure the voltage magnitude.
In [99], a new strategy was designed to improve the accuracy and speed of measuring
the voltage magnitude, which is essential in addressing voltage instability and preventing
blackouts. However, this approach involves using WAMS and optimizing parallel pro-
cesses with guidelines to minimize calculation times. Later, an innovative approach was
proposed to estimate the voltage stability margin in a power grid to enhance operators’
awareness [100]. This method utilizes PMUs and incorporates a preprocessing technique
for PMU measurements to eliminate any inconsistency or uncertainty due to random load
disturbances. This approach promises to provide a reliable and accurate estimation of the
voltage stability margin, which is crucial for ensuring a power system’s safety and stable
operation. In [101], a new technique for monitoring voltage stability in a transmission
system was introduced. This method was developed by combining the impedance match-
ing method and the previous local identification of voltage emergency technique (LIVET).
The proposed method can detect voltage instability soon after it occurs by monitoring
the changes in the active power transfer. A novel multi-bus voltage stability index was
introduced in [102]. This index can calculate the stability margin and the load-shedding
percentage. Several voltage stability evaluations were conducted under various operat-
ing conditions [103–109]. Table 3 depicts some recent research on voltage stability using
PMU data.

Table 3. Application of PMU on voltage stability.

Ref. No. Contribution

[103] This approach can reduce the number of contingency scenarios and produce accurate results with noisy input.

[104] This method provides faster predictions of fluctuations, giving the transmission system operator ample time to
implement corrective measures.

[105] This suggested approach demonstrates improved real-time applicability for accelerating high-dimensional
PMU tests and higher tolerance to instabilities brought on by high solar integration.

[106] This approach can accurately identify the critical bus and quantify stress in the system in various test scenarios,
including noisy measurements, load increases in different directions, and line and generator outages.

[107] This approach is robust to reactive power limitations of generators.

[108] This proposed technique has a high accuracy and fast execution speed.

[109] Compared to the Lyapunov exponent technique, this suggested method has a faster detection time and is more
successful in identifying short-term voltage instability.

5.2. Power Oscillations

Distance relay failure contributes significantly to most cascaded blackouts world-
wide [27]. Severe disruptions such as faults and load failure may cause the system to
experience power swings (PSs) or power oscillations (POs) [110]. The swing equation can
be expressed as follows [111]:

.
δ = ωn(ωr − 1) (5)

2H
.

ωr = Pm − Pe − D(ωr − ωn) (6)

where
.
δ represents power angle; ωn and ωr shows the actual and angular velocity, respec-

tively; Pm and Pe are the mechanical and electrical power; H is the inertia constant; and D is
the damping coefficient.

Depending on the severe disturbances, POs can either be stable (synchronous genera-
tors maintain synchronism) or unstable (synchronous generators lose synchronism) [112].
During stable power oscillation (SPO), blocking the performance of the distance relay
is desirable. On the other hand, alternative events are offered during unstable power
oscillation (UPO). Depending on the location, the distance relay could block or trip in the
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first event. In the second event, the distance relay could be plugged (close to the electrical
center) and proceed by forcing separation at a different system site [113]. However, UPOs
can cause significant changes in the voltage and current, which can be hazardous for the
operation of the power grid. In addition to that, UPOs can also cause the failure of specific
protective systems, such as distance and under-impedance relays, leading to widespread
blackouts and cascading outages. The above issues highlight the importance of detecting
and mitigating UPOs in power systems to ensure the stability and reliability of the power
grid [114].

To maintain the stability of the power grid, an out-of-step (OOS) prevention mech-
anism is provided, which includes pole slip protection (PSP) of synchronous generators,
exceptional security, additional control, power swing blocking (PSB) of distance protection,
and OOS tripping in transmission networks [114]. The above mechanism works to detect
and prevent OOS events, ensuring the stability and reliability of the power grid. However,
conventional blind-based schemes, such as pole slip protection (PSP) for synchronous
generators, face limitations in differentiating between stable and unstable swings and
require a detailed stability study for their implementation [115]. Other techniques, such as
the rate of change of impedance and resistance [115], changing the zone shape of distance
relays [116], and the swing-center voltage (SCV) method [117], were also reported, but
have limitations such as requiring extensive stability studies or being applicable only for
two-source equivalent systems.

Various techniques were proposed in the power system industry to prevent out-of-
step (OOS) events and detect POs to ensure stable operation and prevent blackouts [116].
These include the frequency of voltage value-based approaches [116], pattern recognition-
based strategies [117–119], admittance trajectory-based methods [120], the relative speed
of a hypothetical identical machine [121], PMU information-based methods [122,123], and
predictive analysis-based methods [124]. These methods aim to distinguish stable power
swings from unstable ones, increase the protection system’s reliability and security, and
reduce false tripping and communication failure. However, each method has its limitations
and challenges, such as the requirement for a vast amount of training data, improvement in
filter design, and the necessity for PMU information. Table 4 tabulates some recent research
on power oscillation using PMU data.

Table 4. Application of PMU on power oscillation.

Ref. No. Contribution

[111]
This proposed approach has several advantages, including the prevention of zone-one trip of distance relay,
maintaining the dependability of the overall protection system, the ability to predict the transient stability
status of the system, and ease of integration with existing numerical relays.

[125] This method is computationally efficient and provides improved reliability as it is immune to external faults
and switching events and remains unaffected by noisy signals.

[126] This approach can identify three-phase faults while detecting and discriminating between stable, unstable, and
multi-mode power swings.

[127] This approach can identify an OOS state more accurately and reliably, with a smaller probability of false
alarms or missed detection.

[128] This proposed algorithm provides faster tripping (up to 200 ms) than traditional impedance-based OOS
methods, making it more reliable.

[129] This proposed approach has improved performance compared to existing methods under various conditions,
including current transformer (CT) saturation, single-pole operation, and load switching.

[130] This method can detect HIFs within a brief time (less than 4 ms), regardless of the fault’s characteristics, such
as resistance, inception angle, or location.

[131] This proposed model outperforms existing deep learning and matrix completion-based methods regarding
prediction accuracy, making it a more reliable choice for filling in missing PMU data during power oscillations.
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5.3. State Estimation

Power system state estimation (PSSE), a crucial real-time application, typically happens
every 30 s. An appropriate SE provides the necessary input data so that operators can
learn about the security and dependability of the system and, at the same time, achieve the
capability to reduce capital expenditures. The SE involves calculating the amplitude of the
bus voltage and phase angles by utilizing redundant active and reactive power injection
data [132]. However, the estimation can be performed using several SE techniques. All
approaches often use the same measurement items, the foundation for establishing the
algorithm’s goal function. The SE measuring model that is most frequently employed is
the following:

y = h(x) + e (7)

where y is the measurement vector entered into the SE method, x represents the selected
state variables, and h(x) and e represent the measurement function and error vectors, respec-
tively. Since poor SE performance can have severe financial and practical repercussions,
much research has already been conducted to enhance SE performance, and numerous
strategies have been suggested in this article.

Conventionally, the data measurement is asynchronous, resulting in static state esti-
mation (SSE). The following have been explored through SSE: (i) the enhancement that
was obtained when PMUs were introduced and multiplied; (ii) the ideal placement and
positioning of PMUs to provide high reliability, the identification of incorrect data, and the
detection of system element issues; (iii) the inclusion of PMUs in the estimation technique,
such as by immediately replacing the actual values inside the state variables; (iv) calculating
the weights attached to these PMUs; and (v) the advantages of PMUs for enhancing data
security [132]. However, synchro-phasor technology allows for dynamic state estimation
(DSE), providing real-time information about the voltage magnitude and phase angle at
each node in the power system. This approach provides a more accurate and dynamic
understanding of the system’s state, enabling better decision making and control [133].

Several studies have shown the benefits of using PMU data with an extended Kalman
filter (EKF) for online state and parameter estimation. References [134,135] demonstrated
the potential applications of this approach. References [136,137] used the EKF to estimate
a single-machine infinite bus system’s generator states, unknown inputs, and dynamic
states. References [138,139] proposed using an ensemble Kalman filter (EnKF) for simul-
taneous state and parameter estimation and the use of an extended particle filter (EPF)
for dynamic state estimation, respectively. The main disadvantage of these methods is
the lower sampling rate. A comparative study based on dynamic state estimation was
suggested to address this above issue in [140].

Later, an SE method for the distribution system was deployed in reference [141].
This method offers several advantages, including low latency and high state estimation
frame rates. In [132], a novel hybrid power system static state estimation (SE) method was
introduced, which utilizes PMU observations as a multivariate time series and incorporates
existing time and cross-correlation through VAR models. Additionally, the process provides
better confidence intervals, and has the ability to anticipate the power state and detect
sudden biases, resulting in more robust state estimation. Despite the attempts to capture
the dynamic conditions of the power system through various methods, the challenge of
decentralized processing and decoupling with power plant controls persists. To overcome
this, ref. [142] proposed an EKF technique that features decentralized processing and
decoupling with power plant controls. Even with noise, the framework accurately estimates
the states, outputs, and unknown inputs. It was also demonstrated that the above method
was resistant to generator component errors and efficient in various situations. In [143],
a new method that combined SCADA and PMU measurements was presented. It shows
a significantly reduced computing time compared to existing approaches, especially in
large-scale networks with multiple faulty SCADA measurements in PMU observable areas.
Reference [144] proposed an improved dynamic state estimation scheme. The scheme’s
performance was evaluated by considering the impact of probabilistic communication
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interruptions and delays, ensuring robustness and reliability in real-world conditions.
The centralized approach integrates and aggregates information from multiple sources,
providing a more comprehensive and accurate state estimate reference. Table 5 presents
some recent research on SE using PMU data.

Table 5. Application of PMU on state estimation.

Ref. No. Contribution

[145]
This suggested approach performs better in terms of efficiency, dependability, and robustness over a range of
operational circumstances and calibration properties of the measuring instruments. It may be utilized for
modern distributed network design and management.

[146] This approach is valuable for locating the cyber threat and filtering false data streams.

[147]
The equivalent circuit formulation framework provides a novel approach to state estimation that is both
efficient and accurate, with the potential for future developments and applications in the power system
monitoring and control area.

[148] This proposed hybrid SE approach reduces the computational complexities. It provides a more efficient and
accurate way to estimate the state of the power system, leading to better monitoring and control.

[149] This technique enhances state estimation accuracy with the ability to handle disturbances and uncertainties in
the active distribution grids and microgrids.

[150] This proposed method shows a higher accuracy and reliability than traditional methods, with the ability to
quickly and accurately determine the exact location of faults in both meshed and radial topologies.

[151] This suggested approach has substantial advantages, specifically when operating at off-nominal frequencies,
and may be employed in various monitoring systems.

[152] The least-absolute-value estimator is more computationally efficient, leads to improved accuracy, optimizes the
objective function, handles gross errors quickly, and eliminates the need to deal with multiple insufficient data.

[153] The low computational cost of the estimation stage makes this algorithm even more attractive, as it can be run
in real-time without sacrificing accuracy.

[154] This proposed solution for solving the SE problem for three-phase systems is a computationally efficient and
straightforward alternative to the conventional approach.

[155]
These proposed next-generation distribution systems incorporate earthing resistances as state variables and
field measurements, improving observability, accuracy, and reliability. The PMU infrastructure provides
high-speed visibility and helps prevent equipment and personal losses due to temporary overvoltages.

[156]
The generalized algorithm is linear, efficient, and robust. This proposed method is comparable in accuracy and
computational burden to the conventional weighted least-squares estimator and outperforms it in the presence
of gross measurement errors.

[157]
To maintain grid operation, this suggested Convolutional Neural Network (CNN)-based filter can operate as
an extra layer of security by removing erroneous data before a state estimate is carried out. This would allow
system operators to make better decisions.

5.4. Fault Location and Fault Detection

Fault location is the process of determining the location of a fault in an electrical power
grid. PMU-based approaches were proposed to prevent widespread power outages or
other disruptions. These PMUs provide real-time voltage, current, and frequency readings,
allowing the electrical power system to be fully observable at all times, thereby assisting
system analysts in identifying faults quickly and avoiding blackouts. The faulty bus model
can be expressed as follows:

Percentage of positive sequence voltage (PSVn) =

∣∣∣∣∣PSVnb f − PSVna f

PSVnb f

∣∣∣∣∣× 100 (8)

where n = bus number; PSVnbf = positive sequence voltage (before fault); and PSVnaf =
positive sequence voltage (after fault).
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However, to further improve the efficiency of the protection system, it is recommended
to use the WAMS, which provide a more effective backup protection scheme.

The WAMS feature PMUs equipped with intelligent electronic devices and synchro-
nized data from both ends of the transmission lines [158,159]. It is essential to accurately
identify faulty transmission lines and perform a dynamic security analysis of the power
system to enhance protection through PMUs [160]. Implementing the differential protection
philosophy based on Kirchhoff’s laws is also crucial to demonstrate the efficiency of PMUs
in protecting transmission lines [161]. The study conducted in [70] was one of the first stud-
ies to develop a differential protection scheme for a 33 kV transmission line and substation,
using numerical relays and incorporating GPS synchronization to streamline the sample
data. Moreover, the recursive algorithm for updating phasors was found to increase the
estimation errors over time due to the continuous nature of electrical power systems (EPS).
To effectively monitor and protect EPS, it is crucial to have an accurate synchronization of
phasors and a precise measurement of the phase angles. The phase angles of the voltages
and currents play a crucial role in defining the location of the faults in the transmission line
when using a minimum positive-sequence voltage as a backup for traditional protection
systems. This information can then be used to classify faulty buses. In addition, the use of
Wavelet and Fourier transform for fault classification in transmission lines was discussed in
reference [162]. Reference [163] proposed a method that detects and classifies transmission
line faults using only PMU data from the generator bus. The methodology employed PMU
readings from a single bus voltage for the whole grid, decreasing the price and complexity
of the surveillance system. Recently, there has been an increase in the use of artificial intelli-
gence (AI) or machine learning (ML) techniques for fault diagnosis, including detection,
identification, and localization of faults in power transmission networks [164]. Table 6
tabulates recent research on fault location and detection using PMU data.

Table 6. Application of PMU on fault location and fault detection.

Ref. No. Contribution

[164] This designed intelligent algorithm is explicitly data-driven and successfully treats the nonlinear time-varying
behavior of the system.

[165] This proposed fault identification method achieves fast and accurate results with 100% accuracy in less than 20 ms.
It applies to conventional and contemporary networks, regardless of DG types and sizes.

[166]
This proposed method addresses the issue of high labeling cost and utilizes unlabeled data for classification with a
high accuracy. Compared with previous work, a high impedance fault (HIF) location method is developed to
locate faults with a small estimation error using μPMUs.

[167] This proposed scheme is practical, robust, and reliable under different operating conditions, fault types, distances,
and resistance.

[168]
This algorithm accurately classifies faulted buses and identifies the faulty line, making it suitable for application in
practical power systems. The proposed algorithm offers improved fault classification accuracy, robustness, faster
response, and lower computational complexity, making it valuable to PMU-based wide-area measurements.

[169] This proposed method exhibits considerably lower computational complexity.

[170] This method can detect the fault type and send the reclosing command around six cycles after the secondary arc
extinction in case of a single-phase fault occurrence.

[171]
This proposed graph-based faulted line identification algorithm using μPMU data in distribution systems offers
efficient and accurate faulted subgraph identification and faulted-line location, with potential for future
improvement through robust SE and topology identification methods.

[172] It can capture similar information on fault events across different parts of the distribution networks, which can
improve fault detection accuracy.

[173] This framework addresses storage issues and reduces data processing time by employing a limited data window,
making it more efficient and practical for real-time applications.
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5.5. Microgrid Operation

Microgrids can operate in two different modes, islanded mode and grid-connected
mode. The microgrid is connected to the main power grid in the grid-connected mode and
can import or export electricity as needed. This mode allows the microgrid to take advan-
tage of the benefits of the main grid, such as the backup power and access to additional
energy resources. In GC mode, the microgrid must maintain a stable frequency and voltage
to ensure the reliable operation of connected loads and to avoid any negative impact on
the main power grid [174]. Using PMUs, the microgrid can monitor the power system
parameters and quickly detect any changes or disturbances in the grid.

Islanding is a situation that occurs when a portion of an electrical power grid becomes
disconnected from the primary grid, forming an isolated island. This can occur due to
several factors, including equipment failures, natural disasters, or cyberattacks. Islanding
can pose a significant threat to the stability of the power grid, leading to unanticipated
power outages and other system disruptions. It is crucial to employ effective islanding de-
tection methods to mitigate this problem. PMUs were identified as a potential solution for
islanding detection. PMUs are specialized hardware devices that track and gauge the elec-
trical power grid, providing instantaneous voltage, current, and frequency measurements.
By utilizing these measurements, PMUs can detect when a portion of the grid becomes
disconnected from the primary grid and initiate an alert or another appropriate response.

To transfer data between PMUs in smart grids, different communication technologies
such as wire lines, fiber-optic cables, 4G/5G networks, and power line communication
are utilized [175]. PMUs provide time-synchronized signals from various locations in the
microgrids (MG), which are particularly crucial when there is an increased installation of
DGs [176]. PMU-based detection is a remote technique that offers fast, reliable, and precise
islanding detection in different operating conditions. Even if a circuit breaker (CB) open is
detected, the DG can still operate in islanded mode if there is a sufficient generation-load
balance [177]. However, relying solely on local measurements reduces the ability to control
DGs, which limits flexibility in active distribution system management. Therefore, gather-
ing system component parameters to achieve resilient and stochastic energy management
in MGs is crucial, which can be accomplished through PMU measurements [178].

Synchronized measurements obtained from multiple PMU sites are instrumental
in accurately detecting islanding events in MGs [179,180]. By analyzing power system
variables such as voltage phasor, current phasor, frequency, and ROCOF, operators can
make decisions and prevent threats to the system. However, the reporting rate of PMUs
can be extremely high, with 60 to 120 frames per second for various variables, resulting in
massive amounts of data that need to be processed [181]. Identifying an actual islanding
event from embedded dynamics in the MGs is a daunting task that requires sophisticated
techniques such as multivariate statistical methods, including independent component
analysis, principal component analysis (PCA), and partial least squares to compress the
data. PCA is a technique that reduces correlation among the observed variables without
significantly losing data by reducing the input data dimension [182]. The PCA model
is updated as new data arrives to achieve a more accurate detection since the power
network data is subjected to change over time. PCA has been utilized in various studies
for islanding detection [183–186]. Table 7 tabulates recent research on islanding detection
using PMU data.

Table 7. Application of PMU on islanding detection.

Ref. No. Contribution

[187] These test results demonstrate the effectiveness of the machine learning strategy in harnessing synchro-phasor data
for power system applications with reasonable accuracy in classifying scenarios and detecting islanding events.

[188] This method provides efficient islanding detection without a non-detecting zone (NDZ) and power quality issues.
This reduces the cost of maintaining physical devices and provides more reliability in terms of functioning.
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Table 7. Cont.

Ref. No. Contribution

[189]
This proposed scheme can detect islanding cases with a frequency deviation of 0.01 Hz in just 0.25 s. The scheme is
unaffected by synchronization errors in μPMU data and by measurement noise up to a signal-to-noise ratio (SNR)
value of 35 dB.

[178] This proposed method has a high detection speed (30 ms) and is resistant to false alarms so that it can distinguish
between islanding and non-islanding events with high accuracy and precision.

[190] This algorithm is programmed within the μPMU, which reduces cyberattacks. It is robust and accurate, as it is
simulated for various conditions such as islanding and faults.

[191]
This method can detect islanding within two cycles of system frequency under the worst-case scenario of perfect
power balance, ensuring rapid response and preventing damage to the power system. It is highly reliable and
accurate, resulting in a zero non-detection zone in a zero-power imbalance.

[192] This proposed approach shows that the phase angle difference islanding detection method is practical and
affordable and overcomes the issues affecting the frequency change rate on electrical grids with lower inertia.

[193] This proposed method develops a novel differential protection strategy for microgrids that use inexpensive PMUs
or μPMUs. The method can distinguish between internal, external, and severe no-fault circumstances.

[194]
This method is dependable and flexible for different microgrid networks without requiring system model data or
depending on particular disruption characteristics because it uses a regressive vector model, an indicator function to
separate events from inaccurate measurements.

5.6. Harmonic Measurements

Monitoring and controlling harmonic distortions are critical in power system manage-
ment, particularly in power distribution systems. With the increasing power of electronic
devices, nonlinear loads, and inverter-based energy resources, the importance of this task
has increased in recent years. Such equipment can introduce harmonic distortions, which
may compromise the dependability and security of power distribution systems by causing
conductor overheating or interfering with power protection systems. Hence, utilities must
monitor and control harmonic levels in power distribution systems to prevent pollution
and ensure secure and reliable operation. However, PMUs offer high-speed and accurate
harmonic measurements that enable power system operators to identify and analyze har-
monic distortion problems in real-time. By measuring the amplitude and frequency of
harmonics, PMUs can provide valuable information to power system operators to identify
the source of harmonic distortions and take corrective actions. For every harmonic injection,
the total harmonic vector error (TVE) for the nth harmonic order is expressed as follows:

TVE =
|V(n)measured − V(n)ideal |

|V(n)ideal |
(9)

A novel algorithm for calculating harmonic phasors using PMUs based on the prin-
ciple of fundamental phasor calculation was proposed in [195]. By accurately calculating
harmonic phasors, this algorithm enables the efficient utilization of PMU calculation re-
sources and enhances the overall functionality of PMUs in power system monitoring and
control. In [196], two estimation techniques were developed from recent PMU-based ap-
plications by examining their estimation results using a real-world measurement dataset.
While a novel harmonic phasor estimator for P-class PMUs was proposed in [197], it was
found that the technique suffered from the inter harmonic injection. A phasor signal pro-
cessing model was proposed to overcome this issue, which involves adding a preprocessing
filtering step before PMUs [198]. This step incorporates estimating signal parameters using
either the estimation of signal parameters via rotational invariance techniques (ESPRIT) or
the matrix pencil (MP) algorithm for signal processing. In addition, a design for a PMU
using a PXI modulator and GPS receivers for accurate harmonic synchro-phasor measure-
ment in distribution networks was presented in [199]. The presented PMU prototype and
measurement procedures can help improve the performance and efficiency of distribution
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grids, which are essential for the reliable and cost-effective integration of renewable energy
sources and other distributed energy resources. Table 8 depicts recent research on harmonic
measurement using PMU data.

Table 8. Application of PMU on harmonic measurement.

Ref. No. Contribution

[198]
This algorithm is robust against measurement noise (it can work with a 65 dB SNR). The proposed algorithm
has less computational complexity than the standard matrix pencil method, making it suitable for deployment
in embedded platforms.

[200] This method can operate with a higher accuracy and faster speed than traditional methods. This method can
also reduce the number of required PMU placements, saving costs and improving the overall system efficiency.

[201]
This method has been experimentally validated on an inductive voltage transformer, demonstrating its
practical applicability. The black-box approach of this method allows it to be applied to other types of voltage
transducers, which increases its versatility.

[202] This proposed scheme is robust to harmonic and fundamental current measurement errors, which increases
the system’s reliability.

[203] This method extracts sparsity patterns of the harmonic state variables, which enhances its efficiency and
accuracy. It also can detect the number and locations of the harmonic sources on the network.

[204] This method further improves clustering accuracy by incorporating measurements from fundamental and
harmonic phasors, especially for unbalanced event types.

5.7. Cybersecurity

In recent years, PMUs have been applied to the field of cybersecurity, as they have the
potential to detect and respond to cyberattacks on power systems. In December 2015, over
200,000 customers were impacted by cyberattacks that targeted three electric distribution
companies in Ukraine [205]. The cyberattack detection model is expressed as follows:

Percentage of true positive rate =
Truepositive

P
× 100 (10)

Percentage of false positive rate =
Falsepositive

N
× 100 (11)

where P = the positive number of attack PMUs; N = the number of safe PMUs.
Several approaches have investigated the use of PMUs in cybersecurity, focusing on

detecting irregularities and suspicious behavior in real-time. An approach for detecting
the manipulation of PMU data involves utilizing transmission line parameters, including
shunt admittance and series impedance, as they remain constant and can help identify
potential attacks and recover the correct data [206,207]. However, this approach requires
the placement of PMUs on every bus on the grid, which can be costly. Time synchronization
attacks are also typical attacks that can affect the accuracy of voltage and current phase
angle measurements, resulting in adverse impacts on power system operations such as
fault localization, voltage stability detection, and line parameter identification [208]. De-
tecting such attacks can be achieved using various methods, including cross-layer defense
mechanisms [209], data-driven models [210], and phasor measurement analysis [211]. In
addition to attack detection, several methods exist for recovering accurate data once a
cyberattack has been detected. For instance, a new framework was proposed for restoring
missing PMU measurements. However, its efficacy remains untested during transient
power system operation [212]. Table 9 tabulates recent research on cybersecurity using
PMU data.
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Table 9. Application of PMU on cybersecurity.

Ref. No. Contribution

[213] These techniques worked well for spotting and recognizing cyberattacks on micro-PMUs. This offers empirical
proof that upholds the recommended approaches’ effectiveness and raises its credibility.

[214] This method demonstrated that data-driven methods successfully and accurately detect attacks on solar PV
systems using the PMU data.

[215] This detection technique can spot attacks using grid power flow equations.

[216] Using the extended Kalman filter (EKF) over the traditional EKF constitutes a substantial advance since this
technique offers a more durable and reliable solution for sampling errors, topological mistakes, and cyber threats.

[217] This proposed method is efficient during false data detection.

[218] This proposed technique includes a delayed alarm triggering mechanism to ensure reliable PMU-based data
manipulation attack detection. This suggested technique enhances the system’s noise immunity.

6. Standards

The IEEE Standards for PMUs provide guidelines for designing, installing, and testing
PMUs used in power systems. The standards specify communication protocols, perfor-
mance requirements, and testing procedures for synchro-phasors, including PMUs, which
are essential for the accurate and reliable measurement of power system dynamics. The
standards also provide recommendations for hardware, software, and communication pro-
tocols for PMUs and power system stabilizers (PSSs) and define communication protocols
for PMUs used in distributed energy resource (DER) systems. The IEEE standards ensure
that the PMUs and synchro-phasors from different manufacturers can communicate and
work together effectively, providing a common framework for designing, installing, and
testing. Table 10 depicts the advantages and limitations of the following IEEE standards:

• IEEE Std 1344-1995: This was the first synchro-phasor standard formulated for mea-
surement and communication specifications, emphasizing achieving better interoper-
ability among PMUs [219].

• IEEE C37.118-2005: This standard was developed to address the limitations of IEEE Std
1344-1995, specifically regarding the performance of PMUs at off-nominal frequencies.
This standard restricts the frequency deviation of off-nominal frequency inputs within
a range from the nominal frequency [220].

• IEEE Std C37.118.1-2011: This standard identifies the measurement of electrical param-
eters such as synchro-phasor, frequency, and ROCOF under steady-state and dynamic
conditions. It also includes compliance requirements and evaluation methods and
defines P and M classes as two performance classes for PMUs [221].

• IEEE Std C37.118.1a-2014: This standard is a revision to IEEE Std C37.118.1-2011 and
aims to eliminate specific limitations, mainly frequency, and ROCOF measurements.
It also corrects latency and measurement discrepancies and refines ramp tests to
guarantee repeatable results while evaluating PMUs with anti-aliasing filters [222].

• IEEE C37.244-2013: This standard defines the functional, performance, and communi-
cation needs of power dispatching centers (PDCs) to provide better system monitoring,
protection, and control. It includes an information annex on report rate conversion and
filtering issues and outlines various tests and test methodologies to ensure protocol
support, cybersecurity, and communication media compatibility [223].
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Table 10. Advantages and limitations of IEEE standard.

Standards Contribution Limitation

IEEE Std 1344-1995
• It provides measurement and communication

requirements for PMUs.

• The off-nominal frequencies are not similar.
• It does not specify the response of PMUs correctly

during system transients.

IEEE Std C37.118-2005
• It restricts frequency deviation to ±5 Hz.
• It provides better accuracy in data reporting.

• It does not specify PMUs’ response during system
transients.

• It failed to operate accurately during power system
dynamic performance.

IEEE Std C37.118.1-2011

• It establishes two performance classes.
• It provides compliance requirements and

evaluation methods to improve PMUs’
performance under both conditions.

• It does not respond appropriately during power
system transient.

IEEE C37.244-2013

• It covers an information annex on report rate
conversion and filtering issues.

• It summarizes various tests and test methodologies
to ensure compatibility with protocol support,
cybersecurity, and communication media.

• It does not provide specific guidance on protecting
PMUs from cybersecurity threats.

IEEE Std C37.118.1a-2014
• It provides better protection and control under a

steady state and dynamic conditions.

• They do not provide specific guidelines for the
communication protocols used by PMUs to
transmit data to the protection and control system.

7. Future Scope

• Integrating PMUs with other grid monitoring and control technologies, such as
SCADA systems, could enhance the capabilities of PMUs in detecting and responding
to cyberattacks and other threats to the power grid. Future work could explore the
integration of PMUs with AI and ML algorithms, enabling automatic and real-time
detection and response to cyber threats.

• The research can be conducted on developing more secure PMUs resistant to cyberat-
tacks and hacking, ensuring the reliability and stability of the electrical power grid.
This could involve using advanced encryption techniques and secure communication
protocols to protect the data transmitted by PMUs and develop secure firmware and
software resistant to malware and other security threats.

• Harmonic measurement can be used to monitor and analyze the performance of re-
newable energy systems, such as wind turbines and solar photovoltaic systems, which
are known to produce significant harmonic distortion. By detecting and addressing
these issues, the performance of these systems can be improved, leading to better
energy production and efficiency.

• To boost the overall effectiveness and dependability of the power system, islanding
detection technology might be used with control strategies such as load shedding and
islanding control. This may lessen the effects of islanding occurrences and increase
the power system’s resistance to faults and disturbances.

• The islanding approach may be further examined from the cybersecurity perspective,
particularly regarding possible attacks and weaknesses. Through the identification
of potential threats and the development of mitigation techniques, the security of the
power system may be improved.

• Developing an AI model for identifying fault detection and replacing lost or defective
information with correct information is a complex task that requires expertise in data
science and ML.
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• One of the primary goals of system state estimation is to accurately determine the
state variables of the power system, such as voltage and phase angle. In the future,
researchers can work toward developing more accurate and reliable PMUs that can pro-
vide more precise measurements and improve the accuracy of system state estimation.

8. Conclusions

PMUs are advanced instruments designed to measure voltage and current phasors
in electric power systems accurately. Due to their high precision and accuracy, they have
become widely used in transmission and distribution networks for various purposes,
including power system protection. With the increasing use of AI and ML techniques in
power systems, PMUs are expected to become increasingly essential. This paper explains
the operating principle and various applications of PMUs in terms of their capability to
establish a better protective system using other established technologies. It also highlights
the numerous benefits of PMU data in areas such as backup protection, voltage monitoring,
power swing detection, state estimation, harmonic measurements, and cybersecurity. The
thorough discussions and analyses reflect that using PMUs improves network reliability,
resiliency, cost savings, and environmental safety, and provides a better protection system.
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Abstract: This article proposes a fault ride through (FRT) technique for a high-order virtual syn-
chronous generator (VSG) that adjusts its virtual armature resistance. When a fault is detected
by a dedicated algorithm, the proposed control adjusts the resistance parameter accordingly. The
main contribution of this article is to adjust the virtual resistance directly in the machine model to
limit the current during faults, unlike other techniques proposed in the literature that add another
control loop to produce the virtual impedance effects. To validate the effectiveness of the proposed
control, a hardware-in-the-loop real-time simulation platform was adopted using a Typhoon HIL 402
device and a Texas Instruments F28379D digital controller. The results demonstrate that the control
effectively limits the converter’s current while still contributing to raising the system’s critical clearing
time (CCT) and improving transient stability. The proposed FRT strategy is validated in a three-phase
fault scenario in which a 500 kVA–480 V converter’s peak fault current is reduced from 5 kA to 1.4 kA,
depending on the resistance value adjusted. The transient stability is also analyzed in 30 different
scenarios and the VSG support on the CCT is reduced by 23 ms on average. However, when compared
to the baseline scenario without the VSG, the system still sees an increase in CCT with the current
limiting control applied. Additionally, the control allows the VSG to smoothly transition to island
mode in a scenario where the fault is cleared and the grid is disconnected by a protection system.

Keywords: fault ride through; grid-forming converter; power system stability; transient stability;
virtual synchronous generator

1. Introduction

The increasing usage of renewable energy sources (RES) in the power system has
raised concerns regarding its safe and stable operation. Most of this type of generation
is connected to the system via small, distributed generation units, which are linked to
the grid through voltage source converters (VSC). However, large-scale generation units,
particularly photovoltaic and wind turbines, are becoming more prevalent in the energy
market [1]. Due to their non-inertial nature, these energy sources do not contribute naturally
to the system’s angular and frequency stability, which can result in instability scenarios and
blackouts. To address this, grid-forming (GFM) controls have been proposed for the VSC
so that these energy sources, which are connected to the system by electronic converters,
can also contribute to the system’s stability by providing virtual inertia.

The GFM converter is characterized as a converter that is controlled in a way where
its behavior is similar to that of a voltage source with low output impedance. Power
control is accomplished by emulating the synchronization principle of a real synchronous
machine [2]. A GFM control based on the direct emulation of the synchronous machine
model is called a virtual synchronous generator (VSG). This can be realized through the
application of high-order models, including a model of the electromagnetic behavior of
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the machine windings, as well as through low-order models, which apply only the swing
equation for synchronization control and an external loop for voltage control [3–5].

Several authors have recently studied the transient stability of the system in the
presence of these converters. As RES participation increases, and the system’s equivalent
inertia decreases, the system’s stability margin for large disturbances (such as three-phase
short circuits) eventually reduces. This leads to increased vulnerability to collapse due
to an imbalance between instantaneous generation and demand. Additionally, the VSG,
which has a GFM characteristic based on a voltage source with low output impedance, can
produce high-magnitude fault currents that may damage the converter during voltage sag
or short circuit situations [2]. Recent studies have demonstrated the contribution of VSGs
to the power system’s transient angular stability. For example, in [6], the Lyapunov direct
method is used to investigate the transient stability of VSGs, while the effect of the model
parameters of a low-order VSG on stability is analyzed. In [7], the transient stability of
multiple GFM schemes, including the VSG, is examined, and design rules are proposed
to enhance transient stability. The stability of paralleled VSGs in islanded microgrids is
analyzed in [8]. In [9], adaptive control is proposed to improve the transient stability
of a high-order VSG. Furthermore, several proposals have been discussed to improve
the VSG’s fault ride through (FRT). For instance, current saturation of the proportional
integral (PI) controllers of the cascaded control loops [10], virtual impedances to limit the
converter reference voltage [11], directly limiting the reference voltage in the GFM control
structure [12], and FRT enhancement via a model predictive control (MPC) [13] are some of
the main solutions proposed.

The current limitation of VSCs through a virtual impedance loop is discussed in [14–16].
The proposed methods for fault current limiting through virtual impedance involve the
use of additional loops in the control scheme of distributed generation (DG) inverters.
This technique effectively suppresses fault current and subsequent oscillations during
faults as well as in the post-fault restoration process. The application of this fault current
limitation strategy is specifically considered for the VSG in [17–19]. In [18], the authors
proposed a dynamic virtual impedance (DVI) to provide damping torque for a low-order
VSG. The DVI aims to emulate the transient and subtransient reactance’s ability to provide
damping and, consequently, to reduce the high damping coefficient normally used in
low-order VSGs. A virtual resistance is considered for synchronous resonance damping in
reference [17], but the negative effect of the virtual resistance on the transient stability is
also mentioned. Increasing the resistance value can improve system stability by reducing
power oscillations, but it may also result in increased losses and reduced efficiency [11].
On the other hand, a higher reactance value can enhance voltage regulation and reduce
harmonic distortion, as mentioned in [11]. In [19], the authors presented design rules and
different control strategies to optimize the output impedance of a VSG to improve fault
current and large-disturbance stability. In [20], the authors propose a strategy based on
virtual impedance to improve the low-voltage ride through of a low-order model VSG,
aiming to regulate the current of the VSG under transient and steady-state conditions.

The strategies proposed and discussed earlier are based on additional control loops
to adaptively adjust the value of virtual resistance and reactance at the output of the
converter. This article proposes the use of a VSG implemented using a high-order model,
with algebraic equations that also model the electrical part of a synchronous generator (SG).
The high-order model provides equations for calculating the armature voltage of the virtual
generator with its output impedance. The novelty of this work lies in the adjustment of
the virtual armature resistance directly in the high-order model to limit the current during
faults. This reduces the complexity of the control by not having an extra control loop
to reshape the converter output impedance. The resistance variation is performed only
during system faults, while in steady-state operation, the VSG operates with its original
value for the armature resistance parameter. The resistance variation was adopted instead
of reactance due to its direct relationship with the damping of power oscillations in the
system, as described in [11]. By increasing the armature resistance, the VSG can provide
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more damping to the grid, which can help maintain the stability of the system during faults.
An algorithm is designed to detect fault conditions, such as voltage sag and overcurrent,
and the virtual resistance variation is implemented accordingly. As a result, the added
resistance effectively limits the current during and after the fault, aiding in returning to
steady-state operation.

The article is organized as follows: the structure of the implemented VSG is presented
in Section 2. Section 3 presents in detail the current limiting strategy applied to the VSG
presented in Section 2. Section 4 presents the system used for validation and discusses the
results obtained in a hardware-in-the-loop (HIL) simulation platform. Finally, Section 5 is
dedicated to the conclusions.

2. The High-Order Virtual Synchronous Generator

The VSG, which is a control mechanism that imitates the behavior of an SG, is con-
trolled by a mathematical model of the SG. This model consists of a set of differential and
algebraic equations, and its order and complexity depend on the number of differential
equations used. It is common in VSG topologies to use a low-order model, as described
in the literature. In this case, only the machine swing equation is employed to control the
inverter synchronization, while an external loop regulates the output voltage [3,4]. This
article proposes the development of a VSG using a third-order machine model, which
includes the swing equation as a second-order differential equation, as well as a differential
equation corresponding to the quadrature-axis transient voltage [21]. The swing equation
is decomposed and presented in Equations (1) and (2) [21]:

Pm − Pe − DΔω = 2H
dω

dt
(1)

dδ

dt
= ω (2)

where Pm and Pe are mechanical and electrical powers, respectively, ω is the mechanical
speed, δ is the rotor angle, D is the mechanical damping coefficient, H is the rotor inertia
constant, and t is the time in seconds.

The transient voltage equation is shown in Equation (3) [21]:

T′
do

.
E′

q = Ef d − E′
q + id

(
Xd − X′

d
)

(3)

where T′
do is the quadrature-axis open circuit transient time constant, Xd and Xq are the

synchronous reactances in the direct and quadrature axis, respectively, X′
d and X′

q are
the transient reactances in the direct and quadrature axis, respectively, Id and Iq are the
current components in the direct and quadrature axis, respectively, Ra is the machine
armature resistance, E′

q is the quadrature axis transient voltage, and Ef d is the machine
excitation voltage.

The model also has algebraic equations for calculating the electrical power Pe, pre-
sented in Equation (4), and equations for calculating the terminal voltages in the dq frame
axis, shown in Equations (5) and (6) as Vtd and Vtq [21]:

Pe = E′
qiq +

(
X′

d − Xq
)
idiq (4)

Vtd = −X′
qiq − idRa (5)

Vtq = E′
q + X′

did − iqRa (6)

Figure 1 depicts the VSG control structure proposed in this paper. The measured three-
phase voltages vabc and currents iabc at the point of common coupling (PCC) are transformed
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to the dq reference frame and fed into the machine model. The active power set-point Pre f ,
the reference frequency fn, and the reference voltage Vre f are all control inputs.

Figure 1. The control structure of the high-order VSG converter implemented.

The VSG speed governor is based on a P/f droop control and its characteristic equation
is shown in Equation (7) [21]:

Pm = Pre f + Dp fn(1 − ω) (7)

where Dp is the frequency regulation droop coefficient.
The IEEE DC1A reference excitation system is used as an automatic voltage regulator

(AVR) [22] but with a simplified structure by removing the saturation and voltage trans-
ducer. The output terminal voltages calculated in Equations (5) and (6) are the inputs to
a double PI control that adjusts the output voltage of the converter. The PI control loop
outputs are the pulse-width modulation (PWM) voltage references in the dq frame that are
transformed back to three-phase signals (v∗abc) before being used in the PWM switching
signal generation.

In summary, the yellow blocks in Figure 1 implement the machine model, while the
blue blocks serve as auxiliary controls for adjusting the VSG’s voltage and frequency.

Transient Stability Analysis

Transient stability is a crucial aspect of power systems, as it determines the system’s
ability to maintain synchronism in the event of a severe disturbance. The response of the
system during such an event is characterized by significant variations in the rotor angles
of the generators, which are influenced by the non-linear power–angle relationship [23].
Although there have been extensive discussions on this type of stability in the literature, a
detailed approach is beyond the scope of this work.

In general, several factors determine the transient stability of an SG connected to a
system. These factors can be listed didactically when considering a simple grid, such as a
single machine infinite bus (SMIB) system. In a three-phase SMIB system, stability analysis
using the equal area criterion has shown that the fault CCT is directly related to factors
such as generator loading, fault type and location, system reactances, voltage magnitudes
in the system, and generator inertia [24]. The CCT is the maximum duration of a fault
before the system reaches an unstable equilibrium point, and its calculation for a SMIB
system is shown in Equation (8) [21]:

CCT =

√
4H

ωPm
(δcr − δ0) (8)
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where δcr represents the machine’s critical angle and δ0 the machine’s rotor angle in a
pre-fault steady state.

Determining stability in a multi-machine system is more complex, although many of
the factors that affect it remain the same. The difference lies in the interaction between
the machines and their inertial contributions. To increase the total inertia of a system that
experiences a percentage increase in RES compared to the total generation connected to it,
a VSG is an option. A virtual inertia system is comprised of RES, short-term energy storage,
and converters, which are controlled by a VSG algorithm. The DC-link capacitor stores the
kinetic energy, which compensates for it. In this context, the energy stored in the capacitor
is equivalent to the virtual rotational energy of the VSG.

However, the VSG proposed for this work and several other structures presented in
the literature lack the inherent capacity to protect against fault overcurrent. As a result,
the converter is exposed to destructive current levels, and it must be disconnected in these
situations to avoid damage. This effectively prohibits the converter’s potential contribution
in fault situations. Therefore, it is crucial to suggest alternatives to limit the fault current
injection of VSGs to maintain their contribution to system stability.

3. Fault Ride through (FRT) Strategy Based on Virtual Armature Resistance

The main objective of this work is to use an FRT technique to limit the current of high-
order VSGs during three-phase faults. The goal is to validate not only the effectiveness of
limiting current injection during the fault but also the VSG contribution to the system’s
transient stability. This will be investigated by comparing the CCT of the system with and
without FRT control in a hybrid grid with a VSG operating in parallel to a conventional SG.

The adopted technique for limiting the fault current will consist of increasing the value
of the virtual armature resistance in the high-order VSG model. The modification affects
the model’s Equations (5) and (6), which are used to calculate the reference terminal voltage
for switching the VSG. To better understand the true effect of adding virtual resistance, one
can visualize the model as a voltage source behind impedance, as shown in Figure 2 in an
equivalent circuit representation. In Figure 2, Xg and Rg are the grid impedance parameters,
Vg is the grid voltage, Xs and Ra are the VSG armature impedance parameters, Ea is the
VSG transient voltage, and It and Vt are the VSG output current and voltage, respectively.

Figure 2. Voltage behind impedance equivalent model of the VSG.

The output current of the machine is directly proportional to the impedance of its
armature, as shown in Figure 2 and Equations (5) and (6). The current flowing through
the machine windings is limited by increasing the value of Ra during transient oper-
ation. Increasing the virtual resistance parameter has the same effect for limiting the
VSG’s current, in this case by lowering the reference voltages generated for switching
by Equations (5) and (6). As the output current increases, the voltage sag in the virtual
armature circuit increases, lowering the values of Vtd and Vtq.

A fault detection algorithm is used to create the proposed virtual resistance variation.
The algorithm adds resistance to the model if the voltage Vt and terminal current It levels
of the VSG exceed certain limits. When a fault causes a voltage drop at the VSG terminals,
the FRT control increases the resistance to limit the current during the fault. When the fault
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is cleared, the voltage rises, but the control continues to act in the post-fault period to limit
the VSG’s return current. The FRT control resets the resistance value to its nominal value
when both sensing parameters return to steady-state levels. Typically, the synchronous
machine’s normal armature resistance value is so low that it is ignored. The resistance
value used in the FRT strategy is comparable to the reactance in p.u The proposed FRT
control algorithm is depicted in the flowchart in Figure 3.

Figure 3. Flowchart of the proposed FRT control.

4. Case Studies

4.1. Case Description

The system shown in Figure 4 was used to validate the proposed FRT control. The
studied VSG is connected in parallel to an SG and a PCC, which is connected to an infinite
bus by a line impedance in the system depicted in Figure 4. The SG’s speed governor and
AVR are the same as those used in the VSG.

Figure 4. Structure of the simulated system.

A three-phase fault is applied to the PCC to evaluate the proposed control. For a VSG
islanding test, a constant impedance load is also connected to the PCC. Switches S1 to S5
allow the system to be configured for different scenarios. Using the Typhoon HIL 402 device,
the converter and grid/load system will be simulated in real-time in the HIL environment.
Texas Instruments’ digital signal processor TMSF28379D was used to implement the VSG
control. A Yokogawa ScopeCorder DL350 was used to capture the VSG’s output voltage
and current. Figure 5 depicts the schematics for the test bench used to obtain the results.
Figure 6 shows the HIL test bench with its components in operation.
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Figure 5. Schematics for the HIL test bench used for real-time simulation.

Figure 6. HIL test bench assembled.

The TMSF28379D DSP is connected to the Typhoon HIL 402 device via an interface
card in charge of routing the analog signals from the simulation to the DSP and the PWM
signals from the DSP to the real-time simulation. In this simulation, six analog outputs from
the HIL 402 were used for the three-phase voltage and current, while six digital inputs were
used to receive the PWM signals generated by the control embedded in the TMSF28379D.

The proposed FRT control’s performance is evaluated using two metrics. The first
metric is the control’s ability to limit the VSG current during the fault. The SG and VSG
are connected to the PCC along with the infinite bus for this analysis via switches S1, S2,
and S3, respectively. The active power set-points Pre f on both the VSG and the SG are set to
1.0 p.u Switch S5 is turned on for a set time to apply the fault to the PCC. The VSG output
voltage and current curves are then analyzed for different values of virtual resistance added
by the FRT control. Then, for a given fixed resistance adjustment, the system CCTs will be
checked with and without the action of the FRT on the VSG.

Finally, a VSG islanding test is performed by disconnecting the synchronous generator
(S1) and the infinite bus (S3) at the beginning of the fault. In this islanding scenario, the
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resistive load starts the test connected to the PCC through switch S4. The parameters used
to simulate the model in the HIL test bench and the control system are given in Table A1 of
Appendix A.

4.2. Current Limiting Results

In this case, the system was simulated with switches S1, S2, and S3 turned on. By
activating switch S5, a three-phase fault is applied for 200 ms. This case was first simulated
without the resistance adjustment to serve as a baseline and then for three different virtual
resistance adjustment values: 0.5 p.u, 1.0 p.u, and 1.5 p.u.

The voltage and current graphs obtained are shown in Figures 7–10. In all figures,
subfigure (A) shows the voltage curve of the VSG for 1 s, subfigure (B) shows the voltage
curve of the VSG with a zoom for the short-circuit instant from 0.5 s to 0.7 s, the subfigure
(C) shows the current curve of the VSG for 1 s, and subfigure (D) shows the voltage curve
of the VSG zoomed in for the short-circuit instant from 0.5 s to 0.7 s. The vertical scale for
current in all scenarios was kept the same to highlight the control’s current-limiting feature.
The fault was applied at 500 ms and cleared at 700 ms.

Figure 7. Voltage and current curves for the VSG without FRT control: (A) VSG voltage, (B) zoomed-
in VSG voltage during the short-circuit instant, (C) VSG current, (D) zoomed-in VSG current during
the short-circuit instant.

According to Figure 7, the VSG peak current exceeds 5.0 kA during the fault and
remains high for approximately 200 ms after the disturbance has ended. This maximum
current level is more than five times the nominal peak current of the VSG, which was
approximately 850 A pre-fault and would undoubtedly damage the inverter if it continued
to operate with the fault.

From Figures 8–10 the effect of the proposed FRT technique on the VSG current
limitation is shown. Figure 8 shows that boosting the virtual resistance to 0.5 p.u reduces
the peak current reached during the fault to 3.3 kA and also lowers the current levels during
post-fault recovery. However, at this level, inverter operation is still unsafe. Therefore,
Figures 9 and 10 present results for higher values of virtual resistance.

Figure 9 shows that the added resistance of 1.0 p.u was able to limit the peak cur-
rent during the fault to 1.9 kA, resulting in better post-fault recovery behavior. Finally,
Figure 10 depicts the result for a 1.5 p.u added resistance, with a maximum peak current of
approximately 1.4 kA, a 64% increase over the VSG’s nominal current. The results show
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that the proposed FRT control is effective in limiting the increase in VSG current during
a three-phase short circuit situation. It is expected that the VSG will be able to remain
connected to the grid even in the event of a severe fault, thereby contributing to the stability
of the electrical system.

Figure 8. Voltage and current curves for the VSG with FRT control and 0.5 p.u virtual resistance:
(A) VSG voltage, (B) zoomed-in VSG voltage during the short-circuit instant, (C) VSG current,
(D) zoomed-in VSG current during the short-circuit instant.

Figure 9. Voltage and current curves for the VSG with FRT control and 1.0 p.u virtual resistance:
(A) VSG voltage, (B) zoomed-in VSG voltage during the short-circuit instant, (C) VSG current,
(D) zoomed-in VSG current during the short-circuit instant.
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Figure 10. Voltage and current curves for the VSG with FRT control and 1.5 p.u virtual resistance:
(A) VSG voltage, (B) zoomed-in VSG voltage during the short-circuit instant, (C) VSG current,
(D) zoomed-in VSG current during the short-circuit instant.

4.3. Critical Clearing Time Results

In this case, it was determined whether the VSG continues to contribute to the system’s
transient stability despite the presence of the FRT control limiting its fault current. The
system was first simulated without the FRT control for reference and then with the proposed
control included. For this, the resistance added to the model by the FRT control was fixed
at 1.5 p.u., and the same scenario as in the previous case was simulated by varying the
fault time until finding the CCT or finding the maximum fault time before the system
reaches instability. The loading of the VSG and the SG was also changed through their
Pre f set-points for a more comprehensive analysis. The VSG power was varied between
0.0 p.u and 1.0 p.u., and the power of the SG was varied between 0.2 p.u and 1.0 p.u., both
in 0.2 p.u increments, to create a set of 60 simulation scenarios with 30 for each condition
(with and without FRT control).

Tables 1 and 2 show the CCT results obtained. The reference CCTs of the SG operating
alone can be obtained from scenarios with the VSG’s power set to zero.

For a graphical representation of the results, surface planes were plotted with the
generator’s powers on the x and y-axis and the CCT on the z-axis. Figure 11 shows
the planes.

Table 1. CCT results in milliseconds without FRT control.

PVSG (p.u) PSG (p.u)

- 1.0 0.8 0.6 0.4 0.2

0.0 253 301 346 389 429
0.2 359 405 441 484 517
0.4 347 391 431 469 501
0.6 332 376 415 452 485
0.8 317 359 392 424 465
1.0 298 341 374 408 438
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Table 2. CCT results in milliseconds with FRT control.

PVSG (p.u) PSG (p.u)

- 1.0 0.8 0.6 0.4 0.2

0.0 253 301 346 389 429
0.2 297 350 397 439 478
0.4 301 350 396 437 474
0.6 298 347 391 431 468
0.8 293 341 385 425 461
1.0 285 334 377 416 452

Figure 11. Visual representation of the CCT results.

It is possible to see that the CCT increases in all scenarios, with or without the FRT
control in the VSG turned on. In other words, the VSG always contributes to increasing the
CCT and, thus, the system’s transient stability margin. This demonstrates that the proposed
FRT control not only limits the VSG fault currents to safe levels, but it also maintains its
inertial contribution to the system even when the fault is active. However, the results show
that the performance of the proposed FRT control affects this contribution. This behavior is
to be expected, especially given the change in VSG behavior during the post-fault recovery
period. The presence of a virtual resistance in the armature circuit alters the characteristic of
the synchronous machine’s power-angle curve after fault clearing, resulting in this change
in the stability margin. The only exception to this rule is when the VSG loading exceeds the
SG. This effect is visible on the surfaces of Figure 11 when the blue plane representing the
scenario with the FRT control has higher CCT values in some scenarios where the power
delivered by the VSG is greater than the power delivered by the SG.

The CCT was determined by repeating the simulations with different fault times until
the characteristic of power oscillation indicative of transient instability was confirmed, as
shown in Figures 12 and 13. In all figures, subfigure (A) shows the voltage curve of the VSG
for 1 s, subfigure (B) shows the voltage curve of the VSG with a zoom for the short-circuit
instant from 0.5 s to 0.85 s, the subfigure (C) shows the current curve of the VSG for 1 s, and
subfigure (D) shows the voltage curve of the VSG zoomed in for the short-circuit instant
from 0.5 s to 0.85 s.

Figures 12 and 13 show simulations in which the generator and the VSG were at
maximum load and for a fault extinction time of 350 ms. In both scenarios, it is possible to
observe that the transient instability presents itself through post-fault power swings with
or without FRT control.

4.4. Islanding Scenario

In all previous cases, the synchronous generator and the grid remained connected
to the PCC during a fault so that an individual analysis of the VSG’s behavior could be
performed. However, this is not a realistic operating scenario. In a real-world power

127



Energies 2023, 16, 4680

system, carefully programmed protection elements would isolate the fault and protect
the generator and feeder. A VSG without overcurrent protection, such as an FRT control
strategy, would invariably be disconnected from the PCC, causing loads connected to the
same PCC to lose power.

Figure 12. Transient instability characteristic of the VSG without FRT control and 350 ms of fault
clearing time: (A) VSG voltage, (B) zoomed-in VSG voltage during the short-circuit instant, (C) VSG
current, (D) zoomed-in VSG current during the short-circuit instant.

Figure 13. Transient instability characteristic of the VSG with FRT control and 350 ms of fault clearing
time: (A) VSG voltage, (B) zoomed-in VSG voltage during the short-circuit instant, (C) VSG current,
(D) zoomed-in VSG current during the short-circuit instant.

This final simulation case aims to demonstrate that the high-order VSG, in conjunction
with the proposed FRT control, can survive the fault applied in the PCC and smoothly
transition to island mode operation. The system is simulated with all switches turned on
except the fault switch. A fault is applied by turning switch S5 on for 200 ms, and after
30 ms switches S1 and S3 are opened. The scenario is simulated for the VSG with and
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without the proposed FRT control. The results are shown in Figures 14 and 15. In Figure 14,
subfigure (A) shows the voltage curve of the VSG for 1.6 s, subfigure (B) shows the voltage
curve of the VSG with a zoom for the short-circuit instant from 0.5 s to 0.7 s, the subfigure
(C) shows the current curve of the VSG for 1.6 s, and subfigure (D) shows the voltage curve
of the VSG zoomed in for the short-circuit instant from 0.5 s to 0.7 s. In Figure 15, subfigures
(A) and (C) shows the voltage and current for 2.6 s while subfigures (B) and (D) shows the
same time period as the subfigures (B) and (D) from Figure 14.

Figure 14. Islanding scenario for the VSG without FRT control: (A) VSG voltage, (B) zoomed-in VSG
voltage during the short-circuit instant, (C) VSG current, (D) zoomed-in VSG current during the
short-circuit instant.

Figure 15. Islanding scenario for the VSG with FRT control: (A) VSG voltage, (B) zoomed-in VSG
voltage during the short-circuit instant, (C) VSG current, (D) zoomed-in VSG current during the
short-circuit instant.
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After the fault is extinguished, the VSG could operate in island mode and feed the
300-kW load in both scenarios. However, without FRT control, the VSG is subject to high
fault currents as shown in Figure 14, which would prevent it from operating.

As illustrated in Figure 15, the FRT control limits inverter current to safe levels and
enables a smooth transition to an island operation mode.

5. Conclusions

This paper proposes a fault current limiting technique that adjusts the virtual
armature resistance of high-order VSGs to improve their FRT ability. The aim of limiting
the VSG’s fault current is to preserve its inertial contribution to the system’s transient
angular stability. The primary contribution of this article lies in the way the adjustment
control of virtual resistance was performed. The change is directly applied to the
armature resistance parameter, which is an integral part of the synchronous machine
model used to implement the VSG. Consequently, this adjustment does not increase the
complexity of the VSG, as it eliminates the need for a separate control loop dedicated to
the virtual impedance.

To evaluate the effectiveness of the proposed system, real-time simulations in
hardware-in-the-loop were carried out. During a three-phase fault, the results demon-
strated that increasing the resistance value led to a decrease in current until hitting
diminishing returns. Without the proposed resistance adjustment, the peak value of the
transient current reaches levels above 5 kA. By adjusting the resistance to 1.5 p.u, it was
possible to limit the current to 1.4 kA, showing that the proposed control works. The
CCT results show a reduction compared to the scenario without fault current limitation.
For example, for the SG and VSG injecting 1.0 p.u of active power to the grid, the CCT
without virtual resistance adjustment is 298 ms, while for the scenario with the proposed
resistance adjustment the CCT is reduced to 285 ms. However, this CCT is still higher
when compared to the case where only the SG is connected and operating with 1.0 p.u of
power, which in this case is 253 ms. The results demonstrate the method’s effectiveness
in reducing the VSG’s current during and after the fault’s extinction in the PCC while
maintaining its contribution to the system’s transient stability with the presence of FRT
control, albeit naturally diminished.

In an islanding scenario, the SG and grid are disconnected, leaving only the VSG to
supply power to an active load after the fault. The proposed technique proves its ability
to limit the islanding current transient by reducing it from 4 kA to 1.6 kA and smoothly
transitioning the VSG to the island operating mode.

Author Contributions: Conceptualization, D.C. and L.E.; methodology, D.C.; software, D.C. and
T.A.; validation, D.C.; formal analysis, D.C., L.E. and T.A.; investigation, D.C.; resources, L.E.;
writing—original draft preparation, D.C.; writing—review and editing, D.C., L.E. and T.A.; visual-
ization, D.C. and T.A.; supervision, L.E.; project administration, L.E.; funding acquisition, L.E. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Council for Scientific and Technological
Development—CNPq (grant numbers 409024/2021-0 and 311848/2021-4) and Espírito Santo
Research and Innovation Support Foundation—FAPES (grant numbers 514/2021, 668/2022
and 1024/2022).

Data Availability Statement: No new data were created or analyzed in this study. Data sharing is
not applicable to this article.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Hardware-in-the-Loop Simulation Parameters

Table A1 shows the parameters used to simulate the system in the HIL test bench.
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Table A1. Simulation parameters.

Subsystem Symbol Description Value

Grid

Sg Base power 1 MVA
Vg Base voltage (L-L) 480 V
fn Nominal frequency 60 Hz
Zg Line impedance (0.5 + j0.25) p.u
PL Resistive load 300 kW

VSG

SVSG Nominal power 500 kVA
fsw Switching frequency 10 kHz
Vdc DC-link voltage 1200 V
H Inertia constant 4 s
D Damping coefficient 0.0

T′
do Transient voltage time constant 5.2 s

Xd d-axis synchronous reactance 0.92 p.u
Xq q-axis synchronous reactance 0.504 p.u
X′

d d-axis transient reactance 0.3 p.u
X′

q q-axis transient reactance 0.504 p.u
Ra Nominal armature resistance 0.002 p.u

LCL filter

Li Inverter side inductance 0.665 mH
Lg Grid side inductance 0.101 mH
Cf Filter capacitor 0.287 mF
Rd Damping resistor 0.1844

Synchronous generator SVSG Nominal power 500 kVA
H Inertia constant 4 s

Speed governor and AVR

DP P/f Droop coefficient 2.0
VRef Voltage reference 1.0 p.u
KA Voltage regulator gain 100.0
TA Voltage regulator time constant 0.001 s
KF Feedback loop gain 0.001
TF Feedback loop time constant 0.1 s
KE Exciter gain 1.0
TE Exciter time constant 0.1 s
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Abstract: With the deployment of numerous innovative smart grid technologies in modern power
systems, more real-time communication and control are required due to the complexity and prolif-
eration of grid-connected systems, making a power system a typical cyber-physical system (CPS).
However, these systems are also exposed to new cyber vulnerabilities. Therefore, understanding the
intricate interplay between the cyber and physical domains and the potential effects on the power
system of successful attacks is essential. For cybersecurity experimentation and impact analysis,
developing a comprehensive testbed is needed. This paper presents a state-of-the-art Hybrid Physical
Co-simulation SG testbed at FIU developed for in-depth studies on the impact of communication
system latency and failures, physical events, and cyber-attacks on the grid. The Hybrid SGTB is de-
signed to take full advantage of the benefits of both co-simulation-based and physical-based testbeds.
Based on this testbed, various attack strategies are tested, including man-in-the-middle (MitM),
denial-of-service (DoS), data manipulation (DM), and setting tampering (change) on various power
system topologies to analyze their impacts on grid stability, power flow, and protection reliability. Our
research, which is based on extensive testing on several testbeds, shows that using hybrid testbeds is
justified as both practical and effective.

Keywords: smart grid; cyber-physical power system; hybrid testbed; cyber-attacks; ns-3; OPAL-RT

1. Introduction

The smart grid is one of the fundamental technologies supporting sustainable eco-
nomic and societal growth. Today’s energy infrastructure is shifting significantly across
all generation, transmission, and distribution systems to provide dependability and sus-
tainability to the power system network. Therefore, electric power systems have evolved
into densely interconnected cyber-physical systems that rely heavily on advanced commu-
nications due to the networked physical and electronic sensing, monitoring, and control
devices connected to a control center in the energy control and protection system [1]. As a
result, this expansion has increased the vulnerability of power systems to various cyber-
attacks, which might have various negative consequences and cascading failures, from
the destruction of interconnected critical infrastructure to the loss of life [2]. The power
grid's primary goal is to deliver electricity to load centers with reliability. The physical
layer of large electric power networks is coupled with a cyber system of information and
communication technologies, including complex devices and systems like supervisory
control and data acquisition (SCADA) systems and intelligent electronic devices (IEDs), to
operate effectively and dependably. By using these devices and systems to control circuit
breakers, transformers, capacitor banks, and other equipment, power systems are particu-
larly vulnerable to cyber-attacks. The protection and control systems, which are known
as the backbones of power networks because the former detects abnormal conditions and
quickly corrects them, and the latter maintains the integrity of the system and stabilizes it in
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the wake of physical disturbances, are the main beneficiaries of these communication-based
schemes and components. Power system controllers in the SCADA hub process the data
gathered and communicate the necessary commands to the appropriate actuators.

Cybercriminals recently launched a wave of expertly coordinated and sophisticated
attacks. Utility grid operators deal with cyber incursions daily, including denial of service,
physical systems, malicious intent, and authentication threats. The risk is substantially
higher when it comes to SCADA systems, security, control, and protection equipment rec-
ognized vulnerabilities. Multiple cyber-attacks against smart grid systems have occurred in
recent years. During the 2015 cyber-attack on the Ukrainian electricity grid, circuit breakers
were opened and closed without the control centers’ knowledge [3]. By simulating cyber-
attacks in an Aurora generator test, researchers have examined the severity of malicious
switching and DoS attacks on protective digital relays for the Ukrainian power grid [4]. A
new discussion about limiting remote access to circuit breakers and managing them locally
was triggered by this cyber-attack. However, restricting breakers’ direct remote access does
not guarantee that an online attack will not send them dangerous commands. Protective
relays can control breakers locally, frequently relying on communication networks suscepti-
ble to cyber-attacks [5]. As a result, the corresponding breaker has been indirectly targeted
if an attack can change the data sent to a relay so that the relay issues a false trip instruction.
The automatic generation controller (AGC) controls the power exchange between adjacent
areas at predetermined levels and maintains the system frequency within acceptable ranges
by altering the load reference set-point. Through a communication system, all inputs and
outputs are sent and received. AGC systems are, however, susceptible to cyber-attacks
because they rely on the communication infrastructure. The grid’s frequency, stability,
and profitable functioning can all be directly impacted by cyber-attacks introducing false
control or measurements into the AGC data stream [6]. A successful attack on a protection
system may involve interfering with the measurements taken and judgments made by
a remote relay in communication with a local relay [7]. According to [8], there are three
main categories of research on the cybersecurity of protection systems in AC and DC
systems. The first group concentrates on attack modeling and risk assessment in protection
systems, a description of the framework for modeling coordinated switching attacks over
circuit breakers and relays, and an assessment of the effect of bus and transmission line
protection techniques on the cybersecurity of the power system [9–11]. The cybersecurity
of substations has received a lot of attention in the second group of studies. In [12], the
authors introduced a technique for detecting and thwarting cyber-attacks on substation
automation systems. The third group of studies has created a mechanism that uses power
networks’ physical and digital characteristics to identify attacks and distinguish them
from faults [9]. Therefore, a power network’s cybersecurity of its protection and control
mechanisms should be upgraded in addition to its physical security. This upgrade must be
previously tested and validated before implementation.

The ability of energy assets to identify and comprehend such innovative and intel-
ligent threats and system vulnerabilities to build smart, effective countermeasures while
maintaining the real-time functioning of the energy system in a secure and reliable condi-
tion is a critical challenge. This requires efforts and endeavors from grid operators and
researchers to study the system operation under these abnormal conditions with extensive
testing and impact analysis without harming the system’s security and reliability. How-
ever, the high cost of implementing and utilizing actual system hardware and software
for testing purposes and the possible harm caused by simulating cyber-attacks on live
power systems are major obstacles [13]. In addition, real measurements (such as voltages,
currents, and frequency) and information and communications technology (ICT) data (such
as communication protocols and security logs) are unavailable due to power companies’
security concerns. Therefore, for research and demonstration purposes, one of the most
important tools for investigating the cyber-physical security of power systems is a cyber-
physical testbed, which is a useful choice for gathering accurate data from physical and
cyber systems [14]. Research initiatives targeted at enhancing the resilience of the electrical
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system can be conducted and evaluated in testbeds that can successfully incorporate both
the cyber and physical components of the smart grid [15]. It is seen as a viable approach to
investigating and addressing cybersecurity challenges. From the architecture viewpoint,
the development of a cyber-physical smart grid and the accompanying testbeds, which
include a variety of testing paradigms with related challenges and their solutions, were
thoroughly reviewed by Smadi et al. [16]. According to this study, the authors classified and
explained three categories of testbeds: hardware-based, software-based, and hybrid-based.

The cyber-physical testbed offers a realistic setting for studying how a sophisticated
power and ICT systems interact through simulation and modeling. It is crucial to research
the cause-and-effect correlations of cyber intrusions, the susceptibility and resilience of
power systems, and the performance and dependability of applications in a testbed’s
realistic environment. Power, communication, and control/protection systems are the
fundamental elements of the SG testbeds in the electric power sector. In the power sys-
tem model, the measurements and status information needed for substation situational
awareness are obtained. The communication system uses a variety of industry-standard
protocols and communication media to communicate data between the substation and the
control center, including measurements and commands necessary for the efficient operation
of the power system. The control and protection systems encompass all the apparatus
used and deployed in the control center. To the best of our knowledge, research in this
area has been sparse, and the field has not been fully investigated despite the growing
concern regarding the benefits and technical challenges of smart grid vulnerability analyses.
Investigations into attack simulations and assessments of their effects on the infrastructure
have not received much attention. Therefore, creating a new framework to facilitate smart
grid attack simulation, emulation, and even real attacks is crucial.

Several smart grid testbeds have been created. Each testbed has particular characteris-
tics and purposes of its own from the viewpoints of both architecture and functions. In [16],
the authors provided a comprehensive list of existing cyber-physical smart grid testbeds
from various research institutes. The majority of these testbeds are either simulation-based
or use a co-simulation platform. Accordingly, the cyber-attack model may be simulated
in the power system layer by some assumptions or emulated through the communication
layer if the communication network is modeled. There are not many testbeds that are en-
tirely hardware-based. Even though fully hardware-based testbeds are hard to implement,
they can guarantee fidelity. Some of these testbeds [17–24] are listed and compared with
the developed Hybrid SGTB in Table 1 of this paper. This study describes the cutting-edge
Hybrid Physical Co-simulation SG Testbed at Florida International University, which was
created for in-depth research on the effects of communication system latency and failures,
physical events, and cyber-attacks on the grid. In the physical testbed part, the physi-
cal and network layers are deployed using real hardware and industrial-grade software,
providing a high-fidelity model that closely mimics the real CPS. Since it is pretty chal-
lenging to reconfigure such testbeds for different research endeavors, the co-simulation
testbed, which is mainly constructed from OPAL-RT as a modern real-time simulator that
can accurately mimic the response of an actual physical system in real time and ns-3 for
communication network emulation, is developed to overcome this challenge. This testbed
can provide a more flexible configuration, easier expansion to large-scale CPSs, easier
testing of evolving cyber-attacks, and full instrumentation through software probes to
determine exactly what happened at every component of the CPS. It is designed to take
full advantage of the benefits of co-simulation- and physical-based testbeds. Hence, the
power system can either be an actual power system component of the physical testbed
or simulated in real time, as in the OPAL-RT using the co-simulated testbed. Also, the
measurements and actuation commands are either sensed directly from a physical device
in the physical testbed or simulated and transmitted over the network emulation in the
co-simulated testbed. To assess the effects of these cyber-attacks on grid stability, power
flow, and protection dependability, a variety of attack tactics, including data manipulation
(DM), setting change, man-in-the-middle (MitM), and denial-of-service (DoS), are tested on
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the basis of this testbed on various power system topologies by real attackers and virtual
attackers. Our study demonstrates that the usage of hybrid testbeds is justified as both
feasible and efficient.

Table 1. Taxonomy of cyber-physical smart grid testbeds.

Testbed
Power System Communication Network

Model
Commercial

Devices

Attack Model

Practical Simulation Real Agent Emulation

[17] N/A RTDS ns-3 SEL IEDs N/A DaterLab
[18] N/A RTDS ISEAGE IEDs/PLC N/A ISEAGE
[19] N/A OPAL-RT OMNeT++ SEL IEDs N/A N/A
[20] N/A RTDS WANE N/A N/A WANE
[21] N/A PSCAD OMNeT++ N/A N/A OMNeT++
[22] N/A GridLAB-D ns-3 N/A N/A ns-3
[23] N/A OPAL-RT Ethernet-based SEL IEDs N/A Simulated
[24] N/A OPAL-RT Exata CPS SEL IEDs N/A Exata CPS

Hybrid
SG-TB

Reduced scale
power system OPAL-RT Ethernet-based

and ns-3 ABB/SEL IEDs Real PCs ns-3/
Docker container

To summarize, the key contributions of the authors are as follows:

• We developed a hybrid smart grid testbed (SGTB) as a comprehensive environment
for testing and impact analysis studies of cyber-attacks on the power grid, comprising
a fully physical testbed and co-simulation testbed.

• In the physical testbed, we built a reduced-scale power system including generation,
transmission, and loads with the full connection of instrument transformers and
commercial devices to provide protection and control applications through a real
Ethernet network.

• We developed a real-time cyber-physical co-simulation testbed on three different
machines to fully represent the different layers in the CPS using OPAL-RT and ns-3
integrated with docker containers.

• We demonstrated the impact of different attacks on the tested grid using real agents
(PCs) connected through the communication network in the physical testbed.

• We developed virtual attack models using the docker containers with the ns-3 model
to emulate or closely imitate the attacker behavior in the co-simulation testbed.

The rest of this paper is organized as follows. In Section 2, we describe the architecture
of the hybrid SGTB. Section 3 explains cyber-attacks in cyber-physical energy power
systems and different techniques for testing these attacks. Cyber threats in digital substation
protection are introduced with a brief description of relay configuration and its data model
in Section 4. Implementations of two attack scenarios in the physical testbed are described
in detail in Section 5. Section 6 discusses our proposed co-simulation testbed set-up in
detail, including OPAL-RT, ns-3, and docker container. We discuss the attack model of DoS
and MitM in the co-simulation platform in Section 7. In Section 8, we conclude this work
and propose future evolution and enhancement of the platform.

2. Hybrid SGTB Architecture

A testbed is an experimental environment outfitted with state-of-the-art equipment
and technology assembled to produce a test system or equipment. Through testbeds, it is
possible to validate cutting-edge concepts for digital transformation and digitalization as
well as products, systems, and technology. They are frequently used for instructive and
demonstrative applications and in research, development, and invention projects. Most
testbeds are created primarily for the assessment and validation of certain tasks. Few
testbeds offer complete hardware and software assessment policies for research purposes;
however, certain testbeds offer insights for particular study disciplines. This section
examines the design and execution of a complete cyber-power testbed, including simulation,
emulation, and real devices in a modular approach. Commercial hardware, software, and
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simulated devices make up the data measuring and collection system. This testbed also
has hardware-in-the-loop (HIL) and controller-in-the-loop (CIL) features enabling one to
connect to and communicate with real hardware controllers and relays. However, with no
power amplifier in the laboratory, it does not provide power hardware-in-the-loop (PHIL).
Protection relays and every other control component in a microgrid may be evaluated early
since they are real. Most current cyber-physical power system testbeds utilize this paradigm
since commercial products provide both efficient ICT network integration and a broad
degree of system-in-the-loop tests. The Hybrid SGTB at FIU is a composite of a physical
testbed with everything real as a reduced-scale power system, and the co-simulation testbed
is built using a combination of real-time simulators. The general architecture of the testbed
is shown in Figure 1.

 

Figure 1. Hybrid SGTB architecture at FIU.

2.1. Physical Testbed

Considering the smart grid broadly, it is defined by its capabilities and operational
traits rather than by the use of any specific technology. The smart grid testbed at FIU is a
cutting-edge research facility that was created as an integrated hardware-based AC/DC
system. This state-of-the-art system’s hardware, software, and communication components
can all conceptualize a comprehensive cyber-physical smart grid framework. The physical
testbed is a unique, reduced-scale low-voltage testbed that provides researchers with a way
to evaluate the operation and cybersecurity of power systems. While all system components
run at voltages below 230 volts, they imitate functions at higher voltages and larger sizes.
As shown in Figure 2a, the components of the physical testbed system are interconnected.
It features four AC generators set up in a ring configuration, and supply loads are linked to
the load buses via line models.

Additionally, this system has connections to the available DAQs monitoring system’s
communication infrastructure and the wide-area communications network to implement
the equipment for power system control and the SCADA system. Figure 2b depicts the
control virtual instrument (VI) used in the LabVIEW environment to manage and display
input/output data as data, curves, or indicators. The detailed parameters of power system
components (generators, transmission lines, and loads) were discussed and illustrated
in [25]. The platform is being used to create microgrid technologies, such as converters
based on power electronics, energy storage, communications protocols, and integration
of DERs and vehicles [26]. To simulate various power grid schemes, the configuration of
the testbed may also be dynamically changed. This physical part of the testbed has been
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modified several times with a new infrastructure to mimic the requirements and challenges
of a smart grid regarding integrating renewables and energy storage devices and connecting
various commercial IED types. Various protection relays and phasor measurement units
(PMUs) from different vendors, including Schweitzer and ABB have been installed at
different points through voltage and current sensors based on their functions, such as
generator protection, line protection, and motor protection.

 

 

(a) (b) 

Figure 2. Physical testbed infrastructure: (a) SLD and protection relays deployment; (b) main
supervisory control panel using LabVIEW.

2.2. Co-Simulation Testbed

The desire for co-simulation environments that embody several domains’ character-
istics is growing. Therefore, studies of the effects of data transfers on control systems
can be carried out with better precision with network emulation capabilities. Regarding
facilitating data connectivity on the testbed, Ethernet is a popular and easily accessible data
communications technology that supports a wide range of protocols, including TCP/IP
and UDP. As shown in Figure 3, the FIU testbed implements and builds a comprehensive
cyber-physical power system of three-domain modeling and simulation of three different
machines: (1) Machine 1 is OPAL-RT for power system domain modeling and simulation in
real time, (2) Machine 2 is a Linux computer for communication network domain modeling
and emulation using ns-3 and docker containers, and (3) Machine 3 is for power system ap-
plication domain implementation which can be industrial-grade devices such as protection
relays, real-time automation controllers, or simulation tools such as MATLAB/Simulink.
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Figure 3. Co-simulation testbed architecture and main components.

3. Modeling and Testing of Cyber-Attacks in Energy Power Systems

3.1. CPS Layers and Attack Modeling

Typical cyber-physical systems (CPSs) combine computational and communication
components to control, protect, and manage physical objects. Understanding how cyber
and physical components interact is necessary to research cyber-physical challenges. The
three components of a power system are generation, transmission, and distribution, which
are sensed and actuated through IoT devices. Sensors communicating with field devices
(generators, transmission lines, etc.) send measurements to control centers using dedi-
cated communication protocols. In the physical layer, the measurements y(t) may refer to
quantities such as voltage, current, and frequency. These measurements are processed by
computational protection and control algorithms running in the control center to make
operational decisions. Actuators are then given the decision u(t) to alter the field devices.
Figure 4 fully represents the interaction between physical and cyber layers. To better study
the impacts of cyber-physical events such as cyber-attacks and/or communication failure,
the communication layer in the middle must be modeled and appropriately simulated with
a high level of flexibility.

 
Figure 4. Cyber-physical system layer data and interaction.
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An adversary could build attack templates intended to alter the content of or impose
a time delay or denial in the communication of these control/measurement signals by
exploiting weaknesses along the communication channels [27]. In this case, the sensor
measurements utilized as an input to the control or protection algorithm will differ from
the actual condition by f1.y(t − d1). Similarly, the control or protection decision output
from the control or protection system will be deviated from the correct one by f2.u(t − d2).
As these attacks can potentially seriously compromise the security and dependability of
the power system, it is crucial to research and understand their effects. These effects can be
quantified in terms of load loss, frequency and voltage violations, and their subsequent
effects. Attack studies will also aid the development of defenses against attacks or ways
to lessen their effects. Algorithms for attack-resistant control and bad data detection are
examples of countermeasures [28].

3.2. Testing Methods of Cyber-Attacks

The smart grid needs to be cyber-physically analyzed; hence, it is important to estab-
lish adequate modeling and simulation approaches for the different domains in the smart
grid. These domains, which have traditionally been the focus of power system modeling,
can be modeled and simulated using various techniques. Three basic types of experimental
settings exist simulations, data from real-world systems (such as data obtained from a
power company), and real-world testbeds, which are real-world systems used just for
testing and not for actual use. Each of them has benefits as well as disadvantages. For
instance, using simulations makes it feasible to examine the effects of attacks without pos-
ing any safety risks, but doing so ignores many of the issues that real-world practitioners
face. Deploying attacks in a testbed, however, offers a more realistic investigation of the
system’s weaknesses but also carries the danger of causing costly equipment damage or
even personal injury. However, deploying attacks in a testbed allows for a more realis-
tic investigation of the system’s vulnerabilities, but it also entails the risk of expensive
equipment damage or even personal injury.

Based on the modeling technique used, the attack can be simulated, emulated, or
even a real agent as shown in Figure 5a. Simulation is a powerful means of studying
networking problems because it gives the flexibility to model a wide range of scenarios, has
a low usage and deployment cost, and provides reproducible experimentation. A single
simulator can be used to represent and simulate the power networks in these scenarios
such as Matlab, DIgSILENT, PSSE, etc., representing the communication infrastructure as
directly connected links. In this scenario, the attacker will be modeled and simulated as a
manipulation block with a generalized function to modify the targeted signal for the attack
as shown in the left block in Figure 5a. This type of simulation has been improved recently
by using the same software to simulate both the power and communication networks.
Power System Computer Aided Design (PSCAD), for instance, is a tool for power system
simulation that can be utilized for cyber-physical simulation with the introduction of
communication network components, as detailed in [29]. Applications might be testable
but not actual devices because they are often built utilizing software packages. In addition,
these models must undergo extensive testing and validation. It is a more practical and
feasible solution to maintain the simulation of power and communication systems in
separate simulators and integrate them through a common framework to function together
as a co-simulation system [30]. The necessary data flow interface and time synchronization
of the two simulators are realized using the shared framework. The key benefit is that a
cyber-physical simulation environment may be created using industrial-grade commercial
devices and tools. By emulating the attacker model through the communication network,
this attack emulation may be made to look realistic as shown in the right block in Figure 5a.
On the other hand, as shown in the middle of Figure 5a, real attackers can be settled at the
testbed to launch attacks targeting the protection or control agents in the physical testbed
through a PC connected to the Ethernet network, which means testing with a high-fidelity
model and demonstration with accurate results.
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(a) (b) 

Figure 5. Testing of cyber-attacks on power systems: (a) methods of testing; (b) degrees of testing
methods in terms of reality, flexibility, and complexity.

Figure 5b depicts the key differences in testing methods in terms of the number of sce-
narios that can be conducted, considering flexibility, complexity, and how close they are to
reality. In this work, we focus on the cyber-attacks targeting the protection and automation
system of the power grid, especially cyber-attacks at digital substations using the physical
testbed. In addition, the co-simulation testbed will be used to virtualize the cyber-attacks
associated with the distributed control scheme. Therefore, real attackers/agents will be
used with the physical testbed with detailed descriptions and studies in Sections 4 and 5,
while Sections 6 and 7 include the implementations of attack emulators in the co-simulation
testbed with different scenarios.

4. Cyber-Physical Substation

The substation is a crucial part of the power grid, which plays a critical role in con-
necting power generation sources into the grid and transmitting energy to the end-user.
Substation measurements are utilized as input to various physical and cyber devices that
can be physically or electrically coupled for monitoring, protection, and control applications.
The transformation of the power system to a smart grid is being driven by automation of
the power system and communication standards. One such standard that is an extensively
used standard for substation automation and protection is IEC 61850. It permits crucial sub-
station automation and protection components in digital substations to communicate and
exchange data in real time. However, the Sampled Values (SV) and Generic Object-Oriented
Substation Event (GOOSE) protocols of IEC 61850 may be vulnerable to cyber-attacks. The
standard does not implement any encryption due to complex real-time requirements of
trip signals for protection systems, typically in the range of 3–4 ms. The exploit of GOOSE
protocol vulnerabilities within IEC 61850 is demonstrated in [31,32].

Figure 6 depicts the testbed’s fundamental four-tier architecture. Four levels make up
this system [1]: the process layer, the bay layer, the substation layer, and the network layer.
The process layer comprises components such as circuit breakers, circuit transformers,
voltage transformers, current transformers, actuators, sensors, and main and secondary
switchgear. The use of input/output terminal equipment decreases the amount of hard-
wiring in the process. Station-level Ethernet switches connect IEDs in the bay layer for
control and protection. The IEDs carry out operations such as bay control, protection,
monitoring, and fault recording upon receiving communication commands from the station
level. The station layer contains modems, Ethernet switches, HMI computers, and global
positioning system (GPS) receivers. It is used for data storage, automation, archiving,
and bay-level management. The network layer mainly allows remote access exchange
of information and control. The substation and network layers are the main sources of
cyber-attacks through the substation’s insider or remote access. Blackouts may result from
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several cascading events by simultaneous cyber-attacks on crucial substations. Therefore,
to increase the resilience of power grids, it is essential to improve the cybersecurity of
substations and assess both physical and cybersecurity as one integrated structure.

 

Figure 6. Cyber-physical substation layers.

4.1. Cyber Intrusions in Protective Relays

Digital substation protection systems are vulnerable to cyber-attacks that could dis-
connect lines and generation, leading to cascading failures in the power grid. Protective
relays were initially electro-mechanical switches, but as they developed into sophisticated
networked digital devices with enormous processing power, they became intelligent elec-
tronic devices (IEDs). As a result, both IT network and control system vulnerabilities are
making IEDs cyber-vulnerable. Not every IED is critical, but some must be protected.

According to the attack tree in [12], opening CB as the attacker’s primary goal may
be achieved due to four malicious actions that can originate from different points, either
by the station’s insiders or remote access. However, some attackers may want to leave the
CB closed to activate other relays to trip their associated CBs, negatively impacting the
protection system operation and consequently resulting in service disruptions. Suppose
the attackers have gained access to the station communication bus through the internal
communication network or remote access from an external network. In that case, they might
jeopardize the communication protocols and the station’s hardware (protective relays or
user interfaces). For instance, they might open circuit breakers using malicious commands
or control. Another possible attack scenario is to modify the protective relay’s settings
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so that the relay trips during normal operation or mal-operates due to miss-coordination,
which could lead to a cascading issue. As shown in Figure 7, according to the attacker’s
goals, the protective relay under attack may send an unnecessary trip signal or not a
necessary trip signal to the associated CB, causing inappropriate operation of the protection
system. During normal operation (no-fault), the unnecessary trip signal from the primary
protection, which may result from direct malicious command or changing the relay setting,
will impact the system operation by service interruption and may lead to cascading failures.
During the abnormal operation (fault condition), the prevented necessary trip signal from
the primary protection, which may result from a DoS attack or relay setting altering, will
impact the system operation by expanding the service interruption area, consequently
leading to cascading failures. These severe consequences are mainly due to several trips
through activating the backup protection system or the miss-coordination resulting from
the attack.

Figure 7. Attacker targets and attacking methods in protective relays.

4.2. Digital Relay Configuration and Data Model

The digital overcurrent relay, which is the major target of cyber-attacks in this work,
is explained in this section along with a set of protective configurations. It is a potential
target for several types of cyber-attacks, such as DoS, message suppression (MS), replay,
man-in-the-middle, false data injection (FDI), data manipulation (DM), etc. Figure 8a
depicts a simplified schematic diagram according to the IEC61850 definition of the digital
overcurrent relay. A source of continuous measurement of current is each set of current
signals at each node, which are derived from the current transformer (CT), which can be
acquired as follows:

Imeas = [IR1, IR2, IR3, IR4,. . . IRn] (1)

where Imeas is the measured three-phase analog current signals from CTs, and IR1 : IRn
are the currents for Relay-1 through Relay-n. The relay protection block compares the
measured values with the threshold or pickup values after receiving the values of the
processed current signals from the CT measurements. Carefully choosing the pickup
value requires considering the protection relay’s operation’s minimum fault current and
maximum allowable load current. The typical relay pickup current (Ipu) can be represented
as [33] and typically falls between the system’s maximum load currents and minimum fault
currents. The Protection and Control IED Manager PCM600 makes it easy to configure
these relays, and the application configuration tool allows one to design, choose, and
configure the necessary functionalities. Device configuration data are contained in the
XML-based Substation Configuration Language (SCL) as a common language to achieve
device interoperability. The configured SCL file is imported by IEC 61850-based devices
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over the ICT network, negating the requirement for human configuration. Multi-vendor
interoperability is improved through standardized communication protocols and logical
nodes. According to the standard, as shown in Figure 8a, the hierarchical model of the
physical devices is composed of five layers, starting from the physical device (PD) layer to
the data attribute (DA) layer [34]. According to IEC 61850-7-4, each PD in this data model
has a group of logical devices (LDs), and each LD has several logical nodes (LNs) that
define specific power system functions. All LNs have a class name consisting of four letters,
the first of which denotes a group of LNs. Additionally, groups of data objects (DOs) are
assembled into the LNs to gather data values, control outputs, and parameters. Figure 8b
shows that the relays were configured and programmed using PCM600 2.10 32bit, with
different IP addresses and technical keys.

 
(a) (b) 

Figure 8. Protection relay data model and configuration: (a) digital relay schematic diagram with the
data model; (b) relay configuration using PCM.

4.3. IEC 61850 Cybersecurity Threats

Cybersecurity is a major concern with the growing integration of communication
technologies aimed at enhancing the performance of protection systems. Within this
framework, three fundamental security objectives focus on confidentiality, integrity, and
availability. Communication systems must fulfill these three security objectives. Despite
the protective measures introduced by IEC 62351 [35] to secure IEC 61850 against certain
types of attacks, the IEC 61850 communication standard remains susceptible to a range of
potential threats. Consequently, it is essential to identify potential attacks that may target
protection systems and assess their potential impact. The origin of attacks on protection
systems can vary from low- to high-skilled attackers. Skilled intruders may cause big
damage to the utility because they may have good knowledge of the standard and the
message content. Therefore, they may cause undesirable tripping even before the intrusion
is detected. In this paper, we will test and assess the impact of a DM attack (switching
attack) on the relay, causing the targeted relay to subscribe to the malicious GOOSE message
and opening its associated circuit breaker.

5. Physical Testbed Attack Scenarios

Users can research plausible scenarios of cyber-attacks and defense techniques using
a real-time cyber-physical testbed. This section will address situations that could occur,
such as potential entry points to the substation systems and substation-compromising
cyber-attacks by analyzing two different attacks. It is assumed that the attacker has gained
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access to the network data and IEDs by breaching the private network to emulate the attack
in the testbed.

5.1. Switching Attack Scenario

The set-up consists of five IEDs as shown in Figure 9a: two for incomers (generators
G1 and G3) and three for outgoing feeders. Communication between these IEDs and the
substation control system is through the IEC 61850 GOOSE protocol. In this scenario, the
attacker is represented by an agent (PC) connected to the local network, as shown in the
figure. Suppose this intruder can successfully spoof a GOOSE message frame. In that
case, it can increment the stNum, reset the sqNum, alter the Boolean data field, and then
multicast the malicious message to subscribing IEDs. If the receiving IED accepts the
manipulated GOOSE message, they will initiate the opening of the circuit breaker. The
circuit breaker emulation was implemented with the help of the I/Os on the IEDs and
enables a realistic emulation of the switching process.

 
(a) (b) 

Figure 9. Switching attack scenario: (a) power system and relay connections; (b) switching
attack technique.

5.1.1. Attack Model

Goose messages are designed for fast communication, adhering to a 4 ms transmission
time specified by the IEC 61850 standard, where it does not employ encryption algorithms.
Consequently, an eavesdropper with access to the network can intercept these unsecured
GOOSE packets and efficiently collect the plaintext information. A familiar intruder with
the message’s content can manipulate the data field effectively. The attacker is implemented
on a desktop computer that hosts Ubuntu 16.04.7 LTS on it and has 8 GB of RAM and 4 CPU
cores. Based on the relay data model described in Section 5.2, each data name is specified
by the standard and functionally correlates to a particular power system component. The
LN with the name XCBR is used to mimic a circuit breaker with various data elements
including, for example, Pos, which contains two attributes: ctlVal, which represents the
opening and closing command, and stVal, which identifies the position. In the scenario we
assessed, the intruder changed the Boolean data field of ctlVal from false to true, resulting
in the tripping of the circuit breaker. In our adversarial model, we assume the attacker
can intercept network traffic, extract essential fields from GOOSE messages, and execute a
multicast attack by setting the Boolean data field to true, initiating the corresponding IED
circuit breaker opening, as shown in Figure 9b.
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5.1.2. Testing Scenario

During normal operation, the two generators supply the three loads, as shown in
the first portion of Figure 10. The first incomer is slack, while the second generator is
controlled with a specific input torque, which means G3 can supply a limited power
at a certain frequency. Accordingly, if the load demand increases or the power output
from G3 decreases, G1 will provide the increased power. When R6 attacked and opened
the associated CB1, the system lost power coming from the main source; this led to an
increase in the requested power from G3 and islanded G1 with zero load. In this case,
the scenario was performed with no additional protection functions such as frequency
protection to effectively demonstrate the impact of such attacks on power system operation.
A significant overload may result from generators exceeding the allowed power limit due to
a general rise in power. As shown in the figure, the power generated from G3 is increasing
divergently with a severe drop in the frequency, which may result in catastrophic damage
to the generator. In this scenario, G3 will provide the power demand with a very low
frequency, as shown in the figure, which may also affect the connected loads. The frequency
protection function must be activated with proper under-frequency settings to trip the CB
if the frequency is below the threshold (∼= 59.7 Hz). When the attacker opens R6 CB, the
relay R18 connected to G2 will pick up as under frequency and, accordingly, send a trip
signal to CB2. No power source will feed the three loads connected to the load buses. As a
result of these attacks, a severe impact can be observed either through the operation under
low frequency or with the blackout when the whole loads served by this substation lose
supply. By increasing the grid connection, cascaded outages are expected.

 
Figure 10. Switching attack results.
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5.2. Relay Setting Tampering (Change) Attack Scenario

The protection system aims to compute the system state, measure signals such as
voltages, currents, and frequencies using sensors, and take corrective action if any deviation
from normal operation is identified based on appropriate configurations and settings. The
faulted area can be isolated by switching actions when a fault occurs at any component
inside the substation after picking up a certain time. The relay can be accessed and
configured using PCM600, LHMI, or WHMI. The substation’s communication protocol
does not affect communication between the IED and PCM600 or WHMI. It might be seen
as an additional communication channel using Ethernet and TCP/IP protocol. The attack
on the protection scheme prevents us from achieving this goal. One of the most frequent
attacks in protection relays is the setting tampering (setting change) attack; the attacker
may maliciously change the relay configurations or setting functions, preventing the relay
operation during a fault or forcing the relay to operate normally. In this scenario, these
attackers could severely impact the security and stability of the power system and the
communication between protective equipment. Therefore, studying the impacts of such
types of attacks on the protection system is crucial.

5.2.1. Relay Configuration and Attack Model

This section focuses mostly on cyber-attacks against digital overcurrent relays. In
overcurrent protection, the protection relays first receive the current measured by the
current transformers, subsequently comparing it with the preset threshold values. Relays
trip under fault current, changing their output from an open contact to a closed state to
clear the fault after a certain time based on the selected overcurrent characteristics. Time
overcurrent (TOC) or inverse time over current denotes that the relay’s trip time is inversely
proportional to the applied fault current. Modern digital relays are programmable; thus,
curve shapes can easily be changed without needing replacement. Nearly any mix of
definite-time, inverse-time, and instantaneous elements can be applied. In general, the trip
time for each standardized relay protection curve will be determined using the IEC 60255
or IEEE C37.112 [36] formulas as in (2),

t(Imeas) = TD ∗ ( K
Px − 1

+ C) (2)

where t is the relay trip time, TD is the time dial setting, P is the ratio of measuring current
or fault current to pick up current (Imeas/Ipu), and K, C, and x are constants depending
on the curve types. In this work, IEC standard inverse curves were selected such that
C = 0, k = 0.14, and x = 0.02. Typically, a certain principle guides the selection of decision
thresholds or pickup values, which are represented by (3) between the maximum load
current of that feeder and the system’s minimum short-circuit fault current.

Imax−load ≤ Ipu ≤ Imin− f ault (3)

However, in this work, some assumptions were considered due to the practical com-
ponent limitations and avoiding harmful actions in testing fault scenarios. Therefore, the
Ipu was selected only depending on the maximum loading conditions. Hence, pick up
current settings for R11, R12, and R13 should be above their associated feeder load currents.
The standards state that the threshold value set should be twice (or equal to 200%) the
nominal current flowing through lines TL0560, TL0170, and TL0510 for proper detection.
IED settings are calculated for various operation conditions in advance and assigned to
various configuration groups. The IED application or a manual menu selection can be
used to alter the active configuration group. In addition to giving read/write access to
executable files that perform monitoring, configuration, and essential operating tasks, read-
ing configuration files reveals which services are currently active. The researchers claim
that an attacker can take advantage of the flaw to access private data, including usernames
and passwords, which they can then use to take complete control of the intended device.
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To establish a WHMI connection to the protection relay, after opening the explorer, the
protection relay’s IP address must be typed in the address bar, and then the username and
password must be typed. The IED settings can now be changed maliciously because the
attacker has access to them. The attacker reconfigured the IED to operate under high-load
conditions or fail to sense the fault currents, especially low fault currents. Therefore, under
normal circumstances, feeder relays are anticipated to trip the respective breakers when a
fault occurs in their lines. But if even one of these breakers or relays malfunctions due to a
physical or digital abnormality, this leads to incorrect operation of the protection system.

5.2.2. Testing Scenario

The cyber-physical system comprises a reduced-scale power system, a communication
network, and IEDs. The physical ABB relays were connected through an Ethernet commu-
nication network. The relays used in this section are the REF615 for feeder protection and
REG615 for generator protection. In this work, both relays (IEDs) offer a protection unit
PTOC with “time over-current” as its primary protection feature. Each relay is configured
with two OC stages: stage I> is a standard inverse, and stage I >> is definite time as shown
in Figure 11a. In normal operation, with the proper setting configuration of the five relays
in either low- or high-loading conditions, physical faults will lead to normal protection
system operation. When a fault occurs on a transmission line, the feeder relays R11, R12,
and R13 trip, open the breakers, and send a GOOSE block to the generators’ relays R6 and
R18 to prevent a false operation in the unlikely event that one of them is detected as a
second stage I >> [37]. However, we assumed low loading conditions such that G3 is out
of service and only G1 supplies the total power to the loads L1, L2, and L3. By abruptly
raising the load L1, an imitation of the three-phase fault on feeder TL0560 is applied. The
stage PTOC.str picked up right away according to the setting of R11 I ≥ 3.8 A with an
approximate time delay of 735 msec, according to the selected inverse characteristic. In
addition, R6 was picked up as a first stage I ≥ 7.5 A; however, it was not trip due to
the relay coordination scheme. In the case of high-fault conditions, R6 may have been
picked up as a second stage I >> and trip before R11, and therefore, a GOOSE message
was transmitted instructing the incomer relay R6 to stop stage I >> operation. R11 issued a
trip order to the circuit breaker at a time delay of 735 msec, and the breaker was opened
at 750 msec. As a result, the current through R11 decreased to zero, while the incoming
current from G1 decreased to about 3.5 A to feed the other loads L2 and L3 through the
healthy feeders. Individual disturbance recordings must be uploaded from the IED using
PCM600 to monitor the recorded data as shown in Figure 11b. All disturbance recordings
can be found in the C:\COMTRADE directory.

On the other hand, the protective mechanism was not functioning correctly due to
the setting tampering (change) attack R11. A setting change attack was carried out on the
suggested protective method using almost identical loading conditions and fault scenarios.
Relay R11 was maliciously altered, as shown in Figure 12a, putting the protective relay’s
coordination and the protection system’s dependability at risk. With the manipulation in
the threshold values of the relays by the attacker through moving the threshold values
upward, the relay will probably not detect the short-circuit fault, and the circuit breaker
will not work under this abnormal condition or isolate the faulted line. Under the same
fault conditions, the overcurrent relay R11 cannot detect the fault current caused by the
fault, while stage I> of R6 was picked up almost simultaneously. In this case, the I> stage
of R6 as a backup protection for R11 was activated, and the relay issued a trip signal to the
linked CB after the calculated time on the relay characteristic, which is indicated by the red
lines as shown in Figure 12b. Consequently, all the generator’s power was lost on busbar
BB0320, which rendered the remaining loads connected to the functional feeders unusable.
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(a) (b) 

Figure 11. Normal protection system operation: (a) power system and relay setting configuration;
(b) disturbance recorders of relays’ analog and binary signals.

  
(a) (b) 

Figure 12. Protection system response under setting change attack: (a) relay coordination is altered
by attacker; (b) generator current without/with attack.

A power protection system’s reliability is a measure of the extent of certitude that
it will work as intended and is made up of two components: dependability and security.
Dependability is a measure of the degree of certainty that a protective system will function
successfully when required and at the intended speed when the fault is in the protected
zone. Security is a measure of the degree of assurance that the protection system will
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not act erroneously or quicker than intended when the fault is outside the protective
zone. The correction operation of the protection system is operated correctly since R6
acted as a backup protection for R11. However, from the perspective of power system
protection dependability, the system is unreliable because the primary protection (R11)
did not operate correctly, which means the system is undependable, and R6 issued a trip
signal to the associated CB, which means the system is insecure. From the reliability of the
power system point of view, the loads connected to the healthy feeders lost power, and
consequently, this was a complete blackout. Figure 12b shows the G6 current output in
both cases, with green lines without attack and red lines if R11 is under attack. Conversely,
if the threshold values are lowered because of the attack, any rise in the system load could
potentially be regarded as a fault, and the relay will transmit the trip command under
normal operation.

6. Cyber-Physical Co-Simulation Testbed Implementation and Set-up

6.1. System Overview

Despite the higher degree of reality introduced by the physical testbed in terms of
testing and analysis of cyber-attack impacts on power system controls and protection, there
is a lack of flexibility in conducting different attack scenarios and power system topologies.
Therefore, building a real-time cyber-physical co-simulation testbed is crucial. The cyber-
physical co-simulation system simulates the three domains of real-time power system
operation, with information flowing continuously across a simulated communication
network utilizing the ns3 tool between the power system domain and the control and
energy management domain. The experimental platform was created to more broadly
assess how the communications network and controls perform when used for grid control
and protection applications. Any additional controllable device—a “smart grid device”—
can be integrated into this platform in the future with only modest set-up adjustments.
Figure 13 illustrates the implementation and construction of a comprehensive three-domain
modeling and simulation cyber-physical power system on various machines. Machine 1
is the real-time power system simulator (OPAL-RT: OP4610XG), a compact mid-range
simulator, while the third machine is used for implementing the power system control
or protection scheme. Both machines are connected to machine 2 through the Ethernet
network as shown on the right and left of the figure.

Machine 1 :OPAL-RT

Machine 2 :Configuration of ns3 and 
containers

Machine 2 :ns3 and containers

Machine 3 
Controller /Energy managment

10.1.1.0
10.1.2.0 10.1.3.0 10.1.4.0 Docker container

 

Figure 13. Cyber-physical co-simulation testbed.

6.2. Communication Network Emulation and Docker Containers

Regarding the set-up of machine 2, which is the core element of this research work as
an excellent environment for testing and emulating not only cyber-attacks but also different
communication issues such as latency, packet loss, and losing network links, it is running
with Linux OS to host two major parts of the communication network infrastructure as
shown in the middle of the figure. The first part is ns-3 for communication network
emulation. ns-3 is a free, extendable, advanced network simulation framework [38]. An
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extensive library of network model protocols, including those for multicasting, IP-based
applications (TCP, UDP), routing, and wireless and wired networks, is accessible on top
of the ns-3 architecture. The ns-3 core, a time sync module, a simulated communication
network, and a network application module are the four primary ns-3 components available
in an ns-3 process to support all additional simulator aspects. The second part is docker
containers that serve as intermediaries to convey data between the network nodes in
ns-3 and the OPAL-RT simulation. These containers can be considered as local/primary
controllers or agents that receive commands from a secondary/tertiary controller or as
local sensors that transmit measurements. A docker is a software development tool and
virtualization technology that makes it easier to develop, deploy, and manage programs
utilizing containers [39]. A container is a small, independent executable software package
that includes all the libraries, dependencies, configuration files, and other components
required to run a program. Multiple containers can run concurrently on a single host since
containers are secure due to their isolation. In this work, the docker containers are designed
for interfacing between the ns-3 nodes and their corresponding device in the power system
model, which runs in the OPAL-RT. Based on the structure of a container, as illustrated
in Figure 14, agents within containers can connect with the power system modeled on
OPAL-RT, and they can communicate with other containers using ns-3 by two virtual
network interfaces: veth1 and veth2. veht1 is used to exchange data with other containers
via ns-3 through Linux bridge and tapping device connection by the host operating system,
while veth2 is used to send/receive measurements or control signals from/to OPAL-RT. In
this work, the application inside the container is configured to act as an agent representing
the sensor or controller. However, one of these containers or additional containers can be
inserted into the network to behave like an attacker receiving information and sending it
after some modifications.

 

Figure 14. Container/ns-3 connectivity.
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6.3. Network Performance Tests and Visualization

The communication network is a crucial system for ensuring the dependability of
control and protection applications, and its condition depends on where the application is
applied. The network’s behavior and performance can considerably impact the system’s
availability, stability, and performance as a whole. Communication network tests are
necessary to reproduce and evaluate these impacts before implementation, including
network performance and communication protocols. In [40], the network latencies are
stochastically characterized by natural probabilistics to evaluate the network performance
for the shipboard power system application. Different communication protocols may be
utilized in power systems since the controllers/agents may be supplied by multiple vendors
and employed for a variety of control/protection functions. With the proposed platform,
the communication between agents in docker containers through ns-3 using different
protocols such as UDP/IP, TCP/IP, DDS RTPS, and IEC61850 GOOSE was conducted by
running applications in two different containers to send and receive messages. Testing of
the communication using TCP/IP and UDP/IP by assigning one container as a server and
the other as a client, with checking the results using the Wireshark is shown in Figure 15.
In addition, to visualize, monitor, and analyze the communication network model, some
additional tools have been installed recently in the second machine such as FlowMonitor
and tshark. The FlowMonitor module is a core feature of ns-3 that facilitates the collection
of a common set of network performance measurements of packet-related data, such
as throughput, loss ratio, packet delay, bit rate, and round-trip time. It saves them to
permanent storage in XML files describing the flow of information between all the system’s
nodes in ns-3. Moreover, to evaluate the communication system’s performance in real time,
a network packet analyzer tool (tshark) was installed in all the containers (nodes) in the
system to capture and analyze network packets through the generated PCAP files as shown
in Figure 14.

  
(a) (b) 

Figure 15. Container-based testing protocols: (a) TCP protocol testing; (b) UDP protocol testing.

7. Co-Simulation Testbed Attack Scenarios

The objective of the test case in this section is to assess the control system's performance
under cyber-attacks. Using the well-developed co-simulation testbed, potential cyber risks
with proper attack models through emulation of their behaviors will be studied. This
section will develop and discuss two types of attacks: DoS attack and MitM attack. By
carrying out actions specifically designed to target the system under investigation and
to power system protocols, the adversary can carry out DoS and MiTM attacks that have
tangible consequences. The threat model we present and implement in this work is based
on emulating the attacker behavior through ns-3 and docker containers; however, the
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adversary is restricted by the available resources in the Linux containers in ns-3 and
docker containers.

7.1. DoS Attack Scenario through ns-3

This section evaluates the resilience of the MVAC/DC ship power system under DoS
attack. To conduct the evaluation, the network emulator ns-3 is used to simulate the ship
communication network in real time, as illustrated in Figure 16a. The considered network
consists of two local networks corresponding to the system's AC and DC sides. Docker
containers coexist with the ns-3 network emulation system on a Linux host computer and
serve as interfaces between the power system simulation in Opal-RT and ns3. Specifically,
each container links a device in Opal-RT to a network node in ns-3. The goal of the
control system is to maintain stability in the ship power system under uncertainties in
the overall system. It ensures that the voltage and frequency remain at their designated
reference values. A distributed control strategy [41] is employed, where individual local
controllers or agents are implemented within containers. These agents communicate with
each other through the provided communication network. The proper functioning of the
communication network is crucial for the system to operate effectively.

  
(a) (b) 

Figure 16. System study under DoS attack: (a) SPS under study and agent’s implementation in
ns-3; (b) agent’s response under normal operation, DoS attack of an AC agent, and DoS attack of a
DC agent.

The investigation assumes that an attacker can gain access to communication. There
are numerous techniques for launching denial of service (DoS) attacks, such as ping of
death (PoD), Internet control message protocol (ICMP) flood, and user datagram protocol
(UDP) flood. All DoS attack techniques aim to interfere with the targeted node’s commu-
nication channels, even though they employ various Open Systems Interconnection (OSI)
layers, including application, presentation, session, transport, network, data link, and even
physical layer protocols [42]. In our threat model, an additional container is used to act as
the attacker and is connected to the ns-3 network using open-source tools. In the test case,
the attacker employs the hping3 tool to launch a DoS attack by flooding the target with
traffic. This command-line tool generates DoS attacks that overload the network or the
application layer, causing delayed message delivery. The flooding attack can take various
forms depending on the network protocol used. While simple to perform, this type of
attack can cause significant disturbances. The test results depicted in Figure 16b show
that the cyber-attack affects the AC system when the attacker is attached to the AC local
network. As a result, the target agent or controller becomes unavailable, rendering the
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control system non-functional. The frequency of the AC system is no longer maintained
at the reference value, and in the worst case, the system becomes unstable, resulting in
a blackout event for the entire ship power system. Similarly, if the attacker is targeting a
DC agent in the DC side network, this will impact the DC voltage, as shown in the figure,
when compared to the normal operation without attack.

7.2. MitM Attack Scenario through ns-3

In a similar approach, a MiTM attack is carried out using the co-simulation part of
the platform, and Wireshark is used to observe the network flow to discover the attack
behavior and impacts. A MiTM attack is a type of attack in which an intruder positions
themselves between two communicating agents to intercept and/or alter data traveling
between them. By embedding themselves within a conversation, the intruder can eavesdrop
or impersonate one of the devices, allowing them to perform false data injection (FDI) and
false command injection (FCI) attacks that can compromise power system operations. As
shown in Figure 17, the additional container is used to simulate the intruder in the network.
This container uses the Address Resolution Protocol (ARP) spoofing technique to link its
MAC address with the IP address of the victim container. When a packet is sent from the
source agent in the AC side network, it is routed through the MitM attacker before reaching
the destination agent. The evidence of the MiTM attack is determined by analyzing the
average round trip time (RTT), retransmission rate, and average processing time of packets.
When a packet is sent, the sender starts a variable-length retransmission timer and waits
for the acknowledgment. If no acknowledgment is received before the timer expires, the
sender assumes the packet is lost and retransmits it. To detect if there is a MitM attack,
the ping command can calculate round-trip times and packet loss statistics and display a
summary on completion. As depicted in the upper right figure, the test results indicate that
when the packet is sent through ns-3 via appropriate nodes, the recorded time is t = 1.28 ms,
marked by the yellow dotted lines. However, when the MitM attacker captures the message
to modify it, the recorded time increases to t = 2.29 ms (almost doubled). This significant
discrepancy in the recorded time strongly suggests the presence of a MiTM attack, which
can be used as an indicator to detect the presence of attackers in the system.

 

Figure 17. The effect of MitM attack on an AC agent in the ship power system.
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8. Conclusions

The effective way to comprehend security threat events and their effects on the power
grid is through cyber-physical testbeds, which can help facilitate grid resiliency to cyber
threats. The FIU Hybrid SGTB offers a realistic testing environment with real power
system components, controls, and protective software. While this offers the best testing
conditions, many research projects find it impractical to test modern communication
systems or large-scale power systems due to their complexity and flexibility. Integrating a
co-simulation-based testbed to the physical testbed can make testing and validation more
convenient and flexible, enabling the incorporation of both real and virtual components.

In this study, the Hybrid SGTB introduced a comprehensive framework for running
and simulating various power system topologies' physical and cyber components by using
components like industrial-grade devices, real-time simulators, and various automation
tools for experiment orchestration, data collection, and visualization. The attack model,
impact on system dynamics, and cascading failures are experimentally proven through
a suggested cyber-physical experimental framework that closely replicates real-world
conditions within a digital substation, including IEDs and protection measures. Various
experimental scenarios were used to implement cases of data manipulation and setting
change attacks by real agents (attackers) using the physical testbed. In addition, two emu-
lated attacks on the shipboard power system model using the co-simulation testbed, MitM
and DoS, were performed through virtual agents using the integration of ns-3 and docker
containers. In the future, a network security monitoring agent as a vulnerability scanner
component will be implemented in the physical testbed for monitoring, analysis, and
intrusion detection. In addition, a real-time automation controller will be integrated into
the co-simulation testbed for different control applications. Moreover, the communication
network will be fully modeled using Exata CPS running on OPAL-RT to evolve testing
attack scenarios and help implement intrusion detection techniques.
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Abstract: This work studies the DC-DC conversion stage in solid-state transformers (SST). The
traditional two- or three-level dual active bridge (DAB) topology faces limitations in microgrid
interconnection due to power and voltage limitations. For this reason, the use of multilevel topologies
such as active neutral point clamped (ANPC) is a promising alternative. Additionally, the efficiency
of the SSTs is a recurring concern, and reducing losses in the DC-DC stage is a subject to be studied.
In this context, this work presents a new control technique based on an adaptive model- based
predictive control (AMPC) to select the modulation technique of an ANPC-DAB DC-DC converter
aimed at reducing losses and increasing efficiency. The single-phase shift (SPS), triangular, and
trapezoidal modulation techniques are used according to the converter output power with the aim
of maximizing the number of soft-switching points per cycle. The performance of the proposed
control technique is demonstrated through real-time simulation and a reduced-scale experimental
setup. The findings indicate the effectiveness of the AMPC control technique in mitigating voltage
source perturbations. This technique has low output impedance and is robust to converter parameter
variations. Prototyping tests revealed that, in steady-state, the AMPC significantly improves converter
efficiency without compromising dynamic performance. Despite its advantages, the computational
cost of AMPC is not significantly higher than that of traditional model predictive control (MPC),
allowing for the allocation of time to other applications.

Keywords: Dual Active Bridge (DAB) converter; active neutral point clamped (ANPC); model
predictive control (MPC); power electronics; switching losses; adaptive control

1. Introduction

The solid-state transformer (SST) is becoming an important technology and is founda-
tional to applications that include traction systems, offshore energy generation, DC grids
and especially microgrids. Its advantages, such as accurate output-voltage regulation,
short-circuit current limitation, power factor compensation, reduced weight and volume
in comparison with traditional transformers, and voltage-dip immunity under certain
limitations, enable the construction of a new paradigm in electric power systems [1].

The future of the electric power system seems to be a smart grid with power-flow
management, incorporated energy storage systems, quick transient response and high
integration of renewable energy [2]. All of these features can be incorporated through the
utilization of SST. However, this device still has opportunities for improvement, mainly
related to cost reduction, reliability, and efficiency [3].
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The usual topology of the SST is presented in Figure 1. It shows the AC-DC conversion
(Stage 1), DC-DC conversion (Stage 2), and DC-AC conversion (Stage 3), with the high-
voltage utility grid on the left and the low-voltage microgrid on the right and all stages
allowing bidirectional power flow. Stage 2 traditionally employs a DC-DC converter
through a resonant magnetic link to connect high-voltage DC to low-voltage DC, and the
efficiency of SST is closely related to losses in this stage.

AC

DC

DC

DC AC

DC

Stage 1 Stage 2 Stage 3 
Utility Grid Microgrid

 
Figure 1. SST Topology.

The dual active bridge (DAB) is the general term for the isolated converter formed by
the union of two active bridges through an inductor and a high-frequency transformer.

The requirements for building a DAB controller are a fast transient response, minimum
steady-state error and reduced losses on the power converter. Hence, an adaptive model
predictive control (AMPC) is proposed for a DAB converter in this work. The topology
adopted in this work is shown in Figure 2 and operates with an active neutral point
clamped (ANPC) converter on the high-voltage side and a H-bridge on the low-voltage
side. In this work, it is referred to as ANPC-DAB. Its performance is evaluated through a
8 kW prototype.

 
(a) (b) 

Figure 2. DAB Converter (a) ANPC-DAB topology (b) Three-level voltages, vAC1 and vAC2.

1.1. Literature Review
1.1.1. DAB Converter Topology

The H-bridge two-level DAB is the most commonly used topology for Stage 2 of an
SST. Despite the many advantages of this structure, it is unable to deal with high power
and high voltage, being limited by semiconductor technology.

The main solution to this difficulty is the series and parallel connection of the con-
verters; however, additional challenges arise in equalizing voltages and sharing currents.
Another alternative is the cascade connection of multiple DAB converters, which increases
the number of power switches and the complexity of the control scheme. Hence, the
utilization of multilevel structures seems to be the best solution. Many multilevel structures
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have been widely used with success. Various three-level (3L) topologies have been applied
to the DAB converter: flying capacitor, neutral point clamped (NPC), and ANPC [4].

The NPC topology is still widely employed in the industrial sector, notably for operat-
ing medium-voltage electric motors [5]. However, the 3L-NPC has some limitations that
affect its performance. Some of the switches must withstand higher voltages than others [6],
and the power loss in each semiconductor is highly unbalanced [6].

The ANPC converter was proposed to overcome these problems by replacing the
clamping diodes with active switches generating redundant switching stages [7]. These
redundant stages are used to equalize the voltage and reduce unbalanced losses in each
switch, increasing the power-processing capacity of the converter.

1.1.2. Modulation Techniques for Loss Reduction

Traditionally, the single-phase shift (SPS) modulation is used in DAB converters. The
main advantage of this strategy is that it allows for zero voltage switching (ZVS) over a
wide operating range [8]. However, when the relationship between the input and output
voltage is far from unity, especially under small loads, these soft-switching techniques
are not possible. Additionally, the converter experiences significant backflow-power in
this scenario, leading to high circulating currents and increased stress on the switches and
conduction losses. In conclusion, the SPS modulation may not ensure high efficiency of the
DAB converter over its entire operating range.

A previous work has shown the improvements obtained through the utilization of
trapezoidal and triangular modulation techniques [9,10]. These techniques can naturally
extend the DAB’s soft-switching operation and consist of the utilization of pulse widths
different from 50% [11]. Their proper application can increase the number of soft commuta-
tions to four (for trapezoidal modulation) or six (for triangular modulation) out of a total of
eight in a cycle, even during operation with reduced loads.

In the AC-DC conversion literature, various balancing control strategies have been
proposed to optimize the loss distribution of the ANPC circuit [7,12,13]. The voltage
synthesized by the rectifier takes on VDC (P) or zero (Z) during the positive cycle of the
electrical grid, resulting in P ↔ Z type commutations for half of the grid period. During
the negative cycle of the electrical grid, the voltage synthesized by the rectifier takes on
−VDC (N) or zero (Z), resulting in N ↔ Z type commutations for the other half of the grid
period. However, in the case of the DAB converter, the ANPC bridge losses distribution
is carried out at each sampling time, with P ↔ Z ↔ N switches occurring within each
sampling period. As a result, all six switches are used within each switching period of the
DAB converter.

The literature includes studies on ANPC-DAB switching for loss distribution among
the converter switches. Some states involving the transition between the current path
through the clamping diode and through the active switch of the converter are presented
in [4]. In [14], a modulation is proposed to minimize the number of switching actions,
realizing the ZVS turn-ON for all switches and avoiding hard switching turn-OFF in specific
switches. In [15], the electromagnetic interference (EMI) caused by zero voltage switching
in the ANPC-DAB converter was evaluated.

1.2. Contributions

The literature review revealed that work on DAB converters can be divided into
two groups. The first group involves the development of modulation strategies to enhance
the efficiency of the power converter, while the second group deals with novel control
techniques to improve the transient and steady-state response. In this paper, both goals are
pursued simultaneously through a novel scheme pf control and modulation.

The control proposal was developed to manage the DAB converter and is based on
model predictive control (MPC), which incorporates a variable phase-shift adjustment
depending on the error between the desired value and the measured variable. However,
it has been enhanced for AMPC control. In this new configuration, the control is capable
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of selecting operation modes (trapezoidal and triangular) in order to minimize losses and
thus enhance converter efficiency. The proposed AMPC is applied to an ANPC-DAB, and
the results are validated through an experimental setup.

Going beyond previously published work found in the literature, this analysis includes
the following: the utilization of a realistic switching frequency (20 kHz); a compensation
scheme for the AMPC delay; tests with load disturbance rejection; an improved cost
function that considers capacitor discharge; and a quantitative study of the influence of
parameter variation.

1.3. Paper Organization

The paper is organized as follows: Section 2 presents the mathematical modeling of
the SPS and the triangular and trapezoidal modulations. The proposed control scheme
is detailed in Section 3. Section 4 shows the results of the computational simulation. The
experimental results are shown and discussed in Section 5. Finally, Section 6 shows the
conclusions of this work.

2. ANPC-DAB Topology and Modulations

The DAB converter is formed by two active bridges connected through a high-
frequency transformer. In this study, an ANPC converter is used on the high-voltage
side, operating as an inverter. There is an H-bridge on the low-voltage side, operating as a
rectifier. Together, they form the ANPC-DAB topology, as shown in Figure 2a.

Figure 2b shows a generic representation of the three-level voltages vAC1 and vAC2
synthesized by the active bridges using a centralized PWM. The dashed line represents the
voltage generated by SPS modulation. The phase shift δ and inner phase shift τ1 and τ2 are
defined in Equation (1): ⎧⎨

⎩
−90◦ < δ < 90◦
0 < τ1 < 180◦
0 < τ2 < 180◦

(1)

One of the fundamental characteristics of the DAB converter is its ability to operate
with ZVS in a large part of its operating range when operating in SPS modulation [8,16],
and this ability can be extended to the entire operating range when using modulations with
greater degrees of freedom [17,18].

The ZVS conditions of the ANPC-DAB are consistent with the ZVS conditions of a dual
H-bridge DAB [4,14]. Thus, when they use the same phase-angle shift modulation method,
the ANPC-DAB, DNPC-DAB, and H-bridge DAB circuits have the same phase-shift ranges
for the ZVS of all switches [19].

The next section analyzes the switching used in the ANPC-DAB converter. Section 2.2
contains an analysis of the operating points at which the ZVS occurs in the SPS modu-
lation. Section 2.3 contains an analysis of the ZVS involving triangular and trapezoidal
modulations, the basis of AMPC.

2.1. ANPC-DAB State Switching

The 3L-ANPC topology has one active switch connected in parallel with each clamp
diode. These two switches allow the AC terminal to be connected to the midpoint DC
link (neutral point) in more than one switching state. The four resultant zero states are
presented in Table 1 and described as ZOH1, ZOH2, ZOL1, and ZOL2. This configuration
allows for a more even distribution of switch losses in the converter, increasing its energy-
processing capacity.
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Table 1. Switching sequences of the 3L-ANPC converter.

AC Side Switching State
Switch Sequence

S1 S2 S3 S4 S5 S6

VDC1 P 1 1 0 0 0 1
0 ZOH1 0 1 0 1 1 0
0 ZOH2 0 1 0 0 1 0
0 ZOL1 1 0 1 0 0 1
0 ZOL2 0 0 1 0 0 1

−VDC2 N 0 0 1 1 1 0

The switching scheme used in this work is shown in Figure 3. The vAC1 and vAC2
voltage synthesized and the trigger pulses on the switches for both sides of converter are
own, highlighting the positive cycle in red and the negative cycle in blue.

Figure 3. Voltage and the trigger pulses on the switches for both sides of the converter. The red color
indicates the moments in time when vAC1 and vAC2 are positive, while the blue color indicates the
moments when vAC1 and vAC2 are negative.

2.2. SPS Modulation

SPS modulation is the main modulation used by the ANPC-DAB converter. The only
control variable is the phase shift, that is, τ1 = τ2 = 180◦. In this work, the voltages on
the ANPC-DAB input capacitors will be the same, that is, V1 = V2 = VDC1. The power
transferred using SPS modulation, for a given operating point, is shown in (2).

PSPS =
4·n·VDC1·VDC2·sinδ

π3· fsw·L (2)

where L is power transfer inductance; n is the transformer ratio (n = N1/N2); fsw is the
switching frequency of the converter; and VDC1 and VDC2 are the input and output voltage
on capacitors, respectively.
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The power boundaries for the ZVS actuation of the primary and secondary active
bridges are presented in (3). If the DAB’s power is above PZVS2 or below PZVS1, the DAB
converter cannot operate with ZVS [20].⎧⎨

⎩
PZVS1 =

(
VDC1

2·δ
2·π· fsw ·L·Φ

)
·
(

π−|δ|
π−2·|δ|

)
PZVS2 =

(
VDC1

2· δ
2·π· fsw ·L·Φ

)
·
(

π−|δ|
π

)
·
(

π−2·|δ|
π

) (3)

where Φ is the rated phase shift.
The DAB transformation ratio d is defined in (4). When d = 1, the DAB operates in

ZVS over the whole power range. When d > 1, the primary bridge operates with hard
switching. When d < 1, the secondary bridge operates with hard switching.

d =
N1·VDC2

N2·VDC1
(4)

Figure 4 shows the DAB power curve as a function of various values of d to highlight
the ZVS region. The solid blue and red lines indicate the power limits within which the
primary and secondary bridges, respectively, can operate in soft switching. The solid black
line represents d = 1, where the converter operates in soft switching. The dashed lines
show the operating points for d �= 1. For this analysis, we assumed that Φ = 45◦.

Figure 4. Power transfer curves and limit powers for ZVS operation.

These curves show that small phase shifts and significant deviations from unity in the
DAB transformation ratio make it difficult to operate the converter in ZVS and decrease its
efficiency at those points. Thus, SPS modulation is insufficient to ensure high-efficiency
operation of the DAB converter over its entire operational range.

2.3. Triangular and Trapezoidal Modulation

An alternative method by which to extend soft switching to regions where SPS modu-
lation does not allow ZVS operation is to apply triangular and trapezoidal modulation.

Triangular modulation has the advantage of allowing soft switching on six transitions,
for a total of eight switchings. However, it cannot be used over the entire operating range
of the converter because its power transmission capacity is limited, and it is possible to
transfer power only when d �= 1.

When d < 1, the phase shift δ and inner phase shift τ1 and τ2 are calculated so that
the current in the inductor IL is zero when there are simultaneous changes of state: Z → P
in the primary and secondary bridge and P → Z in the secondary bridge. When d > 1,
the phase shift δ and inner phase shift τ1 and τ2 are calculated so that the current in the
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inductor IL is zero when there are simultaneous changes of state: Z → P in the primary
bridge and P → Z in the primary and secondary bridges. In the negative half-cycle, the
procedure is repeated, replacing P with N. Figure 5 shows the waveforms of the voltages
vAC1 and n·vAC2 on the active bridges and the inductor current IL.

 
(a) (b) 

Figure 5. Voltage and current waveforms for triangular modulation (a) d < 1 (b) d > 1.

The values of the inner phase shift τ1 and τ2 for the triangular modulation are calcu-
lated from the voltages and phase shift. When d < 1, the calculation is done as shown in
(5). When d > 1, the calculation is done as shown in (6).⎧⎨

⎩
τ1 = 2·δ·

(
n·VDC2

VDC1−n·VDC2

)
τ2 = 2·δ·

(
VDC1

VDC1−n·VDC2

) (5)

⎧⎨
⎩

τ1 = 2·δ·
(

n·VDC2
n·VDC2−VDC1

)
τ2 = 2·δ·

(
VDC1

n·VDC2−VDC1

) (6)

When triangular modulation cannot supply the necessary power for a given operating
point, trapezoidal modulation is used. Trapezoidal modulation is an extension of triangle
modulation, which ensures smooth transition between modulations [11]. In addition, soft
switching occurs in four out of the eight switchings per cycle. Moreover, this modulation is
possible for any value of d. Figure 6 shows the waveforms of the voltages vAC1 and n·vAC2
on the active bridges and the inductor current IL for the trapezoidal modulation.

 
(a) (b) 

Figure 6. Voltage and current waveforms for trapezoidal modulation (a) d < 1 (b) d > 1.

The values of the inner phase shift τ1 and τ2 for the trapezoidal modulation are
calculated from the voltages and phase shift, as shown in (7).⎧⎨

⎩
τ1 = 2·(π − δ)·

(
n·VDC2

n·VDC2+VDC1

)
τ2 = 2·(π − δ)·

(
VDC1

n·VDC2+VDC1

) (7)
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The natural transition between triangular and trapezoidal modulations is shown in
Figure 7a, where the power transferred by the converter is plotted as a function of the
phase shift, τ1 and τ2. Figure 7b shows the values of τ1 and τ2 as a function of δ.

Figure 7. Natural transition between triangular and trapezoidal modulations (a) Power transferred
by the converter as a function of the phase shift δ (b) Values of τ1 and τ2 as a function of delta δ.

3. Proposed Adaptive Model Predictive Control (AMPC)

In power electronics, contemporary control methods are frequently employed. MPC is
one notable example.

Control methodologies that aim to reduce switching losses in the converter usually
require complex algorithms to define the three control variables (δ, τ1 and τ2) to achieve
the desired output voltage. In a deviation from these methods, the AMPC control uses
triangular and trapezoidal modulations to reduce switching losses in the converter. The
control defines the modulation to be used according to the converter operating point. The
great advantage of this strategy is that there is no need for complex algorithms to define the
optimal operating point. In addition, the power transfer in the converter happens smoothly
and continuously during switching between triangular and trapezoidal modulations.

3.1. Mathematical Modeling

The power transferred by the converter depends on the voltages synthesized by the
active bridges. In general, phase shift δ and inner phase shift, represented by τ1 and τ2,
may be present in the pulses generated by bridges. In this case, either the phase shift or
the variation in the inner phase shift may be used to regulate the power flow between the
bridges. In this work, the voltages synthesized by the active bridges vAC1 and vAC2 were
generated through a centralized PWM, as depicted in Figure 2b.

The average value of ANPC-DAB output current IDC2 is obtained from phasor theory
and is calculated as in (8).

〈IDC2〉Ts
=

4.n.VDC1·sin τ1
2 ·sin τ2

2 ·sinδ

π3· fsw·L (8)

where Ts is sample time and fsw = 1/Ts is the switching frequency.
The average output capacitor quasi-instantaneous voltage is calculated as in (9).

C2
d〈VDC2〉Ts

dt
= 〈IDC2〉Ts

− 〈I0〉Ts
(9)

where I0 and C2 are the measure output load current and the output capacitance of ANPC-
DAB converter, respectively.
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The discretization of (9), using the Euler method, defines the predicted voltage
output (10).

VDC2(k + 1) = VDC2(k) +
IDC2 − I0(k)

C2· fsw
(10)

where I0(k) and VDC2(k) are measured at time k and IDC2 is the defined current output
derived from (8).

At instant (k + 1), there will be a synthesized voltage due to the state of the switches
defined by the control at instant k. Between instants k and (k + 1), the calculation will
estimate the voltages for the next cycle, i.e., at time (k + 2). Therefore, this calculation must
be done using the state voltage at time (k + 1), when the control will decide the new state
of the switches. To this end, a delay compensation is determined by calculating the voltage
that will be synthesized at time (k + 1) so that all possible predictions for instant (k + 2)
can be analyzed. Thus, it is necessary to calculate references for two time steps because
predicting variables for only one time step is insufficient to account for the processing delay
of signals.

Assuming that a sampling period’s load current does not change significantly, i.e.,
I0(k) = I0(k + 1), the N possible output voltages at time (k + 2) are obtained from N
output current possibilities IN

DC2, as shown in (11).

VN
DC2(k + 2) = VDC2(k + 1) +

IN
DC2 − I0(k)

C2· fsw
(11)

3.2. Definition of Phase Shift and Inner Phase Shift

In this work, the main objective of the AMPC strategy is to control the output voltage
VDC2 ensuring the lowest losses in the active bridges.

The first step is to define the value of the phase shift. The procedure consists of
discretizing the entire operating range of the DAB converter into three phase-shift options,
where one must be selected. The phase shift adopted is a compromise between the controller
precision and the system transient response. These three phase-shift options are set based
on the last angle taken by the control, as shown in (12).

δN =
[(

δold − δstep
)
; δold;

(
δold + δstep

)]
(12)

where δold is the phase shift applied at the previous instant and δstep is dynamically evalu-
ated according to (13), the result of which determines whether to increase or decrease the
transferred power [21].

δstep = δmin·
(

1 + α·Vadp

)
(13)

where

Vadp =

{ |V∗ − VDC2|; i f |V∗ − VDC2| ≤ Vm
Vm; i f |V∗ − VDC2| > Vm

(14)

where V∗ is the value the control will track, α is a gain, the lowest phase-shift angle is δmin
and the greatest value for Vadp is Vm.

The dynamic choice of the δstep value ensures that when the controlled variable’s error
is high, the response is accelerated by using the larger phase shift. On the other hand, small
angles are used to increase precision when the error is small. The advantages of utilizing
this adaptive technique include a low computational burden.

The next step is to define the modulation, i.e., the values of τ1 and τ2. The control
system will verify whether it is possible to operate with triangular modulation at the
current operating point of the DAB converter, considering that this modulation promotes
six soft switchings of eight commutations in one cycle. The maximum power transferred by
triangular modulation occurs when the value of τ1 reaches 180◦. If it is not possible to trans-
fer the required power to the DAB converter through triangular modulation, trapezoidal
modulation is used instead. Trapezoidal modulation can transfer more power than triangu-
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lar modulation, but in each cycle (eight commutations), there are four soft-switching events.
The values of the inner phase shift will be calculated for each value of δN , generating the
sets τN

1 and τN
2 .

The modulation and inner phase-shift selection algorithm are shown in Figure 8.

 
Figure 8. Modulation-selection algorithm.

3.3. Loop Compensation and Cost Function

Normally, the application of predictive control requires additional techniques to
compensate for prediction errors in the controlled variables. One way to reduce these errors
is to improve the mathematical model used in the control [22,23]. However, this solution
increases the computational burden because it uses high-order models. Another method
involves feedback compensation. This method has been used in several works [24–27]. In
this work, the error compensation V∗ is shown in (15). The difference between the desired
and measured values of the DAB converter output voltage is added to the desired value,
resulting in a compensated reference value that reduces the steady-state inaccuracy [28].

V∗ = Vre f +
(

Vre f − VDC2

)
(15)

where Vre f is the desired voltage.
Finally, the optimal phase shift and its inner phase shift are defined by the smallest

value of the cost function through the comparison between the desired value and the
N = 3 values predicted by the AMPC. The cost function G is defined in (16).

G = α1·G1 + α2·G2 (16)

{
G1 =

(
V∗ − VN

DC2(k + 2)
)2

G2 =
(

IN
DC2 − I0

)2 (17)

where α1 and α2 are the voltage and current gains, V∗ is the compensate reference, VN
DC2 is

the N = 3 possibilities of output voltage value predicted, IN
DC2 is the N = 3 possibilities of

output current value predicted, and I0 is the measure output current.
The first term, G1, is responsible for regulating the voltage. When the output voltage

is far from the target value, this term becomes dominant. As the voltage approaches the
reference value, the second term, G2, assumes a dominant role, preventing resonance in
the output voltage. This oscillation occurs when the control variable (δ, τ1 and τ2) deviates
from the desired operating point. The adjustment of α1 and α2 is carried out similarly to
the adjustment presented in [29] and is defined as α1 = 1 and α2 = 2.

In addition, a penalty is imposed on the cost function if the voltage on the input
capacitors drops below 80% of the nominal value. This penalty prevents the control from
selecting the δold and

(
δold + δstep

)
phase shift presented in (12), ensuring that the converter

is able to operate without drastic reduction in the voltage on the input capacitors and
preventing the MOSFET’s trigger driver protection from activating due to control action.
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3.4. Flow Chart of AMPC

Figure 9 shows an overview of the AMPC for output voltage, where δopt is the optimal
phase shift and τ1

(
δopt

)
and τ2

(
δopt

)
are the inner phase shifts calculated as functions of δopt.

The ANPC-DAB converter switches are triggered by the modulation control block based
on the phase shift and inner phase shift delivered by the cost function. The construction of
the modulation control block is described in detail in [10].

3

3

1

1

MPC

10

3

 

Figure 9. AMPC control strategy.

The flow chart of the proposed AMPC is presented in Figure 10, which illustrates the
calculation of AMPC from control period k to (k + 1).

Figure 10. Flow chart of AMPC.
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The process starts by reading the sensors and saving the optimal phase shift applied
at instant k. The next step is to apply the compensation delay. Next, the δstep is calculated
and the three phase shifts contained in δN are defined. Once δN is defined, the values of τN

1
and τN

2 are calculated to define the modulation for each phase shift. The output voltage is
then predicted for N = 3 possibilities. The next step is to apply the reference compensation
and calculate the cost function for N = 3 possibilities. If the voltage on the ANPC input ca-
pacitors is below 80% of the Vin/2 value, the value of δopt is adjusted to δopt =

(
δold − δstep

)
with their respective τ1

(
δopt

)
and τ2

(
δopt

)
, causing the power transmitted by the DAB to

be reduced. Otherwise, δopt is adjusted so that the cost function is minimized with their
respective τ1

(
δopt

)
and τ2

(
δopt

)
.

4. Performance Analysis

This section details a performance analysis of the proposed AMPC control. Real-time
simulation results using OPAL OP5700 were used to evaluate the proposed control. The
specifications of the ANPC-DAB converter under evaluation are listed in Table 2.

Table 2. DAB converter parameters.

Variable Symbol Value

Switch Frequency fsw 20 kHz
Voltage Input DAB VIN 800 V

Voltage Output DAB VDC2 400 V
Rated Phase Shift Φ 45◦

Rated Power Transformer S 15 kVA
HFT Transformer Ratio n = N1/N2 1.2

Leakage Inductor L 32 μH
Input Capacitor C1 = C2 120 μF

Output Capacitor C3 160 μF
Lowest Phase-Shift Angle δmin 0.05◦

Gain α 1 rad/V
Maximum Value for Vadp Vm 10 V

The ANPC-DAB converter may be affected by power-supply noise and load distur-
bances in real-world scenarios. Therefore, this section examines the load disturbance
rejection (LDR) and source voltage disturbance rejection (SVDR), which assess the perfor-
mance of the AMPC control in real-world conditions.

Another common situation in the real world involves variation in the converter pa-
rameters due to temperature. Consequently, this section evaluates the AMPC’s response to
variations in the inductance and capacitance of the ANPC-DAB converter. Additionally, it
examines the significance of item G2 in the cost function.

The real-time simulation data were plotted using a graphical tool for better presenta-
tion. The original values were preserved, and no manipulations were carried out.

4.1. Source Voltage Disturbance Rejection (SVDR)

Figure 11 illustrates the circuit used in the simulation to assess the SVDR. The input
voltage of the ANPC-DAB converter was decomposed into a DC component (VDC) and an
AC component (vAC). The DC component represents the nominal input voltage, while vAC
simulates source voltage disturbances. The experiment involved introducing a sinusoidal
voltage with a peak value of 80 V in series with a DC source set at 800 V.
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ANCP-DAB

DC

DC

Figure 11. Real-time simulation to evaluate SVDR.

SVDR analysis involves Equation (18), where the output voltage VDC2 is measured for
each injected frequency.

Gsvdr = 20·log
vout_peak( f )

vAC( f )
(18)

where vout_peak( f ) is the ripple value of VDC2 at frequency f and vAC( f ) = 80 V for all
analyzed frequencies. Figure 12 shows the frequency response for SVDR analysis.

Figure 12. AMPC frequency response: SVRD analysis.

The AMPC control demonstrates exceptional performance in rejecting source distur-
bances. In the low-frequency band, the AMPC has a lower Gsvdr amplitude, with a value of
−80 dB at 10 Hz. The most significant degradation occurs at 200 Hz, with a higher Gsvdr
value of −13 dB.

4.2. Load Disturbance Rejection (LDR)

When the DAB converter is applied in an SST, it can power a variety of switched loads,
such as three-phase inverters, electric vehicle charging stations, and other direct current
loads. Therefore, it is important to analyze the LDR of the ANPC-DAB converter. The
metric used in this study was the output impedance analysis.

To illustrate this point, the converter was represented by a Vout source connected in
series with the Zout output impedance, as depicted in Figure 13.
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ANCP-DAB

Figure 13. Real-time simulation to evaluate LDR.

During the analysis, the IDC2 current was set to 8 A and the current iAC was added
as a disturbance to simulate the load disturbance. The iAC value was chosen to induce a
change of modulation. The output impedance was then calculated using Equation (19).

Zout =
vout_peak( f )

iAC( f )
(19)

where vout_peak is the ripple value of VDC2 at frequency f and iAC( f ) = 7/
√

2A for all
analyzed frequencies. Figure 14 shows the frequency response for LDR analysis.

Figure 14. AMPC Frequency Response: Real-time simulation results of LDR analysis of the ANPC-
DAB converter.

The AMPC control exhibits excellent performance in load disturbance rejection. The
output impedance (Zout) increases from −100 dB to −20 dB in the frequency range of 10 Hz
to 200 Hz.

4.3. Variations of Circuit Parameters

This section evaluates the robustness of the AMPC algorithm against variations in
the ANPC-DAB converter parameters. The analysis is particularly significant because
the converter parameters can change in real-world scenarios [7]. For this experiment, the
voltage VDC2 was varied from 380 V to 400 V, considering a variation of ±50% in the values
of L and C3. Figure 15a,b depicts the behavior of the output voltage in response to changes
in capacitance C3 and inductance L, respectively.
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(a) (b) 

Figure 15. Behavior of the output voltage for variation parameters (a) inductance, L (b) capaci-
tance, C3.

Upon analysis of Figure 15, it is apparent that variations in capacitance and inductance
have minimal impacts when the circuit is in a steady state. Table 3 presents the primary
quantitative results of the ANPC-DAB converter for all the analyzed scenarios. The mean
absolute error (MAE) of the VDC2 voltages for each scenario is calculated using Equation
(20), where M denotes the total number of collected samples, and y∗k and yk represent the
reference and measured signals, respectively, at instant k.

MAE =
∑M

k=1

∣∣y∗k − yk
∣∣

M
(20)

Table 3. Quantitative analysis of output voltage.

Inductor MAE (VDC2) Capacitor MAE (VDC2)

Lr = 0.5·L 6.10 V (1.52%) Cr = 0.5·C3 6.96 V (1.74%)
Lr = 0.6·L 5.19 V (1.29%) Cr = 0.6·C3 5.75 V (1.44%)
Lr = 0.7·L 4.56 V (1.14%) Cr = 0.7·C3 4.95 V (1.23%)
Lr = 0.8·L 4.05 V (1.01%) Cr = 0.8·C3 4.27 V (1.06%)
Lr = 0.9·L 3.69 V (0.92%) Cr = 0.9·C3 3.80 V (0.95%)
Lr = 0.1·L 3.52 V (0.88%) Cr = 0.1·C3 3.53 V (0.88%)
Lr = 1.1·L 3.57 V (0.89%) Cr = 1.1·C3 3.61 V (0.90%)
Lr = 1.2·L 3.71 V (0.92%) Cr = 1.2·C3 3.78 V (0.94%)
Lr = 1.3·L 3.86 V (0.97%) Cr = 1.3·C3 3.94 V (0.98%)
Lr = 1.4·L 3.99 V (0.99%) Cr = 1.4·C3 4.12 V (1.03%)
Lr = 1.5·L 4.09 V (1.02%) Cr = 1.5·C3 4.25 V (1.06%)

The results show that the control is more robust to inductor variation, yielding an
MAE of 1.52%. For capacitor variations, the MAE was 1.74%.

4.4. Cost-Function Analysis

As mentioned earlier, the term G2 in the cost function is intended to reduce the
resonance at the output voltage VDC2. To demonstrate its effectiveness, the G2 term was
negated by setting α2 = 0 during a real-time simulation, and the measured resonance
frequency in this case was 1 kHz.

Figure 16 shows the impact of the G2 term on the behavior of the output voltage of
the DAB converter, and it is clear that steady-state resonance is attenuated. This resonance
reduction results in a decrease in acoustic noise emitted by the transformer, as well as a
reduction in transformer losses.
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Figure 16. Verification of the effectiveness of G2.

5. Experimental Results

The AMPC control strategy was validated in a downscaled prototype in an ANPC-
DAB converter operating at 8 kW 20 kHz 800 V/400 V. The experimental setup is shown
in Figure 17. The platform consists of the ANPC-DAB converter, control system, load
simulator and DC source.

The ANPC-DAB converter employs isolated voltage sensors, LEM DVC 1000-P (two
for the ANPC input capacitors and one for the output voltage), and a current sensor,
LEM LA 55-P, to monitor the output current. The ANPC and H-bridge were built using
CREE CAS120M12BM2 modules, with three modules for ANPC and two modules for the
H-bridge. Capacitor M119550731 77 G, 10 μF, 1.3 kV, forms one of the input capacitor
banks (two blocks of 12 capacitors—C1 = C2 = 120 μF) and output capacitor banks
(16 capacitors—C3 = 160 μF). The high-frequency transformer (HFT) has a turns ratio of
n = 1.2 and a power of 15 kVA.

The ANPC-DAB output load was simulated using a Cinergia GE&EL-50, a power
electronics device that is capable of simulating both AC and DC electrical networks. In
this study, the device was configured to simulate resistive loads. To power the converter,
two ePower model SPS 15 kW programmable DC sources were used.

The control system is based on the OPAL OP5700-RCP/HIL Virtex7 FPGA-based Real-
Time Simulator, which is equipped with an Intel Xeon E5 processor with 8 cores, 3.2 GHz
frequency, and 20 MB cache. The test bench was developed at Laboratory of Electronic
Engineering Applied to Renewable Energies, University of Alcalá de Henares, Madrid,
Spain. The four analog signals from the DAB sensors are received and processed by OPAL,
which generates the pulses to trigger the MOSFETs. The trigger signal is transmitted over
fiber optics between OPAL and ANPC-DAB.

This study includes steady-state and transient-behavior analysis, as well as assessment
of the computational burden. The steady-state performance of the ANPC-DAB converter
was evaluated in terms of output voltage, AC voltages, inductor current, and global losses.
Global losses were calculated by measuring the input and output power when the converter
operates in steady state.

The transient behavior for d > 1 using AMPC control was analyzed observing the
converter output voltage. In addition, all experiments were performed with traditional
MPC, referred to here as MPC, for comparisons with AMPC.

The goal was to simulate the behavior of the DC-DC stage of an SST in which one side
operates at 800 V and the other at 400 V, with the ANPC-DAB converter stabilizing the
voltage on the 400 V side.
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Figure 17. Experimental setup.

5.1. Computational Burden

The computation time of the proposed AMPC was measured with OPAL resources.
The AMPC controller takes 9.5 μs to run, while the time to run MPC was 8.7 μs. The AMPC
does not use complex optimization techniques, instead requires almost the same time as
the traditional MPC. When a 20 kHz switching frequency is utilized, 50 μs is available in
a single sampling period. Thus, there is enough time to implement other functionalities,
such as protections, MODBUS communication etc.

5.2. Steady-State Analysis

The steady-state analysis aims to compare the overall performance of the converter
using AMPC to that using MPC. In the first test, the load was set to 7.36 kW. At this point,
the AMPC operates with triangular modulation. Waveforms of vAC1(t), vAC2(t) and IL(t)
using AMPC and MPC are shown in Figures 18a and 18b, respectively.
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(a) 
 
 
 
 
 
 
(b) 

Figure 18. Waveforms of vAC1(t), vAC2(t) and IL(t). (a) MPC Control (b) AMPC Control.

The second test load was set to 8.4 kW. At this point, the AMPC operates with
trapezoidal modulation. Waveforms of vAC1(t), vAC2(t) and IL(t) using MPC and AMPC
are shown in Figures 19a and 19b, respectively.

(a) 
 
 
 
 
 
 
(b) 

Figure 19. Waveforms of vAC1(t), vAC2(t), and IL(t). (a) MPC control (b) AMPC control.
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Qualitatively, Figures 18b and 19b show that the converter operating with the MPC
has hard switching in state changes (P, Z, and N), whereas this change occurs in the
presence of current, dissipating more power in the switches. In contrast, the AMPC control
causes the converter to operate with soft switching, i.e., six soft switchings out of the eight
commutations in one cycle when the control chooses triangular modulation and four soft
switchings out of the eight commutations in one cycle when the control chooses trapezoidal
modulation.

Table 4 presents values of input voltage, output voltage, input current, and output
current for the two operating points mentioned above with MPC and AMPC control.

Table 4. Global losses in ANPC-DAB for AMPC and MPC control.

MPC AMPC

Load = 7.36 kW

VIN = 800.8 V VIN = 800.6 V
IIN = 9.75 A IIN = 9.53 A

VDC2 = 396.3 V VDC2 = 394.5 V
IDC2 = 18.23 A IDC2 = 18.13 A

η = 92.53% η = 93.77%

Load = 8.4 kW

VIN = 800.6 V VIN = 800.5 V
IIN = 11.02 A IIN = 10.83 A

VDC2 = 396.2 V VDC2 = 394.8 V
IDC2 = 20.8 A IDC2 = 20.71 A

η = 93.37% η = 94.33%

The proposed AMPC control demonstrated accurate response, with less than 1.4% er-
ror on the output voltage mean value. This control increased the converter’s global effi-
ciency without changing the hardware or increasing computational efforts. In microgrid
applications, where the SST operates at low loads for extended periods, high efficiency is
essential. The AMPC control strategy can save approximately 600 kWh of energy in one
year of operation (8.4 kW, 18 h of low load per day), equivalent to the monthly consumption
of three houses with a 200 kWh usage, simply through use of the AMPC control.

5.3. Transient Analysis

The transient behavior of the AMPC control was analyzed for load and voltage step on
the converter. The MPC control was subjected to the same analyses for comparison purposes.

In the first experiment, the load was changed from 7.36 kW to 8.40 kW to evaluate
the response of the AMPC to a modulation change, which is a critical situation. In order
to visualize the chosen modulation on the scope within other DAB variables, an analog
output was used, where 3 V indicates triangular modulation, 4 V indicates trapezoidal
modulation, and 5 V indicates SPS modulation (used in MPC).

Figures 20 and 21 show the behavior of the output voltage for AMPC and the MPC
controls, respectively, where the purple, blue, and yellow lines are the VDC2 voltage, the
IDC2 current, and the modulation used by the control, respectively.

The AMPC control can keep the output voltage stable and choose between triangular
and trapezoidal modulations according to the operating point, ensuring better converter
efficiency. The response time was less than 282 ms with an overshoot of less than 6.86%.
Comparing traditional MPC with AMPC, the differences in transient behavior are small.
The summarized results of the experiment are shown in Table 5.

In the second experiment, the Vre f voltage was changed from 380 V to 400 V.
Figures 22 and 23 show the behavior of the AMPC and the MPC controls, respectively,
where the purple, blue, yellow, and red lines are the VDC2 voltage, the IDC2 current, the
modulation used by the control, and the desired value for the output voltage Vre f , respectively.
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Figure 20. AMPC performance under a load step.

Figure 21. MPC performance under a load step.
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Table 5. Load-step results: comparison of AMPC × MPC.

Transition
AMPC

Settling Time
MPC

Settling Time
AMPC

Overshoot
MPC

Overshoot

7.36 kW → 8.40 kW 214 ms 182 ms (400−387.5)
400 = 3.1% (400−366.5)

400 = 8.4%

8.40 kW → 7.36 kW 282 ms 242 ms (400−429.5)
400 = −7.4% (400−423.5)

400 = −5.9%

Figure 22. AMPC performance under a Vre f step.

In this scenario, the AMPC strategy dynamically changes the phase shift and inner
phase shift in order to charge the output capacitor so that the VDC2 voltage reach the new
requested reference value.

AMPC and MPC showed similar performance. However, in the transition
Vre f = 400V → 380V, there was no undervoltage and the settling time was much shorter
than in the MPC. The summarized results of the experiment are shown in Table 6.

Table 6. Voltage step results: comparison of AMPC and MPC.

Transition
AMPC

Settling Time
MPC

Settling Time
AMPC

Overshoot
MPC

Overshoot

380 V → 400 V 190 ms 178 ms (400−425)
400 = −6.3% (400−440)

400 = −10%

400 V → 380 V 16 ms 358 ms (380−380)
380 = 0.00% (380−346)

380 = 8.95%

Unlike a simulated environment, the converter’s transient power transfer is limited,
which delays the response time in relation to other topologies. The insertion of the penalty
in the cost function prevents the ANPC input capacitor from discharging to levels that
cause the MOSFET’s protection trigger drivers to activate.
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Figure 23. MPC performance under a Vre f step.

6. Discussion

The DAB converter has many advantages for use in SSTs, including galvanic isolation,
bidirectional power flow, high power density, and the ability to operate as a buck or boost
with ZVS over a wide range. However, low loads and high voltages can pose challenges to
its efficiency and operation capacity. To address this difficulty, multilevel topologies such
as the ANPC-DAB can be used. In this topology, ANPC is applied on the high-voltage
side and an H-bridge is used on the low-voltage side. Experiments were conducted on an
8 kW 20 kHz 800 V/400 V prototype.

The traditional control method used in the DAB converter controls only the phase shift,
limiting its efficiency at low loads. To improve efficiency at low loads, different modulations
can be used to enable soft switching throughout the operating range. However, these
solutions require the selection of voltage values for the converter’s active bridges, which
involves complex optimization methods that can increase computational costs and hinder
practical application.

MPC is an advanced technique used in many electrical systems. Unlike conventional
control, it predicts the system’s future behavior using mathematical modeling and calculates
an optimal control signal to maintain the desired output. To enhance efficiency at low
loads, AMPC control, which employs triangular and trapezoidal modulations, is used. The
natural transition between these modulations results in a gradual change in the inductor’s
current waveform from triangular to trapezoidal or vice versa. This method is used to
obtain the highest efficiency when the DAB converter operates at low loads.

Real-time simulation was used to evaluate the frequency response and robustness of
the AMPC applied to the ANPC-DAB topology. The converter attenuates voltage-source
noise by −80 dB at low frequencies, with the worst case at 200 Hz, at which it attenuates
the disturbance by −13 dB. Additionally, AMPC offers low output impedance, allowing
for high-intensity output current without significant voltage drops, which is essential for
maintaining output current stability in applications with load variations.
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Robustness tests were conducted by varying the power transfer inductance and output
capacitance. There are several approaches to designing predictive controllers that are robust
to converter parameter variations. In this work, the reference is adjusted to ensure lower
error when the converter operates in steady state. Mean absolute error (MAE) values of
1.54% and 1.74% were obtained for a 50% variation in the nominal values for the inductor
and capacitor, respectively.

The impact of the G2 term in the cost function on the output voltage was demonstrated.
When α2 = 0, a resonance occurs in the output voltage, even in steady state. Resonance can
cause system instability, low performance, electrical noise, and electromagnetic interference,
which can affect nearby electronic systems. Therefore, the importance of the G2 term in
reducing oscillations in the system is evident.

Experimental results from the prototype indicate a significant improvement in con-
verter efficiency with the AMPC control, achieving 94.33% at 8.4 kW and 93.77% at 7.36 kW
in steady state, compared to 93.37% and 92.53%, respectively, with the MPC. While the
dynamic response of the AMPC control did not differ significantly from that of the MPC,
the MPC was faster and the AMPC showed smaller overshoots in most of the tests.

Finally, an important advantage of AMPC is that it eliminates the need for complex
optimization processes to choose the phase shift and inner phase shift, while also avoiding
the need for intense computational efforts. This study shows that the processing time
difference between MPC and AMPC is only 0.7 μs.

For future work, the control methodology discussed in this study can be applied to
input series output parallel (ISOP) structures to verify the energy efficiency of the structure
and evaluate the control behavior for transient situations and steady-state operation.

7. Conclusions

The present article proposes the application of the advanced AMPC control technique
in the ANPC-DAB topology. This topology enables the converter to operate at high voltages,
providing an alternative to ISOP structures, which operate in series and parallel.

Several real-time simulated analyses have shown that the AMPC control has high
capacity for voltage-source noise rejection and exhibits low output impedance. Additionally,
dynamic reference adjustment has improved the control’s robustness to variations in
converter parameters.

The experimental results from the prototype showed excellent dynamic and steady-
state performance. The AMPC exhibited dynamic response similar to that of the MPC.
However, in steady state, the efficiency of the converter was significantly improved with use
of the AMPC, reaching 94.33% at 8.4 kW and 93.77% at 7.36 kW in steady state, compared
to 93.37% and 92.53%, respectively, without the AMPC. Additionally, the control achieved
error rates below 1.4% in relation to the desired value.

Despite the benefits of using AMPC, the computational cost was not significantly
increased compared to MPC. The processing time was measured using OPAL resources,
which showed that the MPC processing time was 8.7 μs, while that of the AMPC was 9.5 μs.
Considering that the processor has 50 μs available (T = 1/20 kHz), applying AMPC leaves
enough time for other applications, such as protections and data communication.
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Abstract: The fast growth of the world’s energy demand in the modernized world has stirred many
countries around the globe to focus on power generation by abundantly available renewable energy
resources. Among them, wind energy has attained significant attention owing to its environment-
friendly nature along with other fabulous advantages. However, wind-integrated power systems
experience numerous voltage instability complexities due to the sporadic nature of wind. This paper
comprehensively reviews the problems of voltage instability in wind-integrated power systems, its
causes, consequences, improvement techniques, and implication of grid codes to keep the operation of
the network secure. Thorough understanding of the underlying issues related to voltage instability is
necessary for the development of effective mitigation techniques in order to facilitate wind integration
into power systems. Therefore, this review delves into the origin and consequences of voltage
instability, emphasizing its adverse impacts on the performance and reliability of power systems.
Moreover, it sheds light on the challenges of integrating wind energy with existing grids. This
manuscript provides a comprehensive overview of the essential features required for critical analysis
through a detailed examination of Voltage Stability Indices (VSIs). To address voltage stability issues
in wind-integrated power systems, this review examines diverse techniques proposed by researchers,
encompassing the tools utilized for assessment and mitigation. Therefore, in the field of power
system operation and renewable energy integration, this manuscript serves as a valuable resource for
researchers by comprehensively addressing the complexities and challenges associated with voltage
instability in wind-integrated power systems.

Keywords: voltage stability; wind farm integration; wind penetration level; low voltage ride-through
(LVRT); high voltage ride-through (HVRT); FACTS; voltage stability limit; voltage stability indices;
weakest bus; weak grid

1. Introduction

The never-ending potential of renewable energy resources has made them a viable
solution to get rid of costly fossil fuel-dependent energy generation portfolio and to cope
with the ever-increasing demand of energy due to fast population growth and intense
industrialization. Economic as well as eco-friendly attributes have nominated wind energy
as an excellent resource over various other renewable energy resources. Government
policies of many countries around the globe seem to be more inclined towards switching
their power generation pathways to wind energy [1]. Power electronics have revamped
the wind generation technology and altered the generation paradigm utterly to make
it as one of the most attractive energy origins [2]. The heavily loaded systems and the
increasing penetration of wind farms in the conventional power system have given rise
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to the complexity in power systems. Because of this, power systems are operating at the
verge of the stability limits that impose severe threats on the reliability of the system [3].
Many countries have published grid codes that are significant drivers for wind farm
integration to ensure system stability, power quality, protection of equipment, and demand
for interconnections and generation to the grid [4].

Multifarious factors like grid codes, Low Voltage Ride-Through (LVRT), High Voltage
Ride-Through (HVRT), Doubly Fed Induction Generator (DFIG) role, and permissible
penetration level of wind power need to be analyzed before proper wind power integration
to avoid a voltage instability aftermath. Thus, multiple solutions are presented by different
researchers to improve the power system stability that is mostly related to the voltage
stability of wind turbines’ generation and distribution systems. Many publications have
proposed different methodologies to improve voltage stability by using DFIG, but most
of them did not fully explore the crowbar circuit, which is a protecting circuit against
high voltages during power supply malfunction or power surge operation [5]. In [6],
the crowbar operation and its role during voltage dips are discussed; however, some of
the disadvantages of crowbar like increasing mechanical stress, power oscillations, and
consumption of more reactive power from the grid are not highlighted.

Reference [7] addressed a bunch of plus points about DFIG-based wind turbine sys-
tems, and the structure of DFIG with the interconnection between Rotor Side Converter
(RSC) and Grid Side Converter (GSC) in terms of reactive power support was also dis-
cussed; however, they did not talk about the reactive power limitation by these generators.
In the last few decades, most of the research work have highlighted and presented various
methods and techniques to improve the performance of wind-integrated power systems,
but some of its problems need more research. For example, extensive research has been
performed on LVRT. However, the researchers did not fully illustrate the emerging HVRT
behavior of Doubly Fed Induction Generators (DFIGs) [8–10].

High-Wind Speed Shut Down is also an essential consideration in wind farm integra-
tion, which few researchers have taken into account [11]. For voltage stability improvement,
most of the researchers have just focused on FACTS devices [12,13], even though other tools
like D-SMES (Distributed Superconducting Magnetic Energy Storage) for voltage stability
improvement exist, as has been discussed by [14]. Monitoring and measurement of the
power system are generally performed by SCADA, which is a sophisticated supervisory
system, but real-time tracking with any system changes makes the WAMS technology a
remarkable choice. There is vast research present on the SCADA system, while researchers
should focus on the WAMS technology [15–17].

In wind-integrated power systems, one of the major reasons for voltage instability is
the reduction in system inertia due to the reliance on energy conversion from wind, unlike
the rotational inertia of the conventional synchronous generators. Therefore, during faults,
the power grid is more susceptible to voltage and frequency fluctuations. Furthermore,
reactive power deficit and weak grid connections are also major concerns to the maintenance
of voltage stability. Wind turbines might not be able to provide sufficient reactive power
support owing to the technology employed and the limited capacity of the grid to transmit
power, leading to voltage instability. In addition, the intermittent nature of wind power and
the limited fault response also contribute to voltage and system instability. The reduced
contribution of wind turbines in fault current compared to conventional generators makes
it difficult to clear faults, potentially causing system instability and cascading effects. To
address these challenges, researchers have proposed different approaches to enhance
voltage and system stability, which includes upgradation of transmission and distribution
infrastructure and deployment of FACTS devices. Moreover, some studies have suggested
boosting the grid resilience with energy storage technology and demand side management
techniques. However, stress on the utility grid can be further relived by integrating
advanced forecasting tools, efficient monitoring systems, and hybrid power systems.

This paper is compiled in two sections (2 and 3). Section 2 highlights issues related
to voltage stability of a power system and the techniques for their prevention. Section 3
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covers the wind farms’ evolution and the integration of wind farms with conventional
grids. Lastly, penetration levels and the optimal location for wind farm integration are
also studied.

2. Overview of Voltage Stability

Voltage stability has become the most vital concern for today’s complex electrical
networks. It refers to the ability of a power system to maintain constant voltages at all
buses in the system after being subjected to a disturbance from a given initial operating
condition [18]. Multifarious causes are at the back-end that lay the foundation for voltage
instability. Some of the top-listed reasons include intensive use of capacitor banks for
reactive power compensation, voltage-insensitive loads, low system voltages, and over-
stressing the system with heavy loads [19,20]. M Johnson in [21] prescribed the slow voltage
instability phenomenon, and through mathematical computation, he manifested that there
is a fundamental relationship between system voltage (V) and reactive power (Q) and
thereby confirmed that limitations of the reactive power transfer across the transmission
lines are the prime cause of voltage instability that in turn gives rise to voltage collapse.

The load characteristic is one of the significant factors responsible for dynamic voltage
instability [22]. P W Sauer et al. explained the relationship between loading characteristics
and voltage stability [23]. Bradley R. Williams et al. in [24] presented that stalled air
conditioner compressors delay the voltage recovery following the fault. High Voltage
Direct Current (HVDC) link, induction motor load, and air conditioner loads affect the
short-term voltage stability, while long-term voltage stability is affected by thermostatic
loads, distributed voltage regulation, and tap changing of transformers [25,26]. Voltage
stability may also stem from rotor angle or frequency instability. In [27], Thierry Van
Cutsem illustrated two aspects of voltage instability. Firstly, voltage stability is distressed
by the tripping of generation or transmission equipment and secondly by a maximum
loading power attempt beyond its limits. The greatest threat to a power system is “blackout”
that is the complete outage of power. Deplorable voltage profile of any power system
causes blackouts that typically arise due to voltage collapse [28,29]. In case if any line trips,
the rest of the lines go on carrying the power, resulting in more reactive power consumption,
and thus, the voltage profile decays further [30]. Weak grids, climatic effects, abrupt load
changes, heavily loaded systems, and human errors are the factors because of which a
system encounters blackout [31–33]. Because of this, people suffer from communication and
traffic interruptions, and the countries have to face a considerable decline in the economy
and stock markets [32].

A deficiency of reactive power results in blackouts each year all around the world. A
glance over the globe in terms of significant outages over the past few decades highlights
the Tokyo blackout in 1987 [34], the S/SE Brazilian system blackout in 1997 [35], the US
and Canadian blackout in 2003, the Athen’s blackout in 2004, the Pakistan blackout in
2006, which are among the significant blackouts. According to engineers and operators,
the root of these blackouts was voltage instability that originated because of inadequate
reactive power supply between generation and load points [30,36]. While discussing
voltage stability of a power system, voltage stability limit is considered to be a worthy
mentioning aspect that renders an insight about the range of load increment on a particular
bus of a power system before it undergoes voltage instability. Load increment necessitates
the determination of the voltage stability limit to restrict a power system operation within
the permissible limits and stability margin [37–39]. Many researchers have shown their
interest in developing different methods to estimate the voltage stability limit in an efficient,
precise, and easy way. Some of the commonly utilized methods have been addressed here.

• PV and QV curves are commonly used to find out the voltage stability limit, which
is not an effective method because one has to generate a family of the curves using
simulation tools to determine the ceiling [37,38,40].

• Voltage stability index can be found using the static voltage stability index in terms of
the minimum singular value of the power flow Jacobian matrix [38,41,42].
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• Conventional load flow solution method and non-linear optimization technique can
also be utilized to find the voltage stability limit [43–45].

When a power system is equipped with Static Var Compensator (SVC), the voltage
stability limit of the system can be efficiently determined. M.H. Haque has verified it
through tests on a two-bus system and IEEE 14-bus system [37]. An Energy Storage
System (ESS) application is addressed in [46] for voltage stability enhancement, and the
smallest eigenvalue is exploited to evaluate the lower voltage stability limit. With a view
on the voltage stability limit, Chaisit Wannoi et al. suggested a repeated power flow-based
technique for better installing positions of renewable power generation units that are
integrated into a power system [47]. To cope with the need of maximizing the voltage
stability limit, M. Tripathy et al. exploited the Bacteria Foraging Algorithm (BFA) in [39,48]
for the proper allocation of transformer taps and the injection of reactive power at specific
buses. Furthermore, the authors proclaimed the superiority of the BFA through MATLAB
simulation based on the Interior-Point Successive Linearization Program (IPSLP) technique.
Simulation-based comparison between the Real-Coded Genetic Algorithm (RCGA) and
the Firefly Algorithm (FA) testifies the better efficiency of the latter to uplift the voltage
stability limit [49]. The load flow equations concerning the minimum modulus eigenvalue
have convergent behavior; therefore, a new approach is discussed in [50] for determining
the static voltage limit and identifying the weak bus. The On-load Tap Changer (OLTC)
having dynamic characteristics influences the system voltage stability, and therefore, it
describes the static voltage limit and the maximum transmission power by adjusting its
variable ratio properly [51].

During contingency and the standard operating scenario, an optimization-based
strategy is used for controlling the reactive power. From the solutions of mixed integer
programming problems and the backward–forward search approach with linear complexity,
magnitude and location of reactive power control can be determined [52]. The physical and
electrical characteristics like the thermal, voltage, and stability boundary decide the limit for
the maximum power transfer of an interconnected power system [53]. For the calculation of
the maximum power transfer limit, the static security constraints are considered because the
transient and dynamic constraints are very hard for online applications [54,55]. A predictor–
corrector framework is presented in [56] to obtain a fast estimation of the maximum power
transfer limit for the load increase model with a common scaling factor and to derive a
particular outline of the impedance matching state for the maximum power transfer.

In the last few decades, researchers have been trying to develop various techniques
to maximize the power transfer capability of a power system. In 1989, C.S. Indulkar et al.
determined the maximum power transfer capability of transmission systems of 220–500 kV
within stability limits by conducting tests on five different compensation schemes and
concluded that by increasing the degree of series compensation, the extent of the maximum
power transfer at the verge of stability could be enhanced. Moreover, the maximum power
transfer limit is highest in the case of leading power factor loads [57]. The maximum
power transfer expression bounded by voltage stability indicates that the point of the
maximum power transfer is independent of the connected load type and changes only
with the power factor of the load [51]. For different power factors, the PV and QV curves
are used to estimate the parameters like the maximum power transfer value and reactive
power transfer [58]. Maximum PowerPoint Tracking is highly essential in modern wind
farms because it determines the operating point where maximum power can be extracted
from wind streams. To achieve this economic benefit, four control strategies have been
summarized in [59], namely, Optimal Torque (OT), Control Speed Ratio (TSR) Control,
Perturbation and Observation (P&O) Control, and Power Signal Feedback (PSF) Control.

Xuan Wei and Joe H. Chow describe that, in the presence of Unified Power Flow
Converters (UPFC), maximum power can be transferred at its conventional voltage within
a rated capacity operation. FACTS devices improve the transfer capability of the power
system, and they must operate at their rated limits (mega Volt-Ampere, voltage, current)
to achieve maximum power transfer [60]. Static Synchronous Compensators (STATCOM)
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are shunt controllers that improve voltage stability by providing reactive power, thus
improving power transfer [61]. Reference [62] formulated the direct relationship between
impedance matching (IM) and power injection sensitivities, and through this work, the Sen-
sitivity Impedance Matching (SIM) tool is proposed to figure out the following: maximum
power transfer point, maximum load ability point, and instability conditions. Reference [63]
deals with the various loading characteristics on the maximum power transfer limit for the
critical values of series and shunt compensators by examining these two different schemes.
To quantify the amount of reactive power that could be added to the load end of an AC
transmission line system for maximum power transfer, the controlled compensation scheme
is addressed by [64] for different load models by neglecting the effect of line resistance
and capacitance.

2.1. Types of Voltage Stability

Based on the magnitude of disturbance, voltage stability is mainly categorized as large
disturbance and small disturbance. Each of these is further classified into short-term and
long-term depending upon the period.

2.1.1. Large Disturbance Voltage Stability

Enormous disturbance voltage stability refers to the system’s ability to maintain steady
voltages following significant disturbances such as system faults, loss of generation, or
circuit contingencies [18]. Large disturbance voltage instability usually arises due to long
transmission lines or tripping of generators [65]. The voltages at the several bus nodes
tend to decline by increasing the reactive power requirement during a massive disturbance
voltage instability, thereby the operating point and steady-state operating points get apart
from each other [66]. To shield the system from a failure, the large disturbance voltage
instability needs to be uprooted as swiftly as possible. Phasor Measurement Units (PMUs)
are very handy to deal with these circumstances [67]. It can lead the system to voltage
instability or rotor angle stability depending on the magnitude of the load attached. For
large loads, the system undergoes a voltage collapse point, while for lighter loads, the rotor
angle instability becomes prominent [68].

Using simulations, R.B.L. Guedes et al. argues in [68] that the Extended Lyapunov
Function can be utilized to determine the clearing time when a light load power system
undergoes voltage instability due to a significant disturbance. Tang Yong et al. believes
that load dynamics’ characteristics have a significant impact on short-term substantial
disturbance voltage stability and presented solutions for overcoming the short-term massive
disturbance voltage instability by either of the following: appropriate load shedding in
the under-voltage condition or running the system at high voltage and incorporating
reactive power injection devices [69]. Based on the induction motor’s electromechanical
transients, Sun Huadong et al. established an improved criterion involving less simulative
calculations for judging the short-term considerable disturbance voltage stability [70]. For
the improvement of the substantial disturbance voltage stability, G Naveen Kumar et al.
have suggested the appropriate use of Thyristor Controlled Series Capacitor (TCSC) and
SVC FACTS devices due to their robust nature against alternating climatic conditions [71].
Traditional load models cannot precisely describe the characteristics of load shedding under
low voltage. Xiao-yu Zheng et al. overcame this problem by presenting an improved and
novel load model in [72] with several advantages.

2.1.2. Small Disturbance Voltage Stability

Small disturbance voltage stability is the ability of the power system, for a given initial
operating condition, to maintain a steady voltage when subjected to a small disturbance
such as an incremental change in load demand [18,73,74]. By making use of sensitivity
information, factors affecting the small disturbance voltage stability can be determined.
This needs to linearize the power system under an equilibrium state [75]. Load charac-
teristics, discrete control, and continuous control at a given time-instant influences the
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small disturbance voltage stability [76]. For the determination of small disturbance voltage
stability, Liancheng Wang et al. proposed a novel Q angle index [77]. Using PMU with
AR model adaptation, Chao Xu proposed a new technique for real-time small disturbance
voltage stability analysis [78].

To assess small disturbance voltage stability, quite a few methods have been employed
that use either local or global measurements. Although these methods are fast, but being
less robust during the transient period, they cannot determine the precise equivalent param-
eters [79]. Keeping in view the fact that small disturbance voltage stability is independent
of the nature of the disturbance, Robin Preece et al. proposed the risk-based probabilistic
small disturbance security analysis (PSSA) to compute small disturbance stability risks [80].
Unlike large disturbance voltage stability, the small disturbance voltage stability is con-
cerned with small incremental variations in the system load. The processes undergoing
small disturbance voltage instability have a steady-state nature. The higher the reactive
power injection to the system, the higher the voltage rise. Hence, this benchmark can be
used to identify the small disturbance voltage stability by considering the performance
of each bus in the system. Q-V sensitivity is the yardstick to check the stability. If Q-V
sensitivity is positive for every bus, the system voltage is stable and vice versa [81,82].
Under various operating conditions, [73] carried out detailed analysis on grid-connected
Wound Rotor Induction Generator (WRIG)-based wind turbine system to study the small
disturbance voltage stability and concluded that the rotor resistance might reduce the
voltage stability margin.

2.1.3. Long-Term Voltage Stability

Long-term voltage stability involves slower acting equipment such as tap-changing
transformers, thermostatically controlled loads, and generator current limiters [18]. Caused
by a large disturbance, long-term voltage stability is an interlinked local phenomenon that
leads to power blackout [83]. The period of interest varies from 0.5 to several minutes [84].
Regardless of the use of power recovery components having load recovery characteristic
and the extensive use of On-load Tap Changer (OLTC), voltage collapse course may still
elongate, which is referred to as long-term voltage stability [85]. Inadequate supply of
reactive power to some buses results in long-term voltage stability. Many key contributors
like stressed power systems, maloperation of relays, load characteristics, improper fast
reactive power resources, and tap-changer response leading to long-term voltage collapse
have been reported in [86].

Based on the timescale, T.M.L. Assis et al. also presented midterm voltage stability [87]
and proposed a novel technique for voltage security assessment. This methodology is
a blend of the simulation techniques of Quasi Steady State (QSS) and Artificial Neural
Networks (ANNs). Non-linear time domain dynamic simulations show the impact of
induction generators on long-term voltage stability and also indicate that their existence
squeezes the voltage stability margin in distribution networks [88]. OLTC with Line
Drop Compensator (LDC) and Automatic Voltage Controller (AVC) relay has been used
as a prevalent voltage control method. For preventing excessive tap changing, OLTC
maintains an appropriate voltage at its secondary with a time delay of 30 to 60 s [89]. Model
Predictive Control (MPC) is a magnificent technology because of its numerous benefits in
long-term voltage stability improvement by performing trajectory sensitivity-based load
shedding [90]. Angel Perez et al. briefly discussed various methods to evaluate long-term
voltage stability [91]. Wenjie Zheng et al. [92] worked for the enhancement of long-term
voltage stability through direct dynamic optimization.

2.1.4. Short-Term Voltage Stability

During the transient region, after being subjected to large disturbances, short-term
voltage stability is one of the major concerns for a power system [93]. Short-term voltage
stability refers to the dynamics of the faster components of load like HVDC converters,
induction motors, and electronically controlled loads [18]. Various researchers have figured
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out that the extensive use of capacitor banks, voltage-intensive loads, air conditioners, and
compressor motors having low inertia made the short-term voltage stability a consequential
phenomenon [94–97]. During short-term voltage instability, the motor loads frequently
compensated by shunt capacitor banks draw very high currents [19]. The occurrence of
voltage drop due to a fault leads to dynamic load to restore the consumed power. This
eventually results in short-term voltage instability. Long-term instability may lead to short-
term instability. It causes a synchronization loss of generators and delays for motors [98].

SVC and STATCOM are dynamic VAR compensators with appropriate control strate-
gies that can efficiently improve the short-term voltage stability by supporting fast dynamic
reactive power [99]. The methods to improve the short-term voltage stability problem
can be classified in two ways as an emergency and preventive control [97,100]. Voltage
instability problems with their solutions, including proper placement of dynamic VAR, are
presented by Ashutosh Tiwari et al. in [95].

An appropriate solution of differential equations is required in the analysis of short-
term voltage stability. The period for the short-term instability may vary from few to many
seconds [18]. With the help of Quasi Steady State (QSS) time domain simulation, we can
calculate short-term voltage stability considering short-term voltage stability points [85].
Based on the Neural Networks with Random Weights (NNRWs) algorithm and ensemble
learning strategy, Yan Xu et al. proposed a hierarchical intelligence system (IS) in [101], and
K. Kawabe et al. presented a PV plane stability boundary line indicating the deceleration or
acceleration of the induction motor [102] for the assessment of short-term voltage instability.

2.2. Voltage Stability Assessment

Voltage stability assessment is imperative for taking precautionary measures to mit-
igate the complications leading to voltage collapse. Conventionally, PV and QV curves
are used to estimate the voltage stability margin. Owing to the assiduous time-consuming
repetitive power flow simulations under various loading conditions, researchers are more
inclined toward Voltage Stability Indices (VSIs) [103]. Voltage Stability Indices are powerful
tools for detecting the proximity to the voltage collapse point and providing valuable
information regarding critical lines [104], system loading, and weak nodes of a loaded
power system [105]. The weakest lines and buses are the ones that have a voltage stability
index closest to a critical value. Therefore, it is essential to evaluate VSIs at each node of a
system, and the value of VSI varies between 0 and 1 [106]. Voltage Stability Indices can be
broadly categorized into two types, namely [3,107]:

1. Jacobian matrix and System variable-based Voltage Stability Indices.
2. Bus, line, and overall Voltage Stability Indices.

A system-based VSIs make use of system parameters such as line power, bus volt-
age, and admittance matrix and are advantageous for online monitoring, while ‘Jacobian
matrix-based VSIs’ are suitable for the accurate calculation of the voltage stability margin,
which is difficult to calculate by the former [108]. Moreover, system variable-based indices
require much less computing time and a weak bus/line can be identified precisely, while
the Jacobian-based indices are very effective in the discovery of the voltage collapse point
and maximum load ability, but a very high computational time results in an inappropriate
online assessment, which makes them less preferable [3,109]. Offline VSIs are used in
planning while online VSIs determine the voltage collapse proximity for controlling voltage
instability automatically or manually by the operator to prevent blackout [108]. Voltage Sta-
bility Indices are very helpful to observe the online changes in the system parameters, and
they are scalar magnitudes, which quantify the distance of the voltage collapse point from
the operating point, and they are derived from the properties of voltage collapse [110,111].
Table 1 summarizes different VSIs in terms of their characteristics, critical values, and their
formulations.

189



Energies 2024, 17, 644

Table 1. List of VSIs.

Sr. Index Proposed by Expression/Formula Critical Value Salient Features
Input variables (of

Formula)
References

1
Fast Voltage
Stability Index
(FVSI)

Ismail Musiril
et al. FVSI = (4Z2Qj)/Vi

2Xij
Critical value ≥
1

Used in
determining the
weakest bus, line
criticalness, and
maximum
load-ability

Z = Line impedance
Xij = Line reactance
Qj = Receiving end
reactive power
Vi = Sending end voltage

[106]

2 Line Stability
Index (Lmn) M. Moghavvemi Lmn = 4xQr

[Vssin (θ−δ)]2

If Lmn = 1,
system is near to
voltage collapse;
Lmn < 1 means
system is stable;
Lmn = 0
means system
has no load

Based on ‘’Power
flow through a
single line.”
Uses little
information like
the specific local
measurements

Vs= Sending bus voltage
θ = Line impedance angle
δ = Angle difference between
the supply voltage and
receiving end voltage
Qr = Reactive power flow
of receiving bus
4X = Line reactance

[112–114]

3
Line Voltage
Stability Index
(Li)

Arya et al. Li = AvCos(δ − α)
δ = δk − δm

Li < 0.5
This index
halves at voltage
collapse

A =
VR
VS

VR = Receiving end
voltage
VS = Sending end voltage
Phase angle across the line

[103]

4
Equivalent Node
Voltage Collapse
Index (ENVCI)

Yang Wang et al. ENVCI =
2EkVncos θkn − E2

k

For strongest
bus,
ENVCI = 1;
for weakest bus,
ENVCI = 0

Useful for online
assessment.
It is quickly
determined by
using the voltage
phasors

Vn= Voltage at Nth node
Ek = Voltage of the
external system
θkn = θk − θn

[115–117]

5
Novel Line
Stability Index
(NLSI)

A. Yazdanpanah-
Goharrizi
et al.

NLSI = PR+QX
0.25V2

1 cos2δ

Value close to 1
indicates voltage
collapse point

Consider both
active and
reactive power;
accurate results

P= Active power
Q= Reactive power
R= Resistance of line
X= Reactance of line
V1= Sending end voltage
δ= Angle difference
between sending and
receiving buses

[118–120]

6
Voltage Collapse
Point Indicators
(VCPIs)

M. Moghavvemi
and O. Faruque

VCPI(1) = Pr
Pr (max)

VCP(2) = Qr
Qr (max)

VCPI(3) = Pl
Pl (max)

Pl = Real power loss
in the line
Pl(max) Maximum
possible real power loss
VCPI(4) = Ql

Ql (max)

Lmn = 1 means
system is near to
voltage collapse;
Lmn < 1 means
system is stable;
Lmn = 0
means system
has no load

Based on ‘’Power
flow through a
single line.”
This is based on
the concept of
maximum power
transferred
through the lines
of the
network.
A higher degree
of reliability;
higher accuracy;
simple;
easy to calculate;
We do not need
the information
on other lines in
the system for
calculation. We
need specific
local
measurements

Pr = Real power
transferred to the
receiving end
Pr(max) = Maximum real
power that can be
transferred
Qr = Reactive power
transferred to the
receiving end
Qr(max) = Maximum
reactive power that can be
transferred
Pl = Real power loss in the
line
Pl(max) = Maximum
possible real power loss
Qr = Reactive power loss
in the line
Qr(max) = Maximum
possible reactive power
loss

[3,121,122]

7 LQP index Mohammad
et al.

LQP =
4(X/Vs

2)(X/Vs
2(Ps

2 +
QR))

LQP = 4( X
V2

i
)(Qr +

XP2
i

V2
i
)

LQP =1 means
the system is
near to voltage
collapse

Based on line
stability factors;
fast computation
capability;
helps to find the
cause of voltage
collapse

X = Reactance
R = Resistance
Vi = Input Voltage
Pi = Input power
Qr = Reactive power at
receiving end

[123,124]

8 VSI_1 Y. Gong et al.
VSI_1 =

(
Pmargin

Pmax
,

Qmargin
Qmax

,
Smargin

Smax
)

VSI_1 = 0
System collapse

Provides voltage
stability margin
of each bus. Also
diversifies the
most critical load
bus

Pmargin = Pmax − P
Qmargin = Qmax − Q
Smargin = Smax − S
Pmargin = Active load
margin
Qmargin = Reactive load
margin
Smargin = Apparent load
margin

[125,126]
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Table 1. Cont.

Sr. Index Proposed by Expression/Formula Critical Value Salient Features
Input variables (of

Formula)
References

9
Power Transfer
Stability Index
(PTSI)

M. Nizam et al.
PTSI =
2SL ZThev (1+cos (β−α))

E2
Thev

1 indicates
voltage collapse
point

Helps in finding
dynamic voltage
collapse

EThev = Thevenin voltage
ZThev = Thevenin
impedance
SL = Maximum load
apparent power
β, α = Load phase angles

[127]

10 Line Index (Lij)
C.Subramani
et al. Lij =

4Z2Qj
V2

i (Rsin δ+Xcos δ)2

Lij = 0 line is
close to voltage
collapse

Easily identifies
the weak areas of
a nearly stressed
system

Z = Line impedance
X = Line reactance
Vi = Sending end voltage
Qj = Receiving end
reactive power

[128,129]

11 LSR

Mario A.
Albuquerque
and Carlos A.
Castro

LSR = Sr
Sr max

Lsr = 1 voltage
stability
indication

Easily used in
real time;
exactly
recognizes the
critical
contingencies

Sr = Apparent power flow
Sr max = Maximum power
transfer

[130]

12
New Voltage
Stability Index
(NVSI)

R. Kanimozhi
et al. NVSI =

2X
√

Pj
2+Qj

2

2Qj X−V2
i

1 indicates
critical line

This index
relates real and
reactive powers;
high standard
voltage
instability
prediction;
relates real and
reactive power;
exact voltage
stability
prediction

X = Line reactance
P = Real Power
Vi = Sending end voltage
Qj = Reactive power at
receiving end

[131,132]

13
Voltage reactive
power index
(VQILine)

F.A. Althowibi
et al. VQILine =

4Qkm

|Bkm |.|Vk |2
1 is the point at
which voltage
collapses

Easily tells the
distance from the
point of voltage
collapse of any
line;
high speed and
accuracy

Qm = Receiving reactive
power at bus
Vk = Sending voltage at
system bus
Ykm = Line admittance
between bus k and m
Bkm = Ykmsin θ

[133]

2.3. Voltage Stability Improvement by FACTS Devices

Originated by a reactive power imbalance, voltage instability has always been a serious
attention-seeking problem in a power system. Fast control features of FACTS devices make
them a great candidate to control and regulate both active and reactive powers, thereby
restricting the voltage magnitudes within the stability margins [134,135]. FACTS are the
power-electronic devices used to escalate reactive power generation and hence can improve
voltage stability [136]. Suitable site selection for the allocation of FACTS devices is a must
to exploit them efficiently. Incorporating these devices at the weakest bus yields in boosting
up the voltage profile of a power system [13,137,138]. The evolutionary algorithm-based
method concerning cost function is presented in [139] and the Genetic Algorithm (GA)-
based novel technique is presented in [12,140,141] to dilate the voltage stability margin and
diminish system losses by the optimal allocation of Multi-type FACTS devices. Introduced
by Eberhart and Kennedy, the Particle Swarm Optimization (PSO) algorithm can also be
employed to maximize system load-ability regarding a minimum cost of the installation of
the devices [142]. However, the Group Search Optimizer with Multiple Producer (GSOMP)
algorithm has been used in [143] for improving voltage and lessening the real power loss by
multiple FACTS devices. It is effective for finding the multiple FACTS device parameters,
because it gives better results in average and minimum form for power loss optimization
as compare to Particle Swarm Optimizer (PSO).

Dr. J. Amarnath et al. suggested the optimal location of Static VAR Compensator at the
particular bus that has the most negative sensitivity index for the voltage stability enhance-
ment, whereas the optimal location for Thyristor Controlled Series Compensator (TCSC) is
the bus with the most positive loss sensitivity index [144]. Reference [135] examined the
effectiveness of TCSC, SVC, and UPFC to study voltage stability in various scenarios by
implementing them in a common Newton Raphson power flow. The authors concluded
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that UPFC amalgamates the benefits of both TCSC and SVC, namely reduction in active
power loss and improvement in voltage profile. The authors of [145] proposed a general
methodology for the improvement of steady-state voltage stability using FACTS devices
in an IEEE 39-bus test system environment. A. Rathi et al. offered a different Distributed
Flexible AC Transmission System (D-FACTS), for controlling system voltage by examining
sensitivities of voltage magnitudes with respect to variations in line impedances [146].
Figure 1 demonstrates types of FACTS devices, and Table 2 summarizes some important
FACTS devices used for voltage stability improvement with special findings asserted by
several researchers.

 

Figure 1. Classification of FACTS devices.

Table 2. List of FACTS devices.

Sr FACT Device Category Salient Features Special Findings Refs.

1 SSSC

Series

• To elude voltage unbalance, SSSC
uses the voltage source inverter
(VSI), which controls the rotor
current, which in turn controls the
reactive and active power fed from
the wind farm to the connected grid

• Provides a better series of
compensation

• Provides the active DFIG

• C. Udhaya Shankar et al. conducted
tests at a specific bus of two machine
power systems and concluded via
simulations that voltage stability
had been improved along with the
damped power oscillations using
SSSC.

• SSSC has been called the best
controller for voltage stability
improvement by Hridya.K.R et al.
based on their simulations in PSAT.
They made use of line index voltage
stability Lmn to conduct the test to
simulate two disturbances to get the
desired outcomes.

[147–150]

2 TCSC

• It is located at the line that held the
most positive ‘loss sensitivity index’
for reactive power load reduction

• Used at the line having the most
negative ‘sensitivity index’ for PI
method

• Can be operated in both capacitive
and inductive regions and hence acts
as a controllable series impedance
for wind voltage instability

• F. Z. GHERBI and ABDSALLEM
analyzed the impact of integrating
wind generation and FACTS on the
voltage collapse and active losses of
IEEE 30 bus system, and they
concluded that TCSC is the best
choice for the active power control.

• Joshi and Mohan used the TCSC for
the interconnection of wind turbines
to grid in terms of voltage stability
issues. In their literature, they
performed modeling of TCSC
connected to a wind turbine along
with an induction generator that
resulted in its effectiveness for
voltage unbalance compensation
and fault current limitation.

[151–154]
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Table 2. Cont.

Sr FACT Device Category Salient Features Special Findings Refs.

3 SVC

Shunt

• SVC is based on thyristor-controlled
rectifier (TCR)

• SVC has to be located at a bus with
the greatest negative ‘Cij sensitivity
index’

• Controls the equivalent resistance of
a bus to control its voltage and SVC
is like a shunt reactor

• SVC improves the bus voltage more
than that of a TCSC present in a line,
so SVC is better

• Based on annual operating cost
expectation, location of SVC has
been proposed

• By employing SVC in a wind farm
with PSCAD/EMTDC program,
Zakieldeen Elhassan et al. presented
that terminal voltage (VT) has
improved from 0.9078 pu to 1.0 pu.
The voltage at the point of common
coupling (VPCC) is enhanced from
0.9395 pu to 1.003 pu.

• Tang Baofeng et al. presented a
substation in Liutun connecting
three 220 kV fault buses of Hancun,
Cangxi, and Yuzhuang. The
simulation result showed
enrichment in voltage profile by
SVC usage from 0.004 pu to 0.009 pu
at Liutun substation.

[144,155–158]

4 STATCOM

• Gives fast and smooth steady state
and moreover the transient voltage
control at the points of voltage dips
in the system

• The response is faster in STATCOM
as compared to SVC

• As compared to SVC, compensating
current of STATCOM is independent
of common point voltage. So, it does
not change with a voltage dip

• Operates at full capacity even
during low voltages

• Keping Zhu et al. employed cascade
STATCOM with a grid-connected
wind form to enhance voltage
stability. Through simulations, they
showed that cascade STATCOM
could govern the voltage profile
quickly and smoothly by providing
reactive power to the grid-connected
wind farm.

• Ahvand Jalali et al. showed how to
upsurge the voltage stability of
power networks with embedded
wind farms by combining
STATCOM with Energy Storage
Systems (ESSs) and also highlighted
the placements of these devices to
boost up VSM.

[159–162]

5 UPFC Combined series shunt

• Controls active and reactive power
in both ways either simultaneously
or selectively

• Gives direct bus and line control
• Good series compensator
• Phase shifter
• Controls power flow for only one

transmission line
• UPFC arrangement with the wind

form sustains the voltage imbalance
during integration with the grid

• Yasser M. Alharbi et al. applied
UPFC to improve the LVRT
capability of DFIG-based wind
turbine systems. Via simulations,
they showed that the proposed
controller for UPFC can appreciably
improve the LVRT ability of the
wind turbines and assure the
continuity of power delivery during
small voltage dips.

• A. Papantoniou et al. simulated a
wind farm model whose voltage
profile was 10% less than the
nominal voltage and stabilized to
nominal value after insertion of
UPFC.

[163–165]

6 D-Var

• A type of STATCOM
• Effectively solve the problems of

wind energy generation
• Controls the overall voltage profile

at the collector bus
• Additionally, it controls the nearby

switching of capacitor devices to
improve voltage stability

• Diminishes the transients of
capacitor-switching

• A. Kehrli et al. presented an 8 MVar
D-Var system controlling nine banks
to correct power factor. Between the
utility and turbine, 1 MVA D-Var
incorporated injections of about
2.3 MVar at point of common
coupling to diminish the voltage dip
and bring the wind farm to the
normal condition after the
voltage dips.

[159]

2.4. Identification of Weakest Bus

Power system stability is at stack when the voltage of one of the buses approaches its
collapse point, and ultimately, the system leads to a blackout. To ensure the operation of
the power system is within the security constraints, it is utmost important to figure out the
weakest bus in the power system under various operating conditions [166,167]. The weakest
bus is the one that is heavily loaded, has the most sensitive voltage, and first reaches the
minimum/maximum limit after which system security gets affected. The most influential
factors that determine the strength of a bus are the R/X ratio of interconnections, load
directions, load models, the different network configuration, installation of compensators,
and generators. Moreover, the lack of local and remote VARs can have the worst impact on
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the critical bus [168–171]. A power system can be analyzed in two aspects: one is static and
the other is dynamic. The former approach is utilized to signify the weakest bus. However,
this approach can cause the loss of dynamic stability of the system [172]. The purpose of
weakest bus identification is to improve the voltage profile on these buses for increasing
the power transfer capability and maximum loading limit [173]. Secondly, it furnishes the
exact information about the optimal reactive power planning, and it directs better sites for
the installation of reactive power sources [174]. As it is vital to determine the weakest bus
in the system, different researchers used various computational tools and methods to spot
such a bus. For example, reference [175] deals with the voltage collapse proximity indicator
(VCPI) method; the Singular Value Decomposition (SVD) method is examined in [176];
in [177], the authors used the real-coded simple Security Constraint Genetic Algorithm
(SCGA) to compute the maximum loading limit for different IEEE standard bus systems;
and [178] makes use of the nodal voltage security assessment tool. M. K. Jalboub et al.
made use of Singular Value Decomposition, multivariable control, and modal analysis to
study voltage stability and determine the weakest bus in the system [179].

In references [171,180], various Voltage Stability Indices have been explained to evalu-
ate the strength of a bus irrespective of the load type. These are:

� voltage sensitivity factor;
� reactive power margin;
� L-Index.

The estimated value of L-Index varies between 0 and 1 [181]. In a nutshell, determi-
nation of the weakest bus in a power system is inevitable to restrict the system within
permissible limits.

3. Wind-Integrated Power Systems

Due to the intensive demand growth for electric power in every sector of life, the appro-
priate financial and environmentally friendly resources are getting a great deal of attention.
The wind energy market has been a far-reaching subject of interest, especially in European,
North American, and Asian countries like China in the several past decades. A glance over
some statistics about wind power capacity in the near past indicates that the wind capacity
has increased from 6000 MW (1996) to 197,000 MW (December 2010) [177]. Up until 2006,
the countries with the highest total installed capacity were Germany (20,622 MW), Spain
(11,615 MW), USA (11,603 MW), India (6270 MW), and Denmark (3136 MW), and this
kept on increasing year after year [182]. In 2015, the increase in wind generation was
equal to almost half of the global electricity growth [183]. Globally, the year 2015 crossed
the 60 GW mark for the first time in history, and 63 GW of online power capacity was
injected to the system. In Asia, China sustained its premiership position and installed
30.8 GW of wind energy at the end of 2015. India remained unbeatable at the second
position in Asia and installed 2623 MW for the total of 25,088 MW. The US market, which
is the second single largest market after China in terms of total installed capacity, added
4000 new turbines for the total capacity of 8598 MW in 2014 and got a 77% increase over
the year 2014 [183]. At the end of 2016, the new installed capacities for different regions
around the globe include Africa and Middle East (418 MW), Asia (27,680 MW), Europe
(13,926 MW), Latin America and Caribbean (3079 MW), North America (9359 MW), and
the Pacific Region (54,600 MW) [178]. The study on the rate and pace of wind energy
growth reflects that 12% of all the electricity generation will come from wind resources by
2020 [184,185]. Figure 2 graphically shows the gradual increase in the wind market over
the last two decades, whereas the regional installed capacity (MW) by the end of 2016 is
shown in Figure 3 [186,187].
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Figure 2. Gradual rise of wind capacity (MW) over last two decades.

 

Figure 3. Regional installed capacity (MW).

Pakistan, a developing country, has been going through energy crises for the past
several decades. Currently, the amounts of generating and demanding power are not
getting closer. Hence, researchers and engineers are trying to explore more resources of
power generation to get rid of the energy crises. Among renewable energy resources, wind
energy is also being paid heed in many areas of Pakistan. The availability of wind speed
needed to operate wind turbines is low in Pakistan [188]. A few areas have sufficient wind
speed like the Jhimpir Wind Power Plant that is located at Jhimpir in Thatta, District of
Sindh province in Pakistan. This power plant comprises 33 wind turbines, injecting a total
capacity of 56.4 MW of power into the system. At present, 45 wind power projects are
working in Pakistan, with 3200 MW capacity [189].
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3.1. Grid Codes

Nature has gifted us numerous efficient wind sites around the globe, but unfortunately,
most of them exist far away from the load centers and are weakly interlinked via long
transmission lines. Under such conditions, the steady state voltage level gets affected by
pouring a large amount of power into the system. To make the system secure, stable, and
reliable, we have to consider grid codes [190]. Grid codes are formulated to ensure steadfast
operating conditions and to correlate the on-working generating unit disturbances. A grid
code presents the requirements for the proper interconnections of wind power plants with
the grid [191]. At the point of interconnection, grid codes primarily circumscribe the grid
specifications and requirements. Grid codes differ substantially on several bases such as
the nature of country/region or the type of transmission and distribution system [192]. The
main causes of varying requirements of grid codes correlate with the network structure,
short circuit capacity, the technology used in the wind turbine, total installed capacity, and
the amount of the penetration level [193]. There are plenty of mandatory requirements in
grid codes, but from the wind farm outlook, some are as follows [192]:

• active power control;
• frequency control;
• voltage regulation;
• frequency variations;
• overvoltage conditions;
• fault ride-through;
• voltage regulation and power factor;
• power quality.

Andreas Armenakis et al. proposed some additional parameters such as requirements
for reactive power, short-circuit current, and provision of ancillary services on significant
grid users for the small wind farms connected to small distribution grid in Cyprus [194].
The reactive power output control for the wind farm is essentially regulated within the
reactive power range to reach this set point [195]. E. Fagan et al. proposed the Irish
grid code design and examined the supplementary requirements like provision of signals,
control, and communications added on by the System Dispatch Codes. To employ the
voltage and frequency requirements, the signals and control commands are needed for
transmission system operators (TSOs) [196]. Another requirement for the Irish wind grid
code is that the wind farm should be adequate to supervise the ramp rate of its active power
output with a maximum MW per minute ramp rate that is adjusted by the transmission
system operators (TSOs) [193]. Germany (EON) spells out both the maximum permissible
active power change and the minimum required active power reduction capability. While
the grid codes of China (SGCC), Britain (NGC), and Ireland (ESB) only set the maximum
ramp rate [193].

3.2. Wind Farm Integration

To overcome the deficiency of non-renewable energy sources, wind energy has turned
out to be the most popular energy generation method, and wind farms are being integrated
with the conventional grid at a high rate and pace in many developed countries [196].
In this process, one of the serious problems that we have to deal with is the voltage
instability, which arises due to the fluctuating nature of wind power [197,198]. That is
why, now, power system utilities’ interests are more inclined towards stability issues
rather than power quality [199,200]. Generators used in wind turbines can be broadly
categorized into two classes, which are fixed speed and variable speed. Squirrel Cage
Induction Generator (SCIG) falls in the first category as its output is directly coupled with
the grid. SCIGs can only absorb reactive power, whereas variable rotational speed DFIGs
can produce or consume reactive power. This makes DFIGs a better choice in wind farm
integration [196,199,200]. The installation of Automatic Voltage Regulators (AVRs) in all
the generators can be helpful to avoid the small fluctuations in voltage and restore grid
stability after the integration of wind farm [201].
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Without sufficient reactive power support, the wind farm connected to a weak node
may be tripped due to AC under-voltage protection if the node voltages stay too low,
eventually leading the system towards voltage collapse [202]. The increased wind power
capacity decreases the voltage stability margin even in the presence of the crowbar; the
voltage stability of DFIG-based systems remain vulnerable at the point of fault clearance
as long as the fault persists [203]. Different types of wind turbines can be integrated with
the conventional grid, and the impact of some of the turbines on voltage stability has been
reported in [202]. The impact on voltage stability with respect to the type of wind turbine,
for e.g., DFIG vs. full-converter, depends on various factors. One of the major factors is
reactive power control capability. Full-converter wind turbines offer high flexibility in
reactive power control. Regardless of the amount of active power generation, they can
absorb and inject reactive power to provide voltage regulation and grid stability. On the
other hand, reactive power control capabilities of doubly-fed induction generators (DFIGs)
are very limited. In order to provide adequate reactive power support, they usually require
additional equipment such as static var compensators (SVCs). Consequently, under certain
conditions, DFIG-based wind farms are more prone to voltage dips. Another important
factor is the fault ride-through (FRT) capability. During temporary faults or voltage dips,
wind turbines with strong FRT capabilities can remain connected to the grid. Therefore, the
impact on grid stability will be minimized, cascading outages can be prevented, and faster
recovery of the grid is possible. However, during faults, wind turbines with weaker FRT
capabilities may detach from the power grid, posing a risk to system stability and further
exacerbating voltage dips. Furthermore, wind turbines associated with weak grids (high
line impedance) or operating at low power may not be able to provide sufficient reactive
power support during faults and therefore are more likely to contribute to voltage drops.
Conversely, necessary reactive power support can be provided by the wind turbine attached
to strong grids or operating at high power to enhance voltage stability. Therefore, owing to
strong FRT capabilities and flexible reactive power control, full-converter wind turbines
are preferred for voltage stability. However, with careful planning and an appropriate
grid support, DFIG wind turbines can also be installed. Operating conditions and the
entire system configuration play a vital role in any wind turbine type’s response to the
faults. Consequently, in order to analyze the impact of wind integration, detailed studies
and simulations must be carried out on a case-by-case basis. Based on simulation results,
reference [204] concluded that the increase in the penetration level of wind farm results in
system instability that imposes severe effects on the voltage profile of the system.

Hierarchical Security Constrained Optimal Power Flow (SCOPF) is a cost-saving
method used for large wind-integrated system that makes the calculations easy by separat-
ing the AC system from the DC system [205]. The effect of wind farm integration on the
system’s voltage stability is dependent on the load characteristics. Based on load types,
a comparative study is conducted in [206], with and without considering load voltage
dependency, concerning the location of the synchronous compensator and penetration of
wind farm generation.

3.3. Weak Grids

Integration of wind farm with the conventional grid possesses serious threats on the
stability, security, and reliability of the normal operation of a power system. The bulk
amount of wind energy injection via long transmission lines with a limited short circuit
ratio (SCR) result in low short circuit current and hence diminishes the system strength.
When a wind farm is being integrated with a weak grid, it leads the system stability to a
more precarious state. Keeping in mind the severity of the fact, many of the researchers
have paid due attention to this troublesome phenomenon [207–209]. Considering the static
and dynamic performance, IEEE standard 1204 [210] defines the weak alternating grid:

1. the AC system impedance may be high relative to DC power at the point of common
coupling (PCC);
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2. AC system mechanical inertia which may be inadequate relative to the DC power
infeed [210,211].

Among various gauges mentioned in the literature, Low Short Circuit Ratio (LSCR)
is the main indicator of the weakness of a grid [207]. In [209], Short Circuit Ratio (SCR) is
described as:

SCR = S′′
K_PCC/Swind_power_plant (1)

where S′′
K_PCC = short circuit power at the wind power plant point of common coupling

and SWind_Power_Plant = wind power plant capacity.
Refs. [211–213] designated the grid as strong when the SCR is between 20 and 25,

and for weakness, the value lies below 6–10. A grid is recognized as weak if the value of
the effective SCR is less than 2.5 [214]. Low effective DC inertia constant also acts as an
indication of a weak grid [215] if its value is below two [214,216,217], which addressed
different problems associated with the weak grid itself and when it is connected with
the wind farm and provided some useful solutions for the issues. Among innumerable
complications of the weak grid, voltage instability is a drastic one, because the occurrence
of fault at the point of common connection (PCC) will cause a voltage dip that results in
tripping of several turbines if not controlled well in time [218]. To meet the challenge for
voltage control, the adequate amount of reactive power compatibility is ensured. Under a
weak grid, the dV/dQ sensitivity is high. According to [219], a grid having the value of its
SCR less than three is considered as feeble. Consequently, an SCR less than its threshold
value leads to noncompliance action of the turbine, thus generating voltage oscillations.
Voltage stability analysis is performed that is based on PV and QV curve method with the
different short-circuit ratios and X/R of the external grid [217].

The impedance could increase further because of several faults, load dynamics, and
line tripping [220]. Furthermore, the electromagnetic stability is associated with the me-
chanical design. The Permanent Magnet Synchronous Generator (PMSG) and DFIG may
cause electromagnetic stability problems in a weak grid. DFIG output variation causes the
worst voltage fluctuation in a weak grid [221]. Electromagnetic stability can be improved by
modifying specific mechanical design features, which includes elimination of the gearbox.
This helps to improve the overall system efficiency and reduce the potential of mechanical
failures. Furthermore, a faster reactive power response can be achieved to enhance stability.
To improve the power output smoothness and minimize the torque fluctuations, an optimal
aerodynamic design of the blades can be developed. It will also improve voltage and
electromagnetic stability and reduce stress on the electrical system. Additionally, stability
can be improved by using a composite material such as carbon fiber to create lighter blades.
The overall system stability can be enhanced by utilizing damped or tuned mass damper
systems in the tower design, contributing to mitigate oscillations and vibrations caused
by the wind gusts. To mitigate the voltage fluctuations due to DFIG wind turbines in
weak grids, control algorithms to dynamically adjust the reactive power output according
to the grid need can be implemented. Furthermore, grid support technologies such as
SVCs, battery energy storage systems (BESSs), and FACTS devices can be employed to
improve the overall grid stability and mitigate DFIG-induced fluctuations. To minimize
localized voltage disturbances, multiple DFIG wind farms can be coordinated effectively
for balanced reactive power contributions. Moreover, upgrading the existing transmission
infrastructure and deploying smaller, distributed generation sources closer to wind farms
can help mitigate the DFIG-induced fluctuations on longer transmission lines and support
local voltage profiles.

3.4. Low Voltage Ride-through

In any power system, the stability of the grid functioning and the security of the
power system are prominent aspects. For this purpose, the power generating plants,
including turbines and generators, must have some suitable methodology and control
capabilities. To achieve these objectives, the term Low Voltage Ride-Through (LVRT) is
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presented, which can be put into words as the requisite to persist in the operation of the
generating plants through short periods of low grid voltages [222]. Even if the voltage in
any phase becomes less than 80% of its nominal value, then the generators should remain
in operation and connected to the power system in an LVRT-capable power system [223].
LVRT is the ability to keep the wind turbines connected with the grid, even under faulty
conditions [224]. For wind farms, LVRT is marked as an integral part of grid codes by the
regulatory bodies. Popular DFIGs having partial converters do not have the capability of
Low Voltage Ride-Through. Non-linear Control-based Modified Bridge-type Fault Current
Limiter (NC MBFCL) application has been proposed in [225] for enhancing LVRT capability
in DFIG-based wind farms under symmetrical and non-symmetrical faults. One of the top
requirements of the grid codes is to keep the DFIGs connected with the load during LVRT.

LVRT capability of a power system is being improved through different superconduct-
ing power devices. Lei Chen et al. carried out MATLAB simulations to prove the superiority
of the Superconducting Fault Current Limiter (SFCL) on Dynamic Voltage Restorer (DVR)
in terms of economic and technical perspectives for improving LVRT of the micro-grid [226].
Huihui Song et al. proposed a new strategy for limiting the adverse impact of voltage drop
that integrates the attenuation of L2 disturbance with energy-based control of DFIG. This
improved strategy is preferable to conventional energy-based control methods in terms of
internal and external faults of the grid [227]. Asymmetrical fault ride-through capability of
the DFIG-based WECSs is presented in [228] to study the dynamic behavior of DFIG via
the MATLAB/Simulink R2010b environment with the help of space vector control concept.

Large loads and different faults (short circuit or lightning) are considered to be some
of the dominant causes of short-term voltage dips. Every grid connection requires a
certification test, which is measured by its LVRT characteristics with the help of different
simulation techniques for voltage dips at several scenarios [221]. The viable function of
LVRT is to compare the characteristic with the terminal voltage. Use of LVRT results in the
system’s expensiveness because it suggests additional apparatus and modulation in the
control design and approach [229].

Various testing methodologies exist to check the LVRT ability of wind turbines, which
includes devices such as series connected Voltage Source Converter (VSC), autotransform-
ers, synchronous generators, etc. Among these, impedance-based Voltage Source Generator
(VSG) is mostly used for confirming the LVRT capability of wind turbines. By using the
PSCAD/EMTDC time domain simulation, [230] demonstrated the VSC-based novel LVRT
test technique, which can help in wind turbine voltage control.

The need for on-site LVRT testing cannot be over-emphasized because of the following
reasons [231]:

1. it gives more realistic results as compared to the ones found in the laboratory;
2. to ensure the LVRT capability of all the installed wind turbines;
3. to counter-check the capability of wind turbines after major events in a system’s

maintenance.

To fulfil these requirements, the authors of [231] presented a novel technique for the
on-site assessment of LVRT for Full Power Converter (FPC) wind turbines and showed via
MATLAB-based simulations that without any hardware modifications, the on-site LVRT
tests could be performed by proper modifications in the control algorithm. Reference [232]
pointed out some of the latest methods of improving LVRT. It can exclusively be performed
either by using external devices or by controller improvement methods. These have been
summarized in Figure 4.
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Figure 4. LVRT improvement techniques.

3.5. High Voltage Ride-through

Numerous grid code requirements must be accomplished to sustain the uninterrupted
overall stability and reliability of any wind turbine system. Among these various require-
ments, the implementation of High Voltage Ride-Through (HVRT) capability is integral.
Contrary to LVRT, the HVRT capability of the wind turbine is the ability to keep itself
connected with the grid throughout the voltage rise circumstances up to a certain level.
Australia is credited as a pioneer country in developing the criterion for HVRT [233].
Switching OFF large loads, single line to ground fault, unbalance faults, load shedding, or
switching ON the capacitor banks can result in voltage swells, so HVRT becomes a critical
event in terms of the system stability [234–236]. Since the use of DFIG in the wind industry
is promulgating, a main concern with the DFIG is that its stator side is directly connected
to the grid, and it makes DFIG more sensitive towards disturbances like voltage swells and
voltage sags [237].

Few researchers have emphasized the control strategies for HVRT resulting from
voltage swell [238]. In reference [239], the authors proposed a hybrid current controller
scheme to enhance the Low and High Voltage Ride-Through capabilities of DFIG-based
wind turbine systems. Under normal operating conditions, they used a standard propor-
tional integral (PI) and current controllers to regulate the output currents of the rotor-side
and grid-side converters. FACTS devices are also incredibly supportive in increasing the
HVRT capabilities of DFIGs. For the improvement of the HVRT capabilities of DFIG sys-
tems, STATCOM is investigated in [240]. Using the MATLAB/SIMULINK environment,
a suitable algorithm is developed by considering 30% voltage rise for HVRT, and a novel
strategy is introduced for enhancing the ride-through capabilities of DFIG [241]. A hybrid
current controller is proposed in [239] for HVRT as well as the LVRT improvement of wind
farms. Reference [242] proposed a strategy for controlling HVRT based on GSC, while
a cost-saving strategy requiring less hardware with little software algorithm changes is
reported in [243].

Electric power can be generated under constrained conditions via wind turbines. The
minimum speed at which a wind turbine starts generating power is referred to as cut-in
wind speed and typically varies between 2 and 3 m/s, whereas it produces rated power
in the range of 11–15 m/s [244]. However, there are certain circumstances when the wind
speed overshoots these limits and approaches 25 m/s for a predefined spell or a 30–35 m/s
sudden puff. Under such deteriorative conditions, it is necessarily important to implement
a security feature termed as High Wind Speed Shutdown (HWSS). This technique saves the
turbine from severe damage to its various parts, specifically turbine motor and blades, but
results in an unpredicted loss of power generation [244,245].
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3.6. Role of DFIG in Voltage Stability Improvements

The exploitation of fixed and variable speed induction generator is communal in the
current era of wind industry [246]. Almost 78% of the total wind installed capacity has
employed DFIGs for the generation of electricity [4]. Distribution network-connected wind
farms often experience a higher-level voltage disturbance of about 2%. Such disturbances
are coped with the use of DFIG [247]. DFIG is essentially a wound rotor induction generator,
having its rotor coupled with a voltage source converter, frequently known as the Rotor
Side Converter (RSC) [248,249]. Recognition of DFIG as the prevalent wind turbine system
is based upon the following pluses [157,232,249–256]:

1. independent control capability for active and reactive powers;
2. constant frequency operation at variable speed for robust four quadrants’ reactive

power control;
3. handles 20–30% of total system power that eventually lowers power losses;
4. operate at a higher range of wind speed
5. lower mechanical stress and acoustical noise;
6. high energy efficiency;
7. lower cost due to low rating power electronic converters.

Another overwhelming plus point determined is the penetration level that is 60%
more in case of DFIG as compared to its counterpart SCIG [246]. The most imperative
responsibility of DFIG is to provide LVRT capability, so that wind farms remain connected
with the grid as per grid code requirements when the voltage dip occurs for a shorter time
interval [248]. Such low voltage scenarios impose serious threats on the system equipment,
especially on the RSC [257]. A widely used protection technique is connecting the crowbar
to the rotor circuit that will bypass RSC. Nevertheless, this technique reduces DFIG control
competency, increases mechanical stress and power oscillations, and devours more reactive
power from the grid, eventually leading to exaggerated fault conditions [251,257,258].
Figure 5 shows the schematic diagram of DFIG-based WT integrated with the conventional
grid through GSC and RSC voltage source converters and a common DC bus. The main
components of a DFIG-based wind turbine system are drive train, pitch angle control
system, DFIG system control, and protection system (crowbar). Drive train helps to reduce
the electrical torque during grid fault.

 

Figure 5. DFIG-based WT integrated with grid.

An apt balance in the demand and supply of reactive power of any system controls the
voltage stability issues, and DFIG is remarkable in this regard due to its special design [259].
This capability of providing reactive power alters according to the power electronic convert-
ers’ rating [260]. Jinho Kim et al. proposed a hierarchal voltage control scheme employing
a wind generator (WG) controller and wind power plant (WPP) control [261]. Another
control strategy employing both the GSC and RSC is presented in [262] to acquire voltage
stability. RSC and GSC both control the active and reactive power injected by the generator
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into the grid, while the GSC maintains the DC link voltage constant independent to the
direction of rotor power flow. But GSC has the edge over RSC because the reactive power
is primarily produced by GSC [7]. In a doubly fed induction generator (DFIG), RSC adjusts
the amplitude and frequency of the voltage applied to the rotor winding to control the
active and reactive power generation of the wind turbine. It establishes the connection
between the DC link and the rotor windings with the help of IGBTs or GTOs. To maxi-
mize the energy generated from fluctuating wind speed, RSC enables the wind turbine to
operate at different speeds, and both active and reactive power output control is possible
to improve voltage stability and regulation. Furthermore, its cost is lower compared to
full-converter wind turbines. However, reactive power control range is limited compared
to that of full-converter wind turbines. Consequently, additional support such as SVCs
are required in weak grids for full reactive power support. Furthermore, it can experience
torque oscillations and stress under fault conditions. GSC controls the power flow between
the grid and the wind turbine and maintains a constant DC link voltage. It establishes the
connection between the DC link and the grid at the frequency and AC voltage that the
grid requires. It maintains a constant DC link voltage and establishes a smooth connection
between the wind turbine and the grid. Moreover, in order to improve grid stability, it can
inject or absorb reactive power according to the requirement and provides independent
control of the active and reactive power flow from the wind turbine. However, in order to
maintain DC link voltage stability and grid synchronization, robust control systems need
to be employed in GSC. Additionally, its hardware design is very complex, and advanced
filtering techniques are required for harmonic generation. Consequently, the cost of GSC
is much higher compared to simple grid-connected asynchronous generator. RSC can be
used for many purposes like torque controller, speed controller, or active power controller
to regulate the DFIG output [263]. However, a few challenges should be taken into consid-
eration in the installation, like voltage sags and short circuits [264]. Owing to the voltage
sag behavior of DFIG, early researchers have identified two main issues, namely overcur-
rent in the rotor and overvoltage in the DC link capacitor [239,255]. The DFIG response
towards grid disturbances is more sensitive and requires additional attention for power
converter protection as prescribed earlier [255,256,264]. If the imbalance in the voltage is
not taken into consideration, the rotor and stator current can be highly unstable because
of the negative impedance of DFIG [264]. One more issue with DFIG is the unavoidable
use of brush gear and slip rings, and this put a question mark on the DFIG reliability; so, a
brushless DFIG can be a better candidate [6].

3.7. Penetration Level of Wind Energy

A number of factors affect the permissible wind energy penetration level; some of
those are system inertia, headroom, frequency sensitivity index, and the amount of gover-
nor responsive generation. Frequency sensitivity has a major impact on the penetration
limit [265]. The power system must be stable enough to withstand the frequency fluctua-
tions during penetration. During wind energy penetration, the whole cascaded system may
lead to collapse if it is not strong enough to withstand the frequency variations within the
reasonable limit [266]. To estimate how much variation within frequency limits is bearable,
the following specified parameters are considered:

• frequency deviation range = ±0.2 Hz;
• maximum predicted load disturbance = 0.04 pu.

Based on the simulation with the parameters given above, [265] concluded that in a
stand-alone control area, the penetration level of wind power should not be more than
the level required to create 30% reduction in inertia [267]. By appropriate placement of
wind turbines, we can maximize the power generation. The maximum loading parameter
decreases with the increase in the penetration level, and system moves quickly towards
voltage instability. More active power generation and wind farm integration decrease the
stability of the power system, as shown by the IEEE 14-bus test system [268]. Output power
factor influences the maximum power injection in a system, which is specially controlled
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by reactive power and simulation results, to show that the maximum power can be injected
at a certain power factor [269].

3.8. The Optimal Location for Wind Farm

Driven by air puffs, the interconnected wind turbines impart electrical power to the
system. To boost up power production level within effective cost criteria, it is preliminary
to consider the determination of the most suitable wind farm installation site [270]. The
intermittent nature of wind offers a bunch of troubles to designate appropriate sites to
install wind farms. The elements like wind speed, disturbances to electrical substations,
and the air density are taken into account to select an optimal wind farm location [1]
amply. Generally, the selection of wind farm location is based on the following prominent
characteristics:

• gusts-free availability of wind;
• regular smooth winds with least variations;
• strong air currents due to thermal gradients;
• distance from the power system;
• land cost and roads to approach the site.

Locations having such attributes are most probably hilltops, valley bottoms, vast
plains, forests, and offshores significantly away from common mass [270,271]. The most
substantial and significant factor in this regard is the accessibility of stiff wind at the point
of installation. [272] presented the performance index PI to investigate the probability of
wind availability by setting the criteria given below.

If μpi < PI, the site is not recognized as good for wind farm installation.
The power output of the turbine is defined by the power curve or p-v characteristic that

varies with the wind speed. This power curve has three regions that need to be examined.
Initially, to start the wind turbine, the wind speed must be greater than the cut-in speed,
while the third region of the p-v curve is unsafe for turbine blades since the wind speed
is at a higher level. To ensure safe turbine operation, it is made to operate between the
‘cut in’ and ‘cut off’ during the second region [273,274]. Various methodologies have been
proposed by researchers and engineers to facilitate the diagnoses of the proper sites for
wind farm plantation. This is a Multi-Criteria Decision Making (MCDM) problem. GIS
(Graphic Information System) has been a useful tool for research and gathering information
in this regard [1]. It is most often combined with MCDM, and this combination gives a
concept termed as GIS-MCDM that is being frequently used in recent years for the purpose
being discussed [275,276]. Geovanna Villacreses et al. [1] used OCRA, VIKOR, TOPSIS,
GIS-MCDM, and AHP-based nine various methodologies for evaluating the location of
wind farms in Ecuador, a South American country. Tim Höfer et al. [277], in their literature
review, comprehensively enlisted the different techniques and approaches used by other
researchers.

3.9. Wide Area Monitoring (Measurement) Systems

High rate and speedy advancement in the information technology sector and the defi-
ciency of SCADA to respond to rapid system changes have stirred the researchers to make
use of online tools for the quick assessment of security parameters [278]. To fulfill these
necessities, a real-time monitoring system like WAMS is indispensable to assist the system
operators with the real-time know-how about different instability occasions and enables
them to bring about fast actions to mitigate these issues [279]. Wide Area Monitoring
System (WAMS) is a modern concept, which is employed for the prior visualization and
conception of transmission capacity and thermal state of the transmission line [280]. WAMS
also monitors the oscillations in frequency or voltage to preclude the voltage collapse [281].
A remarkable plus point of WAMS is that the data collected are long-lasting and highly
abundant [282]. A vast range of WAMS applications includes island operation and online
stability assessment to trace the voltage security and stability against various interruptions
in a power system [283,284].
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Usually, WAMS is based on a reliable communication system, which connects the
power system with the control centers. WAMS is frequently equipped with Phasor Measure-
ment Unit (PMU) located at specific positions in a system to evaluate the phasor voltage of
a station and the line current of the adjacent station [285]. The chief responsibility of PMU is
that it samples and uploads the time-synchronized real-time data through that communica-
tion system [279]. A neuro-fuzzy based novel technique for the accurate online assessment
of dynamic voltage stability is proposed in [286] that makes use of synchro-phasors de-
termined by PMUs in a wide area monitoring system. Seyed Sina Mousavi-Seyedi et al.
used an algorithm for online monitoring of series-compensated transmission lines. This
technique used a few PMUs instead of installing PMUs on both ends of a line [287]. Figure 6
describes the simple flow-chart based on the basic operating scheme of WAMS. Several
PMUs are located at different sites, and the signals from these sites are fetched by the
Phasor Data Concentrator (PDC) via fast communication channels like fiber optics, and, in
turn, the voltage and angle stabilities of the power system are monitored.

 

Figure 6. Flow chart of operating schemes of WAMS.

With the help of the synchro-phasor system, feasibility for the assessment of real-time
transient stability has been increased. Due to fast and reliable real-time synchronized
measurements by WAMS, the operator can perform the control actions by accurately moni-
toring the recently recovered system falling towards instability once again [288,289]. Many
researchers have suggested various load shedding schemes based on WAMS, considering
only the static characteristics of the induction motor to control the voltage within the
permissible limits, but [290] implemented a novel load shedding control strategy based on
the dynamic behavior of induction motor, incorporating WAMS with R-index, and proved
its authentication on the Power System Analysis Software Package (PSASP) version 34. The
authors in [291] derived WAMS-based voltage stability L-Q and L-P sensitivities, making
use of the L-index, which determine the reactive power compensation and emergency
load shedding for voltage control. In their case study, Pavel Hering et al. [292] presented
the two key applications of PMU-based WAMS system in the distribution system. The
first case study is about on-line ampacity monitoring by using WAMS, while the second
application is about frequency oscillation monitoring. By using the WAMS/PMU technique,
Chun Wang et al. [292] investigated the fault location model, which uses synchronized
fault voltages.

In the real-time power system, paper [293] discussed a WAMS-based voltage stability
indicator that takes into account reactive margin, generator capacity limit, etc., to evaluate
system security and voltage collapse proximity. In [294], ZHAO Jinli et al. developed a
method for the online assessment of voltage stability based on WAMS. Critical regions of
voltage instability were determined by using the Recursive Spectral Partitioning algorithm.

To put into a nutshell, WAMS network has increased the system ability to respond to
fast changes arising in system conditions. Even though the SCADA system is mature, the
WAMS system has great accuracy with a higher speed of convergence [278].
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4. Discussion

Despite significant efforts by the researchers, the voltage stability issue in the wind-
integrated power systems still confronts many challenges. One of the major problems is the
grid integration and intermittency of wind farms. It is very difficult to predict and manage
the fluctuations in voltage caused by the unpredictable and intermittent nature of wind
power, therefore resulting in grid instability. Furthermore, in developing countries, the
majority of the existing power grids are not flexible and capable enough to integrate large
wind farms, and stability concerns can be exacerbated owing to long transmission lines
with limited current carrying capacity that are thereby unable to transfer reactive power
from wind farms for voltage support. Moreover, reactive power management requires
coordination among grid operators, wind farms, and distributed energy resources such as
the energy storage system (ESS). Therefore, communication infrastructure and advanced
control systems must be implemented for efficient coordination, which can be complex and
costly. Tailored and flexible control strategies for each type of wind turbines are required
as converter technologies in different wind turbines (e.g., DFIG vs. full-converter) have
varying capabilities for reactive power control.

In order to effectively analyze the impact of wind integration on voltage stability in a
complex grid, accurate modeling of the dynamic behavior of wind farms is still a challenge,
especially with the increase in wind penetration levels. Furthermore, for accurate forecast-
ing and control of the wind farms, data-driven approaches such as machine learning need
to be incorporated. However, their integration in the existing grid requires further research
and development. To deal with the forecasting issue owing to the inherent uncertainty
associated with wind power, robust uncertainty management techniques must be employed
to avoid a voltage stability problem. Another major challenge in the wind-integrated power
systems is the cost involved for upgradation of existing grids in order to integrate grid
support technologies such as FACTS devices or distributed generation (DG). Moreover,
attractive regulatory frameworks must be developed for adequate incentivization of the
investments in reactive power support and adaptable control strategies for voltage stability
management. Establishment of protocols and clear standards for control and communica-
tion among grid operators and wind farms is still a major concern for the improvement of
system-wide stability and to facilitate efficient integration of FACTS devices and DGs.

The integration of other renewable energy resources such as solar power in the wind-
powered electrical systems may enhance the overall flexibility and reactive power support
to improve the voltage stability. However, it poses further challenges owing to the in-
termittency and variability of solar power that need to be addressed in conjunction with
wind power integration. Furthermore, in order to ensure grid stability and maximize the
benefits of renewable energy integration, the optimal and coordinated control techniques
for wind farms, solar plants, and other renewable energy resources (RES) still remain an
ongoing challenge.

Continuous research efforts, technological advancements, and collaborations between
researchers, policymakers, and industry stakeholders are required to address the aforemen-
tioned challenges. Therefore, we can pave the way for a reliable and efficient integration
of wind power into power systems by devising innovative strategies and surmounting
these hurdles.

5. Conclusions

Voltage stability in wind-integrated power systems is one of the major concerns to
deal with for a secure and reliable grid. Therefore, a comprehensive analysis focusing on
the complexities associated with voltage instability and its implications for wind power
integration with the power system is provided in this manuscript. To ensure the stable and
reliable integration of wind energy, the development and implementation of grid codes
are necessitated, owing to the intermittent nature of wind power generation. In developed
countries, the increasing integration of wind farms with the existing power network have
resulted in voltage instability issues due to the fluctuation in wind power. Consequently,
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the focus of power system utilities has been shifted towards stability concerns over power
quality. To address the challenges of voltage instability, a range of techniques with a
specific focus on FACTS devices and WAMS have been discussed. The significance of
real-time monitoring systems such as WAMS is emphasized to alleviate potential issues by
taking swift actions against instability events due to the availability of timely information.
Moreover, to identify weak buses in the power system and assess overall voltage stability, a
comprehensive list of Voltage Stability Indices is presented in the manuscript. It also serves
as a practical tool for researchers in the evaluation and enhancement of voltage stability in
wind-integrated power systems.

To maximize the benefits and the smooth transition of wind power, advanced forecast-
ing and prediction models along with flexible and adaptive control systems and energy
storage solutions should be employed. Furthermore, developments in material and blade
design as well as an improved drivetrain and efficient generator design should be devel-
oped to optimize wind turbine technology. Moreover, to analyze the impacts of integrating
other renewable energy resources with wind farms, further detailed studies are required.
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Abstract: The impact of communication disturbances on microgrids (MGs) needs robust and scalable
Information Communication Technology (ICT) infrastructure for efficient MG control. This work
builds on advances in the Internet of Things (IoT) to provide a practical platform for testing the
impact of various cyber-attacks on a distributed control scheme for a Multi-Agent System (MAS).
This paper presents a Controller Hardware-in-the-Loop (CHIL) testbed to investigate the impact of
various cyber-attacks and communication disruptions on MGs. A distributed consensus secondary
control scheme for a MAS within an MG cyber-physical system (CPS) is proposed. The proposed
cyber-physical testbed integrates a real-time islanded AC microgrid on RT-Lab, secondary controllers
implemented on single-board computers, and an attacker agent on another single-board computer.
Communication occurs via a UDP/IP network between OPAL-RT and controller agents, as well
as between the agents. Through meticulous experimentation, the efficacy of the proposed control
strategy using the developed platform is validated. Various attacks were modeled and launched
including deception attacks on sensors, actuators, and their combinations, as well as disruption
attacks. The ramifications of both deception and disruption cyber-attacks on system performance
are analyzed.

Keywords: microgrids; consensus algorithm; distributed secondary control; real-time simulation;
deception attack; denial-of-service attack (DoS); cyber-physical system (CPS); multi-agent system
(MAS); OPAL-RT; controller hardware-in-the-loop (CHIL)

1. Introduction

In the face of increasing concerns about the environmental impact of fossil fuel-
based power plants and the commitment of many countries to achieving net zero carbon
emissions by 2050, microgrids have emerged as a practical solution to integrate renewable
energy and ensure energy security. The term microgrids refers to a group of distributed
generators (DGs), loads, and energy storage systems capable of seamlessly transitioning
between islanded and grid-connected modes. The control architecture of microgrids is
hierarchically structured, involving primary, secondary, and tertiary control levels [1].
The primary control (PC) often has a droop-based design to stabilize the frequency and
voltage and to achieve active/reactive power-sharing using local measurements. The
secondary control (SC) is implemented as centralized or distributed [2]. It addresses
deviations caused by primary control by restoring frequency and voltage. At the top
level, tertiary control (TC) is used to manage the power flow and for optimal dispatch
operation. Communication networks become vital as secondary controllers exchange
critical information such as voltage, frequency, and active and reactive power among
DGs [3]. Some standard communication protocols used in microgrids are DNP3, Modbus,
TCP/IP, XML, CAN Bus, IEC 61850 [4], etc. The complex interdependency between cyber
and physical systems makes them vulnerable to cyber threats. Therefore, a Controller
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Hardware-In-the-Loop (CHIL) testbed is developed in the real-time environment using
OPAL-RT to analyze the impact of different cyber-attacks on the AC microgrid [5–7].

Cyber-physical systems simulation techniques can be classified into three types, i.e.,
co-simulation, semi-physical simulation, and embedded simulation. The embedded simula-
tion technique aims to design the communication modules in the power system simulation
software. However, the difficulty of this technique lies in the communication module
design. In the semi-physical simulation method, one of the systems is simulated using
simulation software while a real hardware object replaces the other system. This technique
presents an increased simulation authenticity and high simulation accuracy. However,
real physical devices make it expensive. Finally, the co-simulation technique aims to
build a joint simulation platform by using power system and communication network
simulation software, and to realize information exchange between both systems. It is
divided into real-time co-simulation and non-real-time co-simulation. The physical and
communication simulators have different time management mechanisms in the non-real-
time co-simulation. Therefore, a time synchronization method should be designed to
achieve collaborative simulation between the two simulators. Even though a collaborative
study of a CPS can be achieved through non-real-time co-simulation with a good time
synchronization method, real-time co-simulation is given more attention. Real-time co-
simulation means that the simulation software runs in real time and that the system can
be divided into various sub-models for parallel computation purposes. Hardware-based
real-time power system simulation platforms are required for real-time co-simulation, such
as OPAL-RT and RTDS [8]. CHIL is a specific co-simulation type involving a hardware
controller interacting with a simulation [9]. In our study, we built a CHIL testbed using
OPAL-RT and implemented multiple secondary controllers using single-board computers.
The developed platform is suitable for studying the impact of communication network
disturbances, such as time delays, packet loss, limited bandwidth, and cyber-attacks on
cyber-physical systems.

Cyber threats present a serious risk to CPS-based microgrids [10]. For instance, a
breach in the communication link may result in miscommunication among DERs, deteri-
orating the power-sharing objectives and MG stability. Compared to conventional cyber
security; attacks on CPSs manipulate data transmission and the physical entities within
the system. These attacks can be categorized into replay attacks, DoS, and deception
attacks. Replay attacks disrupt authentication by intercepting and retransmitting valid mes-
sages [11,12], while DoS attackers jam the communication links among agents to prevent
data from reaching their destination. DoS attacks are widely discussed in the literature.
Deception attacks compromise sensors’ and actuators’ data integrity through injection or
modification. These attacks do not necessarily require deep knowledge of system dynamics
and may result in catastrophic consequences [13]. Recent cyber-attacks on industrial infras-
tructure, such as the Stuxnet worm’s attack on Iran’s nuclear power plant and coordinated
attacks on power grids in Ukraine and Venezuela, underline the urgent need for robust
defensive strategies in CPS security. For instance, the cyber-attack on Ukraine’s power grid
in 2015 began with an initial compromise as early as eight months before. Initially, the
attacker managed to compromise the information technology (IT) network through spear
fishing emails. Once inside the network, variants of BlackEnergy 3 malware were remotely
controlled to penetrate the industrial control systems (ICSs) and supervisory control and
data acquisition (SCADA) systems responsible for managing the power grid. With control
over these systems, the hacker remotely took control and executed commands to manipu-
late the operation of electrical substations and power distribution equipment. At the same
time, the operator was prevented from regaining control of the network using a modified
KillDisk firmware attack and customers were prevented from reporting the outages by
launching a distributed denial of service (DDoS) attack on call centers. The prolonged
impact of the attack underscored the vulnerability of critical infrastructure to cyber-physical
threats and highlighted the need for robust defense mechanisms to mitigate such risks
effectively [14]. Similarly, Venezuela experienced blackouts caused by cyber-attacks.
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Hence, the motivation for this paper arises from the critical need to analyze the impact
of different cyber-attacks on microgrids and further develop robust defensive strategies to
protect microgrids’ cyber-physical systems.

The contributions of this research paper can be summarized as follows:

- Development of a novel cyber-physical platform integrating a real-time islanded AC
microgrid model running on OPAL-RT, distributed consensus secondary control on
Raspberry Pis, and an attacker agent for disruption and deception attacks;

- Development of a distributed consensus secondary controller for frequency and
voltage restoration and accurate power sharing;

- Implementation of a communication network using graph theory and the Laplacian ma-
trix to enable information exchange among agents and assess network vulnerabilities;

- Modeling and implementation of disruption and deception attacks on the microgrid
communication network using an attacker agent deployed on a Raspberry Pi;

- Assessment of multi-agent system operation under various scenarios of disruption
and deception cyber-attacks.

Figure 1 shows a multilayered MAS framework, where each agent receives and shares
information with neighboring agents through a communication network. The hardware
setup includes an OPAL-RT real-time simulator and independent hardware agents running
on Raspberry Pis. The communication between the OPAL-RT and the agents, as well as the
communication between the agents, is all through the UDP/IP protocol.

Figure 1. Multilayered framework of a multi-agent system.

The rest of the paper is organized as follows. Section 2 introduces preliminaries on the
primary control, secondary control, and communication network. The cyber-attacks model
is explained in Section 3. The testbed setup is presented in Section 4. Section 5 presents
experimental results and discussion to validate the testbed setup and show the impact of
deception and disruption attacks on the proposed consensus control strategy. Section 6
concludes the research paper.
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2. Preliminaries

Voltage Source Inverters (VSIs) are usually used to connect DGs to the network.
Figure 2 depicts the block diagram of a VSI, its components, the primary and secondary
control loops, and the communication network. The primary and secondary control loops
are presented in the following.

 

Figure 2. Diagram of cyber-physical AC microgrid controlled by a distributed consensus secondary
control scheme.

2.1. Primary Control

The primary control aims to stabilize the microgrid and ensure power sharing. The
proportional control loops are employed locally at each inverter to enable plug-and-play
functionality and enhance redundancy. While this decentralized control strategy enables
power sharing, it also impacts voltage and frequency regulation.

It consists of three control loops: power control loop, voltage control loop, and current
control loop.

2.1.1. Power Control Loop

It is widely employed to adjust the frequency and voltage magnitude in the case of
inverter-based DGs in islanded MGs. This adjustment is based on droop characteristics
associated with both real and reactive power. The concept of droop control is derived from
emulating the behavior of synchronous generators in conventional power systems. Rotating
machines respond to an increase in demand by decreasing the system frequency, governed
by their droop characteristics. Similarly, inverters implement this principle by reducing the
reference frequency as the load increases. The reactive power sharing is managed through
the implementation of a droop characteristic in the voltage magnitude [15–17]. The block
diagram of the power control loop is shown in Figure 2.
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The active (P) and reactive (Q) power can be calculated from the measured output
voltage and current and then passed through low-pass filters as given in Equation (1),
where ωc is the cut-off frequency and s is the Laplace variable.{

P = ωc
s+ωc

(
Vod Iod + Voq Ioq

)
Q = ωc

s+ωc

(
Vod Ioq − Voq Iod

) (1)

The active and reactive power sharing between VSIs is achieved by using an artificial
droop, introduced, respectively, in the frequency and the voltage magnitude as given
in Equation (2), where ωn and Vn are the nominal frequency and voltage amplitude,
respectively. ω and Vo are the reference frequency and voltage, respectively [18,19].

{
ω = ωn − mpP
Vo = Vn − nqQ

(2)

The droop coefficients (mp and nq) are calculated in Equation (3) based on the output
power rating. The power control loop provides the voltage reference for the voltage control
loop (Vre f

o ). Note that the output voltage reference is chosen to be aligned to the direct axis
of the inverter reference frame (d-axis), and the quadrature axis (q-axis) reference is set
to zero.

mp =
Δω

Pmax
, nq =

ΔVo

Qmax
(3)

2.1.2. Voltage and Current Control Loops

Voltage and current control loops provide the output current and input voltage refer-
ences ( Ire f

inv and Vre f
inv

)
. The block diagram of the internal voltage and current control loops

is shown in Figure 2.

2.2. Preliminaries and Communication Network

This section briefly describes graph theory properties. The microgrid is essentially
envisioned as a MAS, where the DGs take on the roles of communicating agents or nodes,
while the communication links are seen as edges forming a sparse communication network.
Each DG can exchange information with its neighboring DGs through this sparse commu-
nication network. In our case, the studied system is an islanded microgrid consisting of
N DGs, where the communication among them is visually represented by a directed (one-
way) or undirected (two-way) communication graph [20,21]. This graph is mathematically
represented as G = (V , E, A) where V = {v1, v2, . . . , vN} is a set of N nodes, E ⊆ V × V is
a set of edges, A �

[
aij
] ∈ R

N×N is the Adjacency matrix, and it is defined as follows:

A �
[
aij
]

where aij �
{

0 ∀ i = j
> 0 ∀ i �= j

(4)

The edge
(
vj, vi

)
means that node j transmits information to node i. The weight of

edge aij > 0 if
(
vj, vi

) ∈ E, otherwise aij = 0. Ni =
{

j
∣∣(vj, vi

) ∈ E
}

is the set of neighbors
of the ith node where j is called the neighbor of i if

(
vj, vi

) ∈ E. Every node in a graph has
an in-degree matrix D � diag{di}, defined as follows:

D � diag{di} where di � ∑j∈Ni
aij ∀ i = j (5)

where the Laplacian matrix L � D − A is defined as follows:

L �
[
�ij
]

where �ij �
{

di = ∑j∈Ni
aij ∀ i = j

−aij ∀ i �= j
(6)
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A weighted graph is called balanced if and only if all the included nodes are balanced
such that ∑Ni

j=1 aij = ∑Ni
j=1 aji. A graph G is said to be strongly connected (SC) if there is a

connection path of edges between each two separate nodes with accurate direction. The
graph is said to have a spanning tree if there is a directed path from a root node ir to every
other node in the graph [22].

The adjacency, in-degree and, Laplacian matrices, as well as other parameters, can
effectively improve the control algorithm [23]. Equation (7) is always used in control
algorithms based on graph theory where any scalar xi satisfies the consensus principle in
continuous time.

.
xi = ui = ∑j∈Ni

aij
(
xj − xi

)
(7)

The microgrid model is shown in Figure 3a, its equivalent weighted graph is shown in
Figure 3b, and its corresponding adjacency matrix is shown in Figure 3c.

 

Figure 3. (a) MG model, (b) Weighted graph, (c) Adjacency matrix.

2.3. Distributed Secondary Control

The secondary control objectives include frequency and voltage restoration and con-
tributing to the power sharing. Each DG communicates with its neighboring DGs to
exchange information. Differentiating both terms in Equation (2) gives:{ .

ωi =
.

ωni − mpi
.
Pi ≡ uωi.

Voi =
.

Vni − nqi
.

Qi ≡ uVoi
(8)

The SC sets the nominal set-points ωni and Vni as follows:

ωni =
∫ ( .

ωi + mpi
.
Pi

)
dt =

∫
(uωi + uPi)dt (9)

Vni =
∫ ( .

Voi + nqi
.

Qi

)
dt =

∫ (
uVoi + uQi

)
dt (10)

The accurate power sharing problem can be expressed as follows: uPi = mpi
.
Pi and

uQi = nqi
.

Qi.
ωni has uωi and uPi as secondary control inputs and Vni has uVoi and uQi as secondary

control inputs, where uωi and uVoi are the auxiliary controls.
The proposed distributed SC control objectives are as follows:
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1. Frequency and voltage restoration:

lim
t→∞

∣∣∣ωi(t)− ωre f

∣∣∣ = 0 ∀i = 1, 2, . . . , N. (11)

lim
t→∞

∣∣∣Voi(t)− Vre f

∣∣∣ = 0 ∀i = 1, 2, . . . , N. (12)

2. Accurate Power Sharing:

lim
t→∞

∣∣mpiPi(t)− mpjPj(t)
∣∣ = 0 ∀i �= j. (13)

lim
t→∞

∣∣nqiQi(t)− nqjQj(t)
∣∣ = 0 ∀i �= j. (14)

Achieving these control objectives involves adjusting the control inputs for each agent: uωi,
uVoi, uPi, and uQi.

2.3.1. Frequency and Voltage Control

For a microgrid composed of N DGs, the secondary voltage and frequency control for
a first order and linear MAS are transformed into the tracking synchronization problem.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

.
Vo1 = uVo1.
Vo2 = uVo2

.

.

.
.

VoN = uVoN

(15)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

.
ω1 = uω1.
ω2 = uω2

.

.

.
.

ωN = uωN

(16)

As mentioned earlier, DGs communication is achieved through the designed commu-
nication graph shown in Figure 3b. The control signals uωi and uVoi are calculated using
the DGs’ own information and the neighbors’ information as follows:

uωi = Cω

[
∑N

j=1 aij
(
ωj − ωi

)
+ gi

(
ωre f − ωi

)]
(17)

uVoi = CVo

[
∑N

j=1 aij
(
Voj − Voi

)
+ gi

(
Vre f − Voi

)]
(18)

Cω and CVo represent the control gains; both are greater than zero. The pinning gain
gi is set to 1 if a DG can directly receive set points, otherwise gi is set to 0.

In a global form, Equations (17) and (18) can be written as:

uω = Cω

[
−Lω + G

(
ωre f 1n×1 − ω

)]
(19)

uVo = CVo

[
−LVo + G

(
Vre f 1n×1 − Vo

)]
(20)

where uVo = [uVo1, . . . , uVoN ]
T , uω = [uω1, . . . , uωN ]

T ,Vo = [Vo1, . . . , VoN ]
T , ω = [ω1, . . . , ωN ]

T ,
Cω = diag(Cω1, . . . , CωN), CVo = diag(CVo1, . . . , CVoN), and 1N is an all-ones vector of
length N.
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2.3.2. Active and Reactive Power Sharing

According to the power sharing objective in Equations (13) and (14), the power ratio
among DGs will be equalized in steady state.

mpiPi(t) = mpjPj(t) (21)

nqiQi(t) = nqjQj(t) (22)

Substituting the droop coefficient equations in Equation (3), the real and reactive
power among DGs is shared as in Equations (23) and (24).

Pi
Pj

=
mpj

mpi
=

Δω
Pjmax
Δω

Pimax

=
Pimax

Pjmax
(23)

Qi
Qj

=
nqj

nqi
=

ΔVo
Qjmax
ΔVo

Qimax

=
Qimax
Qjmax

(24)

The auxiliary controls uPi and uQi are chosen based on the DGs’ own information and
their neighbors’ information as follows:

uPi = CP

[
∑N

j=1 aij

(
mpjPj − mpiPi

)]
(25)

uQi = CQ

[
∑N

j=1 aij

(
nqjQj − nqiQi

)]
(26)

In a global form, Equations (25) and (26) can be written as:

uP = −CPL
(
mpP

)
(27)

uQ = −CQL
(
nqQ

)
(28)

where uP = [uP1, . . . , uPN ]
T , uQ =

[
uQ1, . . . , uQN

]T , mpP =
[
mp1P1, . . . , mpN PN

]T ,

nQQ =
[
nq1Q, . . . , nqNQN

]T , CP = diag(CP1, . . . , CPN), and CQ = diag
(
CQ1, . . . , CQN

)
.

Note that L and aij, the Laplacian matrix and the elements of the adjacent matrix A, are
defined in the Preliminaries section.

3. Cyber-Attacks Model

3.1. Deception and Disruption Cyber-Attacks

Deception and disruption attacks have been widely discussed in the networked control
literature. Disruption attacks, known as DoS or jamming attacks, primarily target data
availability, whereas deception attacks target the integrity of packets [24,25]. In deception
attacks, intruders may manipulate sensor measurements and control commands within
networked agents by accessing physical agents, sensors, controllers, actuators, and/or
communication channels. This latter proves challenging to detect and handle especially if
the attack sequences are strategically launched. Deception attacks can be classified based
on attack types and attack points [26].

3.1.1. Attack Types

- Linear additive deception attack:

• Characteristics: The attacker injects false data Aij(t) into the normal data dij(t)
sent by agent i;
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• Effect: The corrupted data
∼
d ij(t) received by agent j are the addition of the

original data and the injected false data.

∼
d ij(t) = dij(t) +Aij(t) (29)

- Multiplicative deception attack:

• Characteristics: This attack involves scaling up or down the original data dij(t)
by a scaling factor sij(t);

• Effect: The received data
∼
d ij(t) are a scaled version of the original data, potentially

altered in magnitude.
∼
d ij(t) = dij(t)sij(t) (30)

- Combined additive and multiplicative deception attack:

• Characteristics: This type of attack combines both additive and multiplicative
deception. It scales the original data and adds injected false data;

• Effect: The received data
∼
d ij(t) are a combination of the scaled original data and

the injected false data.

∼
d ij(t) = dij(t)sij(t) +Aij(t) (31)

- Replacement attack:

• Characteristics: In a replacement attack, the attacker completely replaces the
normal data dij(t) with an arbitrary signal rij(t);

• Effect: The received data
∼
d ij(t) are entirely replaced by the arbitrary signal,

disregarding the original data.

∼
d ij(t) = rij(t) (32)

- Impulsive false data attack:

• Characteristics: This attack involves injecting impulsive false data using Dirac
impulses δ(.) at designated time instances {tk}∞

k=1, with destabilizing impulse
parameters Tk;

• Effect: The received data
∼
d ij(t) include the normal data dij(t) along with impul-

sive false data at designated time instances.

∼
d ij(t) = dij(t) + ∑∞

k=1 Tkdij(t)δ(t − tk) (33)

3.1.2. Attack Points

Deception attacks can be classified based on the attack points. Intruders may launch
attacks on sensors, actuators, or both. Equations (34) and (35) model attacks on actuators
and sensors, respectively [27].

∼
i(t) = i(t) + αi(t) a

i (t) (34)

∼
i(t) = i(t) + βi(t) a

i (t) (35)

where, a
i (t) and a

i (t) denote the attack signals injected into the sensor and the actuator of

agent i, respectively.
∼

i(t) and
∼

i(t) are the corrupted state and control protocol of agent
i. αi(t) = 1 when agent i is under sensor attack, otherwise αi(t) = 0. Similarly, βi(t) = 1
when agent i is under actuator attack, otherwise βi(t) = 0.
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3.2. Attacks Model
3.2.1. Disruption Attack Model

Various strategies can be employed to conduct a DoS attack such as data packet loss,
network flooding, zero input, etc. Let us consider the communication channel between DGi
and DGj during [t1, t2] ⊂ [0, ∞]. The states communicated from the OPAL-RT simulation

to the agents as well as between the agents are xi ∈
[
ωi, Voi, mpiPi, nqiQi

]
and from the

agents to the OPAL-RT simulation are yi ∈
[
uωi, uVoi, uPi, uQi

]
. Let mμ be the number of

DoS attacks that might occur during [t1, t2] ⊂ [0, ∞] and Ik = [ta, ta + τa] is the kth interval
in which a DoS attack take place, where ta, ta + τa, and τa are, respectively, the start, end,
and length of DoS attack [7]. The total DoS time intervals of DoS between two DGs can be
given as:

Γ(i,j)
DoS = (t1, t2)

⋂
(
⋃mμ

a=1
I(i,j)k ) (36)

In order to achieve stealthiness, which is a property under which attacks are not
detected, intruders may impose some additional constraints, for instance on τa.

3.2.2. Deception Attack Model

Let δS
i denotes the potential attacks applied by the adversary on the ith agent sensors.

The consensus control in Equations (17) and (18) in the presence of such an attack can be
written as follows:

∼
uωi = Cω

[
∑N

j=1 aij

((
ωj + δS

ωi

)
− ωi

)
+ gi

(
ωre f − ωi

)]
(37)

∼
uVoi = CVo

[
∑N

j=1 aij

((
Voj + δS

Vi

)
− Voi

)
+ gi

(
Vre f − Voi

)]
(38)

Similarly let δa
i denote the potential attacks applied by the adversary on the ith agent

actuators. The consensus control in Equations (17) and (18) in the presence of such attack
can be written as follows:

∼
uωi = Cω

[
∑N

j=1 aij
(
ωj − ωi

)
+ gi

(
ωre f − ωi

)]
+ δa

ωi (39)

∼
uVoi = CVo

[
∑N

j=1 aij
(
Voj − Voi

)
+ gi

(
Vre f − Voi

)]
+ δa

Vi (40)

The attack signals δa
ω and δa

V can be designed to cause the microgrid instability while
remaining stealthy to adversary-detection systems.

4. Testbed Setup

This section introduces an evaluation framework for the implemented agents featuring
the proposed distributed secondary control. It outlines the components of the examined
three-bus islanded Microgrid (MG), providing insights into various aspects such as real-
time simulation, Multi-Agent System (MAS) control platform, communication network
design, and protocols.

As depicted in Figure 4, the Controller Hardware-in-the-Loop (CHIL) experimental
testbed comprises two main interconnected parts: (i) the proposed physical system, en-
compassing AC microgrid elements and local controllers, implemented in the OPAL-RT
real-time simulator; (ii) the distributed consensus secondary controller, where hardware
agents operate independently on Raspberry Pi devices. Initially, real-time measurements
are transmitted from the OPAL-RT simulation to the corresponding external control hard-
ware (Raspberry Pi agents) through the UDP/IP protocol and transmitted to neighboring
agents via UDP/IP.
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4.1. Real-Time Simulation

The simulated AC microgrid is modeled using MATLAB/Simulink and implemented
in OPAL-RT. The developed model for this experiment contains the power system model
along with all primary controllers and is implemented in RT-Lab version 2023.1. The
primary controllers consist of inner and outer loops for current and voltage control. During
each control iteration, the local data packets [ωi, Voi, mpiPi, nqiQi] from the primary con-
trollers are transmitted to the corresponding Raspberry Pis via UDP. The control input
packets [uωi, uVoi, uPi, uQi] from the secondary controllers are sent back to OPAL-RT via
UDP to calculate ωni and Vni setpoints. The exchange of data between external secondary
controllers, the real-time simulator, and neighboring agents occurs through the LAN net-
work. This interconnected system enables the essential communication and coordination
for the functioning of the AC microgrid model.

 

Figure 4. CHIL testbed setup.

4.2. Cyber Layer-Based Raspberry Pi Agents

The agents designed with the proposed distributed consensus secondary control can
update the power network state, perform calculations, and provide control decisions. Each
DG is represented by an agent responsible for managing the distributed secondary control
algorithm based on predefined control objectives. The secondary agent collects voltage,
frequency, active, and reactive power data from local measurements and sends control
signals to the primary controller (PC). The communication topology among the Raspberry
Pi agents is depicted in Figure 2.

For this implementation, the Raspberry Pi 3 Model B+ is utilized. The control action is
programmed within each agent (Rpi) using a Python script, with all agents assigned static
IP addresses. Communication ports are established when running the Python script. Each
Raspberry Pi opens a communication channel for each device to facilitate data exchange
with neighboring agents and establishes a client socket with OPAL-RT. Once the connection
is established, the client sends commands to the runtime. The flow of the consensus
algorithm implemented in every agent is shown in Figure 5.
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4.3. Attack Agent

The attack agents were programmed using Python scripts and implemented in a
separate agent. The objective of DoS depends on the targeted agent’s IP address and
port. An agent can be flooded with many packets to consume its resources and, therefore,
make it out of service. Also, the communication links between DGs or between a DG and
the real-time simulator can be attacked, which results in modifying the communication
topology.

The result of deception and disruption attacks and their impact on the physical system
are demonstrated using the CHIL testbed setup. The network traffic during a sequence of
DoS attacks with varying packet rates and attack lengths targeting one of the DGs can be
shown in Figure 6.

 
Figure 5. The flow of the consensus algorithm.

Figure 6. Network traffic during a sequence of DoS attacks (Purple line and red dots: All Packets,
Green Impulse: UDP Packets).

5. Results and Discussion

Extensive real-time digital simulations on OPAL-RT are performed to evaluate the
effect of various cyber-attacks on the proposed distributed consensus secondary control of
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islanded AC MG. Using MATLAB/Simulink, an AC microgrid, structured by three parallel
inverters with power ratings of 500 KW, 300 KW, and 200 KW connected to the PCC bus,
is modeled. The parameters of distributed secondary controllers are all set to Cω = 0.2,
CVO = 0.1, CP = 4, and CQ = 100. The droop coefficients are all set to mp = 0.01 and nq = 0.04.

In this section there are three study cases conducted, including:

- Performance Under Normal Operation;
- Performance Under Linear Additive Deception Attacks on Sensor, Actuator,

and Combined;
- Performance Under Disruption Attack.

5.1. Performance under Normal Operation

Under normal operation, the performance of the proposed distributed consensus
secondary control strategy in case of load variations is presented in Figure 7. At t = 20 s,
droop activation initiated proportional power sharing among the three DGs, maintaining
the frequency and voltage around 60.15 Hz and 598 V, respectively. Following a load
increase at t = 40 s, the DGs adjusted their power outputs, resulting in a frequency and
voltage drop to 59.98 Hz and 694 V, respectively. The activation of the distributed consensus
secondary controller at t = 60 s restored frequency and voltage to reference values (60 Hz
and 600 V) without disrupting proportional power sharing, indicating stable microgrid
operation. Further load variations at t = 80 s, t = 100 s, and t = 120 s prompted additional
power output adjustments by the DGs, ensuring continued stability with restored frequency
and voltage levels.
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(a) (b) 

  
(c) (d) 

Figure 7. Performance of the proposed distributed consensus secondary control under normal
operation: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

5.2. Performance under Deception Attacks

This section evaluates the effect of linear additive deception attacks on sensors, actua-
tors, and both.

5.2.1. Deception Attack on Actuators’ Frequency

In this study case, δa,ω
1 denotes the actuator attack injections to the frequency control

loop of DG #1. The attack signal is δa,ω
1 = δa,ω1

1 for 59.8 < t(s) < 109.8 and δa,ω
1 = δa,ω2

1 for
109.8 < t(s) < 160 where δa,ω1

1 > δa,ω2
1 .

The simulation scenario for this case is as follows:

- At t = 20 s, the Droop control is activated;
- At t = 40 s, the distributed consensus secondary control is activated;
- At t = 59.8 s, the first actuator attack is launched;
- At t = 90 s, the load is increased;
- At t = 109.8 s, the second actuator attack is launched;
- At t = 140 s, the load is decreased.

The results are shown in Figure 8. At t = 40 s, when there is no cyber-attack, the
frequency and voltage of the islanded microgrid restore to their reference values while the
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active and reactive power of DGs are accurately sharing. The cyber-attack is initiated at
approximately t = 59.8 s, resulting in a notable transient impact on the system. However,
both voltage and frequency stabilize, maintaining alignment with the consensus power
sharing objectives. Remarkably, despite the ongoing attack, the system recovered. By
t = 90 s, even with an increase in load, the microgrid operates as if it were under normal
conditions. At t = 109.8 s, the attack signal is slightly reduced. As a result, the system
shows behavior similar to that observed during the initial attack. The performed real-time
tests demonstrated that the control objectives were achieved successfully with bounded
attack signals. However, with unbounded attack signals, the system became unstable.
This underscores the vital role of cybersecurity measures in keeping the microgrid stable
and dependable.

5.2.2. Deception Attack on Actuators’ Voltage

In this study case, δa,V
1 denotes the actuator attack injections to the voltage control

loop of DG #1. The attack signal is δa,V
1 = δa,V1

1 for 59.8 < t(s) < 109.8 and δa,V
1 = δa,V2

1 for
109.8 < t(s) < 160 where δa,V1

1 > δa,V2
1 . The simulation scenario is as follows:

- At t = 20 s, the droop control is activated;
- At t = 40 s, the distributed consensus secondary control is activated;
- At t = 59.2 s, the first actuator attack is launched;
- At t = 90 s, the load is increased;
- At t = 109.2 s, the second actuator attack is launched;
- At t = 140 s, the load is decreased.

In this experiment, we focused on the vulnerability of the actuator voltage control
loop to cyber-attacks within the islanded AC microgrid system. The setup mirrored
the first experiment with adjustments made to the voltage control loop instead of the
frequency control loop. As depicted in Figure 9, the results showed a similar pattern to the
previous experiment.

5.2.3. Deception Attack on Sensors’ Frequency

In this study case, δS,ω
1 denotes the sensor attack injections to the frequency measure-

ments of DG #1. The attack signal is δS,ω
1 = δS,ω1

1 between 60 < t(s) < 80 and δS,ω
1 = δS,ω2

1
between 120 < t(s) < 140 where δS,ω1

1 > δS,ω2
1 . The simulation scenario for this case is

as follows:

- At t = 20 s, the droop control is activated;
- At t = 40 s, the distributed consensus secondary control is activated;
- At t = 60 s, the first frequency sensor attack is launched;
- At t = 80 s, the first attack is removed;
- At t = 100 s, the total load is increased;
- At t = 120 s, the second frequency sensor attack is launched;
- At t = 140 s, the second attack is removed;
- At t = 160 s, the load is decreased.
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(a) (b) 

  
(c) (d) 

Figure 8. Performance of the proposed distributed consensus secondary control under deception
attack on actuators’ frequency: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

The experiment conducted using the test setup demonstrates results when subject to
deception attacks on sensor frequency, as shown in Figure 10. Following the activation
of droop and secondary controllers, the first attack is launched at t = 60 s. The attack
induced a notable impact on the system dynamics; it caused a frequency drop from its rated
value. Upon initiation of the attack, the frequency dropped, and the equitable distribution
of active power among DGs was impacted. Notably, the attacked DG1’s active power
output was minimal while DG2 and DG3 maintained their active power sharing and even
increased compared to pre-attack levels. Simultaneously, transient voltage and reactive
power disturbances were observed, though quickly mitigated. Upon the removal of the
attack at t = 80 s, an instantaneous restoration of the frequency to its nominal value was
observed alongside the restoration of active power sharing objectives. Afterwards, a similar
behavior was noticed during the second attack at t = 120 s, though with a smaller amplitude,
yet still impacting the frequency and active power sharing. These results underscore the
importance of understanding the effects of attacks on MG systems and highlight the need
for robust defense mechanisms to protect against potential disruptions.

234



Energies 2024, 17, 1669

 
(a) (b) 

  
(c) (d) 

Figure 9. Performance of the proposed distributed consensus secondary control under deception
attack on actuators’ voltage: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

5.2.4. Deception Attack on Sensors’ Voltage

In this study case, δS,V
1 denotes the sensor attack injections to the voltage measurements

of DG #1. The attack signal is δS,V
1 = δS,V1

1 between 60 < t(s) < 80 and δS,V
1 = δS,V2

1 between
120 < t(s) < 140 where δS,V1

1 > δS,V2
1 .

The simulation scenario for this case is as follows:

- At t = 20 s, the droop control is activated;
- At t = 40 s, the distributed consensus secondary control is activated;
- At t = 59 s, the first voltage sensor attack is launched;
- At t = 79 s, the first attack is removed;
- At t = 100 s, the total load is increased;
- At t = 119 s, the second voltage sensor attack is launched;
- At t = 139 s, the second attack is removed;
- At t = 160 s, the load is decreased.

The conducted experiment shows the effects of deception attacks on sensor’s voltage
measurement within the distributed control framework. Notable consequences were
observed upon launching the attack at t = 59 s, where the voltage dropped significantly
from its rated value of 600 V to 530 V as shown in Figure 11. The consensus reactive power
sharing deteriorated, and there was a decrease in active power sharing compared to pre-
attack conditions. However, an unexpected behavior was observed upon ceasing the attack
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at t = 79 s. Instead of a smooth recovery of the control objectives as seen in the previous
experiment, the voltage surged beyond its rated value, accompanied by an increase in
both active and reactive power as shown in Figure 11. While the control objectives were
eventually restored after approximately 14 s, this deviation highlights the sensitivity of the
system to this kind of attack, even with small injected values. After a load increase and the
launch of a second attack at t = 119 s, a similar situation was observed, yet with a crucial
difference. Despite the attack being stopped at t = 139 s, the system took a longer time to
respond. It was not until t = 180 s that the control objectives were eventually restored. This
suggests that the severity and duration of the attack directly influence the system’s ability
to recover and maintain stability.

(a) (b) 

  
(c) (d) 

Figure 10. Performance of the proposed distributed consensus secondary control under deception
attack on sensor’s frequency: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

5.2.5. Combined Deception Attack on Frequency

In this study case, δa,ω
1 denotes the actuator attack injections to the frequency control

loop of DG #1. The attack signal is δa,ω
1 = δa,ω1

1 between 51.6 < t(s) < 71.6 and δa,ω
1 = δa,ω2

1
between 111.6 < t(s) < 131.6 where δa,ω1

1 > δa,ω2
1 , and δS,ω

1 denotes the sensor attack
injections to the frequency measurements of DG #1. The attack signal is δS,ω

1 = δS,ω1
1

between 57.6 < t(s) < 77.6 and δS,ω
1 = δS,ω2

1 between 117.6 < t(s) < 137.6 where
δS,ω1

1 > δS,ω2
1 .
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(a) (b) 

  
(c) (d) 

Figure 11. Performance of the proposed distributed consensus secondary control under deception
attack on voltage: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

The simulation scenario for this case is as follows:

- At t = 20 s, the droop control is activated;
- At t = 30.6 s, the distributed consensus secondary control is activated;
- At t = 51.6 s, the first frequency actuator attack is launched;
- At t = 57.6 s, the first frequency sensor attack is launched;
- At t = 71.6 s, the first frequency actuator attack is removed;
- At t = 77.6 s, the first frequency sensor attack is removed;
- At t = 100 s, the total load is increased;
- At t = 111.6 s, the second frequency actuator attack is launched;
- At t = 117.6 s, the second frequency sensor attack is launched;
- At t = 131.6 s, the second frequency actuator attack is removed;
- At t = 137.6 s, the second frequency sensor attack is removed.
- At t = 160 s, the load is decreased.

This experiment involves both actuator and sensor deception attacks on the frequency
control loop of DG #1. It demonstrates a sequence of events where actuator attacks are
initiated first, followed by sensor attacks as depicted in Figure 12. The attack signals for
both actuator and sensor attacks vary in time intervals and magnitudes. During the attack
periods, the system exhibited similar behavior to that observed in experiments 5.2.1 and
5.2.3. Upon removal of the attacks, the system restores to its nominal operating conditions.
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However, the restoration may not be instantaneous and may depend on the attack’s severity
and duration as shown in the next experiment.

  
(a) (b) 

 

(c) (d) 

Figure 12. Performance of the proposed distributed consensus secondary control under combined
deception attack on frequency: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

5.2.6. Combined Deception Attack on Voltage

In this study case, δa,V
1 denotes the actuator attack injections to the voltage control

loop of DG #1. The attack signal is δa,V
1 = δa,V1

1 between 62.7 < t(s) < 82.7 and δa,V
1 = δa,V2

1
between 122.7 < t(s) < 142.7 where δa,V1

1 > δa,V2
1 , and δS,V

1 denotes the sensor attack
injections to the voltage measurements of DG #1. The attack signal is δS,V

1 = δS,V1
1 between

68.7 < t(s) < 88.7 and δS,V
1 = δS,V2

1 between 128.7 < t(s) < 148.7 where δS,V1
1 > δS,V2

1 .
The simulation scenario for this case is as follows:

- At t = 20 s, the droop control is activated;
- At t = 41.7 s, the distributed consensus secondary control is activated;
- At t = 62.7 s, the first voltage actuator attack is launched;
- At t = 68.7 s, the first voltage sensor attack is launched;
- At t = 82.7 s, the first voltage actuator attack is removed;
- At t = 88.7 s, the first voltage sensor attack is removed;
- At t = 100 s, the total load is increased;
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- At t = 122.7 s, the second voltage actuator attack is launched;
- At t = 128.7 s, the second voltage sensor attack is launched;
- At t = 142.7 s, the second voltage actuator attack is removed;
- At t = 148.7 s, the second voltage sensor attack is removed;
- At t = 160 s, the load is decreased.

This experiment combines scenarios of both experiments 5.2.2 and 5.2.4. Actuator
attacks on the voltage control loop are initiated first, followed by sensor attacks. During the
attack periods and similar to the individual experiments, deviations from nominal voltage
levels occur, impacting the consensus power sharing among DGs. As shown in Figure 13,
the recovery of the system after the removal of the attacks at t = 148.7 s depends on severity
of the attack.

 
(a) (b) 

 
(c) (d) 

Figure 13. Performance of the proposed distributed consensus secondary control under combined
deception attack on frequency: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

5.3. Performance under Disruption Attacks

The simulation scenario for this case is as follows:
At t = 20 s, the droop control is activated;
At t = 40 s, the total load is increased;
At t = 60 s, the distributed consensus secondary control is activated;
At t = 80 s, the total load is decreased;
At t = 100 s and t = 120 s, the total load is increased.
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The DoS attack occurs at t = 20 s, t = 65 s, t = 80 s, and t = 100 s. The attack targeted
agent #2 with short lengths (around τa = 5 s) except the last one (τa > 10 s). Due to local
droop control and DG1 reference signal, system frequency and voltage can still be restored
to 60 Hz and 600 V as shown in Figure 14. However, it can be noticed that when τa > 5 s
the DoS attack has a direct impact on the MG stability.

  
(a) (b) 

  
(c) (d) 

Figure 14. Performance of the proposed distributed consensus secondary control under combined
deception attack on frequency: (a) Active power, (b) Reactive power, (c) Frequency, (d) Voltage.

It is worth mentioning that the effectiveness of DoS attacks often depends on the
volume of traffic generated and the capacity of the target system to handle it. Attackers
may adjust the packet rate based on their own resources and the target capabilities.

6. Conclusions

Considering the growing reliance on interconnected systems, the vulnerabilities of
microgrid cyber-physical systems need careful attention. Through the development of a
CHIL testbed and the implementation of distributed consensus secondary control strategy,
this research not only highlights the potential risks posed by cyber threats but also is a
building block for developing concrete solutions to bolster the resilience of microgrids.
The proposed platform includes, a real-time islanded AC MG implemented on OPAL-RT,
controllers implemented on Raspberry Pis, and a separate Raspberry Pi to launch the
attacks. Extensive real-time digital simulations on OPAL-RT are performed to evaluate the
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effect of various cyber-attacks on the proposed distributed consensus secondary control
of the islanded AC MG. The experiments include modeling and launching linear additive
deception attacks on sensors, actuators, and their combinations, as well as disruption
attacks. The outcomes of our real-time tests vividly illustrated the effects of both bounded
and unbounded cyber-attacks on control objectives and system stability. These findings
underscore the critical importance of implementing robust cybersecurity measures to
uphold the stability and reliability of microgrid cyber-physical systems.
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