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Preface

In pursuit of achieving net zero emissions by 2050, the integration of microgrids and renewable
energy systems stands as a pivotal focus. This Special Issue explores the most recent technological and
experimental advancements to significantly enhance our understanding of microgrid and renewable

energy integration, grid resilience, and cybersecurity.
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Abstract: The importance of renewable energies and energy storage system forming a micro-grid
and integrating it to the electrical grid is widely spread. A supervisory system plays a crucial role in
controlling, managing, and planning the micro-grid. This paper demonstrates the development of a
new custom supervisory system based on Internet of Things (IoT), creating an information sharing
environment. The proposed supervisory system is based on open-source tools for a micro-grid,
composed of a photovoltaic power plant and a storage system, employing smart devices and making
non-smart devices compatible with IoT systems. The new supervisory improves the available system
by incorporating new features and devices and increasing the data polling rate when necessary. A
comparison between the current supervisory system and the proposed one is performed, showing
that the new system is more flexible, easily modified, cost-effective, and more fault-resilient.

Keywords: internet of things (IoT); supervisory system; solar power; Raspberry Pi; node-red; Grafana;
energy storage

1. Introduction

The main challenges to be surpassed regarding renewable energy sources are availabil-
ity and cost. Solar and wind resources, for instance, are seasonally and hourly dependent.
These can greatly influence the energy generation [1]. The mitigation alternatives to the
aforementioned challenges could be supervision, control, and energy storage.

Traditionally, a supervisory and data acquisition system (SCADA) is used to supervise
processes by acquiring data from field devices. Users can access the data via screens that
provide a visual aspect of the whole system. The supervisory system provides a link among
the field devices and the control room [2,3]. This system interacts with field devices via
inputs/outputs, using communication equipment to create a link among them, and is
generally installed in a central computer.

In order to supervise a micro-grid, the requirements are not the same from the ones
used in regular grids, since multiple generation, storage, and load systems are indepen-
dently connected. There is a lack of research papers related to supervision in micro-grid
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studies. The improvement and renovation of supervision and monitoring features could
lead to a more efficient management of power generation and micro-grid operation. Adding
new capabilities to the system, such as Internet of Things, plays a vital part in the operation
quality of renewable source power plants [4-7].

The Internet of Things (IoT) is an exchange information environment with connected
devices in wired or wireless networks, enabling easy remote access. Constant monitoring
of environmental and electrical data is an extremely promising application [8-10]. With the
aid of IoT, it is possible to improve processes by acquiring and processing large amount of
data [11].

This paper presents a customized system capable of monitoring and controlling a
micro-grid. The micro-grid used for this study is composed of a 37 kWp photovoltaic power
plant, which is connected to a battery energy storage system (BESS) of 15 kW /45 kWh.
The motivation of developing a supervisory system comes from the fact that the current
one, developed by a third party company, has lower flexibility to incorporate new devices,
higher costs, and lower sample rate of data acquisition. The proposed SCADA is designed
to integrate IoT devices, allowing better efficiency and flexibility to not only monitor and
perform data analysis, but also for the management of the power plant in conjunction with
the energy storage system. Thus, information sharing between different grids could be
enabled in order to better manage the energy supply for a specific load. The information
sharing would lead to an increase in efficiency and better usage of the energy.

Another advantage of the proposed system is the segregation of SCADA services into
individual hardware, which are network connected. The proposed change promotes a
fault tolerant capability, since eventual failures in a service do not affect the other ones. In
addition, if the hardware fails, only one service is compromised and easily replaced.

This paper aims to demonstrate the development of a custom-made remote access
control and monitoring system of all available electrical and environmental variables.
This supervisory system might be flexible—changes and expansions should be easily
incorporated—adaptable to research, more cost-effective, and fault-resilient [12,13].

The contributions of this paper are

e Development of a low-cost open-source flexible supervisory system for the monitoring
of the measured values of a photovoltaic power plant;

e Development of a supervisory system that combines the traditional capabilities with
IoT concepts;

¢ Development of a supervisory system that allows remote communication and remote
data sharing;

e Development of a supervisory with fault tolerant capability.

This paper is divided in six sections: Section 2 provides a brief bibliographic review,
with an overview of traditional supervisory systems and an overview of Internet of Things
concepts, such as its structure and smart devices. Section 3 details the methodology
implemented in the development of the supervisory system. Section 4 describes the
analyzed micro-grid, which comprises of a photovoltaic power plant and the energy
storage system. Section 5 shows a comparison between the current supervisory system and
the new one. Section 6 concludes this paper.

2. Bibliographic Review
2.1. Traditional Supervisory Systems

The supervisory control and data acquisition (SCADA) system is built using hardware
devices and software that enable the control and monitoring of the analyzed process
manually or automatically. It is traditionally a central controller that consists of network
interfaces, input/output, communication equipment, and software. The system gathers
data from sensors and field instruments and, via a communication interface, the data are
sent to the central controller to showcase an overview of the whole process. Figure la
illustrates a generic architecture for the SCADA system.
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Figure 1. SCADA System. (a) Representation of the hardware architecture of a SCADA system,
including field devices such as PLCs (programmable logic controller) or RTUs (remote terminal units)
and the computer with the controller. (b) Example of implementation using a Portable Computer
and microcontrollers via a serial interface.

The supervisory system acts as a link between the user in the control room and the field
equipment, such as intelligent electronic devices, programmable logic controllers (PLC),
remote terminal units (RTU), and sensors. These field devices are capable of transmitting
data in both directions. They send the field data to the supervisory system and receive
commands from the control center [2,3].

Traditionally, data loggers or microcontrollers are used for measurements/data ac-
quisition, which can be transmitted to a user terminal via a serial port (UART/RS232/
RS485) [4,5,7,14,15]. A system is developed in order to collect, record, and transmit the
measured data to a computer; an example of this implementation is performed in [14], in
which the developed structure is summarized in Figure 1b.

The acquisition scheme employs an I/O (input/output) microcontroller to retrieve the
measured data. The data are then transmitted to a portable computer via wired connection
through a serial port via the communication protocol, and it can be accessed for further
analysis. The supervisory and control system are developed on this specific computer
using assembly language, and it is only accessible in it. This system allows bidirectional
communication, sending field data and receiving commands from the control center [14,15].
There are other literature references that also use this methodology for developing the
supervisory system [16-18].

There are limits in the usage of serial communication, such as low sampling rates,
and some authors propose the usage of I/O modular devices and data acquisition with
high-speed A/D conversion [4]. This project also relies on a local supervisory system
with wired-serial connections between the user terminal and the field devices, i.e., the
monitoring and access to the system are available only to local users.

More recently, with the technological advancements in wired / wireless networks, the
serial communication has been replaced by the establishment of a local network. The use
of a local network enables communication between the field and the control room [19,20].
With the aid of this architecture, most operations are automatically executed by the local
equipment or by the programmable logic control unit (PLC). This process is illustrated in
Figure 2.
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Figure 2. Illustration of a SCADA, data-acquisition devices, servers, workstations, and user terminals,
in which data are exchanged over a Local Area Network (LAN) between devices.

Data acquisition begins at the RTU or PLC. The measurements and the state of gauges
are communicated to the SCADA application. Dedicated devices are responsible for
the monitoring and the control. The supervisory system presents the real-time and the
historical data graphically in terminals connected to the local network. This structure is a
technological advancement when compared to previously shown systems. It establishes a
LAN (local area network—wired or wireless) to promote the communication between field
devices and the SCADA serves, the communication server, and the user interfaces.

The authors of [21] develop a supervisory system for a photovoltaic system whose
structure is similar to the one seen in Figure 2. The field devices communicate with a local
gateway through a serial bus. The gateway provides wireless communication services for
the devices using wireless sensor network (WSN) technology with a central terminal, where
the data are processed. It is interesting to notice in this research work that the devices are
not IoT devices—they are merely wireless. However, after the data are processed in the
central terminal, it is published to remote users using publishing services [21]. This work
shows a step towards the concept of the IoT.

2.2. Internet of Things—An Overview

IoT has been identified as one of the emerging technologies in IT [22-24]. It is a global
Internet-based information architecture, facilitating the exchange of goods and services
in global supply chain networks [25]. IoT allows the interaction among devices inside
the global network, enabling devices to communicate with each other and interact with
inventory systems, customer support systems, and business applications if required. Due
to its communication via Internet, this environment also allows remote control [26,27]. A
modified model for the IoT architecture can be seen in Figure 3a.
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Figure 3. Illustration of IoT structure (a) showcasing each fundamental block, and (b) IoT structural
layers, comprised by sensing and data acquisition, up to system management.

The physical objects and sensors block are related to the identification of each indi-
vidual component when inserted in the context of the network. As it is represented by the
arrows, the physical objects can send/receive data to/from the network. The communi-
cation infrastructure is related to the communication protocols used to establish the link
among devices, devices and services, and devices and users. The decision-making inside
the computation and processing unit is related to the ability of extracting information from
the devices data in order to activate certain services and to execute local algorithms [28].
The basic structure for IoT is composed of five layers as seen in Figure 3b.

The bottom layer is the perception (or device) layer, and it consists of the physical
equipment and the sensing devices. This layer is responsible for the identification of the de-
vices and data acquisition. This information is then passed to the network (or transmission)
layer for its secure transmission to the data processing system. The transmission can be
wired or wireless. The data are then transmitted to the middleware layer. This layer has
links to the database, which is capable of storing the data. The middleware layer processes
the data and activates services based on the results of the data processing. The application
layer is responsible for global management of the application based on the data processing
on the previous layer. Finally, the business layer is responsible for the management of the
IoT system, including applications and services [28].

IoT is pushing a whole slew of applications, especially when considering industry
and customer-oriented applications, such as automotive and intelligent transportation
systems [29,30], remote structural health monitoring [31], smart homes, buildings, and
neighborhoods [32-34], smart irrigation in tunnel farming [35], metering monitoring [36],
concrete surface, and level of trash monitoring [37]. IoT can also be applied to manage the
energy consumption of a building in order to improve costs and efficiency [11].



Energies 2022, 15, 8324

Smart Devices

The devices and gauges which interact in IoT environment are smart devices. Smart
devices are capable of communication and computation. The key features of smart devices
are autonomy, connectivity, and context-awareness. Autonomy is the capability of per-
forming tasks without external interference. Connectivity is to establish a link to any type
of wired /wireless network to complete a task as, for example, accessing the Internet or
sharing information with other devices. Context-awareness means that the device is able to
perceive environmental information via sensors or sensing units [38].

Smart devices are able to connect to the Internet via wired /wireless connections, to
exchange data with other IoT-gauges. Due to the feature of being smart, it is possible
to control and remotely access them; the access can be achieved by users or services. A
smart device is a context-aware equipment that can be used as a service provider and can
communicate with devices in different networks [38].

Smart devices implement three steps: data acquisition, data process, and communica-
tion. In the first step, data acquisition, the device acquires the data measured by its sensing
unit. Then, the raw data are processed by the processing unit. In addition, finally, the
processed data are transmitted to the network via a communication protocol [39]. Even
though this technology has allowed various possibilities to emerge as smart houses and
smart grids, there are a number of challenges that must be investigated.

The main challenges in IoT are [28]:

*  Naming and identity management: Each device connected to the network must has a
unique identity over the Internet—an efficient naming and identity system that is
capable of managing a large number of devices is required;

e Interoperability and standardization: Many manufactures have their own protocols—it is
important to standardize them to guarantee interoperability. A network that employs
IoT concepts has to deal with heterogeneous elements and different communication
protocols [40];

®  Devices safety and security: It is necessary to prevent security breaches in order to
protect the integrity of the devices;

e Network security: The data transmission should be secure and capable enough to
protect the integrity of the data and to prevent external interference or monitoring.

Even with these challenges, this new technology can provide significant benefits.

3. Methodology for the Development of the Supervisory System

To develop a monitoring and supervision system, one has to focus on the computer
service that is inherent to the development of a supervisory system. The step of hard-
ware design could be challenging. There are some demands to fulfill this requirement
satisfactorily: implementation of backups services and tools, setup of security features,
setup of software updates, and usage of uninterruptible power supply (UPS) systems. One
important task to consider is also the adequate management of hardware resources, since
it is vital to maintain enough available hardware for expansion when dealing with cloud
computing.

To overcome the hardware design hurdle, each specialized subsystem of this supervi-
sory is assigned to a container-like system. Specifically, one resource is allocated for data
acquisition from the available field hardware, another one is employed for information pro-
cessing, another to provide a user interface, and so on. With this structure, a single failure
in one of the specialized services does not negatively impact the whole system. The main
difference of this architecture over container computing is the usage of a dedicated server
for each proposed service. Multiple microcomputers (Raspberry Pis) are used instead of
developing services in a single multi-core hardware.

The usage of the proposed modular structure brings several benefits. Employing
single separate servers for each service prevents a catastrophic failure from happening
when one of the servers presents a failure. If one of the server fails, the error could be
easily traced to the failed one. This error could be studied and isolated in order to be fixed,
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without impacting the performance of the other functioning servers. In other words, a
singular isolated failure in one service would not translate in a failure of the entire system.
Another advantage is the possibility of parallel processing. All services could operate
concurrently with no impact on each other. The services are allocated to different servers,
meaning that, if there is a failure in a process, it does not hinder others. Increases in the
efficiency and in the reliability of the system as a whole could also be counted amongst the
benefits of this proposed structure since each server is powered by its own dedicated UPS
(uninterruptible power supply).

The Raspberry Pi is a series of compact single-board computers. The choice of using
Raspberry Pi in this application is due to the fact that its features align with the requirements
for the development of the new supervisory system. They are cost effective and a powerful
processing unit in a compact board. The Raspberry Pi has built-ins for the usage of different
interfaces (HDMI—High Definition Multimedia Interface, USB—Universal Serial Bus,
Ethernet, Wi-Fi, Bluetooth), and it supports Linux and Python, enabling easy development
of applications [41-44].

The development of a supervisory system requires the implementation of some spe-
cialized services in order to function properly. These services would be required to acquire
data, interpret, and translate this data, and display it in a user interface via the monitoring
system. The establishment of a communication among field devices, supervisory system,
data storage, and backup system is necessary. Three servers are established: (1) commu-

nication server, (2) database and application server, and (3) the backup server as seen in
Figure 4.

Application Server Database Server

Photovoltaic Inverters
]Inv.ll |Inv.2| |Inv.3| | Sensorl

RPi2
& . . k.’
Communication Buckup Server
Server
|Inv. 1| |Inv.2| |Inv.3|
RPi4 Hybrid Inverters Battery management system
(N i

Figure 4. Schematic of the proposed server architecture for the supervisory system presenting the
implemented system with the RPis (Raspberry Pi), inverters, and batteries.

Another important feature of the supervisory system is the employment of a set of
tools capable of providing an easily expandable and flexible monitoring system. Since it
has been established that employing IoT-related concepts is beneficial, the chosen tool set
must be integrated into its environment.

There are a lot of open-source software options that could be implemented in the
development of the system to meet the requirements. The one that is the most popular and
the most versatile is Node-Red [45]. Node-Red is an open source tool developed initially
by IBM for flow programming using a local host, meaning it is a browser based flow
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editor [46]. The usage of a flow-based programming (FBP) has many advantages. The main
reason is that FBP allows parallelism, providing performance benefits in some situations.
In FBP, the dataflow is the main driving force of the program. The logical execution flow
is expressed by the block diagram created: when a node receives all necessary inputs, the
block produces an output that is transmitted to the next node in the path. FBP treats the
applications as black-boxes: the important component for this type of programming is
the connections between components that are conducted externally to the processes. Due
to this style of programming, FBP lends itself to a plug-and-play approach. Node-Red is
also able to connect to hardware devices, such as microcontrollers and the Raspberry Pi
amongst many others, and to the cloud environment.

The advantages of using Node-Red when comparing it to other open-source tools
come especially from the usage of Node.js, a light and agile open-source tool. Due to its
flow-based programming and the ability of building custom functions, Node-Red is able to
fulfill the requirement of flexibility [47]. Since the developed supervisory system is built
for monitoring electrical and environmental variables, the processing rate of messages
inside the code does not need to be extremely fast. For this reason, the speed of one
message/second of Node-Red is sufficient and suitable for the application.

In order to build the graphical screens for the development of the supervisory system,
it is necessary to use another tool that is more user-friendly for the creation of dashboards.
The platform used here is Grafana. Grafana is a multi-platform tool that is able to provide
graphics, charts, and real-time measurements based on incoming information from any
kind of data source [48]. Grafana is commonly used to display data and alarms for further
analysis of any type of application. This platform can display real-time data as well historic
measurements and events. To achieve the access to the data, Grafana has embedded a
database tool that allows the user to configure a database in which the desired data are
stored. The database amongst the pre-configured in Grafana that is more aligned with the
goals of this paper and with the type of desired monitoring (measurements of a power plant
with smart devices) is InfluxDB. InfluxDB is an open-source time series database, and it uses
a programming language similar to SQL. By using the InfluxDB nodes in Node-Red and the
pre-configured tool in Grafana for InfluxDB databases, it is possible to create a link between
the supervisory system and the data requested by Node-Red from the field devices.

3.1. Communication Server and Database Server

The plant where the supervisory system has been developed has smart and non-smart
devices. Smart devices are already integrated with the concept of IoT, meaning that they
are already able to join an established network and communicate with other smart devices
and/or servers directly. The photovoltaic inverters, the hybrid inverter connected to the
energy storage system, and the energy meter are smart devices. The non-smart devices
cannot communicate in the established network without an interface with an intermediary
equipment, such as a data aggregator or a microcontroller; they are not integrated with IoT
concepts. The DC-current meter in the photovoltaic inverter’s input and the solar meter
station are not smart devices. Thus, both of them need an intermediary device to manage
the flow of data. In addition, as already stated, the energy storage system communicates
with the supervisory system remotely. This means that its communication is conducted via
the Internet, via the cloud. The communication architecture can be seen in Figure 5.

Modbus TCP/IP is used for the communication between two of the photovoltaic
inverters (Fronius and SMA) and the communication server and between the energy meter
and this server. The inverters are capable of measuring electrical data from the DC-bus (the
solar panel side) and from the AC-bus (the main grid side) as the energy meter. These data
are available via communications protocol for data processing. The Modbus protocol is a
highly used flexible open message structure used for the communication between master
and slave. The communication is only initiated by the master. The master is responsible for
beginning the process by sending a data request to the slave. The connection is conducted
point-to-point. The structure of Modbus guarantees that the final recipient receives the
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message: the master receives an acknowledgment that the request has reached the slave
and the slave receives a flag that the master received the requested data. The Modbus
protocol is illustrated in Figure 6a.

Arduino DC-current Sensor

Communication
Server
SMA Inverter Router A ; vser

Database

@, O ———
Application
Server
- - A
Router ‘\ p—
| \mmy
| | &2
|\ i
|

Janitza Meter -
SMA Inverter

Figure 5. Proposed structure for the data acquisition and supervisory system including the data flow
path, field devices, router of the control room, application system, and the database.

The third photovoltaic inverter PHB communicates with the server via Serial Modbus
RS-485 since it does not have an Ethernet interface and it does not allow for IP configuration.
The Serial Modbus follows the same methodology as the Modbus TCP/IP. The physical
connection is conducted with a twisted wire pair plus ground (GND).

!M

Figure 6. Schematic of the process involved in the Modbus protocols, including the (a) server and
client (Master/Slave) communication, and (b) the process to request data using ftp.
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Node-Red is equipped with nodes that can be configured to establish a Modbus
connection between the communication server (Raspberry installed with Node-Red) and
the inverters and the energy meter. That way, the raw data from these devices can be
acquired by the request made by Node-Red (acting as a server to modbus clients for certain
electrical variables, e.g., AC/DC voltage, current, power, amongst others).

A solar meter station is another gauge incorporated in the supervisory system. It
could measure absolute and relative humidity and pressure, ambient temperature, global
radiance, and wind direction (a reference cell is monitored separately). This solar station
is composed exclusively of non-smart devices, i.e., in order to make their data available,
these gauges communicate with an intermediary data-logging device via Modbus RS-485
(Modbus via serial communication). Using the file transfer protocol (FTP), it is possible to
transfer the data from these gauges to the communication server. FTP is a secure connection
between devices that allow file exchange. FTP also relies on a client—server structure; the
client requests access to a certain file and the server grants this access. This protocol is
a simple tool that allows high volume of data transfer through a network, and it allows
various directories to be transferred at the same instant. The process is shown in Figure 6b.

The idea is to upload the files with the gauges data to the communication server and
post it to the application server to incorporate it into the supervisory system. The FTP client
needs to act as the FTP link and make requests to the FTP server and receive access to the
desired files. In order to supply this link for the current application to retrieve the sensors
data from the data-logging device, a Python program is used. This program is uploaded to
the communication server as a background service that starts running with the booting of
the Raspberry. The upload to the communication server is performed via FTP through the
Python service. Figure 7 summarizes this process.

.
W T
Solar Meter Station
; Communication Server Database Server Apphcauon Server
[ Pressure_|

g
) e

mosoumo mosavitto

FTP Link

InfluxDB Grafana

Modbus RS-

MQTT Broker | | MQTT Broker
| 485 Server

Figure 7. Schematic of the communication established between the solar meter station and the
application server, showcasing the interaction between FTP, MQTT, and the database.

There are also the DC-current sensors that are not smart devices. In order to include
the data from the sensors to the supervisory system, an intermediary device must be added
to the system in order to collect the data and provide it to the application system. To
make these measurements available for the network, the output of each current sensor is
connected as an analog input to an Arduino Nano with an Ethernet Shield (ENC28]60).
Each analog input of the Arduino that is connected to the DC-current sensors has its value
read in the Arduino. These values need to be converted to engineering units since they
are presented in bits as digital outputs. After they are processed, they are transmitted
from the communication server to the application server via MQTT. Figure 8 summarizes
this scheme.
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Figure 8. Data acquisition process for the DC-Current sensors deploying smart sensors. The micro-
controller uses MQTT to send data to the database.

There are also three hybrid smart inverters, named SMA Sunny Island 8.0h, in this
network that are connected to the battery banks that make the energy storage system. These
inverters also communicate with another communication server via Modbus TCP /IP.

These inverters not only provide data but also receive data—commands—via Modbus
TCP/IP in order to enable the user to control the reactive and active power flow of the grid
by managing the charge and discharge of the battery banks. The inverters are capable of
providing data regarding the measurements of the grid (AC-side) and data regarding the
measurement of whichever battery bank is connected to it (DC-side); it is important to note
that each inverter is connected to a phase conductor and they operate separately and do
not communicate amongst themselves.

These data must be sent to the main communication server in order to post it to
the application server to be incorporated into the supervisory system. The data must be
sent via an Internet connection since the energy storage system is placed in a separate
grid. It is then necessary to provide a secure communication protocol by applying SSL
certificates. This security layer is applied to the lightweight MQTT protocol (MQTTS),
together with password authentication, to send the data of the hybrid inverters to the main
communication server. This solution cannot be seen as definitive, as research related to
cybersecurity is advancing, mainly towards blockchain and the use of a well-structured
sensor network [49].

In this type of architecture, there are devices that generate and publish data (publishers)
and other devices that consume these data (subscribers). This architecture demands an
extra entity that acts as a centralizer in the data exchange, the Message Broker. The devices
that generate data publish it to the broker which organizes the data in topics. The devices
that consume the data subscribe to the desired topic and are able to retrieve the data
assigned to the topic. Every instant new information reaches the topic in the broker, this
information is automatically sent to the device that subscribed to the topic. The process is
summarized in Figure 9. Node-Red environment was used to implement all protocols due
to its steady and reliable communication characteristics.

11
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Figure 9. Schematic of the process involved in the MQTT protocol: publishers deliver the data to the
broker and then the subscribers make a request to the broker for the desired data.

In order for the application server to access the data from the field devices, it is
necessary to transmit the data from the communication server to the database server. For
that, the InfluxDB database is used and the Node-Red environment already has built-in
nodes that enable an easy configuration of the data transmission. InfluxDB is a password-
protected time-series database, allowing the storage of sensor measurements with their
timestamps. This database has a built-in time service that ensures the synchronization of
time throughout the system. The advantages of using this particular tool are related to
the processing and storage speed due to its simplified structure. Once the data are stored
in the database server, it is possible to configure the link between it and the application
server that houses Grafana, using its own databases configuration tool. Since these servers
(communication, database, and application) are all on the same secure network, it is not
necessary to implement another layer of security for the established links.

In order to summarize the architecture for the communication links among devices
and servers, Figure 10 is shown. A flowchart with the steps of the work and processes
along with the communication protocols is presented in Figure 11.

12
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Figure 10. Schematic of the architecture of the data acquisition and data monitoring system, showcas-
ing the communication protocols.

i ] . | Communication | Software
SIL : \—Dewces | : Protocol : Layer
= Modbus —
PV ~ .
Sensors Application
MQTT L — 1
Batteries
Equipment ETP Dashboard
Solar meter —
station
Develop
new device
System

Figure 11. Flowchart of the development of the supervisory system including the steps necessary for
the configuration of the communication protocols.

3.2. Application Server

In order to develop the screens of the supervisory system, the data are transmitted
from the database server to the Grafana environment. Due to the features of this platform,
it is possible to build any custom dashboards, meaning that this tool is capable of fulfilling
the flexibility requirement to generate any dashboard necessary.

In order to retrieve the data, the application allows the configuration of the InfluxDB
databases created in the database server. For this application, there are six databases and
all of them must be configured in Grafana.

The users need an overview of the measurements of the micro-grid in real-time. Thus,
it is interesting to provide the single-line diagram of the system with live measurements
and the status of the phovoltaic power generation. The new supervisory system should
also allow for the plotting of real-time and historical electrical and environmental data for
further analysis.

The development of the screens of the supervisory system is conducted solely in the
Grafana environment. This platform provides a user-friendly interface to build a custom-
made supervisory system, presenting features and gadgets that allow customization. In
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Power Plant of Tesla
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Experimental Photovoltaic i

addition, due to its built-in InfluxDB tool for the configuration on data transmission, the
platform is easily expandable.

Grafana also allows the creation of multiple users. The user can be set up to have
different access level rights. One user can be configured as the administrator; another can
be a guest and only have viewing access.

The versatility of Grafana is one of the main advantages when comparing it to the
provided current supervisory system. For the latter, new features and/or variables are
cumbersome to be added; these inclusions have to be performed by the third party company.
In addition, the structure of the current supervisory system is more rigid, not allowing
customization.

4. Case Study

The case study is a photovoltaic (PV) plant (Tesla Laboratory Experimental Photo-
voltaic Power Plant) connected to a battery energy storage system and to the loads. The
solar plant is 37 kWp, located in Belo Horizonte, Brazil. Figure 12 shows the single-line
diagram, showcasing some of the PV panels, the control room, and the battery banks.

13.8kV A'Y 220V Lead-carbon
2 Batteries 12V
)—a—# GD-O—O—FIuke S 230 Ah

400V A:Y 220V

Fronius Inverter', SMA Hybrid

' : AI Li-S Batteries
SMA Inverter | a SMAHybrid ~ 15kWh

-

PHB Inverter Inverters SMA Hybrid ~ Molten-salt 48V,
“ 200Ah Batteries

AC Panel

———Data Panel

—————DC Panel

Figure 12. Single-line diagram of the solar power plant with the energy storage system.

The power plant has three power inverters: Fronius IG Plus 150V-3 (10 kW), SMA
Sunny Tripower 12000TL (12 kW), and PHB20K-DT (20 kW), as seen in Figure 12—the last
one was installed in May /2021. Since this project is a prototype, inverters from different
manufacturers were installed in the power plant in order to investigate their differences.
The photovoltaic plant is formed by 152 PV panels (Yingli 245P-32b, 245W), connected via
inverters through a 45 kVA 400/220 V transformer in the university electrical grid.

The energy storage system is made of three independent battery banks and three inde-
pendent single-phase hybrid inverters (SMA Sunny Island 8.0h). The latter are connected
to the first, enabling the flow of data from/to the battery management system to/from
the control room via local or remote commands/monitoring. This connection makes it
possible to monitor the battery banks and to control the power flow between the solar
power plant and the battery banks. The inverters are able to send commands to them to
charge/discharge, adjusting the power flow.
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Each battery banks presents a unique electrochemical technology, comprised by: 24
lead-carbon batteries pack, 6p4s of 12 V and 220 Ah, a molten-salt battery bank, 2p1s of
48 V and 200 Ah, and lithium-iron 48V battery bank, 5pls of 48 V and 100 Ah. All the

batteries are shown in Figure 12.

In order to obtain the measurements from the AC-side, a Janitza UMG 604 is connected
to the grid. It is an energy meter that is able to provide various electric information: power,

energy, frequency, current, and voltage. This device measures the output electric variables

of the power plant, before the transformer. A Fluke SII (energy meter) is also installed
one is connected in the 220 V busbar before the 13.8 k/220 V transformer.

5. Results and Analysis

The commercial supervisory system main screen could be viewed in Figure 13, demon-

. This

strating real-time main electrical, environmental data of the PV plant, and monetary value

of the generated energy. The structure of the current supervisory system is stiff, not allow-

ing expansions and alterations in the data format. There is also an evaluation page, seen

in Figure 14, in which it is possible to plot any available variable along a specified period
of time.
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Figure 13. Main screen of the commercial supervisory system.
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Figure 14. Graphs page of the current supervisory system.

The new supervisory system has been operating since Jan/2021. The box that contains
the servers, the router, and the communication links can be seen in Figure 15.

Figure 15. Supervisory system hardware box.

The new supervisory system shows every electric measurement from the AC (from
the energy meter and inverters) and DC buses (from the inverters) and the environmental
variables made available by the solar meter station. Figures 16-18 are the new supervisory
system. The new dashboards have a flexible and expandable structure in contrast with the
old one. Any data and data format can be shown on the supervisory system for any user (all
users and administrators). The developer is allowed to build any screen without restriction.
The screens can be updated at a user-defined rate, allowing it to be more accurate with
regard to the sampling rate of each measurement.
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Figure 17. Screen for the measurements of the solar meter station.
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Figure 18. AC-Grid measurements for the solar power plant.

The system can also be accessed in a Read-Only capacity for all users, including the
ones that do not have administrator capabilities. In addition, all the users are able to
download any data in a CSV file for further analysis. All users can choose the sampling rate
and the period of time for the file. The administrator user is the only one that can modify
the dashboards and the communication with the databases.

Is it possible to see that the new supervisory system is able to display real-time current
measurements, also with the ability to display peaks, lows, and averages as seen in the
latter. This supervisory system is also capable of presenting historical data and the user
(any access level) can select any period of time that is needed.

The new presented system is not only more flexible and more adaptable than the
current supervisory system, but the developer and the user can also select a finer resolution
for the display of measurements (historical and real-time). It is possible to establish a
sampling rate of 5 s if desired; the current supervisory system has a fixed sampling rate
of 5 min for every variable. The longer polling time could mean data loss especially on
days in which there is a lot of weather variation due to the low inertia of the PV panels
(cloudy days). Figure 19 gives a more detailed view in order to show the behavior of the
active power during the morning of a cloudy day to highlight the data loss of the original
system due to the polling time. The new system detects higher power peaks and lower
power valleys since its polling time is lower: 10 s versus 5 min.
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Figure 19. 1Active AC power measured at the SMA Inverter. (a) Example with a long sampling; (b)
Example with a short sampling enabling detailed measurements.

Besides the technical advantages, the comparison between equipment costs can also
be used to illustrate other advantages. While the developed system had a total cost of
around USD 550, the commercial one was USD 4500, plus USD 25 for monthly subscription.
The main reason for this difference is that the commercial equipment can be used for
other variety of applications, which has no use for the solar system. In other words, the
commercial solution provides ADC inputs and communication interfaces that are not
compatible with the solar system.

To sum up the main comparisons between the two supervisory systems, Table 1 is
shown.

Table 1. Highlights of the comparison between the previous and the current supervisory systems.

Feature Previous Supervisory Current Supervisory
Flexibility Low High
Price USD 4500 + USD 25 monthly USD 550
Sampling Rate Fixed at 5 min Customizable for every variable

Compeatibility “Pseudo” Plug & Play Requires configuration

As it can be seen, the current supervisory system has advantages in three of the
four considered features. The new system is more cost-effective, and the flexibility is
considerably higher than the previous one, being more adaptable, and it is possible to
expand more easily. The current supervisory system has a customizable sampling rate,
which enables a better analysis of the behavior of each variable, making it more suitable
for photovoltaic (PV) power plants since PV panels have low inertia. The feature that
the previous supervisory system has over the current one is the compatibility since it is
practically a system that only has to be installed to initiate the monitoring. The current one
needed some configuration and adaptation.

6. Conclusions

The goal was to demonstrate the development steps of a supervisory system of a
power plant and the energy storage system using IoT concepts, employing smart devices
(network ready) and adapting the non-smart devices. The knowledge and techniques
implemented for the case study can be transferred for the development of any supervisory
system for any industrial/residential plant providing the means to establish a network.

Using smart devices and adapting the non-smart devices, every piece of information
available from the micro-grid could be collected in the new supervisory system. The
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communication, database, and application servers could be built in order to develop the
supervisory system.

The new supervisory system is a more flexible solution. This system could be modified
to integrate any modifications that may be necessary due to field changes in the power
plant or in the energy storage system or due to new monitoring requirements. The de-
veloper/user of the new system could configure polling times more appropriate to each
electrical and environmental variable according to one’s goal.

When comparing this study to other papers in this field, it is possible to see that the
other research works did not compare traditional supervisory systems with supervisory
systems that implemented IoT devices. This paper did stress the advantages technically,
analytically, and financially of the current system when confronted with traditional systems
and with the previous supervisory.

To further improve the new system, it would be interesting to implement a prediction
feature of the daily energy generation. This would allow for the scheduling of the operation
of the energy storage system. Adding this feature, the power output of the power plant
would be predicted based on the weather forecast for the coming day and the monitoring
system could command the field devices to control the charge/discharge of the battery
banks based on this forecast in order to supplement the generation when necessary, fine-
tuning it in real time.

An optimization tool for self-management of the plant would also be interesting.
The goal of the tool could be to maximize the efficiency of the process and lower costs
and losses.
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Abstract: Condition monitoring of wind turbines is progressively increasing to maintain the continu-
ity of clean energy supply to power grids. This issue is of great importance since it prevents wind
turbines from failing and overheating, as most wind turbines with doubly fed induction generators
(DFIG) are overheated due to faults in generator bearings. Bearing fault detection has become a main
topic targeting the optimum operation, unscheduled downtime, and maintenance cost of turbine
generators. Wind turbines are equipped with condition monitoring devices. However, effective
and reliable fault detection still faces significant difficulties. As the majority of health monitoring
techniques are primarily focused on a single operating condition, they are unable to effectively
determine the health condition of turbines, which results in unwanted downtimes. New and reliable
strategies for data analysis were incorporated into this research, given the large amount and variety
of data. The development of a new model of the temperature of the DFIG bearing versus wind
speed to identify false alarms is the key innovation of this work. This research aims to analyze the
parameters for condition monitoring of DFIG bearings using SCADA data for k-means clustering
training. The variables of k are obtained by the elbow method that revealed three classes of k (k =0, 1,
and 2). Box plot visualization is used to quantify data points. The average rotation speed and average
temperature measurement of the DFIG bearings are found to be primary indicators to characterize
normal or irregular operating conditions. In order to evaluate the performance of the clustering
model, an analysis of the assessment indices is also executed. The ultimate goal of the study is to be
able to use SCADA-recorded data to provide advance warning of failures or performance issues.

Keywords: bearings; condition monitoring; DFIG; K means; SCADA data; wind turbine

1. Introduction

In recent years, renewable energy sources have attracted considerable interest on a
global scale, becoming a viable option due to technological development, cost reduction,
and increasing demand, especially in developing countries [1,2]. Wind energy conversion
is one of the most promising renewable energy technologies that has developed rapidly
in recent years and provides a substantial share of electricity in an increasing number
of countries.

The cumulative global installed capacity of wind energy is about 93.6 GW of the
additional wind generating capacity installed globally in 2021, as shown in Figure 1.
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Figure 1. Global wind energy installation.

China, the U.S., Brazil, Vietnam, and the United Kingdom were the top five global
markets for wind power installations in 2021 [3].

According to the report in [4], during 2021-2022, twelve wind power projects in
Pakistan, with a cumulative installed capacity of 610 MW, achieved and started the supply
of electricity to the national grid. As evidenced in Figure 2, currently, Pakistan has around
4% share of wind energy among other resources [5] and has a deployment of renewable
energy throughout the land, particularly in two provinces, Sindh and Baluchistan [6], and
aims to achieve 30% of its electricity generation from renewables by 2030 [7].

Coal Wind 4%
13% Solar

1%

Natural
gas
30%

Hydro
29%

Figure 2. Pakistan’s energy matrix.

The generator of a wind turbine is one of the most failure-prone assemblies due to the
variable loads [8]. Continuous operations in all environmental conditions contribute to
failures of wind turbine components, assemblies, and systems. Bearing failures account for
more than 40% of the overall wind turbine generator failures leading to unexpected energy
losses [9]. In Figure 3, a fire in a wind turbine is represented. According to [10], the turbine
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may have failed because of the generator’s high bearing temperature due to a shutdown
that led the generator to set on fire. The high temperature, combined with the leakage of
oil from the rotating manifold nearby, probably triggered the fire.

Figure 3. Extend of damage due to wind turbine failure during October 2022 at Sapphire Wind Power
Plant at Jhimpir.

Hence, a solution for effective condition monitoring of generator bearings and early
identification of failure symptoms is needed. From actual maintenance practices of wind
turbine generators, it was found that there is a high nonlinear relationship between the
turbine fault and relevant factors [11]. Therefore, without proper monitoring, replacement
of the damaged bearing will not solve the problem and will cause damage again. In order
to avert such failures, it is critical to address the main causes of these failures in order
to prevent them and create possible solutions to decrease the occurrence of damage in
components. The development of condition monitoring techniques for rotating machinery,
particularly the bearings, has received much attention during the past few decades. Since
bearing failures results in prolonged downtime and wind turbine systems operate in
adverse conditions with widely variable speeds, loads, and temperatures, they appear to
be a solid option for model-based condition monitoring system [12,13]. However, cutting
tools are the final executive component in the machining process and come into close
contact with the product. This causes them to wear out quickly, which in turn impacts
the workpiece’s surface quality. According to [14], tool wear and damage are the primary
factors causing the failure of the machining process. The resulting downtime accounts for
7-20% of the total downtime of the machining process, and the cost of tool and tool change
accounts for 3-12% of the total machining cost.

A lack of information precisely describing primary bearing breakdowns in terms of
frequency and damage types, as well as the most common bearing modeling and analysis
setups, divided into dynamic and quasi-static categories, are presented in [15]. The study
examines wind turbines” dynamic reliability under various control strategies and external
conditions. The survival signature and fault tree analysis (FTA) were used to examine
the system reliability level of wind turbine drive trains under various wind conditions in
Ref. [16]. To maintain maximum power output, a doubly fed induction generator (DFIG)
was chosen since it includes more than 50% of all major onshore wind power plants world-
wide [17]. Doubly fed wind turbines are vulnerable to various types of generator losses;
these failures lead to excess vibrations that might damage other components, such as bear-
ing failures, which produce non-stationary vibrations [18,19]. Because the consequences of
a failure are catastrophic for both business and customers, it is crucial to prevent the error
more precisely [18]. Due to the longtime operation of the wind turbine in poor conditions,
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such as heavy loads, corrosion or failure in gearboxes can occur, such as misalignment,
looseness, and contamination of the bearings [20]. Contaminants include dust in the air,
dirt in the bearing, and any abrasive substance that gets into the bearing. Studies conducted
on the reliability of wind turbines show that the drivetrain system accounts for about 20%
of overall problems and accounts for nearly 30% of wind turbine outages when using
DFIG [21].

With the use of data from the supervisory control and data acquisition system and the
idea of energy saving, this study enhances a condition monitoring method for wind turbine
main bearings. The objective of the current research was to employ model parameters
as health indicators. The method was applied to find main bearing degradations over a
two-year period in a wind farm with more than 100 WTGs. The method was evaluated
because of the history of bearing failures that were known [22]. The two different types
of datasets were used to test the newly created trigonometric entropy measure based
on variational mode decomposition (VMD). One comes from the Centre for Intelligent
Maintenance Systems, and the other from the XJTU-SY Bearing Databases. The suggested
method has the ability to raise the alert about the beginnings of faults relatively at an early
stage [23].

One of the research studies suggests an artificial neural network (ANN)-based defect
detection approach for wind turbine main bearings based on current SCADA data. In this
study, SCADA data from the Nord-Trndelag Elektrisitetsverk-owned Hundhammerfjellet
wind farm were used. Turbine rear bearing temperature, a main shaft rear bearing char-
acteristic in the SCDA data, provides an indication of how hot the bearings are operating
and hence provides the opportunity to identify rear bearing overheating [24]. Another
study was developed in such a way that 10 min average operating (SCADA) data for a
group of 14 wind turbines are available, and a subset of 10 of those 14 turbines undergo
monthly grease checks. The suggested method is completely hybrid and intended to
combine data-driven and physics-informed layers in deep neural networks. The bearing
damage of a wind turbine using recurrent neural networks was studied. It was specifically
suggested that grease damage increments through a multi-layer perceptron and bearing
fatigue damage through equations frequently employed in bearing reliability design [25].
Therefore, this research focuses on analyzing these faulty bearings in DFIG. The condi-
tioning monitoring-based system was suggested to detect faulty bearings, and a machine
learning approach was used for the detection of intensity/type of fault in DFIG. In this
paper, system identification methods were applied to SCADA data to develop a condition
monitoring model, which can be used to predict the generator’s indices that affect the
bearings in terms of wind speed, generator temperature, generator rotation speed, etc.
The SCADA data were analyzed to assess wind turbine operating conditions using the
developed model that effectively identifies potential failures or breakdowns.

The need for condition monitoring of wind turbines is growing as the size and location
of modern wind turbines make their technical availability essential. Due to the limited
accessibility of some remote-controlled wind farms on mountain and offshore wind farms,
unexpected failures, especially of large and important components, might result in unneces-
sary delay and cost. Therefore, the goal of our research was to obtain real-time SCADA data
for acquisition while minimizing downtime through condition monitoring. Many methods
employing these data for early failure detection have recently been developed since CM
using SCADA data is a potentially low-cost solution requiring no additional sensors. From
all the parameters, it was found that the prediction of the temperature variation trend is
crucial in order to provide an overheating warning and detect an optimization problem.
In order to solve the optimization problem of the proposed model, the corresponding
objective function was derived in a more tractable form, and an alternative update algo-
rithm is presented, which is based on the identification of new concepts in unlabeled data.
The method is used to achieve improved predictive performance in terms of improved
predictive accuracy.
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The rest of the paper is structured as follows: Section 2 presents the research method-
ology describing the data-based approach and reporting the research flow of the study.
Section 3 provides the results and analysis of the study. Techniques and methods (K-means
clustering approach, elbow method, boxplot visualization) are discussed and applied to
the SCADA data where faults are known to have occurred, and conclusions and future
recommendations are drawn.

2. Methodology

Wind turbine condition monitoring can be used to improve safety or to lower the cost
of the existing level of safety, anticipating or detecting emerging major faults [26]. The
study proposes a methodology based on wind turbine condition monitoring that, through
a supervisory, control, and data acquisition SCADA system, records data from an inertial
measurement unit (IMU) sensor mounted on the DFIG’s bearings that detects system
signals. The SCADA system provides historical signals, fault information, environmental
condition parameters, and operational factors related to the DFIGs and their equipment in
wind turbines. The collected data are then used by proposing a new method of bearing
failure detection in the machines.

The method used in this study to compare the bearing status of the DFIG in the
SCADA system is characterized by its feasibility and cost-effectiveness, and its flowchart is
shown in Figure 4. Table 1 lists the key parameters of interest.

I 2
Data
acquisition
T Visualization
— through Scatter
- Plot/B lo
l Data analysis ot/Box plot
of parameters/
DFIG filteration
l l
Clustering
- SCADA . ‘e s E[buw(%dethod
Data (k means)
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) . l
Result analysis Result
through Event analysis/
. record data Quantification

Figure 4. Research Methodology Flow chart.

Unlike supervised learning, where human-labeled data are necessary, unsupervised
learning uses unlabeled data and provides an insight into the probable classes present
in the dataset, which is then used to broadly classify the data. The main benefit of unsu-
pervised learning lies in the fact that it does not require any human-labeled data, which
saves much manual effort that is otherwise used to label every data point in a particular
dataset individually.
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Table 1. Assessment indices of DFIG bearings.

S.no. SCADA Parameters Unit
1 Average Active Power (kW)
2 Average Wind Speed (m/s)
3 Average Reactive Power (kVar)
4 Wind Turbine Energy yield (kWh)
5 Average Ambient Temp (°O)
6 Average Gen Rotation Speed (rpm)
7 Average Maximum generator temp (°C)

Advanced condition monitoring systems are used by wind turbines, which are com-
plex systems, to assess their state of health. Due to its high failure rate and downtime, the
generator is one of the most important components. In wind farms, SCADA are used for
real-time condition monitoring and control. New and reliable strategies for data analysis
are needed because of the large amount and variety of the data. The development of a new
model of the temperature of the DFIG bearing versus wind speed to identify false alarms
was the key innovation of this work. A box plot was utilized to depict the distribution of
the data, and a data partitioning strategy was used.

The model for determining failures in DFIG bearings is based on machine learning
(ML) techniques for classification and parameter analysis for early diagnosis and predictive
maintenance. The K-means clustering technique is used for the evaluation and condition
analysis of DFIG bearings, and the elbow method is used to determine the K value for
the classes in accordance with the clustering technique. Reducing the size and complexity
of the dataset is the primary goal of the clustering technique. Compared to the original
data, clustered groups of points occupy much less storage space and are easier to control,
which is why this method is proposed. Once the clusters were determined, scatterplot and
boxplot visualization was used for the statistical visualization of the predicted data. In
the last step, validation of the predictive performance of the results was analyzed with the
latest data obtained.

K-means Clustering

The unsupervised learning approach known as K-means clustering divides the unla-
beled dataset into many clusters. The K-means algorithm was employed for the condition
assessment of the DFIG bearings. The K-means clustering technique was applied to design
the prediction model for the assessment indices that are based on DFIG bearings, such as
temperature, rotation speed, and wind speed. The K-means model was used to identify the
clusters in the available dataset. Here, the value of K (1, 2, 3, 4, 5) was determined.

The model is trained through the machine learning algorithm using python program-
ming in Jupyter in Figure 5.

The steps in the K-means clustering algorithm are the following:

Let X = {x1, X2, X3, ..., Xn} be the set of data points and V = {vy, vo, ..., vn} be the set
of centers:

(1) Select “c” cluster centers;

(2) Determine the Euclidean distance between the cluster centers and each data point;
(3)  Assign the cluster with the shortest distance from all the other cluster centers;

(4) Recalculate the new cluster center using the following:

v;=(1/¢;))sum (=1, ¢;) (x;)
where “c;” denotes the no. of data points in the ith cluster;
(5) Measure again the separation between each data point and the newly discovered
cluster centers;
(6) Stop if no data point was moved; otherwise, go back to step (3).
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For the progression, keep changing the value until the optimal clusters can be achieved.
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Figure 5. Flowchart of K-means technique.

The Euclidean distance between x; and v; is given as “||x; — v;||”.

Prediction errors in the SCADA data of the model follow a normal distribution. Thus,
it can be calculated based on the probability density function of normal distribution.

Elbow method for optimizing K value:

The elbow method is an effective method for cluster optimization and is used for
clustering analysis since it is simple to implement and yields useful results. The elbow
technique is a visual way to verify the consistency of the optimal number of clusters by
analyzing the difference in the sum of square errors (SSE) of each cluster. The most severe
difference creating the angle of the elbow indicates the optimum cluster number [27].

In this method, the optimal value of k using the elbow method is found by calculating
the sum of square error (SSE) to evaluate K-means clustering using the elbow criterion.
The idea of the elbow criteria approach is performed to select the k (number of clusters) at
which the SSE decreases significantly. The elbow rule’s fundamental concept is to employ
a square of the distance between each cluster’s centroid and sample points to generate a
range of K values. As a performance measure, the sum of squared errors (SSE) is employed.
SSE is calculated by iterating over the K-value. Smaller numbers represent more converging
clusters. SSE displays a sharp reduction when the number of clusters is adjusted to be close
to the number of actual clusters. When there are more clusters than there are actual clusters,
SSE still decreases, but it does so more slowly. It is used to choose the best clusters.

Data Visualization

Large amounts of numerical data can be displayed using graphs, which can be used
to demonstrate the relationships between the numerical values of various variables and to
derive quantitative relationships between them. One of the most powerful and popular
methods for visual data analysis is the scatter plot [28]. Different data points are positioned
between an x- and y-axis to display these data. Each of these data points appears to be
“scattered” across the graph. By using the generalized scatter plot technique, big datasets
can be completely represented in the figure without any overlap. The primary concept is
to provide the analyst with the flexibility to adjust the quantity of overlap and distortion
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to produce the optimal view. The model offers the option to smoothly zoom between
the conventional and generalized scatter plots to enable effective usage. An optimization
function considers overlap and visualization distortion.

Performance Analysis System

SCADA was utilized to create the system for analyzing model performance. Once
a csv file is loaded with the dataset comprising the measurements, the model builds its
predictions. Then, predictions are made using the seven parameters listed in Table 1. In
the same sequence as the data received from the input file, the predictions are made and
written to a csv file. By comparing the predicted label with the actual label, the generated
csv files can be examined to determine how well the model performed. The software is used
to analyze and visualize the performance of the model implemented in Jupyter Notebook
using Python programming.

3. Results and Analysis
3.1. Case Study

In this study, SCADA data were collected and analyzed from an onshore wind farm
with 66 wind turbines with DFIG generators with rated power of 1.5 MW each, located in
the Jhimpir wind corridor. The data were collected in the form of excel sheets at 10 min
intervals at a bearing speed of 1800 rpm. The database covers one month of operation, from
January 2021 to February 2021. Up to 300 datasets were recorded for analysis and used to
train the model.

3.2. Data Visualization

After data pre-processing, visualization of the data according to its correlation with
all filtered parameters can be observed in Figure 5. Once the visualization of the data is
acquired, the condition changes in the DFIG parameters summarized in Table 1 can be
easily determined.

In Figure 6, a good correlation is observed between the average generator rotation
speed and the average generator maximum temperature. Therefore, with the change in
speed, the temperature also increases.

In order to analyze the trend and cycles, studies of the parameters with regard to
time were devised, as shown in Figure 7. Based on the number of notices and downtime
hours, Figure 6 displays the monthly report of the evaluation indices for a certain DFIG.
One-month duration is displayed on the x-axis, and the left y-axis displays the ranges
and downtime hours. The two temperature parameters exhibit nonlinear and progressive
variation tendencies, and the wind speed varies significantly.

It is evident from the figure that as the wind speed increases, the generator’s rotational
speed and power generation also increase accordingly. The average temperature of the
turbine also increases due to an increase in turbine speed. It can also be observed that the
effect of ambient temperature on generator temperature is rather low compared to the effect
of rotation speed. The turbine starts generation at 5 m/s and tries to maintain its speed at
17 m/s for maximum power generation. As wind speed reduces to less than 5 m/s, the
turbine cannot maintain generation and reduces the generator speed to zero, as can be seen
from the figure.

3.3. K-Means Clustering with Elbow Method

The K-means algorithm partitions the collected data into k clusters, in which each
point belongs to the cluster with the smallest distance. K determines the default clusters
to be generated during the process, with K = 2 creating two clusters and K = 3 creating
three clusters. This allows for the analysis of a close connection between generator rotation
speed and generator temperature. The technique is applied by using the elbow method
algorithm, which provides a quick and intuitive response.
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In the elbow graph in Figure 8, it is seen that there is a sharp decrease in the SSE until
the third cluster. Therefore, the optimal value of k = 3 is obtained.
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Figure 8. Determination of the best cluster using the elbow method: sum of squared errors (SSE)
versus K values.

The centroid of a cluster and each individual observation allocated to that cluster are
separated by the total within-cluster variation. The following centroids are chosen using
the original max—min criterion, which involves picking the point that is farthest from its
nearest centroid. When the cluster sizes are seriously out of balance, the max—min approach
is extremely helpful in preventing the worst-case behavior of the random centroids [29].

The clusters are more clearly defined and confined the closer together these distances
are by adjusting the k-value to 3 and observing the clusters again with respect to all
parameters. The grouping of data points does not give a good correlation between all
parameters except the average generator temperature and the average generator rotation
speed, which are clearly grouped in Figure 9. However, a linear relationship (orange line)
can be observed between the temperature and the rotation speed of the DFIG bearings.

The red dots showing the mean of each cluster’s points, orange line shows the linearity
and clusters are referred to as classes K = 0, 1, and 2, (3 colors = 3 clusters or k = 3) in
Figure 10.

3.4. Box Plot Visualization

The relationship function between the assessment indices and their influencing factors
was established using a boxplot. The condition assessment index of DFIG bearings was
generated using a boxplot representation of k-means clustering algorithms. The boxplot
visualization of the k-means cluster analysis groups individuals as average maximum
generator temperature (°C) and average gen rotation speed (rpm).

The partition of units in clusters is:

mmmmCluster 1: 0, for low temperature, low speed;

Cluster 2: 1, for medium temperature, moderate speed;

_Cluster 3: 2, for severe temperature, high speed;
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In Figure 11, the relationship between rotation speed and temperature is analyzed. As
the rotation increases, the temperature also increases. Therefore, three classes are extracted
after the clustering method.
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Figure 11. Boxplot variables: (a) rotation speed vs. cluster id; (b) temperature vs. cluster id.

3.5. Validation of Results

Validation of the predictive performance of the results with the latest data was ob-
tained. After processing the model again for getting qualitative performance, SCADA
operational data were recorded continuously at 10 min intervals. This can take the form
of the average, minimum, maximum, or standard deviation of live values recorded by
the controller in the previous 10 min period. Signals such as the turbine power output,
wind speed, temperatures of various components, electrical signals, and environmental
conditions such as anemometer-measured wind speed and ambient temperature were
recorded. The flow chart of validation is shown in Figure 12.

Event record data

|

Trained K means
model

Predict classes

4

Qualitative
Assessment

A

Figure 12. Flow chart of validation.
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The comparison of average generator rotation speed and average generator tempera-
ture in Figure 13 shows their performance with their pros and cons in a particular scenario.
The suggested evaluation approach can effectively forecast the change in operating circum-
stances prior to fault occurrences and can provide early warning of developing faults in
DFIG bearings, according to the validation results.
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Figure 13. Validation of predicted results.

Validation of this research shows the change in speed and temperature. If the tem-
perature exceeds greater than the range of 25 °C to 75 °C, it may fault the DFIG. After
applying the machine learning technique, it was found that the rotation of the generator
changes its speed, the high temperature could also be exceeded, and it can affect DFIG
and could damage the bearings. Therefore, this research provides early fault detection of
DFIG bearings.

4. Conclusions, Social Impact, and Recommendations

The approach was applied in a field study using one month of SCADA data from
a wind farm consisting of 66 1.5 MW turbines in order to develop an effective condition
monitoring system for early diagnosis and prognoses the conditions of the wind turbine’s
drive train to investigate bearing failures in DFIG. The box plot shows the visual graph
of the affected parameters. In order to achieve forecasting with high accuracy, this paper
proposes a novel model for the bearings in DFIG and a machine learning method for
predictive maintenance. Therefore, forecasting the trend of temperature change is critical
for overheating warnings. In order to evaluate the performance of the clustering model,
experimental analysis was carried out. By combining the condition parameters in a scatter
matrix, the linear elbow technique revealed the relationships between temperature and
related variables. The results of comparative studies and early fault diagnosis show that
the proposed method has better performance for temperature forecasting and average
rotation speed of the main bearing of large-scale DFIG bearings. If these data can be
used to identify potential failures or breakdowns, then this may well prove to be a very
cost-effective means of condition monitoring; the SCADA data parameters prove to be
a cost-effective method of condition monitoring that can be used for potential faults or
malfunctions. The method will enable reducing downtime and monetary losses due to
maintenance and replacement of various wind turbine components. The study provides an
adaptable but reliable framework for the early identification of developing wind turbine
damage, reducing wind turbine outages, and raising wind turbine dependability and
revenue through operational improvement. Forecasting the trend of temperature change
is essential for issuing overheating alerts. The outcomes of comparative studies and early
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fault diagnosis demonstrate that the proposed method has improved performance for
temperature and rotation speed for forecasting the bearing of DFIG bearings. This research
suggests a novel model for the bearings in DFIG and a machine learning method for
preventive maintenance to achieve forecasts with high accuracy.

The sustainability of wind energy generation is ensured by using the approach sug-
gested in this paper. Additionally, wind turbines may lessen the amount of power produced
using fossil fuels, which lowers overall air pollution and carbon dioxide emissions. The
potential for wind turbines to negatively impact wild animals through collisions as well
as indirectly through noise pollution, habitat loss, and decreased survival or reproduction
is a major issue for the business. Moreover, this study could be carried out to analyze
the viability of this method for more than seven parameters of DFIG wind turbines in the
future. With some changes, our project can also be used for health/condition monitoring of
other equipment such as wind turbine gearboxes, medical sectors, helicopters, cars, etc.
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Abstract: The integration of distributed generation (DG) into a power distribution network allows
the establishment of a microgrid (MG) system when the main grid experiences a malfunction or is
undergoing maintenance. In this case, the power-generating capacity of distributed generators may
be less than the load demand. This study presents a strategy for the effective utilization of deployed
active and reactive power sources under power mismatch conditions in the islanded distribution
networks. Initially, the DGs’ and capacitors” optimal placement and capacity were identified using
the Jaya algorithm (JA) with the aim to reduce power losses in the grid-connected mode. Later, the
DG and capacitor combination’s optimal power factor was determined to withstand the islanded
distribution network’s highest possible power demand in the event of a power mismatch. To assess
the optimal value of the DG-capacitor pair’s operating power factor (pf,,,,..) for the islanded
operation, an analytical approach has been proposed that determines the best trade-off between
power losses and the under-utilization of accessible generation. The test results on 33-bus and 69-bus
IEEE distribution networks demonstrate that holding the islanded network’s load power factor
(Pf10aq) €qual to pf ..., during the power imbalance conditions allows the installed distributed
sources to effectively operate at full capacity. As expected, the proposed strategy will assist the utility
companies in designing efficient energy management or load shedding schemes to effectively cope
with the power mismatch conditions.

Keywords: capacitors; distributed generation; distribution network; islanded operation; microgrid;
power supply-demand imbalance

1. Introduction

Obtaining favorable results by introducing distributed generation (DG) and capacitors
into distribution networks necessitates a well-thought-out design strategy. The optimal
positioning and sizing of capacitors and DGs potentially result in improved voltage stability,
reliability, power quality, reduced power losses, and eliminating or deferring the upgrades
of the electrical power networks. In addition, DGs” and capacitors’ joint presence allows the
distribution networks to be operated as autonomous grids whenever the primary grid faces
a fault or is being serviced. In the recent literature, heuristic and meta-heuristic techniques
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have been commonly used to optimize the capacity and placement of DGs and capacitor
units in the distribution networks. However, the literature focuses on identifying the DGs’
and capacitors” simultaneous allocation for grid-integrated distribution networks.

Among the examined papers, two studies [1,2] in the literature have retrieved the
pivotal option of microgrid (MG) formation, while allocating the DGs and capacitors in
on-grid radial distribution networks. Gholami et al. [1] optimally allocated the capacitor
units in DG-integrated power distribution networks for both on-grid and off-grid operation
modes. Under islanded operation, the authors assumed that a section of the distribution
system was operated with accessible energy. Nevertheless, they did not entail any method
for fully operating the installed sources. Wang and Zhong [2] optimally allocate the
capacitor and DG units both on the grid and in the islanded mode of the distribution
system in order to boost voltage levels at network buses. However, the authors chose
different DG and capacitor banks for both operation modes, and their placements changed
when the operation mode switched, which is an unrealistic strategy. In one study, Yazdavar
et al. [3] optimize the capacitor and DG sizes, locations, and types for a standalone MG
that is not the part of central grid. Thus, the authors ignored both the grid-integrated and
islanded modes of operation. In addition, while optimally allocating the DGs alone, a
method for determining the best DG locations and sizes for islanded networks has been
reported in a few studies [4-6]. However, the mentioned studies hypothesized that the DG
units” capacity was more than the total energy consumption (power losses and demand)
and hence used the isolated operation approach to address islanded distribution networks.

Although islanded and isolated networks have nearly identical control and opera-
tional needs, they differ in planning, owing to the islanded mode’s short interval of MG
operation [7]. The on-grid distribution networks typically operate in autonomous mode
for a brief time when the primary grid experiences a fault or is undergoing maintenance.
Therefore, the installation of larger DGs can ensure the sustainable operation of the electric
grid. However, it will raise the overall cost of the power system, making the electric grid
more complicated. Therefore, a mechanism must be developed to utilize the same installed
DGs as a standby power source till the grid’s supply is restored. It will be possible if the
installed DGs supply power to a specific distribution network section by dividing the entire
network into several zones. Alternatively, if distribution system operators (DSOs) can
persuade consumers to limit their electricity consumption, then at least a portion of each
consumer’s load demand can be met with available energy. Hence, it is necessary to create
a mechanism to fully utilize the installed DG and capacitor units to serve a significant part
of the islanded network’s total load demand under supply—demand mismatch conditions.
Such an approach will also allow the utilities to design effective energy conservation, load
shedding, and demand-side management (DSM) schemes to improve the reliability of
the islanded distribution networks when there is a supply-demand disparity (Figure 1).
The systematic literature findings have been compiled in Table 1. In addition, in [8], the
authors of this paper presented a detailed critical review of the studies that have been
especially undertaken in the domain of simultaneous DG and capacitor allocation in the
power distribution networks.

Furthermore, in the literature, various studies [9,10] emphasize the risk of a total
blackout and suggest restoration techniques that leverage distributed generation to restore
critical loads, especially since shedding load is a critical method for handling power
imbalance conditions when the power supply is less than the demand. Load shedding
enables DSOs to allocate available energy to critical loads and discard the remaining load.
However, an analysis of how the distributed sources” available power generation capacity
can be optimized to serve the maximum possible share of the total network load while
minimizing load shedding is necessary to make an informed decision.

40



Energies 2023, 16, 2659

(30

INCANDESCENT
BULB

SAVE ENERGY

Peak ° /:\ Strategic
clipping / \ /7 \ conservation
x
Val[oy{ j// \ SR

| '\ Slralegic
filling Ioad growth
Load | /7 / Flexible
shifting load shape

Figure 1. Strategies to handle the supply-demand imbalance (Pgemand = Psupply) condition.

Demand Slde
Managernem

Considering this fact, this study proposes a dual-stage strategy for optimally placing
DGs and capacitors during the grid-integrated mode of distribution networks and efficiently
operating them for islanded operation. The optimal DG and capacitor allocation for grid-
integrated operation is determined in the first part using the Jaya algorithm (JA) to decrease
losses while keeping voltage deviation (VD) at buses within safe ranges. The second part
determines the DG and capacitor combination’s optimal operating point for carrying the
maximum power demand of the islanded distribution network in the event of power
deficiency conditions. The second part of this study proposes an analytical approach to
determine the optimum power factor of the DG-capacitor combination, evaluating power
losses and under-utilization of the mounted distributed power sources.

The main contributions of this study are listed below:

i A methodology correlating the effective utilization of the DG and capacitor units
under autonomous operation mode is proposed for the scenario where the power
supply is less than the power demand;

ii. A bi-objective minimization function, incorporating the accessible power genera-
tion’s under-utilization and active power loss reduction, is established to optimize
the islanded distribution network’s operation during power supply and demand
imbalance events.

The rest of the article is arranged in four sections: The optimization problem is
formulated in Section 2. The proposed planning strategy is discussed in Section 3. Section 4
presents the results and discussion, and the conclusion is drawn in Section 5.
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2. Problem Formulation

The primary goal of this study was to efficiently utilize the installed DGs and capacitors
to their full capacity so that the mounted devices can carry the highest potential share
of the networks’ entire load during the autonomous operation. In this context, a multi-
criterion function was formulated considering the objectives of power loss minimization
and reduced under-utilized capacity of the accessible active-reactive power generation.
The details of the proposed objective functions are presented below.

2.1. Power Loss

Because of the greater line resistance to reactance ratio, high current flows, and radial
configuration, the distribution system is the most unreliable. It has the highest power
losses among the three components of the power system: generation, transmission, and
distribution [46]. It has been noted that about 13 percent of the total generated power
is wasted as the real power loss (I? x R) in the distribution networks [47,48]. As per the
statistics, the distribution system is responsible for over 70 percent of the total power
system losses [49]. According to the study [50], these losses range between 33.7 percent and
64.9 percent. In this condition, the inappropriate selection of the DGs and capacitor sizes
and locations will further add to the system losses. Therefore, this study’s first objective is
to minimize the power loss with simultaneous DG and capacitor placements.

Consider the single-line diagram of a simple two-bus radial distribution system
depicted in Figure 2. Radial distribution systems use series impedances to represent
power distribution lines and constant loads to establish a symmetrical system. The power
flow solution for such networks may be computed by using Equations (1)—(3).

Pbr = PhZ + Pbr,lass (1)
Qbr = sz + Qbr,loss (2)
Vi = Vi1 + Lo (Rer + jXy,) ®)

where Py, and Qp, are the br branch’s active and reactive powers that flows between buses
b1 and b2; Py, and Qy, are the real and reactive loads connected at bus b2; Py, joss and Qpy. 155
are the real and reactive power losses of branch br; Vj;; and Vj; are the voltages across bl
and b2 buses, respectively; Ry, and X}, are the branch resistance and reactance; and I}, is
the branch current flowing between buses b1 to b2.

Vb'l < 51)1 Vbz < 6b2
Rpr + jXpr

b1
Pyz +jQp2
Figure 2. Single-line diagram of two-bus distribution network.

Equations (4) and (5) can be used to compute power losses encountered across each
distribution system’s branch, whereas Equation (6) can be used to calculate the amount of
power dissipated over the entire distribution system.

PZ 2
Py 10ss = Rpy X MVW’G (1,2,...,nb71) (4)
' Vial
PZ 2
Qbr,loss = Xpr X (bz‘;—iz?w)vm’ S (1/ 2,...,nb— 1) (5)
b2
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nb—1 nb—1
Tloss = Z Pbr,loss +7 Z Qbr,loss (6)
br=1 br=1

where T}, is the distribution network’s total loss, including both active and reactive power
losses, and nb represents the total number of buses in the distribution network.

The power flow for the radial distribution networks incorporated with DG—-capacitor
units in Figure 3 can be computed using Equations (7) and (8). The active and reactive
power flows at the terminal node of the b + 1th branch can be mathematically stated as

P2 + QZ
b,b+1 bb+1
_bb+1 © =bb41 ) pr+1 + ,,‘PDprEﬁ ?)

Pyi1 = [Pb,b+l - <Rb,b+1
Vi)?

Pl +Q

bo+1 T Lo pr1

Qpi1 = {Qb,lﬁl - (Xb,b+1+ T ) = Qb +aopc QPG + xocs QS )
b

Vs . W . 3 ¥

v Py per +JQp0e1 bt Pyey + Q41 Y . )

[— S —— B+ @y
—

Ippsr

GRID Rpper +J 8041

[~
[
-+
-
e
3

3
Qi:+l.

il

DG : .
O ooy + Q5
FPE + QR
Figure 3. Radial distribution system with DG and capacitor banks equipped on a bus.
Since the resistance to reactance ratio in distribution networks is so high, active power
losses dominate in these networks. For this reason, the active power loss minimization is
chosen as a first objective for this study rather than the total loss function. In a distribution

network, the branch connecting buses b and b + 1 results in a power loss that can be
computed as given in Equation (9).

2
Piossppt1 = |Inps1| Ropr1 )

The current flow through that branch (between buses b and b + 1) can be calculated as
Equation (10).

2 2
Pyyi1 + Qppia

V3|2

Iy = (10)

The cumulative real power loss of distribution system is the sum of power losses
across branches of the distribution network, as shown in Equation (11).

The mathematical expression of the first objective of the considered optimization
problem minimizing the power loss function is presented in Equation (12).

nb—1

PlossT = Z Plossb,b+1 (11)
br=1

fl = Min(PlussT) 12)

2.2. Accessible Generation Capacity’s Utilization

In the event of a grid failure, DGs can fulfill the distribution network’s energy needs.
The deployed capacitors can aid DGs in fulfilling the reactive power demand of load.
Since the installed power-generating capacity of the DGs and capacitors is typically less
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than the load demand, the electricity injected into the autonomous distribution network
is less than the energy needs. In this instance, the electric utility can address the supply—
demand disparity by lowering the electricity consumption, shedding the load, or executing
a demand-side management (DSM) scheme.

However, it is critical to figure out how much of the network’s load share can be
supplied with the available DG and capacitor powers to employ any of these solutions.
The problem is to find out how the installed DG and capacitor units can be used so as to
maximize the supplied load share during islanded distribution network operation.

Power-generating sources generally operate at high power factors to minimize power
losses and optimize the distribution networks’ utilization capacity. Furthermore, the
utilization factor of the DGs, which is the ratio of the device’s actual output to the maximum
achievable output (or rated capacity), can alter significantly as the operational power factor
varies. However, the amount of active and reactive power generated is usually determined
by the load. To put it in another way, the load on the distribution network should be
assigned a quantity that allows the coupled DGs and capacitors to run at the required
power factor and serve the maximum amount of energy to the load with minimal system
losses. Therefore, the second minimization function chosen for this study is the under-
utilization of accessible power generation, which evaluates whether or not a resource is
being used to its maximum potential. The proposed objective function’s mathematical
formulation is given in Equations (13)—(18).

Sunder—utilization = Savailable — Sgenemted (13)

f2 = min(sunderfutilizntion) (14)

where Sgeerateq is the function of pf .., which can be computed as Equation (15):

— 2 2
'Sg(’nemtfd(pfsource) - \/PDG,generaed + QCup,generated (15)

The values of Ppg generated and Qcap,generated @t any value of source power factor pf,,
can be calculated as Equations (16) and (17), respectively.

Qcapavaitable X Pfset

PDG,genemted = 2 (16)
\V 1- pfset
PpG,avaitable | 2
Qcap,generated = \/ <% — (Ppg,avaitabte) 17)
set

Here the S, er-utilization Value might be anywhere between 0 and Sgypiiape- A value
of 0 for S, der-utilization implies that the installed DGs/capacitors are fully operational. In
contrast, Syuder-utitization > 0 indicates that the DGs—capacitors” power is less than their
installed capacity. As a result, the mathematical description of the proposed multi-criteria
optimization problem is given as Equation (18) using a weighted sum approach:

F = Min(f, + f») (18)

2.3. Constraints

To evade undesired results in the proposed optimization problem, some constraints
are imposed that must be satisfied in order to solve the problem successfully. As there is
no power supply from the central grid during the islanded operation of the distribution
network, only the mounted DGs and capacitors are responsible for meeting the load’s
energy requirements. Since the installed units” power output often is less than the load
requirement, the first constraint posed for the islanded distribution network is the maxi-
mum active and reactive power flows across the network (Pisiand,maxs Qisland,max) that must
be equal to or less than the installed generation capacity of the installed DG and capacitor
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units (Equations (19) and (20)). In addition, each bus in the distribution network must have
a voltage (V}) that should be within +5% of the rated voltage (V;4s.4) (Equation (21)). The
assumed V4,4 for this study is 1 p.u.

Pisland?max S E PDG (19)
Qislund_max < Z QCap (20)
0.95p.u. < V;, < 1.05p.u. 1)

2.4. Decision Variables

For the studied optimization problem, the chosen decision (design) variable is the
power factor of the DG—capacitor combination (pfsource) at which they are functioning. The
upper and lower bounds set for pfsource are 0.8 and 0.93, respectively.

2.5. Modeling of DGs” Power Output

For this study, the DGs’” power output is assumed as deterministic. The literature
has classified the DGs into four types. Type 1 DG can inject only active power, including
solar photovoltaic panels, fuel cells, and battery energy storage. DGs of type 2 only supply
reactive power either using capacitors or D-STATCOM. Type 3 DG usually involves the
synchronous generator, which can generate both active and reactive powers. Finally, type 4
DG includes an induction generator that can generate active power while absorbing the
reactive power. This study assumes a type 1 DG, such as photovoltaic panels paired with
batteries, to generate controlled active power output.

2.6. Modeling of Capacitors” Power Output

Capacitor banks are devices that produce reactive power. They are currently available
in the markets as fixed discrete types. Therefore, this paper considers the capacitors of
discrete size for the optimal simultaneous allocation of capacitor and DG units in the
distribution system. The capacitors available in the market are smaller units (50 kVAR),
which are further integer multiples of factor k. Hence, the required amount of capacitor
size can be determined using Equation (22).

Qumax =k x Qo (22)

where k is an integer. The required amount of kVAR can be assessed such as [Qo, 2Q,, 3Q,,

oo, kQol.

3. Proposed Methodological Framework to Optimize the Autonomous
Network’s Operation

It is worth recalling that the distribution networks operate in grid-connected mode
except when the grid has a fault or is being maintained. For this reason, the sizing and
placement of capacitors and DGs must be chosen considering a grid-connected operation.
Therefore, the first part of the proposed methodology is to obtain the optimal capacity
and placement of the DGs and capacitors for grid-integrated distribution networks. In
order to determine the optimal location and sizing for the DG and capacitor units, the
Jaya algorithm (JA) was used. The JA, developed by Rao [51], is a stochastic heuristic
optimization algorithm that only involves a single recombination step. In addition, the JA
is different from most population-based optimization approaches as it uses no parameters,
chosen by the user, in its execution. Only the maximum number of iterations (Maxltr) and
population size (nPop) are to be specified for the JA [52,53]. In the recent literature, the
efficiency of the JA has been demonstrated in various studies [54-58].

To mathematically describe the JA’s implementation cycle, let z be the real valued
vector of decision variables composing one solution. The z;" best aNd z;‘/ worst INdicate the best
and worst so far solutions. The ith candidate’s jth decision variable in the kth iteration is
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represented as z¥ j Then, at the kth iteration, the numerical equation used to update the

candidate solution is given as represented in Equation (23).

k(. k
) - r2,j (Zj,worst -

where & i and % j are random numbers selected with uniform probability between 0 and 1

ko ok ok (oK k k
Zii =z +1; (Zj,best = |2i Zj

) (23)

at the kth iteration. The objective function value decides whether the updated solution Z¥ j

can be preferred or not over the current solution zé‘ .

The update procedure is repeated for each soh’ltion vector of the current population at
iteration k. The outputs of all updates are the input population to the subsequent iteration.
The termination conditions can be either a maximum number of iterations or a convergence
to the desired outcome. The flowchart presented in Figure 4 elaborates the execution cycle
of the JA.

Input the JA’s and optimization
problem’s parameters

l

Generate the initial population and

evaluate the value of cost function

A

Identify the best and worst solutions

.

Based on the best and worst solutions, modify the solutions as per

Zil.(/' = Z{fj + rl}fj(zj!fbest - |Zlk/|) - er,j(Zjl,(worst - |Ztk]|)

Is the new solution
(Z['fj) better than the
previous solution
@y

Termination
criterion
satisfied?

Output the optimum solution

Figure 4. Execution cycle of the Jaya algorithm.
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Once the DGs and capacitors have been installed for the on-grid distribution network
operation, replacing or relocating them for the short interval of the network’s autonomous
operation is not viable. Hence, it is not feasible to repeatedly optimize the power-generating
equipment’s size and location to enhance the functioning of distribution network under
the autonomous operation mode. Therefore, this study considers the DG—capacitor com-
bination’s power factor (pfsource) as the decision variable to achieve the desired goal of
efficient and maximum utilization of the mounted devices under the distribution networks’
independent operation.

To evaluate the effect of pfsource On the autonomous distribution network’s functioning,
a detailed framework is presented whose stepwise elaboration is explained as follows.

Step 1. Define the base power, base voltage, load data, and line data for the selected
distribution network.

Step 2. Calculate the starting values of the objective functions, the active power loss in this
case, by running the base case load flow for all the solutions of the starting population.

Step 3. Set the JA’s parameters, nPop and MaxItr, and the parameters of the optimization
problem, n (number of design variables) and U, and L; (upper and lower bounds).

Step 4. Initialize the starting population with random values of the design variables.

Step 5. Execute the power flow to compute the value of the objective function for each
search agent of the starting population.

Step 6. Find out the cost function values to determine the best and worst solutions.

Step 7. Update the solutions of the current population, based on known best and worst
solutions, as per Equation (23).

Step 8. Carry out the power flow for each new solution vector and determine the cost
function’s updated values.

Step 9. Compare the new updated cost function values with the previous values for each
solution. Adopt the new solution if it is superior to the old one; else, stick with the
old solution. Create the new population replacing the old one.

Step 10. Stop the optimization process if the maximum iteration count is completed. Other-
wise, repeat steps 6 to 9. Finally, report the obtained final optimum solutions of
DG—capacitor sizes and locations.

Step 11. Disconnect the distribution network from the grid and identify the available maxi-
mum active and reactive power generations for the autonomous distribution network.

Step 12. Specify a value for the DG—capacitor combination’s working power factor, pf,,
(Equation (24)).

Step 13.Gradually increase the active and reactive power demands of the load while
keeping the source power factor constant at pf,,,. Let P, ;, Q,; be the initial active
and reactive power demands of load connected at bus i, which are assumed as 50%
of Ppg,available and QCup,uvuilable-

Raise the load’s active and reactive power demands gradually, AP}y, ; and AQjaq, S.t.

Equation (25) holds:

PDG,genemted

= Pl (24

2 2
PDG,genemted + QCap,generated

pfSDlIVCE' = \/

=Vie (1, 2,...,nb— 1) 3 APload,i and AQload,i:

APjoaii APlosdi A i A ;
load,i __ load,i+1 and Qloud,l _ Qlund,z+1

= (25)
Proqa,i Proad,it1 Qload,i Qload,i+1

where Ppg generated ad Qcap generated are the active and reactive powers generated by the
DG and capacitor, respectively.

Step 14. Stop adding to the load demand, if

PDG,genemted - PDG,uvailable QCap,genzmted - QCap,availuble ‘ VDy > 5%
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where VD is the voltage deviation (|V,,s — V}|) at any bus b.
Output the values of PDG,generated and QCap,generated3

Step 15. Compute the cost function value as Equation (18).

Step 16. For the next pf,, value, repeat steps 12 to 15.

Step 17. Compare the values of the cost function acquired at each pf,,, and display the best
solution value of pf,,.

A summary of the proposed methodological framework is presented in Figure 5.

O

Define the input data of distribution network — Step 1

¥

Execute the base load flow to calculate the initial values of

power loss and bus voltages - Step 2

¥

Initialize the parameters of Jaya algorithm (Maxlir, nPop)

and optimization problem (nVar, Uy, La) - Step 3

¥

Generate initial population of the nar (sizes and locations

of DGs and capacitors) - Step 4

¥

Run the load flow and calculate the values of cost function
for each candidate solution — Step 5

_ _ | Obtain the optimal allocation of DG and capacitor units during the grid-
connected mode of the distribution network — Step 10b

Disconnect the network from main grid, and compute the amount of
active and reactive powers available (Syygizapie) from the installed DGs
and capacitors - Step 11

| Seta power factor (pfse;) for DG-capacitor combination — Step 12 ‘

Increase the loads active and reactive power demands in steps
St Pliource = Pfrer (Step 13)

P

Check whether
o Pog gneraea = Pocavaabie O

Y

Qc generated = Q¢ avaitabie: OF
Identify the best and worst solutions based on the values of VD, > 5%

cost function - Step 6 Step 14a
¥
Update the candidate solutions — Step 7
T YES
Run the load flow and calculate the updated values of cost | Stop adding load and output the Pg,gen & Qo gen Values - Step 14b ‘
for cach candidat T

functi

. i ion Step 8
for cach candidat n Step$

v
| Compute the values of Proser a1 Syner—utization - Step 15 ‘

Updated solution is better
than the previous solution?
Step 9

NO
Piossr, and Suder-zaton a1
computed for all pfi
values? - Step 16

P

Keep the previous solution

| Output the optimum value of pfs.— Step 17

YES
______________ 3 H

Figure 5. The proposed methodology to efficiently utilize the mounted distributed sources in islanded

‘Termination
criteria satisfied?
Step 102

distribution networks under the power mismatch condition.

4. Results and Discussion

For this study, the IEEE 33- and 69-bus networks were used to implement the proposed
methodological framework. Due to their limited size, these test systems have been widely
employed in the literature. The detailed data of the 33-bus and 69-bus test systems are
provided in [40,59]. The pf,, ... value was calibrated between 0.8 and 0.93 to investigate
the effect of the source power factor on the operation of the off-grid islanded distribution
network. However, the comprehensive examination of the power factor effect has been
provided for four specific cases, as follows:

Case 1: DG—capacitor couple supplying power at a power factor of 0.93 (i.e., at the maxi-
mum bound).

Case 1: DG-capacitor couple supplying power at pf, ., (also termed as pfp;_cq))-

Case 3: DG-capacitor couple supplying power to the load at the load power factor (pf;,,4)-

Case 4: DG—capacitor couple supplying power at a power factor of 0.8 (i.e., at the minimum
bound).
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4.1. Optimal DG and Capacitor Unit Allocation for Grid-Integrated 33-Bus and 69-Bus
Distribution Networks

The first part of the proposed methodology is to optimize the siting and sizing of active
and reactive power sources in the grid-integrated distribution networks. The obtained
results for the simultaneous DG—capacitor allotment in the 33-bus and 69-bus systems
are presented in Table 2. After running JA 30 times, starting from randomly generated
populations, the best optimal sizes and locations of the DG and capacitor units were
determined and reported. In the 33-bus test system, the optimal allocations for the DG and
capacitor units were found to be 2.54 MW at bus 6 and 1.26 MVAR at bus 30. Similarly, for
the 69-bus test system, bus 61 was identified as the optimal location for both the DG and
capacitor units, with a capacity of 1.8285 MW and 1.3 MVAR.

Table 2. The results of simultaneous DG—capacitor allocation in 33-bus and 69-bus test systems.

Parameters 33-Bus Test System 69-Bus Test System
DG size in MW (bus location) 2.54 (bus 6) 1.8285 (bus 61)
Capacitor size in MVAR (bus location) 1.26 (bus 30) 1.3 (bus 61)
Power losses before DG and capacitor integration, MW 211 225

Power losses after DG and capacitor integration, MW 58.452 23.171

Minimum bus voltage (p.u.) before DG and capacitor integration, @ bus 0.9038 (bus 18) 0.9092 (bus 65)

Minimum bus voltage (p.u.) after DG and capacitor integration, @ bus 0.9538 (bus 18) 0.9725 (bus 27)
Available power generation from DG and capacitor in MVA 2.835 2.244
Distribution networks’ total load demand in MVA 4.369 4.660

Available generation from distributed power units (percentage of
network load)

64.90% 48.15%

The active power loss minimization (f1) is considered the primary objective function
to attain the optimal DG and capacitor values (sizing and siting). The voltage magni-
tude at the network buses (Equation (21)) and the power flow limit through the wires
(Equations (26) and (27)) are the non-equality and equality constraints posed for this opti-
mization problem.

Pss+Y Ppc =Y Pioad + Y_ Pross (26)
Qss + Z QCap = Z Qload + Z Qloss (27)

where Psg and Qgs are the sub-station’s active and reactive power supplies; Ppg is the
DG’s active power injected into the distribution network; Qcgy, is the capacitor’s reactive
injected into the distribution network; Pj,,4s and Q,,4 are the active and reactive power
loads connected to each bus of the distribution network; and Pj,ss and Qs are the active
and reactive power losses encountered across each network branch.

The four decision variables chosen for this complex optimization problem are DG size
and location (Ppg, Npg) and capacitor size and location (Qcyp, Ncap)- These decision vari-
ables’” lower and upper bounds are set as Ppg = [0< Ppg < P4 and
Qcap = [0 < Qcap < Qloﬂd} , except for bus 1 (i.e., the slack bus), DGs and capacitors can be
located on any of the network buses, Npg = [2 < Npg < mp)],and Negp = [2 < Negp < 11p) -

4.2. 33-Bus Autonomous Distribution Network

The 33-bus network’s total load is 4.369 MVA with a 0.85 power factor (pf;,,4),
whereas the total power available from the mounted DG and capacitor is 2.835 MVA with a
0.896 power factor (pf,,,c.)- According to the data shown above, the available power of the
attached DG and capacitor is 64.90 percent of the total need for electricity. It is important
to note that the pf ... value is dependent on the mounted DG and capacitor units’ rated
outputs; thus, it may differ accordingly. In the studies that focus solely on the optimal DG
placement, the pf, ... value will be defined by the stated optimal real and reactive power
values produced by DG alone. The optimal allocation of the DG and capacitor units in the
off-grid 33-bus islanded distribution network is shown in Figure 6.
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Figure 6. The 33-bus autonomous network with mounted DGs.

In the first case, the DG and capacitor combination’s operating power factor is set to
0.93 (> pf.ource)- In this situation, the total load handled by the DG-capacitor pair is just
2.677 MVA or 61.27 percent of the distribution system'’s entire load demand. The aggregate
active power losses of 0.047 MW are reported under this situation, with bus 18 having the
lowest bus voltage of 0.975 p.u. The DG and capacitor collectively produce 2.731 MVA
power, which is 62.3 percent of the total power demand of the 33-bus network. As a result,
assuming the installed DG and capacitor run at a power factor of 0.93, they can produce
enough energy to meet 62.3 percent of the network’s total load in autonomous mode. The
accessible generation capacity of 3.99 percent remains unutilized in this situation, whereas
the operating efficiency evaluated in this case is 98.35 percent.

In case 2, the DG—capacitor combination’s operating power factor is set to 0.896, based
on the installed units’ rated values (2.54 MW and 1.26 MVAR). The DG and capacitor
operate at full capacity in this state, and no electricity generation is left over. The DG and
the capacitor collectively carry 2.782 MVA of load, accounting for 63.68 percent of the total
demand of the islanded network. With a minimum bus voltage of 0.974 p.u. obtained
at bus 18, an active power loss of 0.045 MW is recorded in this case. The power output
produced by the DG and capacitor in this scenario is 2.835 MVA or 64.90 percent of the
total load. In this case, the network’s operating efficiency is assessed to be 98.13 percent,
which is somewhat higher than in the prior case. In addition, in case 2, the power output
obtained from the mounted power-generating units is higher.

In the third case, the pf,, .. was kept at 0.85, which was the same as pf,, ;. The
load capacity collectively supplied by the DG and capacitor in this state is 2.352 MVA or
53.83 percent of the entire network load. In this circumstance, the power loss accounted in
the islanded network is 0.034 MW, and bus 18 has the lowest voltage of 0.979 p.u. The total
generated power is obtained as 2.392 MVA that is 54.75 percent of the 33-bus distribution
network’s peak demand. As a result, 15.63 percent of the generation capacity is under-
utilized, with an operating efficiency of 98.33 percent in this situation. However, unlike
prior cases, the installed units offer less power that is marginally more than 50% of the
whole power demand.

For the proposed case 4, the pf,,... is tuned to the minimum 0.8 value that is lower
than both pf, ... and pf; ... In this circumstance, the combined load handled by the DG
and capacitor is 2.067 MVA or 47.31 percent of the overall load. With a minimum voltage of
0.981 p.u., this arrangement produces a real power loss of 0.028 MW. Bus 18 observed the
minimal bus voltage once again, just like in previous cases. The total electricity produced
by the DG and capacitor, in this case, is 2.1 MVA, 48.07 percent of the total demand, and
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the network’s operating efficiency is 98.43 percent. It is the worst-case scenario among
the four proposed cases, as the under-utilization of the power-generating devices reaches
25.93 percent, i.e., during the independent functioning of the distribution network, more
than a quarter of the available power-producing capacity is left unused. Table 3 presents
the statistical summary of the four cases examined; moreover, the graphical representation
of the comparative analysis is provided in Figures 7 and 8.

Table 3. Results for the 33-bus autonomous distribution network.

Quantity Case 1 Case 2 Case 3 Case 4
Total power collectively produced by DG and capacitor in MVA 2.731 2.835 2.392 2.100
Load’s total power consumption in MVA 2.677 2.782 2.352 2.067
Operating power factor of the DG—-capacitor combination 0.93 0.896 (pf source) 0.85 (pf10ad) 0.8
Real power loss in MW 0.047 0.045 0.034 0.028
Operating efficiency of the islanded distribution network 98.02% 98.13% 98.33% 98.43%
Total power produced by DG and capacitor units (percentage of 62.30% 64.89% 54.75% 48.07%
network load)
The load portion supplied with accessible power generation 61.27% 63.68% 53.83% 4731%
(percentage of network load)
Under-utilization of mounted distributed generation capacity 259% 0.0% 10.14% 16.82%
(percentage of network load)
Under-utilization of mounte.fd distributed genera.twn capacity 3.99% 0.0% 15.63% 25.93%
(percentage of available power generation)
Minimum voltage in p.u. (@ bus) 0.975 (bus 18) 0.974 (bus 18) 0.979 (bus 18) 0.981 (bus 18)
mPower Generated O Generation capacity left un-utilized B Amount of load supplied ~ ONetwork load left un-supplied
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Figure 7. Performance comparison of the 33-bus autonomous distribution network at different
pfsource. (a) Installed power generation capacity’s % utilization and (b) network’s % load share
delivered with accessible power.
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Figure 8. The observed efficiency (%), under-utilization (MVA), power losses (MW), and objective
function (F) values in four cases for 33-bus autonomous distribution network.

The findings illustrate that keeping the DG—capacitor combination’s power factor
close to pf,,,c. is the most efficient approach to operate the islanded distribution networks.

52



Energies 2023, 16, 2659

The pf,purce Value can be computed from the DG and capacitor’s optimal ratings obtained
during the grid-integrated network operation. At this power factor, both the DG and
capacitor supply power to their full potentials. It can be seen from the results that the
operating efficiency of the islanded distributed network achieved in cases 3 and 4 is
marginally higher than that obtained in cases 1 and 2 because the mounted active and
reactive power-generating components are not utilized to their full capability in the latter
two cases. Therefore, the reduced power flows through the distribution lines cause a
considerable reduction in power loss. While these cases have lower power losses than cases
1 and 2, the difference is insignificant compared with the additional power delivered by the
mounted units in the first two cases. In addition to the distribution network’s operating
efficiency, the impact of the DG—capacitor pair’s operational power factor on the voltage
profile of the islanded distribution networks has also been analyzed, as shown in Figure 8.
Since the distribution network is less loaded in cases 3 and 4 due to the opted pf,,, values,
the bus voltages attained for these cases show a modest enhancement. In four cases, the
minimum bus voltages for the 33-bus islanded network were recorded at bus 18, ranging
from 0.974 to 0.981. Despite the fact that the power grid was not feeding energy during
the islanded operation, the bus voltages remained within the defined limits even when
the mounted devices were fully loaded. This is owing to the optimum DG and capacitor
positions attained during on-grid operation, with the DG located at the central position
of bus 6 and the capacitor’s placement at bus 30 near the end point buses, which allows
the voltage to be maintained within a set margin (i.e., £5% of V,;,4) on the weakest buses.
Furthermore, even though the installed power-generating units can carry more load, the
proposed strategic approach’s operating mechanism prevents the islanded network from
being loaded beyond the limit that drops the voltage below the predefined margin, as
specified in step 14 of Section 3. For this reason, the end buses (buses 18, 25, and 33) have
voltages that are well within the operational limits, as seen in Figure 9.
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Figure 9. Voltage profiles of the 33-bus autonomous distribution network attained in each case.

4.3. 69-Bus Autonomous Distribution Network

For the 69-bus distribution network, the optimal siting and sizing of the single DG
and single capacitor units determined during the grid-integrated mode using JA were
1.8285 MW (at bus 61) and 1.3 MVAR (at bus 61), respectively. Hence, the total accessible
electricity from the mounted distributed resources is 2.244 MVA with a power factor of
0.815 (pf spuree)- The optimal allocation of the distributed active-reactive power units in the
69-bus autonomous distribution network is shown in Figure 10. The IEEE 69-bus radial
distribution network’s active power load is 3.80219 MW, and the reactive power load is
j2.6946 MVAR (total 4.66 MVA) with a pf;,,; of 0.816. The computed percentage of the

53



Energies 2023, 16, 2659

power generation share is 48.15% of the total demand from the presented DG and capacitor
values. To examine how this accessible power can be utilized to the maximum potential,
the studied four power factor values for the 69-bus network are 0.93, 0.815 (pfsource), 0.816
(Pfioad), and 0.8. It must be noted that unlike the 33-bus distribution network, the pfsource
value for the 69-bus network is less than the pf,,s. Here the pfsource value is close to the
minimum bound of the opted range of power factors, i.e., 0.8. For the 33-bus network,
the pfsource value was close to the upper limit (0.93) of the selected range of the operating
power factors. Hence, the 69-bus distribution network’s power factor values also offer
the sensitivity analysis of the proposed methodology for the autonomous distribution
networks by examining their performance under uncertain input conditions. The quantities
measured for the 69-bus distribution system are presented in Table 4.
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Figure 10. The 69-bus autonomous distribution network with installed distributed sources.

For the 69-bus autonomous network, although the DG—capacitor pair’s operating
rated power factor is low, the results revealed that the installed devices produce maximum
power when operating at or close to the rated pfsource. Dissimilar to the 33-bus network,
where the minimum power generation was observed in case4, the minimum amount of
generated power is acquired in case 1 when the mounted DG and capacitor were generating
power at the 0.93 pfsource (Figure 11). This clearly shows that the best power factor for the
autonomous distribution networks lies close to the pfsource. Any other power factor farther
from this range will cause a significant dip in the under-utilization of the mounted devices’
power-generating potential.
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Table 4. Results for the 69-bus autonomous distribution network.

Quantity Case 1 Case 2 Case 3 Case 4
Total power collectively produced by DG and capacitor in MVA 1.966 2.244 2.237 2.167
Load’s total power consumption in MVA 1.923 2.190 2182 2117
Operating power factor of the DG—capacitor combination 0.93 0.815 (pf source) 0.816 (pf10ad) 0.8
Real power loss in MW 0.0409 0.0532 0.0531 0.0496
Operating efficiency of the islanded distribution network 97.81% 97.59% 97.59% 97.69%
Total power produced by DG and capacitor units (percentage of 42.19% 48.15% 48.09% 46.50%
network load)
The load portion supplied with accessible power generation 41.27% 47.00% 46.93% 45.43%
(percentage of network load)
Under-utilization of mounted distributed generation capacity 5.88% 0.00% 0.06% 1.65%
(percentage of network load)
Under-utilization of mountgd distributed generation capacity 12.23% 0.00% 0.13% 3.43%
(percentage of available power generation)
0.958 0.954 0.954 0.956

Minimum voltage in p.u. (@ bus)

(buses 17-27) (buses 19-27) (buses 20-27) (buses 19-27)

Percentage ofavailable capacity
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Figure 11. Performance comparison of the 69-bus autonomous distribution network at different
pfsource. (a) Installed power generation capacity’s percent utilization. (b) Network’s percent load
share delivered with accessible power.

Conversely, for the 33-bus and 69-bus independent distribution networks, the highest
power losses were produced at the power factors close to the pfsource. Undoubtedly, this is
because of the maximum power that flows at the pfsource values. The graphical illustration
of the obtained results in the studied four cases for the 69-bus autonomous distribution
network is presented in Figure 12. In addition, the graphical illustration of the network’s
voltage profiles obtained in four cases is presented in Figure 13. The voltage profiles show
that the voltages at bus 61 and neighboring buses lie close to the rated value of 1 p.u., which
are due to the DG and capacitor units” allocation at bus 61. In addition, because of the
tactically placed DG-capacitor modules and proposed mechanism of the methodological
framework, the voltage profiles lie within acceptable bounds in all cases, even if the
DG-capacitor operates to its full capacity. Unlike the 33-bus distribution network, where
the lowest voltage value was observed at a single bus, the minimum bus voltages for
the 69-bus islanded network were observed across several buses (from bus 17 to bus 27),
ranging from 0.954 to 0.958 in four cases.
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Figure 12. The observed efficiency (%), under-utilization (MVA), power losses (MW), and function F
values in four cases for the 69-bus autonomous distribution network.
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Figure 13. Voltage profiles of autonomous 69-bus distribution network.

5. Conclusions and Future Work

This paper introduces a strategic planning methodology for the efficient utilization
of installed distributed generation units in distribution networks” during their islanded
operation, due to a fault. Unlike the existing studies, the event of power supply-demand
mismatch has been considered to analyze the extent to which the energy needs of the
islanded network can be fulfilled by mounting dispersed power-generating units.

A multi-criterion bi-objective function has been developed, including minimization
objectives of active power loss reduction and decrement in accessible power generation’s
under-utilization.

Four cases were devised to see how much of the available DG-capacitor capacity was
under-utilized at the different operational power factor values of the DG-capacitor combination.

The study found that the non-utilization of available power generation capacity in the
33-bus distribution network can vary by up to 25.93% across power factors ranging from
0.8 to 0.93. Similarly, the under-utilization in the 69-bus distribution network can deviate
up to 12.23%. Furthermore, the obtained results show that deployed DGs and capacitors
operating at a source power factor (i.e., power factor incurred from their optimal capacities)
can meet the energy requirements of a larger portion of the network load.

This is because the load demand handled by DGs and capacitors is less than the
highest possible share at any other power factor. Conversely, operating the DG-capacitor
combination close to the source power factor causes an increase in power loss. However,
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compared with the increased load served with the available generation, the increase in
power loss is negligible.

The efficient employment of the active and reactive power sources in autonomous mode
during power deficit events necessitates developing effective demand-side management
(DSM) schemes for the electrical power systems. The establishment of any such comprehensive
plan is beyond the scope of this study. However, this research will pave the way for such
future investigations. Henceforward, the proposed methodological framework can also be
applied to different DGs, evaluating the uncertainties of power generation.
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Abstract: The present paper discusses the modeling and analysis of a diesel-wind generating system
capable enough to cater to the electrical power requirements of a small consumer group or society.
Due to high variations of the load demand or due to changes in the wind speed, the frequency of
the diesel-wind system will be highly disturbed, and hence to regulate the frequency and power
deviations of the wind turbine system, an effective controller design is a necessary requirement, and
therefore this paper proposes a novel controller design based on PID scheme. The parameters of
this controller is effectively optimized through a new snake optimizer (SO) in an offline manner
to minimize frequency and power deviations of an isolated diesel-wind system. The performance
of SO-PID for the diesel-wind system is evaluated by considering the integral of time multiplied
absolute error (ITAE), integral absolute error (IAE), and integral of time multiplied square error (ITSE).
The results were calculated for a step change in load, step change in wind speed, load change at
different instants of time with diverse magnitude, and for random load patterns, and they were
compared with some of the recently published results under similar working conditions. In addition,
the effect of an ultracapacitor (UC) and redox flow battery (RFB) on SO-PID was investigated for the
considered system, and the application results demonstrated the advantages of our proposal over
other studied designs.

Keywords: RES; diesel engine generator; wind turbine generator; ultracapacitor; redox flow battery

1. Introduction

As a working citizen, every improvement in the public domain stems from enhance-
ments made within the industrial sectors, and these changes require massive amounts of
energy directly associated with electricity. The demand for electrical power has induced
the need for electrical industries to bring out their competitive side. Although competi-
tion is encouraged among the industries, the fossil fuel (FF) units that produce the bulk
of the electrical energy cannot meet the demand by utilizing only standard steam-based
energy generation. This demand for electrical power can only be met by finding new
energy-producing methods. One of the global development goals is for renewable en-
ergy sources (RESs) which, going into the future, would provide clean essential energy
generation and would remove the reliance on fossil fuels [1]. Clean, renewable energy is
produced and includes biomass, hydrogen, biofuels, hydro control, sun-powered radiation,
wind pressure, geothermal assets, and ocean essentials which RESs have been utilizing.
Technology towards sun-radiated, that is, photovoltaic (PV) and wind energy units, have
been dominating and increasing due to the neighborhood-specific environments and ad-
vancements within the RESs. Additionally, it boosts positive finance and the development
of communities [2]. Within these RES structures that promote growth, one has to adhere to
the control and importance of the generated power and how it progresses if RESs are to be
fully implemented within the energy system.
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Concerns are increasing within the FF sector, including increasing costs and shortages,
which enhances the positive move toward RESs to subsidize the control framework [3].
Sources within the renewable energy system cannot predict adequate control and efficiency,
which in turn affects the planning of frequency control. This would insinuate that these
significant issues could be resolved with the idea of a micro-grid in the grid-connected
and isolated mode that could improve and control the frequency framework in immense
commercial and provincial areas. Other methods of reliable power supply within the
electrical control system can be substantiated through the use of diesel-generating and wind-
based units, which have gathered momentum by way of green vitality in confined control
systems. Wind-based units are susceptible to fluctuations in yield and the framework
frequency due to variations in wind speed or load demand [4]. The change in frequency
and power greatly influences the control technique and stability of locally linked networks
which also influences the security of these networks, as discussed in [5]. Some studies
such as [6] have examined the unconnected fusion models made up of a fuel cell, diesel
engine generator (DEG), and wind turbine generator (WTG), while in [7], the basis of
mixed PV-fuel cells for standalone applications was explored. Although it is safer to have
large-capacity batteries at one location and not in motion, the control and interchange
of PV—fuel cells and battery banks powering an electric vehicle (EV) were studied in [8].
The load demand of 3 kW within the EV was powered by a battery bank, a film fuel
cell, and a PV-generating control system. In [9], an investigation of wind turbines, fuel
cells, and solar PVs was combined with numerical modeling, and the battery bank control
environment was a crucial part of the study. In [10], the control application of a hybrid
model was explored by Aissou et al., which included wind generation apart from the
primary battery and PV inverter scenario to cater to expanding loads. The outstanding part
of the work by Tamalouzt et al. in [11] was the recreation of a micro-grid control system
that utilized a battery bank, PV generator, fuel cell, doubly fed induction generator, and a
wind turbine. In most cases, the RES depended on the climate circumstance at that instance
in time. This, moderately said, would be the circumstance where the electricity demand has
expanded over the supply ability. If the latter occurs, i.e., an excess of supply (an overflow),
the RES systems would have to control its overflow with energy storage devices (ESDs).
The ESD would be able to handle and control the overflow of supply for a duration as
the load increases; the demand would use up the ESD as the system requires. Storage
devices utilized for energy, consisting of a battery, capacitor, flywheel, and superconducting
magnet energy storage (SMES), can accommodate an overflow of energy and convey it
at the top of the load request [12-14]. ESDs utilized with a hydrogen generative aqua
electrolyzer (HAE), which includes a fuel cell, are labelled as capable in comparison to
other capacity ESDs due to their needed operation. RESs, which can accommodate diverse
energy storage systems, could utilize the HAE structure to break down water or normal
gas into oxygen and hydrogen; then, it is a matter of compression techniques to store the
gas. This would entail transferring the gas to fuel the cells via pipelines. In an instance
of higher load demand, the HAE has the ability and potential to stabilize the system
state [14]. Another storage device that can supply a fast-acting capacity to the system in
the event that the generator rotors need a headway due to control demand is the redox
flow battery (RFB). The RFB has the ability to dampen electromechanical expansions of
the control system by discharging through control systems that include inverter/rectifier
networks [15]. This essentially allows the RFB to almost instantaneously adapt to load
changes, thereby decreasing the demand. Furthermore, ultracapacitors (UC) are currently
powerful and inexpensive storage devices and have been used by several researchers for
various power system applications [16]. Be it a bigger or smaller controlling capacity such
as an isolated diesel-wind system, frequency regularization is an essential feature of power
delivery systems as required by clients that should be in the form of inexpensive, tenacious,
and high-quality electrical energy. The strategy to be implemented for essential control in
this paper will be based on the PID as suggested within the scope of [17].
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Hybrid power system (HPS) applications have met with numerous evolutionary
computational intelligence (CI) techniques which have to some extent, enhanced and
developed the HPS system. In [18], genetic algorithms were applied to design a hybrid solar—
wind generator with a battery bank as an ESD. In [19], the amalgamation of different energy
resources and energy storage elements was utilized to minimize frequency deviations.
This research explored a PID controller with optimization algorithms to improve the
frequency deviation of the generating structures, which gathered valuable methodological
information from [20], that utilized the particle swarm optimization (PSO) technique
in the simulation studies of autonomous hybrid energy generation and energy storage
structures. Although the PID controller has been optimized with different techniques,
in [21], the design and optimization of the controller parameters were optimized using the
JAYA algorithm to be specific to the self-adapting multi-population elitist optimization,
which targeted the ITAE and IAE objective functions. In [22], the efficiency of the wind—
solar generating structure utilizing hybrid energy storage was optimized by applying a
combination of simulated annealing and PSO. The HPS model made up of solar—wind-fuel
cell simulation in [23] used the artificial bee swarm algorithm technique that not only
resulted in the optimization of the model but showed that the HPS design was also cost-
effective. In [24], the studies of the simulated hybrid models utilized PV, fuel cells, DEGs,
WTGs, battery energy storage, flywheel, aqua electrolyzer, and ultracapacitors, which were
all optimized by a GA optimizer. A chaotic PSO and fractional order fuzzy control method
was applied to an HPS with renewable energy generation, which was studied in [25]. A
new and powerful quasi-opposition harmony search (QOHS) technique was used in [26] to
solve the frequency regulation problem of various power system models. In the current
field of optimization techniques, multi-area power systems (MAPs) of a two-area non-
reheat thermal system were explored and optimized with an Artificial Rabbit Algorithm
(ARA) [27]. The AR algorithm was employed in optimizing the PID controller parameters
for the load frequency control. Another MAP exploration optimization technique is the
Coyote optimization algorithm, utilized with cascading controllers [28]. This multi-area
power system exploration also included PV panels as a RES. With the advancement in
the field of metaheuristic techniques used for the optimization problem, there is still
a possibility to explore new and powerful optimization techniques such as the snake
optimizer (SO) [29] to solve power system problems in a much better and in an effective
way and hence, this work set out to:

e  Study and present the modeling of a diesel-wind isolated system in an interconnected
mode for frequency regularization studies capable enough to provide uninterrupted
electrical energy during a change in the load demand.

e  Present the new control strategy for a diesel-wind isolated system to reduce or mini-
mize the frequency and power deviations in the event of load change or in case of a
change in wind speed. The proposed design is formulated by using PID and the gains
of PID, which play an important role and are obtained via the new SO algorithm.

e  Study and present the modeling of UC and RFB for diesel-wind generating systems.

e Investigate the performance of SO-PID for various working conditions and to com-
pare the results with the Ziegler-Nichols method [1] and with the quasi-opposition
harmony search (QOHS) technique [26].

o  The results are matched for a step change in load, step change in wind speed, load
change at the different instances of time, and for continuous load patterns and via
calculating gains of the controller and through error values, i.e., integral of time
multiplied absolute error (ITAE), integral absolute error (IAE), and integral of time
multiplied square error (ITSE).

e The outcome of SO-PID was also compared via plotting frequency and power deviation
response for the diesel-wind system.

e Inaddition, the effect of UC and RFB impact on the output of the diesel-wind system
was also investigated and compared to determine the best control design within the
system for diverse working conditions.
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2. The Detailed Modeling of the Isolated Diesel-Wind System

The wind turbine and diesel engine generators are some of the most reliable energy
sources to accomplish a continued supply of power. The DEG and WTG individual
generating systems can provide a capacity of 150 kW. Due to the WTG being reliant on
weather conditions, more accurately, wind speed, the DEG has an advantage in supplying
uninterrupted power (UP). Figure 1 below is a representation of the linear model of the DEG.
The system parameters are given in Appendix A in Table A1. The model is powered by a
diesel engine and also includes a turbine that is restricted by a speed governor contrivance.
Within the generator, the transfer function is as follows [26]:

1
APcp = —————AP, 1
GD (1+STD4) GT ( )
KD(l +STD1)
APgr = P 2
e ((1+STD2)(1+STD3) ¢ @
1
APg = APep — <E>AF 3)

e (t)=AF
PID - Snake Kp(1+sTpy) |APgr K
PR 1 ’ AF
Optimizer (1+5Tpy)(1 +5Tp3) (1+5Tpy) 1+sTp
Speed Governor Turbine Power system
€()=APwr
APcy AX, AX, AP,
PéD—.S!Iakc > Kpy (1+5TP1)_> Kpy > Kps 1 Kig WTG
P 1+s 1+5Tp, 1+sTp3 1+sTw
Pitch control Hydraulic Data fit pitch
APyrGmax) Pitch Actuator response

Figure 1. Diesel-wind isolated system.

Due to the speed governor being the eye of the model, the above equation equates
to APgr providing an incremental change of the output of the speed governor (p.u.)
while providing the control signal of the speed governor within the diesel system (p.u.).
AP¢ provides the control signal of the speed governor (p.u.). AF provides the frequency
alteration, while Kp provides the gain of the speed governor, and Tpy, Tpp, and Tp;z are the
time constants in seconds. The turbine has a unity gain and a responding time Tp4, and a
speed regulator of the diesel system represented by Rp.

The WTG system utilizes the dynamic energy of the wind through a process of mechan-
ical excellence to finally produce electrical energy. This dynamic model of wind generation
is featured in Figure 1. Within the WTG model, a transfer from the hydraulic connection to
the actual speed must be a clear distinction between the turbine and generator frequency.
The change in produced power is expressed in Equation (4) as described by [26].

APyt = Kig[AFr — AF] “)

AFr signifies the wind generator’s speed change, and K| represents the gain obtained
from the hydraulic connection. Equation (5) displays the induction generator speed:
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1
AFp = [ ————— | |KypAFp — AP KpcAX AP, 5
T <1+sTw>[ pAFr wrG + KpcAX3 + APpy] ®)

In most wind generation techniques, blade characteristics have to be considered.
Kpc in Equation (5) is considered the blade gain contribution, while APy is considered the
input wind control (in p.u.). The data fit pitch (DFP) yield is considered with AX3 within
the system. With most systems, there is some lag that has to be compensated for, which has
a function to match the gain characteristics of the micro-grid model. The DFP yield of the
system is represented as:

K
Axngxz{ rs }

—_— 6
15 5Trs (6)

In Equation (6), the yield of the hydraulic pitch is represented with AX, and the
system also considers the responding time of the DFP with Tp3, also a gain indication with
Kp3. The regulation of the pitch angle of the blades within the wind turbine is the function
of the hydraulic pitch system (HPS) that has an output of:

Kp2

AXy = ANXq | —o— 7
2 1 {1 + STp2:| ( )

In Equation (7), AX is the yield of the pitch controller with the HPS gain indication
with Kp; and the time constant of the HPS represented by Tp; (in seconds). The importance
of the pitch angle has to be carefully considered due to the wind turbine achieving a

maximum yield. Representation of the pitch angle systems is as follows:

Kp1(1+5Tpy)
1+s

Equation (8) provides a control signal in (p.u.) of the pitch angle system by APcy and
Kpy showing the gain of the pitch angle output. Tp; allows the pitch angle mechanism to
respond in seconds to provide control and gain to the system.

The quality of power delivered by the micro-grid calls for the restriction of the fre-
quency in the system, which has to consider the load demand for the DEG and WTG system
to generate total power generation. With that being said, any misinterpretation between
the created control and load request may vary the micro-grid frequency, which has to be
controlled as seamlessly as possible. As indicated in Equation (9), the micro-grid frequency
response creates a first-order representation in the form of gain, transfer function, and time
constant. Kp is an indication of the gain, and Tp is an indication of the micro-grids’ time
constant as shown below:

AXy = APCW{ 8

K
AF = APipws [1 T ZTp] C)]

3. Redox Flow Battery (RFB) and Ultracapacitor (UC) Details

One crucial energy storage device with a quick control reaction concerning frequency
deviations is the redox flow battery (RFB). As a reaction speed indication, the RFB can
control its operating time within seconds. The RFB storage device has a higher efficiency
due to its robust charge and discharge capacity. This discussion of the RFB is illustrated
completely in [15]. An interesting feature of the redox flow battery is that the electrolyte
within the battery is stored in two different tanks. This feature allows no self-discharge
of the RFB and hence enhances its life span, which is much higher than other batteries.
The electrolytes comprise sulfuric acid solutions containing vanadium ions confined in a
positive and negative storage tank. Furthermore, the RFB is relatively safe when operated
at normal temperatures, although it has been known for its rapid charging and discharging
abilities. Another feature of the redox flow battery is the unit’s ability to efficiently reload
after a load disturbance has occurred. This means that the RFB set value can be restored
quickly enough so as to not to cause any delays within the next load disturbance. RFB set
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value and the power exchange to the system would depend on the deviated frequency
signal, and its incorporation is shown in Figure 2. The system parameters are given in
Appendix A in Table A1.

e () =AF

PID - Snake Kp(1+sTp,) [APgr 1 APgy Kp

imi —> AF
Optimizer (1+5Tpy)(1+5Tp3)| (A+5Tpy) 3 1+sTp
Speed Governor Turbine Power system
€()=APwrg
APcwy AXy AX; APy,
PéD_.S.nake o Kpr (1+Tp )l Kpy > _Kps Kic WTG
P 1+s 1+sTp, 1+sTpy
Pitch control Hydraulic Data fit pitch
APwrGmax) Pitch Actuator response

Figure 2. Diesel-wind isolated system with RFB.

Advanced technology in energy devices has surfaced within the electrochemical
device range, namely ultracapacitors (UCs), which are also known as electric double-layer
capacitors or supercapacitors. The technical aspects of a UC include a composition of
potassium hydroxide as an electrolyte and two permeable anodes which have an ion-
exchange layer segregating them. The difference from a standard capacitor is the vast
surface area of the capacitor’s permeable terminals and electrolytic fluid. UCs also stand
out with an improvement in capacitance by the slightly thicker two-fold layer within the
capacitor. These two factors increase the reliability of UCs from (100 to 1000 times) more
than an ordinary electrolytic capacitor. UCs” compact design and high energy density
provide an edge over standard capacitors and allow for massive amounts of energy storage.
While most UCs offer an increased power capacity compared to batteries, they have
a rating of high specific energy of 1-10 Wh/kg and a specific power energy rating of
1000-5000 W /kg. They can be discharged and charged quicker than a battery or normal
capacitor, which is also maintenance-free and offers a longer life cycle. However, the
qualities of a UC make it suitable for a wide range of LFCs, nonlinearities coaxed by
various assumptions, and the validation of a UC can be indicated through a first-order TE.
A control zone frequency deviation can work as an input to the UC and its TF is shown in
Equation (10) below [16]:

APyc(s) = {% }AF(S) (10)

Kyc is known as the gain pick time of a UC, with Tyc being the time constant. The
state of charge (SOC) is the state of charge that makes the gain Kyc dependent on it. The
gain of the UC is maintained steadily between 50% and 90% of the working SOC. The
incorporation of a UC is shown in Figure 3.
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Figure 3. Diesel-wind isolated system with UC.

4. Snake Optimizer Details and Execution Steps

The last ten years have seen the development of many algorithms that provide so-
lutions to significant data difficulties and analyses. Many of the difficulties stem from
real-world engineering applications. Therefore, continuously solving these problems with
different optimization techniques and algorithms is needed. One approach that utilizes a
relationship between snakes has produced positive results. The SO technique is currently
used in this research and a sequence of events around snakes outlined below [29].

4.1. Mating Behavior of Snakes

Male and female snakes mate under the influence of a few factors. These factors
involve the temperature of the area, the availability of food, as well as the male and female
dominance. Questions also arise if there is more than one dominant male: a competition
will naturally emerge, in the form of a fight, to attract the female. If the female is attracted
and mating does occur, the female would lay eggs and leave once the offspring emerge.

4.2. Inspiration Source

The SO model is based on the mating behavior of snakes, which has to occur in low
temperatures and with available food, or else the snakes would search only for food or
consume existing food. This brings about two processes: exploitation and exploration.
The exploration involves environmental factors, i.e., cold temperature and food. The
exploitation factors involve different cases, which is a combination of the temperature and
availability of food to obtain a more global efficiency towards the probability of mating.
This probability also involves the fight mode before mating with a female, which may
produce new snakes in the successful case.

4.3. Algorithm and Mathematical Model
The SO model is illustrated in Figure 4 and explained in detail below [29].

4.3.1. Initialization

The SO optimization algorithm process begins by generating random populations
with uniform distributions, similar to other metaheuristic models. This Initial population
could be processed by utilizing the following equation:

Xi = Xopin + 1 X (Xiax — Xonin) an
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In Equation (11), r is a random number between 0 and 1, and X,,;, and Xjqx reflect the
lower and upper bounds of the problem.

Initial random population
Number of Dim
Number of population
Max Iteration Number

]
h 4

Divide population o
into two equal Snake Optimizer
swarms

Analyze each
group
Get best male
Get best female

!

Define
temperature
Equation 14

Calculate food

quantity
Equation 15
E):;elrof::l[ix:)n Perform
Equations (16) Temp > 0.6 ]Eaxﬂl;;(:;z:()zl(‘) —
and (18) q
no
Fight mode Mating mode
Equations (21) Rand < 0.6 Equations (25)
and (22) yes no and (26)
A
Change worst
< Equations (29)
and (30)
»
A 4
Y

i<max
iteration

no

Figure 4. Snake optimization model flow.

4.3.2. Division of the Swarm into Two Groups: Females and Males
The female group and the male group make up 50% of the population each, and the
division is obtained by applying Equations (12) and (13)

N
Ny ~ > (12)
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Nf=N-—Ny (13)
In Equations (12) and (13), Ny represents the females while N, represents the males,
and N is the total number of females and males.

4.3.3. Food Quality and Temperature and Each Group Valuation

The best male (fyst,m) and best female (fyst,r) and also the food position (fpeq) is
evaluated within each group. Equation (14) defines temperature Temp:

Temp = exp {%} (14)

where T represents the maximum number of iterations and f represents the current iteration
of the algorithm. Food quantity is calculated by utilizing Equation (15), where c; is a
constant equal to 0.5:

Q=cy xexp {#} (15)

4.3.4. Exploration Phase (No Food)

There is a threshold at which the snake is required to search for food and any ran-
dom position is selected, updating their position. This only occurs if Q < threshold
(threshold = 0.25). The formulation of the exploration phase within the model is as follows:

Xi,m (t + 1) = Xrand,m(t) Ty X Ay X ((XWW( — Xmin ) X rand + Xmin ) (16)

In the above equation, rand is a random number between 0 and 1, X; ,, is the ;th male
position, X4, is the position of a random male, and A, is the capability of the male to
source food and is calculated as:

A = exp {;J}?"""” } 17)
im

Just to note that in Equation (17), fsng,n is the fitness of X4, and f; ¢ is the fitness of
the ith individual within the male group.

Xif = Xrand,f(t +1) £y x Af X ((Xmax — Xnin) X rand + X)) (18)

X s above represents the ith female place and X, is the random female’s location.
The capability of the female to source food, Af, is shown below:

Af = exp |:frand,f:| (19)

fif
Similar to the male individual, fy;,4f refers to the fitness of X, and the fitness of the
ith individual in the female group is f; .

4.3.5. Exploitation Phase (Existing Food)

If Q > threshold and the temperature > threshold (0.6) (hot).
The formulae above show when snakes would move to the food only.

Xi,]‘(t + 1) = Xfood +c3 X Temp X rand X (Xfood — X,‘,]-(t)) (20)

In Equation (20), C; is a constant with a value of 2, X;; is the individual male and
female position, and X, is the position of the best male and female.

When the temperature is less than 0.6%, which is the threshold, the snake will be in
mating or fight mode.

Xiy(t+1) = Xi () + c3 x FM x rand x [Q X Xpost,f — xi,m(t)} 1)

FM refers to the male’s fighting ability within the fight mode in Equation (21), X; ,,
represents the ith position for the male, and X f represents the best female in the group.
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X,',f(t + 1) = X,',f(t -+ 1) +c3 X FF x rand x {Q X Xhest,m — X,‘/F(t + 1)] (22)

FF refers to the fighting capability of the female, X;r represents the ith position of the
female, and Xj,; ,, represents the best male individual in the male group.
FF and FM can be equated as shown below:

FM = exp {_ﬁ}e‘st’f } (23)
FF = exp {‘fbfﬂ] (24)

In Equations (23) and (24), fyest £ and fyest, i are the fitness of the best female individual
in the female group and the best male individual in the male group, respectively, and
fi is the fitness agent. If the fitness levels are reached, the expected next level would be the
mating mode, which is given below:

Xim(t+1) = Xi () +c3 x My x rand x [Q X X f(f) — Xi,m(t)] (25)

Xi,f(t + 1) = Xi,f(t) +c3 X Mf X rand X [Q X Xi,ﬂ’l(t) — Xi,f(t)] (26)

Equations (25) and (26) contain the formulation of the ith female group and male
group as X;rand X; , respectively. M, and My represents the mating capability of the male
and female, respectively, as shown below:

M, = exp { ;flf } (27)
My = exp {J{’fm } (28)

This brings the algorithm to the decision that if the egg hatches, it will replace the
worst male or female.

Xworst/m = sz'n +rand x (Xmﬂx - Xmin) (29)

Xworst,f = Xypin + rand x (Xmux - Xmin) (30)

From Equations (29) and (30), the replacement of the Xorst, i and Xzporst f e, the worst
female probability and the worst male probability, is one of the unique ways that the SO
optimizes performance. The operator 4+ known as the flag direction operator and also
called the diversity factor provides the possibility to decrease or increase the solution of
positions. This provides many opportunities to change the direction of agents which, in
turn, can search the space in all probable directions. Within any metaheuristic algorithm,
it is essential to achieve randomization, and using the SO to perform this search is most
beneficial. This operator is implemented in many metaheuristic algorithms; one that
stands out is from the hunger games search (HGS). The SO algorithm continues for several
iterations until the criterion has been met.

5. Results and Analysis

The present work is dedicated to research, modeling, and designing a novel controller
for a diesel-wind isolated system. This model is capable of meeting the electrical energy
requirement of a small community or society. The present isolated system consists of a
diesel engine generator with a capacity of 150 kW and a wind turbine system with a capacity
of 150 kW. The diesel system has a speed governor mechanism capable of increasing or
lowering the power generation to match the standard frequency requirement. Due to
the wind system and due to high variability of load, there may be high-frequency power
deviations; hence, to provide quality power to the customers, it is essential to minimize
these deviations in the shortest amount of time, which could be possible by adding the
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controllers for diesel and wind separately, and minimize the error which is the difference
between actual and desired output. The idea behind the present study is to explore a well-
known and simpler control structure, i.e., PID, for research and investigations. However,
the PID design is enhanced via a new SO algorithm. The full details of this algorithm are
given in Section 4.

The aim of SO is to minimize the error definition and, for the present study, three
different error definitions were used, which are the integral of time multiplied absolute
error (ITAE), the integral of time multiplied square error (ITSE), and integral of absolute
error (IAE) as shown in Equations (31)-(33). IAE is known to yield a slow response without
knowledge of time. ITSE can provide a fast dynamic response, but it results in notable
sustained oscillations owing to squaring the error and tolerating the error at the start of
the response. By adding a time weight to IAE, ITAE is obtained, enabling a more desirable
response with a shorter settling time and mild or no overshoot [30-32]. As such, ITAE was
preferred in this research as an objective function during the optimization by SO.

ts

ITAE = /t|AF\ dt 31)
0
ts

IAE = / |AF| dt 32)
0
ts

ITSE :/|AF\2tdt 33)
0

During the course of optimization, the PID controller gains were not optimized con-
sidering only one profile of load disturbance. Instead, they were procured under random
changes in the load demand to accommodate the new condition. The random load input
was limited to the range of —0.4 p.u. to 1.6 p.u., and it can be either in an increasing trend
or decreasing trend, changing in steps with a specific duration of time.

The convergence profile of SO during the minimization of the ITAE value is dis-
played in Figure 5, when the number of snakes and maximum iteration number was set to
50 and 100, respectively. As can be seen, after a sharp decrease in the early stages of
the optimization, ITAE was reduced to 396.3 from 436.2 with no undesirable oscillation.
Therefore, it can be inferred that SO can exhibit promising convergence characteristics.
It may also be noted from Figure 5 that the algorithm stagnated and achieved the final
solution after 5060 iterations. No further improvement in the value of ITAE was gained
afterward. This justifies our selection of the maximum iteration as 100 for the present study.
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Figure 5. SO-based convergence profile for ITAE minimization.
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To provide better insight into the SO-based optimization procedure, the algorithm
balance between exploration and exploitation properties is analyzed in Figure 6. The
red line shows the global exploration capacity, while the blue curve stands for the local
exploitation ability. It is apparent from Figure 6 that both exploration and exploitation
existed in the algorithm, and a balanced transition between them can solve the global
optimum solution effectively. After emphasizing a solid exploration in the early period
of the optimization, SO started to promote exploitation as the algorithm iterates. On
average, the portion of the local exploitation search of SO was larger than that of the global
exploration search.

100 T T

90 1

80 1

70 1
g‘) 60 1
% 50 Exploration (Avg. 15.54%) | |
15 e cxploitation (Avg. 84.46%)
& 40t 1

30

20 - 1

10

0 . .
10 20 30 40 50 60 70 80 90 100
Iteration

Figure 6. Balance analysis of SO.

SO was run 50 times, and the best solution among the 50 runs was taken as the
final solution. The time required by SO to complete one run was measured as 25 min
on a Windows 10 computer with an AMD Ryzen 9 5900HX CPU and 32 GB of memory.
It should be noted that an essential portion of this time consumption was allocated by
objective function calculation that covers calling the Simulink model from the m-file script,
simulating the whole power system to obtain the dynamic responses, and returning the
calculated ITAE value back to the m-file script. The m-file script contains the source codes
of the SO and it is linked to the Simulink model of the studied power system.

The statistical data showing the minimum, maximum, average, and standard deviation
of the best solutions achieved over multiple independent runs with SO-PID is presented in
Table 1 to testify to the robustness of the used algorithm.

Table 1. The statistical analysis of the numerical results for SO-PID controller.

Statistical Measure Minimum Maximum Average Standard Deviation

SO-PID 396.3405 396.7219 396.5133 0.1435

As per the results in Table 1, it is clear that the difference between the minimum
and maximum values of the ITAE objective function was very small, thus, the standard
deviation was calculated as close to zero. This confirms that the SO performs stably and
that its optimal performance for the considered problem is robust.

The PID controller gains procured through SO for the smallest value of ITAE are
given in Table 2. The SO-optimized PID controllers are available for diesel and wind
systems, and the output signal from SO-PID was applied to the diesel and the wind system
simultaneously so that the frequency and power deviations can be suppressed within a
few seconds only, and the operation of this isolated system can be stabilized for diverse
working conditions. At first, the output and performance of the SO-PID were obtained by
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applying 1.0 p.u. step load alteration in a diesel-wind isolated system, and the simulation
was run for 50 s. The SO-PID performance was compared with ZNM-PID [1] and with
noticeable results obtained via Ganguly using QOHS-PID [26] for the same system. The
calculated gains of PID via SO and through ZNM and QOHS are given in Table 2. Table 2
also shows the value of ITAE, IAE, and ITSE for all three techniques. It can be seen that
the ITAE achieved through ZNM-PID was 4249, IAE was 89.91, and ITSE was 2590. The
obtained values of ITAE, IAE, and ITSE were very high and cannot be appreciated for
diesel-wind isolated systems. Furthermore, the ITAE obtained via QOHS-PID was 59.54,
IAE was 7.257, and ITSE was 13.97; hence, there was a remarkable reduction in these values
for the same model under the same disturbance. Furthermore, the SO-PID reduced the
error value, i.e., ITAE to 37.1 from 59.54, IAE to 4.706 from 7.257, and ITSE to 5.762 from
13.97; hence, SO-PID outperformed all the other methods in terms of ITAE, IAE, and ITSE.
It can also be seen that there was no need to calculate values of Kp and Kd as these gains
are set to be zero in comparison to gains obtained via ZNM-PID and QOHS-PID, and still,
the performance of the proposed technique was superior. From the results of Figure 7a,b, it
can be seen that SO-PID offered reduced overshoot and better settling time. The system
results returned to the reference value straight after the disturbance in 10 s compared to
responses obtained via ZNM-PID and QOHS-PID.

Table 2. Comparison of optimized controller gains.

K; Ki Kd K; Ki

Design (DEG) (DEG) (DEG) (WIG) (WTG) (wKTdG) ITAE TAE ITSE
ZNM-PID [1] 009 003 0062 012 0057 0062 4249 8991 2590
QOHS-PID [26] 09124 09976 00349 0999 00011 06519 5954 7257  13.97
SO-PID [Proposed] 2 199387 199453 0 2 0 371 4706 5762
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ZNM-PID
QOHS-PID
Snake Optimizer-PID

Time (sec)

@

ZNM-PID
QOHS-PID
Snake Optimizer-PID
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AP (pu)

—
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Time (sec)

(b)

-0.5

Figure 7. (a,b) Output of diesel-wind isolated system for 1.0 p.u. step load alteration.
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In the next step of the research and investigations, a 0.01 p.u. step change in the
wind speed from the standard speed and the results of SO-PID were compared with those
using ZNM-PID and QOHS-PID. The gains of the controllers were kept the same for the
three techniques and the values of ITAE, IAE, and ITSE were obtained and are shown in
Table 3. From results of Table 3, it was calculated that the ITAE obtained via ZNM-PID was
12.51 and was further reduced via QOHS-PID to 0.4405 and remarkably reduced to 0.1873
through SO-PID. The same trend was also seen for IAE and ITSE and the value of these
errors were reduced to 0.01979 and 0.000156 in comparison to that obtained via QOHS-PID
and ZNM-PID and hence SO performed better for this case as well. The graphical results
are shown in Figure 8a,b for these techniques for a 0.01 p.u. step change in the wind speed.
From the graphs in Figure 8a,b, it is critically seen that APwtg (p.u.) responses showed
higher oscillations and the system was not able to settle to a zero value within 50 s through
ZNM-PID and QOHS-PID. There was a major steady-state error seen in the responses
with a major overshoot. However, SO-PID was able to achieve minimum overshoot, fewer
oscillations, and zero steady-state error in comparison to ZNM-PID and QOHS-PID. For
AF, which is in Hz, the outcome of SO-PID was much better in comparison to ZNM-PID
and QOHS-PID.

Table 3. Proposed PID output matched for 0.01 p.u. step change in wind speed.

Design ITAE IAE ITSE
ZNM-PID [1] 12.51 0.3219 0.04365
SO-PID [Proposed] 0.1873 0.01979 0.000156
3
6 = 10 ‘
ZNM-PID
QOHS-PID

Snake Optimizer-PID | |

AF (Hz)

] 10 20 30 40 50
Time (sec)

(@)

Figure 8. Cont.
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Figure 8. (a,b) Output of diesel-wind isolated system for 0.01 p.u. step change in wind speed.

Further, the investigations were also performed for load changes at various instances
over the period of simulation. Figure 9a shows the load changes at 0, 20, and 40 s of time in
a diesel-wind isolated system with diverse magnitudes, and the results of the frequency
and power deviations were obtained and compared for SO-PID, QOHS-PID, and ZNM-PID.
The graphical outcomes for this load change are shown in Figure 9b,c, and it can be seen
that SO-PID was able to efficiently suppress the frequency and power deviations compared
to ZNM-PID and QOHS-PID. The investigations were further extended for random load
change in the diesel-wind isolated system with diverse magnitudes. This random load
change is shown in Figure 10a, and the diesel-wind responses are given in Figure 10b,c.
It was observed that ZNM-PID was unsuccessful in tracking the continuous change in
load demand for frequency and power deviations. Compared to ZNM-PID, QOHS-PID
was better, and SO-PID was the best at minimizing frequency and power deviations with
a smaller overshoot and with better settling time. Hence, the research was extended to
see the impact of energy storage devices on a diesel-wind isolated system with SO-PID.
From the literature, ESD has been shown to have the capability to improve the dynamic
performance. UCs and RFBs recently came out as powerful ESDs, and therefore, the impact
of UC and RFB with SO needs to be explored for the diesel-wind isolated system in order
to obtain a better dynamic performance for various working conditions.
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@
Figure 9. Cont.
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Figure 9. (a—c) Output of diesel-wind isolated system for load alterations at different instant of time.
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Figure 10. (a—c) Output of diesel-wind isolated system for random load alterations.

Due to load disturbance, the frequency and power output from wind will be highly
disturbed, and the impact of these ESDs needs to be studied and investigated for various
cases of load changes. The investigations started by applying a 1.0 p.u. step load alteration
in a diesel-wind isolated system and compared with the results of SO-PID after integrating
a UC or RFB into a diesel-wind isolated system. The values of ITAE, IAE, and ITSE are
given in Table 4 and it was clearly visible that ITAE with SO-PID was 37.1 and was reduced
to 32.46 with the integration of an ultracapacitor and further reduced to 5.336 after linking
an RFB into the diesel-wind isolated system under similar disturbances. The trend was
same for IAE and ITSE, and it can be seen that IAE became 1.411 and ITSE was reduced
to 0.453 from 4.706 and 5.762; hence, it is evident that the UC and RFB with SO were able
to improve the performance of the diesel-wind isolated system. Figure 11a,b shows the
dynamic performance for this case and it was evident that the RFB outperformed the UC by
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managing to achieve a minimum first peak and enhanced settling of system responses. The
trend of settling was very fast in comparison to the UC and with the results of SO-PID only.

Table 4. SO-PID output matched by adding an RFB or UC. The results were obtained for a 1.0 p. u.
step load alteration.

Design ITAE IAE ITSE

SO-PID 37.1 4.706 5.762

SO-PID + Ultracapacitor 32.46 3.411 2.458

SO-PID + Redox Flow Battery 5.336 1.411 0.453
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Figure 11. (a,b) Comparative output of PID with a UC or RFB for diesel-wind isolated system for a
1.0 p. u. step load alteration.
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In the next step, the load was varied at 0, 20, and 40 s and the frequency and power
deviation responses are shown in Figure 12a,b. These results showed the positive impact of
the UC and RFB for diesel-wind isolated systems and that they were able to significantly
improve the system responses. Here, SO-PID with RFB was also much better at reducing
the frequency and power deviations in comparison to SO-PID with UC and with SO-PID
only. The RFB and UC removed all oscillations from the system responses and improved
the settling time for load changes at different times. Lastly, the impact of these ESDs were
also checked for random load patterns applied to the diesel-wind isolated system and
the results in Figure 13a,b clearly showed that if there is a continuous load change in
the diesel-wind isolated system, the UC or RFB, with SO-PID can minimize unnecessary
frequency and power excursions and maintained the system results at the reference value
and can track the load demand more effectively. Still, the RFB and SO-PID combination
was able to reduce the continuous oscillations and improve the dynamic output of the
diesel-wind system for diverse cases.
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Figure 12. (a,b) The comparative output of PID with a UC or RFB for a diesel-wind isolated system
for load alterations at different instant of time.
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Figure 13. (a,b) The comparative output of PID with a UC or RFB for the diesel-wind isolated system
for random load alterations.

6. Conclusions

The present work was focused on designing a novel control strategy to minimize
frequency and power deviations for a diesel-wind isolated system generating diesel and
wind power with enough capability to cater to the energy requirements of a small commu-
nity or society. The SO-PID was proposed and investigated for various possible cases for
a diesel-wind isolated system and the output of this strategy was compared with those
of ZNM-PID and QOHS-PID. The following conclusions were drawn from the present
research work:

e The SO-PID gave the minimum frequency and wind power deviations for a step change
in load, step change in wind speed, load changes at different instances, and for a random
load pattern compared to ZNM-PID and QOHS-PID under similar working conditions.
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e The output of SO-PID was compared via calculating the gains of PID and through
error values such as ITAE, IAE, and ITSE.

e  The ITAE achieved through ZNM-PID was 4249, IAE was 89.91, and ITSE was 2590.
Further, the ITAE obtained via QOHS-PID was 59.54, IAE was 7.257, and ITSE was
13.97; hence, it can be clearly seen that a remarkable reduction in these values was
obtained for the same model with the same disturbance.

e The SO-PID reduced the error value, i.e., ITAE to 37.1 from 59.54, IAE to 4.706 from
7.257,and ITSE to 5.762 from 13.97 and hence, SO-PID outperformed all the other meth-
ods in terms of ITAE, IAE, and ITSE. The graphical results supported the numerical
results for the various considered cases.

e  The research was extended to see the impact of a UC or RFB with SO-PID for a diesel-
wind isolated system. The ITAE obtained with SO-PID was 37.1 and was reduced to
32.46 with the integration of a UC and further reduced to 5.336 after linking an RFB
into the diesel-wind isolated system under similar disturbances.

e  The trend was the same for IAE and ITSE and IAE became 1.411 and ITSE was reduced
to 0.453 from 4.706 and 5.762; hence, it was evident that a UC and RFB with SO were
able to improve the dynamic performance of the diesel-wind isolated system.

e  The RFB and SO-PID combination effectively suppressed frequency and power devi-
ations of the diesel-wind isolated system for a step change in load, load changes at
different instances, and random load patterns when compared to SO-PID with UC
and with SO-PID only.
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Abbreviations

FF Fossil Fuel

ucC Ultra Capacitor

RES Renewable Energy Storage

ESD Energy Storage Device

RFB Redox Flow Battery

HAE Hydrogen Generative Aqua Electrolyzer

FC Fuel Cell
FL Fuzzy Logic
SO Snake Optimization

DEG Diesel Engine Generator
WTG  Wind Turbine Generator
ZNM  Ziegler-Nichols Method
DPM D Partition Method

ITAE Integral Time Absolute Error
IAE Integral Absolute Error

ISE Integral Squared Error

Kp Proportional Gain

Ki Integral Gain

Kd Derivative Gain

PID Proportional Integral Derivative

QOHS  Quasi-Opposition Harmony Search
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Appendix A

Table A1. Nominal system parameters of the diesel-wind model [3,26].

Model Parameters
Diesel Unit  Kp =0.3333 Rp =3.0 Hz/pu Tpp =1.00s Tp2 =2.00's Tps =0.025's Kp =120 Tp=144s
Wind Unit Kp1 =125 Kpa = 1.00 Kps = 1.40 Krp = 0.0033 KiG = 0.9969 Tyw=1325s Kpc = 0.080
Tp] =0.60s sz =0.041s Tp3 =10s
RFB KOM_ \/8';1;1 Zp.u. Ti=0s Ky =1 To=67s AP% ” I:/[J‘:\(]).OOAI APer.u. - ;A(])A004
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Abstract: The emerging smart-grid and microgrid concept implementation into the conventional
power system brings complexity due to the incorporation of various renewable energy sources
and non-linear inverter-based devices. The occurrence of frequent power outages may have a
significant negative impact on a nation’s economic, societal, and fiscal standing. As a result, it is
essential to employ sophisticated monitoring and measuring technology. Implementing phasor
measurement units (PMUs) in modern power systems brings about substantial improvement and
beneficial solutions, mainly to protection issues and challenges. PMU-assisted state estimation, phase
angle monitoring, power oscillation monitoring, voltage stability monitoring, fault detection, and
cyberattack identification are a few prominent applications. Although substantial research has been
carried out on the aspects of PMU applications to power system protection, it can be evolved from its
current infancy stage and become an open domain of research to achieve further improvements and
novel approaches. The three principal objectives are emphasized in this review. The first objective
is to present all the methods on the synchro-phasor-based PMU application to estimate the power
system states and dynamic phenomena in frequent time intervals to observe centrally, which helps
to make appropriate decisions for better protection. The second is to discuss and analyze the post-
disturbance scenarios adopted through better protection schemes based on accurate and synchronized
measurements through GPS synchronization. Thirdly, this review summarizes current research on
PMU applications for power system protection, showcasing innovative breakthroughs, addressing
existing challenges, and highlighting areas for future research to enhance system resilience against
catastrophic events.

Keywords: wide-area measurement systems (WAMS); state estimation (SE); synchro-phasor
technology; fault detection; phasor measurement units (PMUs); fault localization; power swing;
backup protection; renewable energy sources (RESs)

1. Introduction

In the conventional power grid, the energy management system (EMS) and Supervi-
sory Control and Data Acquisition (SCADA) system can afford the steady state view of
the power system with high data flow latency [1]. The critical issue in adopting a better
protection scheme with these setups is the inability to measure the phase angles of the bus
voltage and current in real-time in a synchronized way [2]. The instant dynamic behavior
assessment with faster monitoring and measurement is essential for a reliable, protective,
and secure operation. The transformation to the smart grid concept of the modern power
system needs faster monitoring, more accurate, and synchronized phasor measurement of
electrical parameters to achieve the above objective with the use of a Global Positioning Sys-
tem (GPS) to power system operation [3]. Among many emerging devices to facilitate better
system monitoring, measurement, and signal communication, PMUs are very attractive in
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comparison due to the ability to provide the phasor signals in microseconds with accuracy
and a faster way through the GPS [4-6]. The application of the PMUs in the system network
facilitates tracking grid dynamics in real-time, obtaining data for wide-area monitoring,
assessing the state estimation, predicting system failure, helping to plan energy delivery
proactively, and providing improved protection and control [7-9]. Due to this perspective
of the PMUs, research of the application of the PMUs in power systems is up-and-coming
with many research gaps to handle the solution issues and challenges, particularly to power
system protection. The objective of this review includes WAMS-based power network
protection, PMU measurement for enhancing power grid monitoring and protection, fault
monitoring, localization and detection, and PMU-based state and security estimation.

The conventional measurements were asynchronously reported in 2-5 s intervals [1].
This time interval limited the capabilities of monitoring and measurement operation for
the quick and correct decision to provide a secure protective operation in real-time. The
introduction of PMU enhances the power system monitoring and subsequent control and
protection aspects in many ways, according to the intent of the application [10]. The mea-
suring features such as the fast reporting rate (50-100 measurements/s), synchronization
of measurements through GPS signals, measurements of frequency and frequency rate
of change, and the provision of phase measurements (instead of only magnitude mea-
surements) are the significant factors to put together the PMUs as the critical enablers for
real-time measurement and protection. Firstly, even a wide power network can be fully or
partially observable by PMUs, which helps monitor power systems dynamically to take
corrective solutions for steady and stable operation even under abnormal conditions [11].
Secondly, the integration of PMUs is optimally restructured along with the current SCADA
system to establish the wide-area monitoring and protection system (WAMPS) [8]. This
will provide real-time visualization of the system variation and improve the capabilities
of WAMPS for dynamic state estimator, phase angle monitoring, oscillation detection and
monitoring, and voltage stability [11,12]. This, in turn, considerably improves many crucial
operational benefits such as enhancing reliability by reducing the number of blackouts and
power cuts, cost-effective power system operation, and extensively allowing the integration
of RESs in the smart power system [9]. Thirdly, the uncertainties associated with renewable
energy sources (RESs), electrical energy storage (EES), electric vehicle charging (EVC), and
changes in load scenarios make control and protection more challenging [11]. Wide-area
monitoring with PMUs can overcome new challenges in the operation, planning, protection,
and control of distribution and transmission grids to enhance flexibility for the system
operation [9]. In addition, the new fast communication technologies support the WAMPS's
fast access to power grid information. The PMU application to the power transmission and
distribution sector is indispensable and needs further research to enhance the protection to
make the system secure and reliable.

The installations of PMUs in intelligent grid systems reach for distributed and hi-
erarchical controlled WAMS that facilitate various monitoring, protection, and control
applications [13]. The conventional protection schemes restrict the distance relays to oper-
ate for faults occurring between the location of the concerned relay and the related reach
point [14]. It remains unaffected in the cases of all the faults outside this domain, lead-
ing to unreliable and insecure protection for the system. The WAMS technology based
on the PMUs’ synchronized phasor measurement brings a better solution to the above
issue [9]. Secondly, a wide-area differential protection (WADP) can be established with
the PMUs’ measurement to suit the shipboard applications” needs. Thirdly, a secured,
coordinated, and synchronized backup protection can be established to function as an
intelligent processing system. In a nutshell, WAMS with the PMUs’ measurement provide
the grid dynamic state in terms of angular and voltage stability and transfer capacity at
different instances on various transmission and distribution systems to control and regulate
the power flow satisfying the constraints related to the grid parameters, integrating various
protection schemes and identifying corrective actions with an accurate decision [12]. Lastly,
the security of both the transmission and distribution sector is reasonably necessary with
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the provision of the WAMS to cope with the deregulated and restructured power system.
Overall, WAMS facilitate a developed intelligent grid of adaptive islanding, a secure and
self-healing system.

Even though very few review articles have been published recently, as shown in
Table 1, a proper, concise review confined to PMU application to grid protection aspects
is yet to present for the researchers and power engineers. Few review research articles
mention the broad scope of PMUs and WAMS with their possible applications. This
article extensively discusses and analyzes PMUs’ utilization in the power system protection
domain at the transmission and distribution levels. The significant contributions of this
study can be enumerated as follows:

e It emphasizes various applications of PMUs to provide better protection and secure
microgrid systems. The investigations were conducted on protection aspects only.

e The ideas and newness in the proposed PMU-based backup protection schemes
by various researchers are systematically presented along with their pros and fault
detection times.

e  Thisreview provides an overview of the standards for installing, testing, and designing
PMUs in power system protection.

e  The research gaps are extensively summarized to provide the futuristic scope of the

PMU-based protection scheme design and formulation.

Table 1. Recent literature review papers on PMU-based protection.

Ref. No. Title Highlights Shortcomings
Surveys th_e primary challenges of Does not provide any comparative
PMU applications. .
. . - analysis of the PMU-based
A Comprehensive Survey on Provides possible future applications .
b v for distribution networks protection scheme.
1 Phasor Measurement Unit It encompasses usin: ’ Does not discuss the challenges and
Applications in P & . problems that PMUs may face
Distribution Systems synchro-phasor-based intelligent concernine their role in
electronic devices in otect'ongs stems
distribution systems. P 1on systems-.
o Surveys the implementation of Does not explain the operation and
D'PMU‘ based‘ applilcaFlong for D-PMUs in the distribution network. principles of PMUs.
[10] emerging active dls’Frlbutlon Reviews the application, monitoring, Does not provide any insight into the
systems: A review and control of D-PMUs. standard of PMU application.
Surveys a comprehensive overview of Does not offer any information or
synchro-phasor technology, including understanding regarding the standard
Synchro-phasor measurement its principles, operation, and optimal utilized in PMUs.
[13] applications and optimal PMU

placement:A review

placement techniques.
Covers various applications in the
transmission and distribution system.

Does not offer any details or
explanation regarding communication
systems based on synchro-phasors.

[2]

A Survey on the Micro-Phasor
Measurement Unit in
Distribution Networks

Provides the advantages of using
uPMUs in distribution networks,
including their ability to improve
reliability and robustness.

Covers environmental sustainability
and social and economic benefits.

Does not provide detailed information
related to the wide-area

backup protection.

No specific data has been mentioned
regarding the PMU standards.

The remaining part of the manuscript is organized as follows: Section 2 addresses
the various aspects of PMUs and WAMS, looking at their architecture, design, operation,
and implementation. Section 3 depicts different issues and challenges related to PMU
application, particularly for protection aspects. Section 4 summarizes various PMU-based
protection methods, including backup protection. Section 5 presents several applications
of PMUs. Sections 6 and 7 enumerate the standards and the future scope, respectively.

85



Energies 2023, 16, 4054

Finally, Section 8 ends with the concluding remarks from the work performed on the PMU
application for protection to date.

2. PMU and WAMS for Power System Protection

This section presents the basic principle of PMUs and WAMS technology operation
and how it improves power system monitoring and protection. Moreover, researchers have
conducted studies on several monitoring and protection techniques that employ PMUs, as
demonstrated by the comparative publication statistics illustrated in Figure 1, on an annual
basis. A distribution pie chart of articles published in various journals covering PMU and
protection applications is available, as shown in Figure 2.
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Figure 1. Annual publication data on PMU-based protection.
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Figure 2. PMU-based protection schemes in various academic publications.

2.1. Phasor

A phasor is a mathematical representation of a sinusoidal wave quantity in which the
complex number’s modulus represents the cosine/sine wave’s amplitude, and the angle
represents the cosine/sine wave’s phase angle. Using phasors simplifies the analysis of
circuits and systems that involve sinusoidal wave quantities, making it easier to perform
calculations and visualize the relationships between different signals [15,16].
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A sinusoidal signal is generally represented as follows:
x(t) = Xy cos(wt + ¢). 1)

The phasor representation of this expression is represented by the following:

X:%eﬁ/’:%(cos@—l—jsin(p). ()
Here, X;; and ¢ are denoted as the peak value of the sinusoid and the signal’s phase
angle, respectively. The phase angle measurement is regarded as positive when measured
in an anti-clockwise direction from the positive real axis. It relies on the frequency inherent
in the phasor representation. For different signals to be represented in the same phasor
diagram, they must have the same frequency. Still, input signals may not remain stationary
in real-time conditions, as shown in Figure 3. A finite data window is used to consider the
input signals to address this. PMUs require at least one period of the input signal’s funda-
mental frequency in the data window [8]. However, when non-harmonic and harmonic
components are present, the frequency is not necessarily the same as the fundamental
frequency. Thus, PMUs use frequency tracking algorithms to separate the fundamental
frequency components and estimate the fundamental frequency period before measuring
the phasor.

XA A imgxw}

P 2 N VAN, SEEYA N

;
h

:\ / \ PwA/ \ N rus

' Value Value

'

. AN ¢ » ReiX)}
l \/ \/ |
'
:
'
‘
‘
‘
'
‘

Figure 3. Synchro-phasor representation.

2.2. Synchro-Phasor and PMUs

A PMU is a tool used to calculate the phase angle and magnitude of a grid-wide
electrical quantity (such as voltage or current) using a standard time reference. The time
synchronization is given by a GPS and according to some protocols such as the IEEE
1588 Precision Time Protocol [17]. This enables synchronized real-time measurements
of several distant places on the grid and helps to provide a wide-area monitoring and
signal retrieval system. PMUs can quickly take samples from a waveform and rebuild the
phasor quantity, which consists of measurements of both the angle and magnitude. These
resulting measurements are known as the synchro-phasor data. These time-synchronized
observations are crucial to analyze the power system from a control, protection, and energy
management point of view to smooth the whole system’s operation.

Figure 4 depicts the operational block diagram of a PMU. It processes information
quickly and accurately and estimates the phasors and timestamps of the incoming signals.
The anti-aliasing filter eliminates signal elements whose frequency is equal to/higher than
half the Nyquist rate. An analog-to-digital converter (A/D converter) converts the input
voltage and current phasors from analog to digital AC signals. A phase-locked oscillator
(PLO) transforms the GPS one pulse/sec signal into a series of high-frequency pulses (HFP).
The phasor microprocessor performs the phasor computations, and the resulting phasors
are merged to provide positive sequence readings. The information from the GPS and clock
is eventually used to tag the phasors. At last, by using a modem, the ultimate phasor value
is sent to a data center [13].
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Figure 4. The principle of operation of PMUs as suggested initially at Virginia Tech., USA (Blacksburg,
VA, USA).

2.3. Synchro-Phasor-Based Communication

Communication features are required for applications that demand phasor data
in isolated locations. In each communication activity, two data flow components are
crucial [18,19]. The first factor is channel capacity (the rate of data change that could be
maintained on the current dataset), calculated in kilobits per second or megabits per second.
The second factor is latency, which is the interval between the creation of data and its
availability for use by the intended purpose [20]. There are two basic categories of com-
munication networks, including wired (e.g., telephonic line, overhead line, coaxial lines,
power line communication (PLC), optical fiber) and wireless (e.g., Wi-Fi, radio frequency,
satellite, microwaves). Wired networks may be divided into star and mesh networks [21,22].
Figure 5 represents an overall view of the synchro-phasor-based communication network.
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Figure 5. Synchro-phasor-based communication network.

A star network is one in which all communication nodes are connected to the central
node. However, additional communication cables and towers are required to establish
such a network. Furthermore, real-world power systems, such as NASPInet, have already
adopted star networks [23]. On the other hand, a mesh network is a network whose
communication topology resembles a network of power lines. It can utilize power line
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communication (PLC) technology [24] and has proven to be effective in the past [25,26].
Depending on the physical communication medium, the PMU data transfer modes may
be categorized [27]. Leased line connections (LLC) were one of the earliest forms of
communication for these uses. Switched telephone circuits (STC) are also viable if transfer
latency is not critical. Additionally, traditional electric utility communication techniques,
including PLC and microwave links, have been widely adopted and are still prevalent in
many current applications [20].

Despite the challenges such as noise, signal loss, and attenuation, PLC remains a
feasible option for PMU communications at medium and low voltage distribution levels
due to its low cost, easy accessibility, and widespread deployment. However, the latest fifth-
generation (5G) mobile services are considered the most promising alternative for PMU
communications in the future. With a transfer rate of 20 gigabits per second (Gbps), 5G is
almost 100 times faster than 4G, enabling advanced wireless broadband, extensive machine-
type communications, and ultra-reliable low-latency communications [28]. Although this
technology has not been deployed in functioning power systems, its security must be
ensured for future applications. Lastly, fiber-optic networks are the preferred medium
today because they have unmatched channel capacity, rapid data transmission speeds, and
resistance to electromagnetic interference.

2.4. Synchro-Phasor-Based Wide-Area Measuring System (WAMS)

Power systems are evolving due to the increased renewable energy production, open
access to transmission networks, and deregulation of the electrical industry. The functioning
of electrical power systems is under strain due to this reality, which increases the need to
enhance the control and protection systems provided by WAMS based on PMU [29]. The
critical elements of WAMS are phasor data concentrators (PDCs), communication networks,
and PMUs, as shown in Figure 6.
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In the hierarchically constructed WAMS, the PDC arranges the phasors by the GPS
timestamps using the measured output data from PMUs [30]. The PMUs collect and
transmit critical information about the power system, such as voltage, current, frequency,
and rate of change of frequency (ROCOF), using the IEEE C37.118.2 or IEC 61850-90-5
standards. These data are then received by nearby PDCs (within 10 ms-100 ms), which
synchronize and distribute them to super PDCs. The PDCs are responsible for monitoring,
storing, and analyzing the received data and detecting and responding to faults in the
system [31]. Additionally, it may utilize intelligent electronic devices (IEDs), such as protec-
tive relays, switches, and capacitor banks, to quickly respond to disturbances and ensure
the stability and security of the power system at both the distribution and transmission
levels. However, transferring all the data from the synchro-phasor network to the SCADA
or EMS is not required, as receiving higher-level online alerts is sufficient. According to a
suggestion in [1], the future of synchro-phasor networks involves using the IEC 61850-90-5
standard for efficient communication between all network components, replacing the cur-
rent IEEE C37.118.2 standard. Furthermore, rapid relay communication can be achieved
using the IEC 61850 standard. This approach allows for additional data review at a later
time while ensuring quick and reliable communication between all components of the
synchro-phasor network.

2.5. Synchro-Phasor-Based Load Shedding

Currently, power systems are operated closer to their stability limits, mainly due
to the deregulation of the electricity markets and the rise in electrical energy demand.
However, due to significant disturbances, such as tripped generators or transmission
line faults [32], the following active and reactive power unbalance can ultimately cause
substantial simultaneous voltage and frequency variations along with instability. As a
result, there is a greater chance that the entire system could collapse [33]. Load shedding
is a technique that can prevent system collapse by shedding some of the load demand
when there is an imbalance between the power generation and load demand, as shown in
Figure 7. The technique can be represented as follows [34]:

Min Z Cjxj 3)

j=m

LS,

where ¢; represents the weight of the load; x; = 1 represents that load j needs to be shed.
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Figure 7. A simplified load-shedding scenario (a) before and (b) after.

L4

The technique is classified into two main categories based on the objectives and
measurements; these include under-frequency load shedding (UFLS) and under-voltage
load shedding (UVLS) [35]. In the past, various under-frequency load shedding (UFLS)
methods have been developed and can be broadly categorized into classic, adaptive, semi-
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adaptive, and algorithmic approaches [36,37]. In conventional UFLS methods, relays use
locally measured frequency as input and continuously compare it against predetermined
thresholds. The key benefits of these systems are simplicity, ease of operation, and reliability.
However, they can also have drawbacks, such as treating steep and gradual frequency
gradients equally, potentially resulting in excess or insufficient load shedding [38]. The
enormous scope is suitable for the use of PMUs to develop a new methodology for optimal
load shedding to prevent voltage and frequency instability phenomena with proper power
regulation by adopting the concept of WAMS.

PMUs are a potentially effective solution for improving UFLS [39-41], as they can
provide highly accurate frequency and ROCOF measurements with synchronized time
information [42]. However, the reliability of PMU-based measurements may be affected by
time-varying conditions and transient events since they rely on a static signal model [43,44].
Therefore, the control scheme should consider the potential measurement uncertainty [45,
46]. A new approach was proposed in reference [47] to address the above challenges. This
approach utilizes synchro-phasor reading obtained from PMUs to calculate the absolute
frequency and ROCOF. The novel approach employs two sets of ROCOF criteria to calculate
the load that must be shed and initiates the load shedding. This approach results in a
more sensitive system that can handle quick dynamics in a modern power network (MPN).
However, adopting PMUs improves the estimate and monitoring rate accuracy, offering
a more effective solution for UFLS in MPN. In addition, in [48], a method is suggested to
address measurement errors, communication failure, and time delays. The above factors
are incorporated into the problem formulation to make the results more accurate and
reflective of real-world scenarios. Finally, [49] proposes an approach that considers the
connections across load buses and is robust to PMU failure and communication delay,
further improving the load-shedding solution’s effectiveness. Lastly, PMU is also very
helpful in creating credible and practical tools for UVLS issues that may successfully
minimize voltage collapse [50-52]. In addition, references [53,54] discuss the problem of
voltage collapse in power systems due to high reactive power mismatch. However, the
above methods are unsuitable for dynamic real-time conditions and an open research field
for power engineers.

3. Issues and Challenges of PMU-Based Protection

Recently, many suggestions have been proposed to adopt a secure, reliable, and self-
protective capability for the intelligent transmission and distribution sector. However,
integrating WAMS and PMUs with the traditional protection scheme and topology raises
many inherent critical issues and challenges in real-time, including the following:

e  The architecture of wide-area protection systems (WAPS): The architecture of WAPS
needs to be designed to provide adaptive relaying for primary protection and long-
term voltage instability at the local stage of operation. The frequency instability,
angular instability, and control coordination need to be considered for small-signal
stability at the global stage of operation. A proper architecture can enhance the
system security, improve the speed of information exchange between components,
and provide high system reliability [55].

e  Dynamic and nonlinear loading: The dynamics of loads and electric vehicle charging in
the distribution sector can cause frequency instability. However, they are not substan-
tially considered in frequency instability protection measures based on WAMS. The
protection scheme must focus on the dynamic and nonlinear loading characteristics
through WAPS [56].

e  Opverreaching distance relay zones: Overreaching distance relay zones under stressed
abnormal conditions can lead to cascaded tripping and blackouts. WAMS-based
anticipatory adaptive relaying schemes may be a better solution for handling these
situations in the future [57].

e  Operational uncertainties of FACT devices: The series of connected FACT devices
have a critical impact on the distance protection of the transmission lines due to their
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associated operational uncertainties. WAMS-based flexible protection schemes can
be designed to handle the uncertainties related to distance protection and acquire the
control parameters of FACTS devices in a brief period [4].

e  Optimal PMU placement: Without a comprehensive plan for wide-area protection,
there is a lack of optimal PMU placement that can provide complete observability of
the power system. Proper PMU placement is essential to detect and prevent different
types of instabilities and uncertainties in the system [57].

e  Time delays: Time delays during information exchange and transfer in PMUs can
impact the accuracy and effectiveness of WAPS. Proper measures must be taken to
handle time delays accurately and correctly through real-time adaptive identification
techniques [57].

o GPS spoof attacks: GPS spoof attacks can influence PMU timestamps by injecting
counterfeit GPS signals into the antenna of the PMU’s time reference receiver. This can
violate the PMU’s maximum phase error and inaccurate signaling for protection and
control. Mitigation strategies must be developed to prevent GPS spoof attacks [58,59].

e  Calibration of PMUs: Characterizing PMUs according to prescribed measurement
standards is essential to ensure the reliability and consistency of the operation and
control of WAPS. The calibration of PMUs under steady-state conditions traceable to
prescribed standards is necessary [60].

e  False data injection attacks (FDIA): Cybersecurity is a significant concern for intelligent
power grids, and FDIA can cause operational, physical, and economic damage. Con-
tinuous cyber-physical system monitoring is essential to achieve secure and reliable
operations under cyber threats. The WAPS should be designed to prevent and detect
FDIA research gaps, aiming for a better solution to these factors [61].

e Role of PMUs in inverter-based resources: PMUs can be crucial in monitoring and con-
trolling power systems that incorporate inverter-based resources, especially relevant
in regions with high resource penetration. However, this deployment also presents
challenges, such as the high cost of PMUs, the need for precise time synchronization,
and a lack of standardization that may create interoperability issues. Nevertheless,
PMUs also present opportunities, including real-time monitoring and control that
can improve power system stability and reliability and more precise information to
enhance inverter-based resource performance [62].

4. PMU-Based Protection Methods

Synchro-phasor measurements have revolutionized the field of power system protec-
tion by providing highly accurate and time-synchronized phasor data. This data detects
and responds to various power system events, including faults, out-of-step conditions, and
other abnormal operating conditions. To address these abnormal conditions, the synchro-
phasor has provided several solutions to the above protection problems in power systems.
They have enabled the development of sophisticated protection schemes such as adaptive
out-of-step protection (OSP), differential protection, and backup protection, which rely
on accurate and time-synchronized phasor data to detect and respond to power system
events [3].

Differential protection is a commonly used protection scheme in power systems. It
protects power transformers, generators, and other critical equipment from damage due
to internal faults. It relies on measuring the difference in current flowing into and out of
a protected zone. When a fault occurs within the zone, the current balance is disrupted,
and the differential relay detects the fault and initiates a trip signal to disconnect the
equipment. Adaptive OSP protects power system generators from damage due to the
loss of synchronism, which can occur when two generators are connected to the same
power system with unsynchronized rotational speeds. Lastly, backup protection is used as
a secondary protection scheme to protect against equipment failures or the malfunction
of primary protection systems. The schemes rely on synchro-phasor measurements to
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detect and isolate faults quickly and accurately, ensuring the power system remains stable
and reliable.

4.1. Backup Protection

With the emergence of interlinked power systems, systemic disruptions (e.g., trans-
mission line faults, blackout events) inside the power system may create an inexorably
problematic situation for the power industry. To prevent the deterioration of the power grid,
protection and control measures must be taken to recover the system to normal operating
conditions. Generally, primary and backup protection is used to protect the transmission
lines [63,64]. Conventional backup protection is mainly performed based on independent
judgment following local data. Furthermore, conventional backup protection cannot adjust
to varying loading scenarios and fault impedance [65]. As a result, symmetrical distur-
bances cannot be detected from other loading conditions, including load invasion, power
swing, and generator breakdowns [66].

Additionally, backup protection may operate incorrectly, leading to cascading failures
or blackout events [66,67]. The implementation of phasor measurement units (PMUs)
in power systems has recently been widely acknowledged. The voltage and current
synchro-phasor are delivered by PMUs using GPS. Researchers are proposing wide-area
backup protection (WABP) schemes that utilize data collected from various points in the
grid to detect transmission line faults. There are three significant categories documented
in WABP research [68]. The first involves using electrical quantity parameters, the sec-
ond involves WABP based on the protection relay device’s switching status information,
and the third category combines electrical quantity and circuit breaker/protective relay
operating information.

Figure 8 depicts a schematic diagram of WABP consisting of a protection device
(PD) that detects the network’s electrical properties and transfers the data to the regional
network’s system protection center (SPC). After that, SPC examines the data and runs
the protective algorithm to decide whether or not a defect has occurred. Once a defect is
discovered, the SPC sends a trip order to the appropriate circuit breaker, isolating the faulty
area of the network. Table 2 depicts the backup protection approaches recommended by
many authors in recent years, and a detailed examination of these techniques is covered in
the following sections.

System Protection
Center

Il’l), PD,

pD, | PD,,

DO L2 M O i

PDy;

Figure 8. Architecture of WABP.
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4.1.1. WABP Scheme Based on Electrical Quantity Parameters

This scheme consists of WABP based on information on electrical parameters, such
as the evaluation of the fault voltage [69], the comparison of the sequence current phase and
amplitude, the comparison of the voltage and current composite directional
component [70-72], and the cumulative impedance comparison algorithm. As mentioned
above, the schemes can realize WABP by gathering wide-area data without modifying the
typical backup protection architecture. However, by comparing the variation of electrical
quantity between the calculated and estimated values to a certain threshold, the defective
line was successfully located, as shown in Figure 9.

L > Fault
Calculate the
electrical Compared that parameter
quantities(e.g. calculated parameter >
voltage, current, with estimated value Threshold
power etc. )
»
> No fault

Figure 9. Block diagram of WABP scheme based on electrical quantity.

Identifying a faulty transmission line was achieved by analyzing variations in the
positive-sequence current angles across all transmission lines. To determine the bus closest
to the defective line, [72] analyzed the positive-sequence voltage (PSV) magnitudes of
the buses and calculated the absolute difference in the positive-sequence current (PSC)
angles at both ends of each line connected to the identified bus. However, this method
has limitations, particularly for high impedance faults where the measurement of the
bus voltage magnitude may be low, leading to insignificant differences in current angles.
Several alternative techniques have been proposed to address this limitation. For example,
a unique WABP algorithm was proposed in [70] to identify faulty branches based on the
steady-state fault component.

In contrast, another special WABP algorithm based on fault component voltage dis-
tribution was suggested in [69]. Later, ref. [73] proposed a WABP scheme based on PSV
readings to determine the location of the damaged line. At the same time, the Koopman
analysis was used in another study to generate WABP and detect the faulty line based on the
PMU data, but it has a high computational burden [74]. Further, reference [75] introduced
a novel WABP algorithm that does not consider system variables such as transmission line
impedance, but only uses the phasor data of voltages and currents, which was proven
effective. In [76], a decentralized method was presented to detect and clear transmission
line faults in power systems. This approach utilizes the gain in momentum data of all
generators and PSV magnitudes to identify the susceptible protection zone and the nearest
bus to the fault.

Moreover, the techniques described in references [72-76] do not address two crucial
factors, wide-area fault detection and location for cross-country and evolving faults. In this
direction, a novel WABP scheme was proposed in [68] to handle the associated issues. The
scheme requires only a limited number of synchronized PMUs, making it a cost-effective
solution for power systems. The main drawback of all these schemes is that they need a
lot of observations and relevant data, such as transmission line voltage and current. As a
result, when examining the real-time implementation in a large region, such schemes could
be both costly and challenging.

4.1.2. WABP Scheme Based on Switching Status of Protection Relay

This scheme consists of WABP based on switching information and updates, such
as WABP-based genetic and fault tolerance algorithm [77]. Several techniques are sug-
gested in [78-81]; these backup protection principle schemes are framed by observing and
analyzing the switching status of the protection device, as demonstrated in Figure 10.
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Figure 10. Block diagram of WABP scheme based on the status of circuit breaker.

In [78], the authors used broad-area data, such as the statuses and operations of
conventional protection relays, to detect faults through the collaboration between intelligent
agents. Another backup protection scheme, outlined in [79], relies on the status of primary
and auxiliary protective relays and circuit breakers to simplify the settings and avert
cascading trips. In [80], the authors suggested a comprehensive backup protection scheme
that considers the contribution of all established distance relays across the network, utilizing
a protection fitness function. While [81] presented a backup protection approach that relies
on the status of the distance relay’s second and third zones, its key restrictions include
higher end-to-end latencies and data congestion at the phasor data concentrator (PDC). The
main drawback of these schemes is that they frequently need the circuit breaker’s status,
which could make them impracticable and expensive.

4.1.3. WABP Scheme Based on Electrical Quantity and Switching Status of Protection Relay

In this study, novel methods for the transmission line backup protection are provided
by employing synchro-phasor measurements. These schemes consist of WABP based on
data on electrical parameters and the operational status of protective devices. The above
methods are suggested to be implemented into two phases at the predefined buses. The
first stage involves identifying the fault and strained circumstances. However, in the second
phase, the defective line is cut off from the electrical supply, as shown in Figure 11.
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Figure 11. Block diagram of WABP scheme based on the bus data and circuit breaker status.

In [82], a synchro-phasor state estimator’s residual vector is utilized to detect faults and
improve the security of the present remote backup protection scheme. In contrast, ref. [83]
proposed a WABP technique for transmission lines that operate based on synchronized data
and the actions of third-zone distance relays. The proposed algorithm offers a significant
advantage over other wide-area methods, requiring fewer synchronized devices. Therefore,
the proposed algorithm represents a valuable contribution to the backup protection of
power transmission lines, as it can achieve accurate results using fewer synchronized
devices. Furthermore, ref. [84] proposed a novel WABP strategy based on device detection
to address the device failure issue. This strategy is valuable to the power system protection
field, as it can efficiently and reliably locate faults and provide backup protection.

In summary, the above method proposes innovative approaches to enhance the se-
curity and reliability of power systems through backup protection. However, utilizing
wide-area information, synchronized data, and device detection techniques are significant
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advancements that can significantly improve the accuracy and effectiveness of backup
protection strategies. These contributions are crucial in ensuring the stability and efficiency
of power systems, which are essential for the modern world’s functioning. The major
drawback is that the strategy’s effectiveness may be limited to communication failures

or delays.

Table 2. Backup protection scheme.

Ref. No. Contribution Detection Time
e Itapplies to various types of faults.
[85] e It provides high security and dependability in identifying the faulted line. 65-95 ms
The computational burden is less.
e Itincreases the accuracy of fault identification.
. t can be implemented with a smaller number o S.
e The implementation costs less.
e It can quickly identify the faulted line and prevent damage to the power system.
[87] e It can appropriately maintain the dependability-security of the power system 400 ms
network during system transient.
e  Itis easier to implement and maintain.
° t reduces the computational burden.
[88] It red h putational burd 740 ms
e  Itreduces the risk of maloperation.
e This proposed strategy effectively identifies the faulted line, which can prevent
further damage to the power system.
[89] e  Itreduces the number of PMUs needed, saving costs and resources while -
maintaining the same level of protection.
e It can detect the fault in a different location with a high accuracy.
[90] e It can detect all high-resistance asymmetrical faults and is resistant to 50 ms
measurement errors, improving the reliability of the protection system.
e This suggested method can identify the faulted line correctly.
e Itcan easily classify single-phase-to-ground faults, which can help improve the
[91] overall system stability. 20 ms
e  Itisapplicable for modern power system networks with reduced system inertia.
e This method can detect high-impedance faults.
e It has less computational burden.
[92] P 0.48 ms
e [t can prevent unnecessary power interruptions.
e This scheme is highly effective during power oscillation, generator outage, load
shedding, and voltage fluctuation.
[93] e It can detect different types of fault locations. 300 ms
e Itcan operate in a wide range of scenarios.
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Table 2. Cont.

Ref. No.

Contribution

Detection Time

[94] .

This method requires significantly less time training the classification models than
other classifiers, reducing the overall capital cost.

It can operate quickly, and has accurate fault detection and classification to protect
the power system from the cascade impact of the maloperation of relays.

140 ms

[95]

This proposed technique limits the computational requirements.
It requires a smaller number of PMUs.
It reduces the computational burden.

12 ms

[96] ¢

This technique is reliable for conventional protection systems.
It can help to prevent power outages and ensure the stability and efficiency of the
power system.

81 ms

[97]

This approach provides accurate fault location in the presence of measurement and
parameter errors.
It is a versatile and reliable tool for system operators and engineers.

50 ms

5. Synchro-Phasor-Based Application in Transmission and Distribution System

The real-time management of power systems necessitates using fast and synchronized
data collection and processing techniques. PMUs, with their synchronized timing and high-
frequency sampling capabilities, play a crucial role in analyzing the complicated dynamics
of the power system. These measurements also assist in detecting system abnormalities
and implementing prompt corrective actions. Despite these benefits, minor variations in
voltage phasors at different buses in the distribution system must also be accounted for,
as they are crucial in achieving better control and protection. Extensive research has been
conducted in this field. The following sections outline the applications of synchro-phasor
measurements in transmission and distribution systems, as shown in Figure 12.
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Figure 12. Applications of PMU.

5.1. Voltage Stability

Voltage stability refers to the capability of a system to sustain its voltage levels after
a disturbance occurs. This concept is typically divided into two categories, short-term
voltage stability and long-term voltage stability, which are differentiated based on the
type and duration of the disturbance [98]. The system voltage stability margin (VSM) is
expressed as follows:

Am — A
Percentage of VSM = %

0
—=€ x 1005 )

where A represents the maximum loading point and A¢ represents the current operating point.
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Traditionally, only SCADA and EMS data were used to monitor the P-V and Q-V
curves, but a model-free technique was developed in [13] to measure the voltage magnitude.
In [99], a new strategy was designed to improve the accuracy and speed of measuring
the voltage magnitude, which is essential in addressing voltage instability and preventing
blackouts. However, this approach involves using WAMS and optimizing parallel pro-
cesses with guidelines to minimize calculation times. Later, an innovative approach was
proposed to estimate the voltage stability margin in a power grid to enhance operators’
awareness [100]. This method utilizes PMUs and incorporates a preprocessing technique
for PMU measurements to eliminate any inconsistency or uncertainty due to random load
disturbances. This approach promises to provide a reliable and accurate estimation of the
voltage stability margin, which is crucial for ensuring a power system’s safety and stable
operation. In [101], a new technique for monitoring voltage stability in a transmission
system was introduced. This method was developed by combining the impedance match-
ing method and the previous local identification of voltage emergency technique (LIVET).
The proposed method can detect voltage instability soon after it occurs by monitoring
the changes in the active power transfer. A novel multi-bus voltage stability index was
introduced in [102]. This index can calculate the stability margin and the load-shedding
percentage. Several voltage stability evaluations were conducted under various operat-
ing conditions [103-109]. Table 3 depicts some recent research on voltage stability using
PMU data.

Table 3. Application of PMU on voltage stability.

Ref. No. Contribution

[103] This approach can reduce the number of contingency scenarios and produce accurate results with noisy input.

[104] This method provides faster predictions of fluctuations, giving the transmission system operator ample time to
implement corrective measures.

[105] This suggested approach demonstrates improved real-time applicability for accelerating high-dimensional
PMU tests and higher tolerance to instabilities brought on by high solar integration.

[106] This approach can accurately identify the critical bus and quantify stress in the system in various test scenarios,
including noisy measurements, load increases in different directions, and line and generator outages.

[107] This approach is robust to reactive power limitations of generators.

[108] This proposed technique has a high accuracy and fast execution speed.

[109] Compared to the Lyapunov exponent technique, this suggested method has a faster detection time and is more

successful in identifying short-term voltage instability.

5.2. Power Oscillations

Distance relay failure contributes significantly to most cascaded blackouts world-
wide [27]. Severe disruptions such as faults and load failure may cause the system to
experience power swings (PSs) or power oscillations (POs) [110]. The swing equation can
be expressed as follows [111]:

5= wp(wy —1) )

2Hw; = Py — P — D(wy — wy) (6)

where & represents power angle; w, and w, shows the actual and angular velocity, respec-
tively; Py, and P, are the mechanical and electrical power; H is the inertia constant; and D is
the damping coefficient.

Depending on the severe disturbances, POs can either be stable (synchronous genera-
tors maintain synchronism) or unstable (synchronous generators lose synchronism) [112].
During stable power oscillation (SPO), blocking the performance of the distance relay
is desirable. On the other hand, alternative events are offered during unstable power
oscillation (UPO). Depending on the location, the distance relay could block or trip in the
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first event. In the second event, the distance relay could be plugged (close to the electrical
center) and proceed by forcing separation at a different system site [113]. However, UPOs
can cause significant changes in the voltage and current, which can be hazardous for the
operation of the power grid. In addition to that, UPOs can also cause the failure of specific
protective systems, such as distance and under-impedance relays, leading to widespread
blackouts and cascading outages. The above issues highlight the importance of detecting
and mitigating UPOs in power systems to ensure the stability and reliability of the power
grid [114].

To maintain the stability of the power grid, an out-of-step (OOS) prevention mech-
anism is provided, which includes pole slip protection (PSP) of synchronous generators,
exceptional security, additional control, power swing blocking (PSB) of distance protection,
and OOS tripping in transmission networks [114]. The above mechanism works to detect
and prevent OOS events, ensuring the stability and reliability of the power grid. However,
conventional blind-based schemes, such as pole slip protection (PSP) for synchronous
generators, face limitations in differentiating between stable and unstable swings and
require a detailed stability study for their implementation [115]. Other techniques, such as
the rate of change of impedance and resistance [115], changing the zone shape of distance
relays [116], and the swing-center voltage (SCV) method [117], were also reported, but
have limitations such as requiring extensive stability studies or being applicable only for
two-source equivalent systems.

Various techniques were proposed in the power system industry to prevent out-of-
step (OOS) events and detect POs to ensure stable operation and prevent blackouts [116].
These include the frequency of voltage value-based approaches [116], pattern recognition-
based strategies [117-119], admittance trajectory-based methods [120], the relative speed
of a hypothetical identical machine [121], PMU information-based methods [122,123], and
predictive analysis-based methods [124]. These methods aim to distinguish stable power
swings from unstable ones, increase the protection system’s reliability and security, and
reduce false tripping and communication failure. However, each method has its limitations
and challenges, such as the requirement for a vast amount of training data, improvement in
filter design, and the necessity for PMU information. Table 4 tabulates some recent research
on power oscillation using PMU data.

Table 4. Application of PMU on power oscillation.

Ref. No. Contribution

This proposed approach has several advantages, including the prevention of zone-one trip of distance relay,

[111] maintaining the dependability of the overall protection system, the ability to predict the transient stability
status of the system, and ease of integration with existing numerical relays.

[125] This method is computationally efficient and provides improved reliability as it is immune to external faults
and switching events and remains unaffected by noisy signals.

[126] This approach can identify three-phase faults while detecting and discriminating between stable, unstable, and
multi-mode power swings.

[127] This approach can identify an OOS state more accurately and reliably, with a smaller probability of false
alarms or missed detection.

[128] This proposed algorithm provides faster tripping (up to 200 ms) than traditional impedance-based OOS
methods, making it more reliable.

[129] This proposed approach has improved performance compared to existing methods under various conditions,
including current transformer (CT) saturation, single-pole operation, and load switching.

[130] This method can detect HIFs within a brief time (less than 4 ms), regardless of the fault’s characteristics, such
as resistance, inception angle, or location.

[131] This proposed model outperforms existing deep learning and matrix completion-based methods regarding

prediction accuracy, making it a more reliable choice for filling in missing PMU data during power oscillations.
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5.3. State Estimation

Power system state estimation (PSSE), a crucial real-time application, typically happens
every 30 s. An appropriate SE provides the necessary input data so that operators can
learn about the security and dependability of the system and, at the same time, achieve the
capability to reduce capital expenditures. The SE involves calculating the amplitude of the
bus voltage and phase angles by utilizing redundant active and reactive power injection
data [132]. However, the estimation can be performed using several SE techniques. All
approaches often use the same measurement items, the foundation for establishing the
algorithm’s goal function. The SE measuring model that is most frequently employed is
the following:

y=h(x)+e (7)

where y is the measurement vector entered into the SE method, x represents the selected
state variables, and h(x) and e represent the measurement function and error vectors, respec-
tively. Since poor SE performance can have severe financial and practical repercussions,
much research has already been conducted to enhance SE performance, and numerous
strategies have been suggested in this article.

Conventionally, the data measurement is asynchronous, resulting in static state esti-
mation (SSE). The following have been explored through SSE: (i) the enhancement that
was obtained when PMUs were introduced and multiplied; (ii) the ideal placement and
positioning of PMUs to provide high reliability, the identification of incorrect data, and the
detection of system element issues; (iii) the inclusion of PMUs in the estimation technique,
such as by immediately replacing the actual values inside the state variables; (iv) calculating
the weights attached to these PMUs; and (v) the advantages of PMUs for enhancing data
security [132]. However, synchro-phasor technology allows for dynamic state estimation
(DSE), providing real-time information about the voltage magnitude and phase angle at
each node in the power system. This approach provides a more accurate and dynamic
understanding of the system’s state, enabling better decision making and control [133].

Several studies have shown the benefits of using PMU data with an extended Kalman
filter (EKF) for online state and parameter estimation. References [134,135] demonstrated
the potential applications of this approach. References [136,137] used the EKF to estimate
a single-machine infinite bus system’s generator states, unknown inputs, and dynamic
states. References [138,139] proposed using an ensemble Kalman filter (EnKF) for simul-
taneous state and parameter estimation and the use of an extended particle filter (EPF)
for dynamic state estimation, respectively. The main disadvantage of these methods is
the lower sampling rate. A comparative study based on dynamic state estimation was
suggested to address this above issue in [140].

Later, an SE method for the distribution system was deployed in reference [141].
This method offers several advantages, including low latency and high state estimation
frame rates. In [132], a novel hybrid power system static state estimation (SE) method was
introduced, which utilizes PMU observations as a multivariate time series and incorporates
existing time and cross-correlation through VAR models. Additionally, the process provides
better confidence intervals, and has the ability to anticipate the power state and detect
sudden biases, resulting in more robust state estimation. Despite the attempts to capture
the dynamic conditions of the power system through various methods, the challenge of
decentralized processing and decoupling with power plant controls persists. To overcome
this, ref. [142] proposed an EKF technique that features decentralized processing and
decoupling with power plant controls. Even with noise, the framework accurately estimates
the states, outputs, and unknown inputs. It was also demonstrated that the above method
was resistant to generator component errors and efficient in various situations. In [143],
a new method that combined SCADA and PMU measurements was presented. It shows
a significantly reduced computing time compared to existing approaches, especially in
large-scale networks with multiple faulty SCADA measurements in PMU observable areas.
Reference [144] proposed an improved dynamic state estimation scheme. The scheme’s
performance was evaluated by considering the impact of probabilistic communication
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interruptions and delays, ensuring robustness and reliability in real-world conditions.
The centralized approach integrates and aggregates information from multiple sources,
providing a more comprehensive and accurate state estimate reference. Table 5 presents
some recent research on SE using PMU data.

Table 5. Application of PMU on state estimation.

Ref. No. Contribution
This suggested approach performs better in terms of efficiency, dependability, and robustness over a range of
[145] operational circumstances and calibration properties of the measuring instruments. It may be utilized for
modern distributed network design and management.
[146] This approach is valuable for locating the cyber threat and filtering false data streams.
The equivalent circuit formulation framework provides a novel approach to state estimation that is both
[147] efficient and accurate, with the potential for future developments and applications in the power system
monitoring and control area.
[148] This proposed hybrid SE approach reduces the computational complexities. It provides a more efficient and
accurate way to estimate the state of the power system, leading to better monitoring and control.
[149] This technique enhances state estimation accuracy with the ability to handle disturbances and uncertainties in
the active distribution grids and microgrids.
This proposed method shows a higher accuracy and reliability than traditional methods, with the ability to
[150] . . . : . .
quickly and accurately determine the exact location of faults in both meshed and radial topologies.
[151] This suggested approach has substantial advantages, specifically when operating at off-nominal frequencies,
and may be employed in various monitoring systems.
The least-absolute-value estimator is more computationally efficient, leads to improved accuracy, optimizes the
[152] - . . o . S -
objective function, handles gross errors quickly, and eliminates the need to deal with multiple insufficient data.
[153] The low computational cost of the estimation stage makes this algorithm even more attractive, as it can be run
in real-time without sacrificing accuracy.
[154] This proposed solution for solving the SE problem for three-phase systems is a computationally efficient and
straightforward alternative to the conventional approach.
These proposed next-generation distribution systems incorporate earthing resistances as state variables and
[155] field measurements, improving observability, accuracy, and reliability. The PMU infrastructure provides
high-speed visibility and helps prevent equipment and personal losses due to temporary overvoltages.
The generalized algorithm is linear, efficient, and robust. This proposed method is comparable in accuracy and
[156] computational burden to the conventional weighted least-squares estimator and outperforms it in the presence
of gross measurement errors.
To maintain grid operation, this suggested Convolutional Neural Network (CNN)-based filter can operate as
[157] an extra layer of security by removing erroneous data before a state estimate is carried out. This would allow

system operators to make better decisions.

5.4. Fault Location and Fault Detection

Fault location is the process of determining the location of a fault in an electrical power
grid. PMU-based approaches were proposed to prevent widespread power outages or
other disruptions. These PMUs provide real-time voltage, current, and frequency readings,
allowing the electrical power system to be fully observable at all times, thereby assisting
system analysts in identifying faults quickly and avoiding blackouts. The faulty bus model
can be expressed as follows:

PSV,upp — PSV a5

PSTs x100  (8)

Percentage of positive sequence voltage (PSVn) =

where 1 = bus number; PSV ;s = positive sequence voltage (before fault); and PSV,;,¢ =
positive sequence voltage (after fault).
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However, to further improve the efficiency of the protection system, it is recommended
to use the WAMS, which provide a more effective backup protection scheme.

The WAMS feature PMUs equipped with intelligent electronic devices and synchro-
nized data from both ends of the transmission lines [158,159]. It is essential to accurately
identify faulty transmission lines and perform a dynamic security analysis of the power
system to enhance protection through PMUs [160]. Implementing the differential protection
philosophy based on Kirchhoff’s laws is also crucial to demonstrate the efficiency of PMUs
in protecting transmission lines [161]. The study conducted in [70] was one of the first stud-
ies to develop a differential protection scheme for a 33 kV transmission line and substation,
using numerical relays and incorporating GPS synchronization to streamline the sample
data. Moreover, the recursive algorithm for updating phasors was found to increase the
estimation errors over time due to the continuous nature of electrical power systems (EPS).
To effectively monitor and protect EPS, it is crucial to have an accurate synchronization of
phasors and a precise measurement of the phase angles. The phase angles of the voltages
and currents play a crucial role in defining the location of the faults in the transmission line
when using a minimum positive-sequence voltage as a backup for traditional protection
systems. This information can then be used to classify faulty buses. In addition, the use of
Wavelet and Fourier transform for fault classification in transmission lines was discussed in
reference [162]. Reference [163] proposed a method that detects and classifies transmission
line faults using only PMU data from the generator bus. The methodology employed PMU
readings from a single bus voltage for the whole grid, decreasing the price and complexity
of the surveillance system. Recently, there has been an increase in the use of artificial intelli-
gence (AI) or machine learning (ML) techniques for fault diagnosis, including detection,
identification, and localization of faults in power transmission networks [164]. Table 6
tabulates recent research on fault location and detection using PMU data.

Table 6. Application of PMU on fault location and fault detection.

Ref. No. Contribution

[164] This designed intelligent algorithm is explicitly data-driven and successfully treats the nonlinear time-varying
behavior of the system.

[165] This proposed fault identification method achieves fast and accurate results with 100% accuracy in less than 20 ms.
It applies to conventional and contemporary networks, regardless of DG types and sizes.
This proposed method addresses the issue of high labeling cost and utilizes unlabeled data for classification with a

[166] high accuracy. Compared with previous work, a high impedance fault (HIF) location method is developed to
locate faults with a small estimation error using tPMUs.

[167] This proposed scheme is practical, robust, and reliable under different operating conditions, fault types, distances,
and resistance.
This algorithm accurately classifies faulted buses and identifies the faulty line, making it suitable for application in

[168] practical power systems. The proposed algorithm offers improved fault classification accuracy, robustness, faster
response, and lower computational complexity, making it valuable to PMU-based wide-area measurements.

[169] This proposed method exhibits considerably lower computational complexity.

[170] This method can detect the fault type and send the reclosing command around six cycles after the secondary arc
extinction in case of a single-phase fault occurrence.
This proposed graph-based faulted line identification algorithm using uPMU data in distribution systems offers

[171] efficient and accurate faulted subgraph identification and faulted-line location, with potential for future
improvement through robust SE and topology identification methods.

[172] It can capture similar information on fault events across different parts of the distribution networks, which can
improve fault detection accuracy.

[173] This framework addresses storage issues and reduces data processing time by employing a limited data window,

making it more efficient and practical for real-time applications.
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5.5. Microgrid Operation

Microgrids can operate in two different modes, islanded mode and grid-connected
mode. The microgrid is connected to the main power grid in the grid-connected mode and
can import or export electricity as needed. This mode allows the microgrid to take advan-
tage of the benefits of the main grid, such as the backup power and access to additional
energy resources. In GC mode, the microgrid must maintain a stable frequency and voltage
to ensure the reliable operation of connected loads and to avoid any negative impact on
the main power grid [174]. Using PMUs, the microgrid can monitor the power system
parameters and quickly detect any changes or disturbances in the grid.

Islanding is a situation that occurs when a portion of an electrical power grid becomes
disconnected from the primary grid, forming an isolated island. This can occur due to
several factors, including equipment failures, natural disasters, or cyberattacks. Islanding
can pose a significant threat to the stability of the power grid, leading to unanticipated
power outages and other system disruptions. It is crucial to employ effective islanding de-
tection methods to mitigate this problem. PMUs were identified as a potential solution for
islanding detection. PMUs are specialized hardware devices that track and gauge the elec-
trical power grid, providing instantaneous voltage, current, and frequency measurements.
By utilizing these measurements, PMUs can detect when a portion of the grid becomes
disconnected from the primary grid and initiate an alert or another appropriate response.

To transfer data between PMUs in smart grids, different communication technologies
such as wire lines, fiber-optic cables, 4G/5G networks, and power line communication
are utilized [175]. PMUs provide time-synchronized signals from various locations in the
microgrids (MG), which are particularly crucial when there is an increased installation of
DGs [176]. PMU-based detection is a remote technique that offers fast, reliable, and precise
islanding detection in different operating conditions. Even if a circuit breaker (CB) open is
detected, the DG can still operate in islanded mode if there is a sufficient generation-load
balance [177]. However, relying solely on local measurements reduces the ability to control
DGs, which limits flexibility in active distribution system management. Therefore, gather-
ing system component parameters to achieve resilient and stochastic energy management
in MGs is crucial, which can be accomplished through PMU measurements [178].

Synchronized measurements obtained from multiple PMU sites are instrumental
in accurately detecting islanding events in MGs [179,180]. By analyzing power system
variables such as voltage phasor, current phasor, frequency, and ROCOF, operators can
make decisions and prevent threats to the system. However, the reporting rate of PMUs
can be extremely high, with 60 to 120 frames per second for various variables, resulting in
massive amounts of data that need to be processed [181]. Identifying an actual islanding
event from embedded dynamics in the MGs is a daunting task that requires sophisticated
techniques such as multivariate statistical methods, including independent component
analysis, principal component analysis (PCA), and partial least squares to compress the
data. PCA is a technique that reduces correlation among the observed variables without
significantly losing data by reducing the input data dimension [182]. The PCA model
is updated as new data arrives to achieve a more accurate detection since the power
network data is subjected to change over time. PCA has been utilized in various studies
for islanding detection [183-186]. Table 7 tabulates recent research on islanding detection
using PMU data.

Table 7. Application of PMU on islanding detection.

Ref. No. Contribution
[187] These test results demonstrate the effectiveness of the machine learning strategy in harnessing synchro-phasor data
for power system applications with reasonable accuracy in classifying scenarios and detecting islanding events.
[188] This method provides efficient islanding detection without a non-detecting zone (NDZ) and power quality issues.

This reduces the cost of maintaining physical devices and provides more reliability in terms of functioning.
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Table 7. Cont.

Ref. No. Contribution
This proposed scheme can detect islanding cases with a frequency deviation of 0.01 Hz in just 0.25 s. The scheme is
[189] unaffected by synchronization errors in uPMU data and by measurement noise up to a signal-to-noise ratio (SNR)
value of 35 dB.
[178] This proposed method has a high detection speed (30 ms) and is resistant to false alarms so that it can distinguish
between islanding and non-islanding events with high accuracy and precision.
This algorithm is programmed within the uPMU, which reduces cyberattacks. It is robust and accurate, as it is
[190] . : " . .
simulated for various conditions such as islanding and faults.
This method can detect islanding within two cycles of system frequency under the worst-case scenario of perfect
[191] power balance, ensuring rapid response and preventing damage to the power system. It is highly reliable and
accurate, resulting in a zero non-detection zone in a zero-power imbalance.
This proposed approach shows that the phase angle difference islanding detection method is practical and
[192] . . . . . N
affordable and overcomes the issues affecting the frequency change rate on electrical grids with lower inertia.
(193] This proposed method develops a novel differential protection strategy for microgrids that use inexpensive PMUs
or uPMUs. The method can distinguish between internal, external, and severe no-fault circumstances.
This method is dependable and flexible for different microgrid networks without requiring system model data or
[194] depending on particular disruption characteristics because it uses a regressive vector model, an indicator function to

separate events from inaccurate measurements.

5.6. Harmonic Measurements

Monitoring and controlling harmonic distortions are critical in power system manage-
ment, particularly in power distribution systems. With the increasing power of electronic
devices, nonlinear loads, and inverter-based energy resources, the importance of this task
has increased in recent years. Such equipment can introduce harmonic distortions, which
may compromise the dependability and security of power distribution systems by causing
conductor overheating or interfering with power protection systems. Hence, utilities must
monitor and control harmonic levels in power distribution systems to prevent pollution
and ensure secure and reliable operation. However, PMUs offer high-speed and accurate
harmonic measurements that enable power system 